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Theworld's leading introduction to networking-fully updated for tomorrow's key technologies.

Computer Networks, Fourth Edition isthe ideal introduction to today's networks-and tomorrow's. This classic best
sdler has been thoroughly updated to reflect the newest and most important networking technologies with aspecia
emphasis on wireless networking, including 802.11, Bluetooth, broadband wireless, ad hoc networks, i-mode, and
WAP. But fixed networks have not been ignored either with coverage of ADSL, gigabit Ethernet, peer-to-peer
networks, NAT, and MPLS. And thereis|lots of new materia on gpplications, including over 60 pages on the Web,
plus Internet radio, voice over IP, and video on demand.Findly, the coverage of network security has been revised
and expanded to fill an entire chapter.

Author, educator, and researcher Andrew S. Tanenbaum, winner of the ACM Karl V. Karlstrom Outstanding
Educator Award, carefully explains how networkswork on the inside, from underlying hardware at the physica layer
up through the top-level gpplication layer. Tanenbaum coversal thisand more:

« Physica layer (e.g., copper, fiber, wirdess, satdllites, and Internet over cable)
« Datalink layer (e.g., protocol principles, protocol verification, HDLC, and PPP)

 MAC Sublayer (eg., gigabit Ethernet, 802.11, broadband wirdless, and switching)

» Network layer (e.g., routing algorithms, congestion control, QoS, 1Pv4, and | Pv6)
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Trangport layer (e.g., socket programming, UDP, TCP, RTP, and network performance)

Application layer (e.g., email, the Web, PHP, wirdess Web, MP3, and streaming audio)

Network security (e.g., AES, RSA, quantum cryptography, | Psec, and Web security)

The book gives detailed descriptions of the principles associated with each layer and presents many examples drawn
from the Internet and wireless networks.
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Digributed Systems: Principles and Paradigms

This new book, co-authored with Maarten van Steen, covers both the principles and paradigms of modern
digtributed systems. In thefirst part, it coversthe principles of communication, processes, naming, synchronization,
consigtency and replication, fault tolerance, and security in detail. Then in the second part, it goesinto different
paradigms used to build distributed systems, including object-based systems, distributed file systems,
document-based systems, and coordination-based systems. Numerous examples are discussed at length.

Modern Operating Systems, 2nd edition

This comprehensgive text coversthe principles of modern operating systemsin detail and illustrates them with
numerous real-world examples. After an introductory chapter, the next five chapters ded with the basic concepts:
processes and threads, deadlocks, memory management, input/output, and file systems. The next six chapters ded
with more advanced materid, including multimedia systems, multiple processor systems, security. Findly, two
detailed case studies are given: UNIX/Linux and Windows 2000.

Structured Computer Organization, 4th edition

Thiswiddy-read classic, now initsfourth edition, provides the idedl introduction to computer architecture. It covers
the topic in an easy-to-understand way, bottom up. Thereisachapter on digital logic for beginners, followed by
chapters on microarchitecture, the instruction set architecture level, operating systems, assembly language, and
pardlel computer architectures.

Operating Systems. Design and Implementation, 2nd edition

This popular text on operating systems, co-authored with Albert S. Woodhull, isthe only book covering both the
principles of operating systems and their gpplication to area system. All thetraditional operating systemstopicsare
covered in detail. In addition, the principles are carefully illustrated with MINIX, afree POSI X -based UNIX-like
operating system for persona computers. Each book contains afree CD-ROM containing the complete MINIX
system, including al the source code. The source codeislisted in an gppendix to the book and explained in detall in
the text.
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Preface

Thisbook isnow initsfourth edition. Each edition has corresponded to a different phase in the way computer
networks were used. When thefirst edition gppeared in 1980, networks were an academic curiogity. When the
second edition gppeared in 1988, networks were used by universities and large businesses. When the third edition
gppeared in 1996, computer networks, especially the Internet, had become adaily redlity for millions of people. The
new item in the fourth edition isthe rapid growth of wirdess networking in many forms.

The networking picture has changed radically since the third edition. In the mid-1990s, numerous kinds of LANsand
WANSs existed, aong with multiple protocol stacks. By 2003, the only wired LAN in widespread use was Ethernet,
and virtudly all WANs were on the Internet. Accordingly, alarge amount of material about these older networks has
been removed.

However, new developments are adso plentiful. The most important is the huge increase in wireless networks,
including 802.11, wirelesslocal loops, 2G and 3G cdlular networks, Bluetooth, WAP, i-mode, and others.
Accordingly, alarge amount of materia has been added on wireless networks. Another newly-important topic is
security, so awhole chapter on it has been added.

Although Chap. 1 hasthe same introductory function asit did in the third edition, the contents have been revised and
brought up to date. For example, introductionsto the Internet, Ethernet, and wireless LANs are given there, along
with some history and background. Home networking is a so discussed briefly.

Chapter 2 has been reorganized somewhat. After abrief introduction to the principles of data communication, there
are three mgjor sections on transmission (guided media, wirdess, and satellite), followed by three more on important
examples (the public switched telephone system, the mobile telephone system, and cable television). Among the new
topics covered in this chapter are ADSL, broadband wirdless, wirdess MANS, and Internet access over cable and
DOCSIS.

Chapter 3 has aways dedt with the fundamenta principles of point-to-point protocols. Theseideas are essentially
timeless and have not changed for decades. Accordingly, the series of detailed example protocols presented in this
chapter islargdy unchanged from the third edition.

In contrast, the MAC sublayer has been an area of great activity in recent years, SO many changes are present in
Chap. 4. The section on Ethernet has been expanded to include gigabit Ethernet. Completely new are mgjor sections
onwirelessLANS, broadband wirdless, Bluetooth, and datalink layer switching, including MPLS.

Chapter 5 has aso been updated, with the remova of dl the ATM materia and the addition of additional material on
the Internet. Quality of serviceisnow aso amgjor topic, including discussions of integrated services and
differentiated services. Wireless networks are also present here, with adiscussion of routing in ad hoc networks.
Other new topicsinclude NAT and peer-to-peer networks.

Chap. 6 istill about the transport layer, but here, too, some changes have occurred. Among theseis an example of
socket programming. A one-page client and a one-page server are given in C and discussed. These programs,
available on the book's Web site, can be compiled and run. Together they provide a primitive remotefile or Web
server avallable for experimentation. Other new topics include remote procedure call, RTP, and transaction/TCP.

Chap. 7, on the application layer, has been more sharply focused. After ashort introduction to DNS, the rest of the
chapter dealswith just three topics. email, the Web, and multimedia. But each topic istreated in great detail. The
discussion of how the Web worksis now over 60 pages, covering avast array of topics, including static and dynamic
Web pages, HTTP, CGI scripts, content delivery networks, cookies, and Web caching. Materia is also present on
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Chapter 1. Introduction

Each of the past three centuries has been dominated by a single technology. The 18th century wasthe era of the great
mechanica systems accompanying the Industria Revolution. The 19th century was the age of the stleam engine.
During the 20th century, the key technology was information gathering, processing, and distribution. Among other
developments, we saw the ingtalation of worldwide tel ephone networks, the invention of radio and television, the
birth and unprecedented growth of the computer industry, and the launching of communication satellites.

Asaresult of rgpid technological progress, these areas are rapidly converging and the differences between collecting,
trangporting, storing, and processing information are quickly disappearing. Organizations with hundreds of offices
spread over awide geographica arearoutinely expect to be able to examine the current status of even their most
remote outpost at the push of abutton. Asour ability to gather, process, and distribute information grows, the
demand for ever more sophisticated information processing grows even faster.

Although the computer industry is ill young compared to other industries (e.g., automobiles and air transportation),
computers have made spectacular progressin ashort time. During the first two decades of their existence, computer
sysemswere highly centralized, usudly within asingle large room. Not infrequently, thisroom had glasswalls,
through which visitors could gawk &t the greet € ectronic wonder ingde. A medium-sized company or university might
have had one or two computers, while large ingtitutions had a most afew dozen. The ideathat within twenty years
equally powerful computers smaller than postage stamps would be mass produced by the millions was pure science
fiction.

The merging of computers and communications has had a profound influence on the way computer systems are
organized. The concept of the "computer center” as aroom with alarge computer to which users bring their work for
processing is now totally obsolete. The old mode of a single computer serving al of the organization's computationa
needs has been replaced by onein which alarge number of separate but interconnected computers do the job. These
systems are called computer networks. The design and organi zation of these networks are the subjects of this book.

Throughout the book we will use the term "computer network™ to mean a collection of autonomous computers
interconnected by a single technology. Two computers are said to be interconnected if they are able to exchange
information. The connection need not be viaa copper wire; fiber optics, microwaves, infrared, and communication
satdlites can dso be used. Networks comein many sizes, shapes and forms, aswe will seelater. Although it may
sound strange to some people, neither the Internet nor the World Wide Web is a computer network. By the end of
this book, it should be clear why. The quick answer is: the Internet is not a single network but a network of networks
and the Web isadistributed system that runs on top of the Internet.

Thereis consderable confusion in the literature between a computer network and a distributed system. The key
distinction isthat in adistributed system, a collection of independent computers appearsto itsusersasasingle
coherent system. Usudly, it has asingle mode or paradigm that it presentsto the users. Often alayer of software on
top of the operating system, called middieware, is responsible for implementing thismodel. A well-known example of
adigtributed system is the World Wide Web, in which everything looks like a document (Web page).

In acomputer network, this coherence, model, and software are absent. Users are exposed to the actual machines,
without any attempt by the system to make the machines ook and act in a coherent way. If the machines have
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1.1 Uses of Computer Networks

Before we start to examine the technical issuesin detall, it isworth devoting some time to pointing out why people are
interested in computer networks and what they can be used for. After al, if nobody were interested in computer
networks, few of them would be built. Wewill start with traditional uses at companies and for individuas and then
move on to recent devel opments regarding mobile users and home networking.

1.1.1 Business Applications

Many companies have a substantial number of computers. For example, acompany may have separate computersto
monitor production, keep track of inventories, and do the payrall. Initidly, each of these computers may have
worked inisolation from the others, but at some point, management may have decided to connect them to be ableto
extract and correlate information about the entire company.

Put in dightly more generd form, theissue hereis resource sharing, and the god isto make al programs, equipment,
and especidly data available to anyone on the network without regard to the physical location of the resource and the
user. An obvious and widespread example is having agroup of office workers share acommon printer. None of the
individuasreally needs a private printer, and a high-volume networked printer is often chegper, fagter, and easier to
maintain than alarge collection of individua printers.

However, probably even more important than sharing physical resources such as printers, scanners, and CD burners,
issharing information. Every large and medium-sized company and many small companies are vitaly dependent on
computerized information. Most companies have customer records, inventories, accounts receivable, financia
satements, tax information, and much more online. If dl of its computers went down, abank could not last more than
five minutes. A modern manufacturing plant, with acomputer-controlled assembly line, would not last even that long.
Even asmall travel agency or three-person law firmis now highly dependent on computer networks for alowing
employeesto access relevant information and documents ingtantly.

For smdler companies, dl the computers are likely to bein asingle office or perhgps asingle building, but for larger
ones, the computers and employees may be scattered over dozens of offices and plantsin many countries.
Nevertheless, asdes person in New Y ork might sometimes need access to a product inventory databasein
Singapore. In other words, the mere fact that a user happens to be 15,000 km away from his data should not prevent
him from using the data as though they were locad. Thisgod may be summarized by saying that it is an attempt to end

the "tyranny of geography.”

In the smplest of terms, one can imagine acompany's information system as consisting of one or more databases and
some number of employeeswho need to access them remotely. In thismodd, the data are stored on powerful
computers called servers. Often these are centrally housed and maintained by a system administrator. In contrast, the
employees have smpler machines, caled clients, on their desks, with which they access remote data, for example, to
include in spreadsheets they are constructing. (Sometimes we will refer to the human user of the client machine asthe
“client,” but it should be clear from the context whether we mean the computer or its user.) The client and server
machines are connected by anetwork, asillustrated in Fig. 1-1. Note that we have shown the network asasmple
ovd, without any detail. Wewill use thisform when we mean a network in the abstract sense. When more detail is
required, it will be provided.
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1.2 Network Hardware

It isnow time to turn our attention from the gpplications and socia aspects of networking (the fun stuff) to the
technicd issuesinvolved in network design (the work stuff). Thereisno generdly accepted taxonomy into which al
computer networksfit, but two dimensions stand out asimportant: transmission technology and scale. Wewill now
examine each of thesein turn.

Broadly speaking, there are two types of transmission technology that are in widespread use. They are asfollows:

1.

Broadcast links.

=

N

Point-to-point links.

Broadcast networks have a single communication channel that is shared by al the machines on the network. Short
messages, called packetsin certain contexts, sent by any machine are received by al the others. An addressfield
within the packet specifies the intended recipient. Upon receiving a packet, amachine checksthe addressfidld. If the
packet isintended for the receiving machine, that machine processes the packet; if the packet isintended for some
other maching, it isjust ignored.

Asan analogy, consider someone standing at the end of a corridor with many rooms off it and shouting "Watson,
come here. | want you." Although the packet may actually be received (heard) by many people, only Watson
responds. The othersjust ignoreit. Another analogy is an airport announcement asking all flight 644 passengersto
report to gate 12 for immediate boarding.

Broadcast systems generdly aso alow the possibility of addressing a packet to al destinations by usng a specia
code in the address field. When a packet with this code is tranamitted, it is received and processed by every machine
on the network. This mode of operation is called broadcasting. Some broadcast systems a'so support transmission to
asubset of the machines, something known as multicasting. One possible schemeisto reserve one bit to indicate
multicasting. The remaining n - 1 address bits can hold a group number. Each machine can "subscribe" to any or all
of the groups. When a packet is sent to acertain group, it isdelivered to al machines subscribing to that group.

In contrast, point-to-point networks consist of many connections between individua pairs of machines. To go from
the source to the destination, a packet on thistype of network may haveto first visit one or more intermediate
machines. Often multiple routes, of different lengths, are possible, so finding good onesisimportant in point-to-point
networks. Asagenerd rule (dthough there are many exceptions), smdler, geographicaly locdized networkstend to
use broadcasting, whereas larger networks usually are point-to-point. Point-to-point transmission with one sender
and onereceiver is sometimes called unicagting.

An dternative criterion for classfying networksisther scae. In Fig. 1-6 we classfy multiple processor systems by
their physica size. At thetop are the personal area networks, networks that are meant for one person. For example,
awireess network connecting acomputer with its mouse, keyboard, and printer isapersona areanetwork. Also, a
PDA that controlsthe user's hearing aid or pacemaker fitsin this category. Beyond the persona area networks come
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1.3 Networ k Software

Thefirgt computer networks were designed with the hardware as the main concern and the software asan
afterthought. This strategy no longer works. Network software is now highly structured. In the following sectionswe
examine the software structuring technique in some detail. The method described here forms the keystone of the
entire book and will occur repestedly later on.

1.3.1 Protocol Hierarchies

To reduce their design complexity, most networks are organized as a stack of layers or levels, each one built upon
the one below it. The number of layers, the name of each layer, the contents of each layer, and the function of each
layer differ from network to network. The purpose of each layer isto offer certain servicesto the higher layers,
shielding those layers from the details of how the offered services are actudly implemented. In asense, eech layer isa
kind of virtua machine, offering certain servicesto the layer aboveit.

This concept isactudly afamiliar one and used throughout computer science, whereit isvarioudy known as
information hiding, abstract data types, data encapsulation, and object-oriented programming. The fundamenta idea
isthat aparticular piece of software (or hardware) provides a service to its users but keeps the details of itsinternal
date and dgorithms hidden from them.

Layer n on one machine carries on a conversation with layer n on another machine. The rules and conventions used in
this conversation are collectively known asthe layer n protocol. Basically, aprotocol is an agreement between the
communicating parties on how communication isto proceed. As an andogy, when awoman isintroduced to aman,
shemay chooseto stick out her hand. He, in turn, may decide either to shakeit or kissit, depending, for example, on
whether sheisan American lawyer at abusiness meeting or a European princess a aforma bal. Violating the
protocol will make communication more difficult, if not completely impossible.

A five-layer network isillustrated in Fig. 1-13. The entities comprising the corresponding layers on different machines
are called peers. The peers may be processes, hardware devices, or even human beings. In other words, it isthe
peers that communicate by using the protocal.

Figure 1-13. Layers, protocols, and interfaces.
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1.4 Reference Models

Now that we have discussed layered networksin the abstract, it istimeto look at some examples. In the next two
sectionswe will discuss two important network architectures, the OSl reference modd and the TCP/IP reference
model. Although the protocols associated with the OSI model are rardly used any more, the moded itsdlf isactudly
quite generd and still valid, and the features discussed at each layer are ftill very important. The TCP/IP modd has
the opposite properties: the modd itself isnot of much use but the protocols are widdly used. For this reason we will
look at both of them in detail. Also, sometimes you can learn more from failures than from successes.

1.4.1 The OSI Reference Model

The OSI modd (minusthe physical medium) isshown in Fig. 1-20. Thismodel is based on a proposa developed by
the International Standards Organization (1SO) as afirst step toward international standardization of the protocols
used in the variouslayers (Day and Zimmermann, 1983). It wasrevised in 1995 (Day, 1995). The modd! is called
the ISO OSl (Open Systems I nterconnection) Reference Model because it deal s with connecting open
systems—that is, systems that are open for communication with other syslems. Wewill just cal it the OSI model for
short.

Figure 1-20. The OSl reference modd.

Layer Marme of unit
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———— Data link layer hast-router protocol
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The OSl modd has seven layers. The principlesthat were applied to arrive at the seven layers can be briefly
summarized asfollows:

1 A lavzer dhniild he created where a different ahatracti on 12 needed
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In addition to being incomprehensible, another problem with OSl isthat some functions, such as addressing, flow
control, and error control, regppear again and again in each layer. Sdtzer et d. (1984), for example, have pointed
out that to be effective, error control must be donein the highest layer, so that repesating it over and over in each of
the lower layersis often unnecessary and inefficient.

Bad I mplementations

Given the enormous complexity of the modd and the protocols, it will come as no surprisethat theinitia
implementations were huge, unwieldy, and dow. Everyone who tried them got burned. It did not take long for people
to associate "OSl" with "poor quality.” Although the products improved in the course of time, the image stuck.

In contrast, one of the first implementations of TCP/IP was part of Berkeley UNIX and was quite good (not to
mention, free). People began using it quickly, which led to alarge user community, which led to improvements, which
led to an even larger community. Here the spira was upward instead of downward.

Bad Palitics

On account of theinitid implementation, many people, especialy in academia, thought of TCP/IP as part of UNIX,
and UNIX in the 1980sin academiawas not unlike parenthood (then incorrectly called motherhood) and apple pie.

OSl, on the other hand, was widely thought to be the creature of the European telecommunication minigtries, the
European Community, and later the U.S. Government. This belief was only partly true, but the very idea of abunch
of government bureaucrats trying to shove atechnically inferior standard down the throats of the poor researchers
and programmers down in the trenches actualy devel oping computer networks did not help much. Some people
viewed this development in the same light as IBM announcing in the 1960s that PL/I was the language of the future,
or DoD correcting this later by announcing that it was actualy Ada.

1.4.5 A Critique of the TCP/I P Reference M odel

The TCP/IP model and protocols have their problemstoo. First, the model does not clearly distinguish the concepts
of service, interface, and protocol. Good software engineering practice requires differentiating between the
specification and the implementation, something that OSl does very carefully, and TCP/IP does not. Consequently,
the TCP/IP modd isnot much of aguide for designing new networks using new technologies.

Second, the TCP/IP modd isnot at al genera and is poorly suited to describing any protocol stack other than
TCP/IP. Trying to use the TCP/IP model to describe Bluetooth, for example, is completely impossible.

Third, the host-to-network layer isnot redly alayer at dl in the normal sense of the term as used in the context of
layered protocoals. It is an interface (between the network and data link layers). The ditinction between an interface
and alayer iscrucia, and one should not be doppy about it.

Fourth, the TCP/IP mode does not distinguish (or even mention) the physical and datalink layers. These are
completely different. The physica layer hasto do with the transmission characteristics of copper wire, fiber optics,
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and wireless communication. The datalink layer'sjob isto ddimit the start and end of frames and get them from one
sdeto the other with the desired degree of reliability. A proper moded should include both as separate layers. The
TCP/IP model does not do this.

Findly, athough the IP and TCP protocols were carefully thought out and well implemented, many of the other
protocols were ad hoc, generally produced by a couple of graduate students hacking away until they got tired. The
protocol implementations were then distributed free, which resulted in their becoming widely used, deeply
entrenched, and thus hard to replace. Some of them are abit of an embarrassment now. The virtud termina
protocol, TELNET, for example, was designed for aten-character per second mechanical Teletypetermind. It
knows nothing of graphical user interfaces and mice. Nevertheless, 25 yearslater, it is till in widespread use.

In summary, despite its problems, the OSl model (minus the session and presentation layers) has proven to be
exceptionally useful for discussing computer networks. In contrast, the OS| protocols have not become popular. The
reverseistrue of TCP/IP: the modd is practically nonexistent, but the protocols are widely used. Since computer
stientistslike to have their cake and et it, too, in this book we will use amodified OSI mode but concentrate
primarily on the TCP/IP and related protocols, aswell as newer ones such as 802, SONET, and Bluetooth. In effect,
wewill usethe hybrid modd of Fig. 1-24 asthe framework for this book.

Figure 1-24. The hybrid reference model to be used in this book.
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1.5 Example Networ ks

The subject of computer networking covers many different kinds of networks, large and small, well known and less
well known. They have different goals, scaes, and technologies. In the following sections, we will ook a some
examples, to get an idea of the variety one findsin the area of computer networking.

Wewill start with the Internet, probably the best known network, and look at its history, evolution, and technol ogy.
Then wewill consder ATM, which is often used within the core of large (telephone) networks. Technicdly, it isquite
different from the Internet, contrasting nicely with it. Next we will introduce Ethernet, the dominant loca area
network. Finaly, wewill look at IEEE 802.11, the standard for wireless LANS.

1.5.1 The Internet

The Internet is not anetwork at al, but avast collection of different networks that use certain common protocols and
provide certain common services. It isan unusud system in that it was not planned by anyone and is not controlled by
anyone. To better understand it, let us start from the beginning and see how it has developed and why. For a
wonderful history of the Internet, John Naughton's (2000) book is highly recommended. It is one of those rare books
that isnot only fun to read, but also has 20 pages of ibid.'sand op. cit.'s for the serious historian. Some of the
material below is based on this book.

Of course, countless technical books have been written about the Internet and its protocols aswell. For more
information, see, for example, (Maufer, 1999).

The ARPANET

The story beginsin the late 1950s. At the height of the Cold War, the DoD wanted a command-and-control network
that could survive anuclear war. At that time, al military communications used the public telephone network, which
was consdered vulnerable. The reason for this belief can be gleaned from Fig. 1-25(a) . Here the black dots
represent tel ephone switching offices, each of which was connected to thousands of tel ephones. These switching
officeswere, in turn, connected to higher-level switching offices (toll offices), to form anationd hierarchy with only a
small amount of redundancy. The vulnerability of the syssem was that the destruction of afew key toll offices could
fragment the system into many isolated idands.

Figure 1-25. (a) Structure of the telephone system. (b) Baran's proposed distributed switching system.
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1.6 Network Standardization

Many network vendors and suppliers exist, each with its own ideas of how things should be done. Without
coordination, there would be complete chaos, and users would get nothing done. The only way out isto agree on
some network standards.

Not only do standards alow different computers to communicate, but they also increase the market for products
adhering to the standard. A larger market leads to mass production, economies of scale in manufacturing, VLS
implementations, and other benefits that decrease price and further increase acceptance. In the following sectionswe
will take aquick look at the important, but little-known, world of internationa standardization.

Standards fall into two categories: de facto and de jure. Defacto (Latin for "from the fact") standards are those that
have just happened, without any formal plan. The IBM PC and its successors are de facto standards for small-office
and home computers becalise dozens of manufacturers chose to copy IBM's machinesvery closdly. Smilarly, UNIX
isthe de facto standard for operating systemsin university computer science departments.

Dejure(Latinfor "by law") standards, in contrast, are formal, lega standards adopted by some authorized
standardization body. International standardization authorities are generally divided into two classes: those established
by treaty among national governments, and those comprising voluntary, nontregty organizations. In the area of
computer network standards, there are several organizations of each type, which are discussed below.

1.6.1 Who'sWho in the Telecommunications World

The legd status of the world's telephone companies varies considerably from country to country. At one extremeis
the United States, which has 1500 separate, privately owned telephone companies. Before it was broken up in 1984,
AT&T, at that time the world's largest corporation, completely dominated the scene. It provided telephone service to
about 80 percent of Americas telephones, spread throughout half of its geographica area, with dl the other
companies combined servicing the remaining (mostly rurd) customers. Since the breakup, AT& T continuesto
provide long-distance service, dthough now in competition with other companies. The seven Regiond Bell Operating
Companiesthat were split off from AT& T and numerous independents provide loca and cdlular telephone service.
Dueto frequent mergers and other changes, theindustry isin acongtant state of flux.

Companiesin the United States that provide communiceation servicesto the public are called common carriers. Their
offerings and prices are described by a document called atariff, which must be approved by the Federa
Communications Commission for the interstate and internationd traffic and by the state public utilities commissonsfor
intragtate traffic.

At the other extreme are countriesin which the national government has a complete monopoly on al communication,
including the mail, telegraph, telephone, and often, radio and televison. Most of the world falsin this category. In
some cases the tel ecommunication authority is a nationdized company, and in othersit isssmply abranch of the
government, usualy known asthe PTT (Pogt, Telegraph & Telephone adminigtration). Worldwide, thetrend is
toward liberdization and competition and away from government monopoly. Most European countries have now
(partidly) privatized their PTTs, but esawhere the processis ill dowly gaining steam.
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1.7 Metric Units

To avoid any confusion, it isworth stating explicitly that in this book, asin computer sciencein generd, metric units
are used ingtead of traditiona English units (the furlong-stone-fortnight system). The principa metric prefixesare
ligedin Fig. 1-39. The prefixes are typically abbreviated by their first letters, with the units greater than 1 capitalized
(KB, MB, etc.). One exception (for historica reasons) is kbpsfor kilobits/sec. Thus, a 1-Mbps communication line
transmits 106 bits/sec and a 100 psec (or 100 ps) clock ticks every 10-10 seconds. Since milli and micro both begin
with the letter "m," a choice had to be made. Normaly, "m" isfor milli and " " (the Greek letter mu) isfor micro.

Figure 1-39. The principal metric prefixes.

: Exp. [ Explicit [ Prefix [ Exp. - Explicit [ Prefix
10° | 0.001 Cmili 107 1,000 | Kilo
.H:I'd' . 0000001 . micro . “}E' - 1,000,000 . Maga
10* | 0.000000001 | pane | 10° 1.000,000,000 Giga
1107 | 0.000000000001 | pico | 1072 | 1,000,000,000,000 | Tera
|10 | 0.000000000000001 | femto | 10" | 1,000,000,000,000,000 | Peta
107" | 0.000000000000D000001 ato | 10'® 1,000,000,000,000,000,000  Exa
|10 | 0.0000000000000000000001 | zeplo | 10F' | 1,000,000,000,000,000,000,000 | Zelia |

1077 | 0.0000000000000000000000001 | yooto  10°% | 1,000,000,000,000,000,000,000,000 | Yotta

It isaso worth pointing out that for measuring memory, disk, file, and database Sizes, in common industry practice,
the units have dightly different meanings. There, kilo means 210 (1024) rather than 103 (1000) because memories
are always a power of two. Thus, a1-KB memory contains 1024 bytes, not 1000 bytes. Smilarly, a1-MB memory
contains 220 (1,048,576) bytes, a 1-GB memory contains 230 (1,073,741,824) bytes, and a 1-TB database
contains 240 (1,099,511,627,776) bytes. However, a 1-kbps communication line transmits 1000 bits per second
and a10-Mbps LAN runsat 10,000,000 bits/sec because these speeds are not powers of two. Unfortunately, many
people tend to mix up these two systems, especidly for disk sSizes. To avoid ambiguity, in this book, wewill usethe
symbolsKB, MB, and GB for 210, 220, and 230 bytes, respectively, and the symbols kbps, Mbps, and Gbps for
103, 106, and 109 bits/sec, respectively.
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1.8 Outline of the Rest of the Book

Thisbook discusses both the principles and practice of computer networking. Most chapters start with adiscussion
of the relevant principles, followed by anumber of examplesthat illustrate these principles. These examplesare
usualy taken from the Internet and wireless networks since these are both important and very different. Other
exampleswill be given where rdevant.

The book is structured according to the hybrid model of Fig. 1-24. Starting with Chap. 2, we begin working our way
up the protocol hierarchy beginning at the bottom. The second chapter provides some background in the field of data
communication. It coverswired, wireless, and satdllite transmisson systems. This materia is concerned with the
physicd layer, although we cover only the architectural rather than the hardware aspects. Several examples of the
physicd layer, such asthe public switched telephone network, mobile telephones, and the cable television network
are also discussed.

Chapter 3 discussesthe datalink layer and its protocols by means of anumber of increasingly complex examples.
The analysis of these protocolsis aso covered. After that, some important real-world protocols are discussed,
including HDL C (used in low- and medium-speed networks) and PPP (used in the Internet).

Chapter 4 concerns the medium access sublayer, which is part of the datalink layer. The basic question it dealswith
is how to determine who may use the network next when the network consists of asingle shared channel, asin most
LANs and some satellite networks. Many examples are given from the areas of wired LANS, wirdessLANS
(especidly Ethernet), wirdess MANS, Bluetooth, and satellite networks. Bridges and data link switches, which are
used to connect LANS, are also discussed here.

Chapter 5 dedlswith the network layer, especidly routing, with many routing algorithms, both stetic and dynamic,
being covered. Even with good routing agorithms though, if more traffic is offered than the network can handle,
congestion can develop, so we discuss congestion and how to prevent it. Even better than just preventing congestion
Isguaranteeing a certain quaity of service. We will discussthat topic aswell here. Connecting heterogeneous
networks to form internetworks leads to numerous problems that are discussed here. The network layer in the
Internet is given extensive coverage.

Chapter 6 dedswith the transport layer. Much of the emphasisis on connection-oriented protocols, since many
gpplications need these. An example transport service and itsimplementation are discussed in detail. The actual code
isgiven for this smple example to show how it could be implemented. Both Internet transport protocols, UDP and
TCP, are covered in detall, as are their performance issues. 1ssues concerning wireless networks are also covered.

Chapter 7 dedswith the application layer, its protocols and applications. Thefirst topicisDNS, whichisthe
Internet's telephone book. Next comes e-mail, including adiscussion of its protocols. Then we move onto the Web,
with detailed discussions of the static content, dynamic content, what happens on the client side, what happens on the
server Sde, protocals, performance, the wirdess Web, and more. Finaly, we examine networked multimedia,
including streaming audio, Internet radio, and video on demand.

Chapter 8 isabout network security. Thistopic has aspectsthat relate to al layers, so it iseasiest to treet it after all
the layers have been thoroughly explained. The chapter starts with an introduction to cryptography. Later, it shows
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1.9 Summary

Computer networks can be used for numerous services, both for companies and for individuals. For companies,
networks of personal computers using shared servers often provide access to corporate information. Typically they
follow the client-server modd, with client workstations on employee desktops ng powerful serversinthe
machine room. For individuals, networks offer accessto avariety of information and entertainment resources.
Individuas often access the Internet by caling up an ISP usng amodem, athough increasingly many people havea
fixed connection a home. An up-and-coming areaiis wireless networking with new applications such as mobile
e-mail access and m-commerce.

Roughly speaking, networks can be divided up into LANS, MANSs, WANS, and internetworks, with their own
characterigtics, technologies, speeds, and niches. LANs cover abuilding and operate at high speeds. MANSs cover a
city, for example, the cable television system, which is now used by many people to accessthe Internet. WANS
cover acountry or continent. LANs and MANSs are unswitched (i.e., do not have routers); WANSs are switched.
Wirdless networks are becoming extremely popular, especially wireless LANs. Networks can be interconnected to
form internetworks.

Network software congsts of protocols, which are rules by which processes communicate. Protocols are either
connectionless or connection-oriented. Most networks support protocol hierarchies, with each layer providing
sarvicesto the layers above it and insulating them from the detail s of the protocols used in the lower layers. Protocol
stacks are typically based either on the OSI model or on the TCP/IP mode. Both have network, transport, and
gpplication layers, but they differ on the other layers. Design issuesinclude multiplexing, flow control, error control,
and others. Much of thisbook deals with protocols and their design.

Networks provide servicesto their users. These services can be connection-oriented or connectionless. In some
networks, connectionless serviceis provided in one layer and connection-oriented serviceis provided in the layer
aboveit.

Widl-known networks include the Internet, ATM networks, Ethernet, and the IEEE 802.11 wirdlessLAN. The
Internet evolved from the ARPANET, to which other networks were added to form an internetwork. The present
Internet is actualy acollection of many thousands of networks, rather than asingle network. What characterizesitis
the use of the TCP/IP protocol stack throughout. ATM iswidedly used ingde the telephone system for long-haul data
traffic. Ethernet isthe most popular LAN and is present in most large companies and universities. Findly, wireess
LANsat surprisingly high speeds (up to 54 Mbps) are beginning to be widely deployed.

To have multiple computerstalk to each other requires alarge amount of standardization, both in the hardware and
software. Organizations such asthe ITU-T, 1SO, IEEE, and |AB manage different parts of the sandardization
process.

Problems

1. Imaginethat you havetrained your St. Bernard, Bernie, to carry abox of three 8mm tapesinstead of aflask
of brandy. (When your disk fills up, you consider that an emergency.) These tapes each contain 7 gigabytes.
The dog can travel to your Side, wherever you may be, at 18 km/hour. For what range of distances does
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Chapter 2. The Physical L ayer

In this chapter we will look at the lowest layer depicted in the hierarchy of Fig. 1-24. It defines the mechanical,
eectrica, and timing interfaces to the network. We will begin with atheoreticad analyss of datatransmisson, only to
discover that Mother (Parent?) Nature puts some limits on what can be sent over achanndl.

Thenwewill cover three kinds of transmission media: guided (copper wire and fiber optics), wirdess (terrestrid
radio), and satdllite. Thismateria will provide background information on the key transmission technologies used in
modern networks.

The remainder of the chapter will be devoted to three examples of communication systems used in practice for wide
areacomputer networks: the (fixed) telephone system, the mobile phone system, and the cable televison system. Alll
three use fiber opticsin the backbone, but they are organized differently and use different technologiesfor the last
mile

[TeamLiB]
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2.1 The Theoretical Bassfor Data Communication

Information can be transmitted on wires by varying some physical property such as voltage or current. By
representing the value of this voltage or current as asingle-valued function of time, f(t), we can modd the behavior of
the sgnd and andyze it mathematicaly. Thisandyssisthe subject of thefollowing sections.

2.1.1 Fourier Analysis

In the early 19th century, the French mathematician Jean-Baptiste Fourier proved that any reasonably behaved
periodic function, g(t) with period T can be constructed as the sum of a (possibly infinite) number of sSnesand cosines:

Equation 2

e Lr. + Zu,, sin{2mn i) + E.F;,, cos{2mi i)

2 me=] n

wheref = /T isthe fundamental frequency, an and bn are the sSine and cosine amplitudes of the nth harmonics
(terms), and c is a constant. Such adecomposition is called a Fourier series. From the Fourier series, the function can
be recondtructed; that is, if the period, T, isknown and the amplitudes are given, the origina function of time can be

found by performing thesumsof Eqg. (2-1).

A datasgnd that has afinite duration (which dl of them do) can be handled by just imagining thet it repeatsthe entire
pattern over and over forever (i.e, theinterva from T to 2T isthe sameasfrom Oto T, etc.).

The an amplitudes can be computed for any given g(t) by multiplying both sdes of Eq. (2-1) by Sn(2?kft) and then
integrating fromO0to T. Since

A Ofork #n
[sinrkfi) sin@rnfydt = Yy por g <
0 - '

only oneterm of the summation survives: an. The bn summeation vanishes completely. Smilarly, by multiplying Eq.
(2-1) by cos(27?kft) and integrating between 0 and T, we can derive bn. By just integrating both sides of the equation
asit stands, we can find ¢. The results of performing these operations are asfollows:

-
7
——j (1) sin 2menfh ) ol b, :—_[s, (1) cos(2mnfi ) dt L'=?’[:;U_}df

Ty I 0

2.1.2 Bandwidth-Limited Signals

To seewha dl thishasto do with data communiceation, |et us consider a specific example: the transmission of the
ASCII character "b" encoded in an 8-bit byte. The bit pattern that isto betransmltted i$01100010. The l€eft-hand
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2.2 Guided Transmission Media

The purpose of the physicd layer isto trangport araw bit stream from one machine to another. Various physical
media can be used for the actua transmission. Each one hasits own niche in terms of bandwidth, delay, cost, and
ease of inddlation and maintenance. Mediaare roughly grouped into guided media, such as copper wire and fiber
optics, and unguided media, such asradio and lasersthrough the air. We will ook at al of thesein thefollowing
sections.,

2.2.1 Magnetic Media

One of the most common way's to transport data from one computer to another isto write them onto magnetic tape
or removable media (e.g., recordable DV Ds), physically transport the tape or disks to the destination machine, and
read them back in again. Although this method is not as sophisticated as using a geosynchronous communication
satellite, it is often more cost effective, especidly for gpplicationsin which high bandwidth or cost per bit transported
isthe key factor.

A smple cdculation will make this point clear. An industry standard Ultrium tape can hold 200 gigabytes. A box 60 x
60 x 60 cm can hold about 1000 of these tapes, for atotal capacity of 200 terabytes, or 1600 terabits (1.6 petabits).
A box of tapes can be ddlivered anywhere in the United States in 24 hours by Federa Express and other companies.
The effective bandwidth of thistransmission is 1600 terabits/86,400 sec, or 19 Ghbps. If the destinationisonly an
hour away by road, the bandwidth isincreased to over 400 Gbps. No computer network can even approach this.

For abank with many gigabytes of datato be backed up daily on a second machine (so the bank can continue to
function even in the face of amgjor flood or earthquake), it islikely that no other transmission technology can even
begin to approach magnetic tape for performance. Of course, networks are getting faster, but tape densities are
increasing, too.

If we now look at cost, we get asimilar picture. The cost of an Ultrium tape is around $40 when bought in bulk. A
tape can be reused at least ten times, so the tape cost is maybe $4000 per box per usage. Add to this another $1000
for shipping (probably much less), and we have a cost of roughly $5000 to ship 200 TB. Thisamountsto shipping a
gigabytefor under 3 cents. No network can beat that. The moral of the story is:

Never underestimate the bandwidth of astation wagon full of tapes hurtling down the highway

2.2.2 Twisted Pair

Although the bandwidth characteristics of magnetic tape are excdllent, the delay characteristics are poor.
Transmisson timeis measured in minutes or hours, not milliseconds. For many gpplications an on-line connection is
needed. One of the oldest and gtill most common transmission mediaistwisted pair. A twisted pair consgts of two
insulated copper wires, typically about 1 mm thick. The wires are twisted together in ahdlical form, just likeaDNA
molecule. Twisting is done becauise two parald wires condtitute afine antenna. When the wires are twisted, the
waves from different twists cancel out, so the wire radiates less effectively.

The most common application of the twisted pair is the telephone system. Nearly al telephones are connected to the
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2.3 Wireless Transmission

Our age has given rise to information junkies. people who need to be on-line dl thetime. For these mobile users,
twisted pair, coax, and fiber optics are of no use. They need to get their hits of datafor their laptop, notebook, shirt
pocket, palmtop, or wristwatch computers without being tethered to the terrestrial communi cation infrastructure. For
these users, wireless communication isthe answer. In the following sections, we will ook a wireless communication
in generd, asit has many other important applications besdes providing connectivity to users who want to surf the
Web from the beach.

Some people believe that the future holds only two kinds of communication: fiber and wirdless. All fixed (i.e.,
nonmobile) computers, telephones, faxes, and so on will usefiber, and al mobile oneswill use wireless.

Wiredless has advantages for even fixed devicesin some circumstances. For example, if running afiber toabuilding is
difficult dueto the terrain (mountains, jungles, swamps, etc.), wireless may be better. It is noteworthy that modern
wirelessdigital communication began in the Hawaiian Idands, where large chunks of Pacific Ocean separated the
users and the telephone system was inadequate.

2.3.1 The Electromagnetic Spectrum

When eectrons move, they creste electromagnetic waves that can propagate through space (even in avacuum).
These waves were predicted by the British physicist James Clerk Maxwell in 1865 and first observed by the German
physicist Heinrich Hertz in 1887. The number of oscillations per second of awaveiscaled itsfrequency, f, andis
measured in Hz (in honor of Heinrich Hertz). The distance between two consecutive maxima (or minima) is called the
wavelength, which isuniversaly designated by the Greek letter ? (lambda).

When an antenna of the gppropriate size is attached to an eectricd circuit, the € ectromagnetic waves can be
broadcast efficiently and received by arecelver some distance away. All wireless communication isbased on this
principle.

Invacuum, al eectromagnetic wavestrave at the same speed, no matter what their frequency. This speed, usualy
called the speed of light, ¢, is approximately 3 x 108 m/sec, or about 1 foot (30 cm) per nanosecond. (A case could
be made for redefining the foot as the distance light travelsin avacuum in 1 nsec rather than basing it on the shoesize
of somelong-dead king.) In copper or fiber the speed dows to about 2/3 of this value and becomes dightly
frequency dependent. The speed of light is the ultimate speed limit. No object or sgnal can ever move faster thanit.

The fundamenta relation betweenf, ?, and ¢ (in vacuum) is

Equation 2

A=c

Sincecisacongant, if weknow f, we canfind ?, and vice versa. Asarule of thumb, when ? isin metersand f isin
MHz, ?f =300. For example, 100-MHz waves are about 3 meterslong, 1000-MHz waves are 0.3-meters long,
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2.4 Communication Satellites

In the 1950s and early 1960s, people tried to set up communication systems by bouncing sgnds off metalized
westher balloons. Unfortunately, the received signals were too wesk to be of any practica use. Thenthe U.S. Navy
noticed akind of permanent westher balloon in the sky—the moon—and built an operationa system for
ghip-to-shore communication by bouncing sgnds off it.

Further progressin the celestid communication field had to wait until the first communication satellite was launched.
The key difference between an artificid satellite and ared oneisthat the artificid one can amplify the sgnalsbefore
sending them back, turning astrange curiogity into a powerful communication system.

Communication satellites have some interesting properties that make them attractive for many applications. Inits
smplest form, acommunication satellite can be thought of as a big microwave repester in the ky. It contains severa
transponders, each of which listensto some portion of the spectrum, amplifies theincoming sgnd, and then
rebroadcastsit at another frequency to avoid interference with the incoming signa. The downward beams can be
broad, covering asubstantia fraction of the earth's surface, or narrow, covering an areaonly hundreds of kilometers
in diameter. Thismode of operation is known as a bent pipe.

According to Kepler'slaw, the orbital period of a satellite varies asthe radius of the orbit to the 3/2 power. The
higher the satdllite, the longer the period. Near the surface of the earth, the period is aout 90 minutes. Consequently,
low-orbit satellites pass out of view fairly quickly, so many of them are needed to provide continuous coverage. At
an dtitude of about 35,800 km, the period is 24 hours. At an dtitude of 384,000 km, the period is about one month,
as anyone who has observed the moon regularly can testify.

A satdlite's period isimportant, but it is not the only issue in determining whereto placeit. Another issueisthe
presence of the Van Allen belts, layers of highly charged particles trapped by the earth's magnetic field. Any satellite
flying within them would be destroyed fairly quickly by the highly-energetic charged particles trapped there by the
earth's magnetic field. These factors|ead to three regionsin which satellites can be placed safely. These regionsand
some of their propertiesareillustrated in Fig. 2-15. Below wewill briefly describe the satellites thet inhabit each of
theseregions.

Figure 2-15. Communication satellites and some of their properties, including altitude above the earth,
round-trip delay time, and number of satellites needed for global coverage.
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2.5 The Public Switched Telephone Network

When two computers owned by the same company or organization and located close to each other need to
communicate, it is often easiest just to run a cable between them. LANswork thisway. However, when the
distances are large or there are many computers or the cables have to pass through a public road or other public right
of way, the cogts of running private cables are usualy prohibitive. Furthermore, in just about every country inthe
world, stringing private transmission lines across (or underneath) public property isasoillegd. Consequently, the
network designers must rely on the existing telecommunication facilities.

Thesefacilities, especialy the PSTN (Public Switched Telephone Network), were usudly designed many years ago,
with acompletely different goa in mind: transmitting the human voice in amore-or-less recognizable form. Their
suitability for usein computer-computer communication is often margind at best, but the Stuation isrgpidly changing
with the introduction of fiber optics and digita technology. In any event, the telephone system is so tightly intertwined
with (wide area) computer networks, that it isworth devoting some time to studyingit.

To seethe order of magnitude of the problem, let us make arough but illustrative comparison of the propertiesof a
typica computer-computer connection viaaloca cable and viaadia-up telephoneline. A cable running between
two computers can transfer dataat 109 bps, maybe more. In contrast, adia-up line has amaximum data rate of 56
kbps, adifference of afactor of amost 20,000. That isthe difference between aduck waddling leisurely through the
grass and arocket to the moon. If the did-up lineisreplaced by an ADSL connection, thereis till afactor of
10002000 difference.

Thetrouble, of course, isthat computer systems designers are used to working with computer systems and when
suddenly confronted with another system whose performance (from their point of view) is 3 or 4 orders of magnitude
worse, they, not surprising, devoted much time and effort to trying to figure out how to useit efficiently. Inthe
following sections we will describe the telephone system and show how it works. For additional information about
theinnards of the telephone system see (Bdlamy, 2000).

2.5.1 Structure of the Telephone System

Soon after Alexander Graham Bl patented the telephone in 1876 (just afew hours ahead of hisrivd, Elisha Gray),
there was an enormous demand for hisnew invention. Theinitia market was for the sale of telephones, which came
in pairs. It was up to the customer to string asingle wire between them. The e ectrons returned through the earth. If a
telephone owner wanted to talk to n other telephone owners, separate wires had to be strung to al n houses. Within
ayear, the cities were covered with wires passing over houses and treesin awild jumble. It became immediately
obviousthat the model of connecting every telephone to every other telephone, as shownin Fig. 2-20(a), was not
going to work.

Figure 2-20. (a) Fully-inter connected network. (b) Centralized switch. (c) Two-leve hierarchy.
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2.6 The Mobile Telephone System

Thetraditiond telephone system (even if it some day gets multigigabit end-to-end fiber) will till not be able to satisfy
agrowing group of users: people on the go. People now expect to make phone cdlsfrom arplanes, cars, svimming
pools, and while jogging in the park. Within afew yearsthey will aso expect to send e-mail and surf the Web from
all these locations and more. Consequently, there is atremendous amount of interest in wireless telephony. In the
following sections we will study thistopic in some detail.

Wirelesstelephones comein two basic varieties. cordless phones and mobile phones (sometimes called cell phones).
Cordless phones are devices conssting of a base station and a handset sold as a set for use within the home. These
are never used for networking, so wewill not examine them further. Instead we will concentrate on the mobile
system, which is used for wide area voice and data communication.

Mobile phones have gone through three distinct generations, with different technologies:

1.

Lo

Andog voice.

N

Digitd voice.

w

Digital voice and data (Internet, e-mail, etc.).

Although most of our discussion will be about the technology of these systems, it isinteresting to note how political
and tiny marketing decisions can have ahuge impact. The first mobile sysemwasdevised inthe U.S. by AT& T and
mandated for the whole country by the FCC. Asaresult, the entire U.S. had asingle (analog) system and amobile
phone purchased in Californiaaso worked in New Y ork. In contrast, when mobile came to Europe, every country
devised its own system, which resulted in afiasco.

Europe learned from its mistake and when digita came around, the government-run PTTs got together and
standardized on asingle system (GSM), so any European mobile phone will work anywherein Europe. By then, the
U.S. had decided that government should not be in the standardization business, so it left digital to the marketplace.
Thisdecison resulted in different equipment manufacturers producing different kinds of mobile phones. Asa
consequence, the U.S. now has two major incompatible digital mobile phone systemsin operation (plus one minor
one).

Despiteaninitid lead by the U.S., mobile phone ownership and usage in Europeis now far greater thaninthe U.S.
Having asingle system for al of Europeis part of the reason, but thereis more. A second areawherethe U.S. and
Europe differed isin the humble matter of phone numbers. In the U.S. mobile phones are mixed in with regular (fixed)
telephones. Thus, thereisno way for acaller to seeif, say, (212) 234-5678 is afixed telephone (cheap or free call)
or amobile phone (expensve cal). To keep people from getting nervous about using the telephone, the telephone
companies decided to make the mobile phone owner pay for incoming cals. As aconsequence, many people
hesitated to buy amabile phone for fear of running up abig bill by just receiving calls. In Europe, mobile phones have
agpecia area code (analogous to 800 and 900 numbers) so they are instantly recognizable. Consequently, the usual
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2.7 Cable Television

We have now studied both the fixed and wireless telephone systemsin afair amount of detail. Both will clearly play a
mgor rolein future networks. However, an dternative available for fixed networking is now becoming amgjor
player: cable television networks. Many people aready get their telephone and Internet service over the cable, and
the cable operators are actively working to increase their market share. In the following sectionswe will look at cable
televison as a networking system in more detail and contrast it with the telephone systems we have just sudied. For
more information about cable, see (Laubach et d., 2001; Louis, 2002; Ovadia, 2001; and Smith, 2002).

2.7.1 Community Antenna Television

Cabletelevison was conceived in the late 1940s as away to provide better reception to peopleliving in rura or
mountainous areas. The sysemiinitialy consisted of abig antennaon top of ahill to pluck the televison sgnd out of
theair, an amplifier, called the head end, to Strengthen it, and acoaxia cable to ddiver it to peopl€'s houses, as
illugrated in Fig. 2-46.

Figure 2-46. An early cable television system.
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Inthe early years, cable tdevision was cdled Community Antenna Televison. It was very much amom-and-pop
operation; anyone handy with electronics could set up aservice for histown, and the userswould chip in to pay the
costs. Asthe number of subscribers grew, additiond cables were spliced onto the origind cable and amplifierswere
added as needed. Transmission was one way, from the headend to the users. By 1970, thousands of independent
sysemsexisted.

In 1974, Time, Inc., started anew channel, Home Box Office, with new content (movies) and distributed only on
cable. Other cable-only channels followed with news, sports, cooking, and many other topics. This devel opment
gaveriseto two changesin theindustry. First, large corporations began buying up existing cable syslems and laying
new cable to acquire new subscribers. Second, there was now aneed to connect multiple systems, often in distant
cities, in order to distribute the new cable channels. The cable companies began to lay cable between their citiesto
connect them dl into asingle system. This pattern was ana ogous to what happened in the telephone industry 80
years earlier with the connection of previoudy isolated end offices to make long distance calling possible.

2.7.2 Internet over Cable

Over the course of the years the cable system grew and the cables between the various cities were replaced by
high-bandwidth fiber, smilar to what was happening in the telephone system. A system with fiber for thelong-haul
runs and coaxia cableto the housesis caled an HFC (Hybrid Fiber Coax) system. The electro-optica converters
that interface between the optical and eectrica parts of the system are called fiber nodes. Because the bandwidth of
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2.8 Summary

The physical layer isthe basis of dl networks. Nature imposes two fundamenta limitson dl channels, and these
determine their bandwidth. These limits are the Nyquist limit, which dedswith noiseless channdls, and the Shannon
limit, which dedswith noisy channdls.

Transmission mediacan be guided or unguided. The principa guided mediaaretwisted pair, coaxia cable, and fiber
optics. Unguided mediainclude radio, microwaves, infrared, and lasers through the air. An up-and-coming
transmission system is satdlite communication, especidly LEO systems.

A key dement in most wide area networks is the telephone system. Its main components are thelocal |oops, trunks,
and switches. Local loops are andog, twisted pair circuits, which require modemsfor transmitting digital data ADSL
offers speeds up to 50 Mbps by dividing the local loop into many virtua channels and modulating each one
separately. Wirelesslocd loops are another new development to watch, especidly LMDS.

Trunksaredigita, and can be multiplexed in severa ways, including FDM, TDM, and WDM. Both circuit switching
and packet switching are important.

For mobile gpplications, the fixed telephone system is not suitable. M obile phones are currently in widespread use for
voice and will soon bein widespread use for data. The first generation was analog, dominated by AMPS. The
second generation was digita, with D-AMPS, GSM, and CDMA the mgjor options. The third generation will be
digital and based on broadband CDMA.

An dternative system for network accessis the cable television system, which has gradudly evolved froma
community antennato hybrid fiber coax. Potentialy, it offers very high bandwidth, but the actual bandwidth available
in practice depends heavily on the number of other users currently active and what they are doing.

Problems

1. Compute the Fourier coefficients for thefunction f(t) =t (0 St = 1),
2. A noisdess4-kHz channe is sampled every 1 msec. What is the maximum data rate?

3. Teevison channesare 6 MHz wide. How many bits/sec can be sent if four-level digita signals are used?
Assume anoisgess channd.

4. If abinary Sgnd issent over a3-kHz channel whose sgnd-to-noiseratio is 20 dB, what is the maximum
achievable datarate?

5. What signa-to-noiseratio is needed to put aT1 carrier on a50-kHz line?
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Chapter 3. The Data Link Layer

In this chapter we will sudy the design principlesfor layer 2, the datalink layer. This study dealswith the dgorithms
for achieving reliable, efficient communication between two adjacent machines at the datalink layer. By adjacent, we
mean that the two machines are connected by a communication channd that acts conceptudly likeawire (e.g., a
coaxid cable, telephoneline, or point-to-point wireless channd). The essentia property of achannd that makesit
"wirelike" isthat the bits are delivered in exactly the same order in which they are sent.

At first you might think this problemis so trivid that there is no software to sudy—machine A just putsthe bitson the
wire, and machine B just takes them off. Unfortunately, communication circuits make errors occasiondly.
Furthermore, they have only afinite datarate, and there isanonzero propagation delay between thetime abit is sent
and thetimeit isrecelved. These limitations have important implications for the efficiency of the datatransfer. The
protocols used for communications must take al these factors into consideration. These protocols are the subject of
this chapter.

After anintroduction to the key design issues present in the data link layer, we will start our study of its protocols by
looking at the nature of errors, their causes, and how they can be detected and corrected. Then we will study a series
of increasingly complex protocols, each one solving more and more of the problems present in thislayer. Findly, we
will conclude with an examination of protocol modeling and correctness and give some examples of datalink
protocols.

[TeamLiB]
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3.1 DataLink Layer Design I ssues

The datalink layer has anumber of specific functionsit can carry out. These functionsinclude

1.

=

Providing awell-defined service interface to the network layer.

N

Deding with transmisson errors.

w

Regulating the flow of data so that dow receivers are not swamped by fast senders.

To accomplish these godls, the data link layer takes the packets it gets from the network layer and encapsulates them
into frames for transmission. Each frame contains aframe header, apayload field for holding the packet, and aframe
traler, asillustrated in Fig. 3-1. Frame management forms the heart of what the datalink layer does. In thefollowing
sectionswewill examine dl the above-mentioned issuesin detail.

Figure 3-1. Relationship between packets and frames.

Sending machine Recaiving machine
Packet Packet
l Frama |
rd
Header | Payload field | Trailer Header | Payload field Trailer

L J

Although this chapter is explicitly about the data link layer and the datalink protocols, many of the principleswe will
study here, such aserror control and flow control, are found in transport and other protocols aswell. In fact, in many
networks, these functions are found only in the upper layers and not in the data link layer. However, no matter where
they arefound, the principles are pretty much the same, so it does not really matter where we study them. In the data
link layer they often show up in their smplest and purest forms, making thisagood place to examine them in detail.

3.1.1 Services Provided to the Network Layer

The function of the datalink layer isto provide servicesto the network layer. The principa serviceistransferring data
from the network layer on the source machine to the network layer on the destination machine. On the source
mechineisan entity, cal it aprocess, in the network layer that hands some bitsto the datalink layer for transmission
to the destination. The job of the datalink layer isto transmit the bits to the destination machine so they can be
handed over to the network layer there, as shown in Fig. 3-2(a). The actual transmission followsthe path of Fig.
3-2(b), but it iseasier to think in terms of two datalink layer processes communicating using adatalink protocol. For
this reason, we will implicitly usethemodd of Fig. 3-2(a) throughout this chapter.

Figure3-2. (@) Virtual communication. (b) Actual communication.
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3.2 Error Detection and Correction

Aswesaw in Chap. 2, the telephone system has three parts: the switches, the interoffice trunks, and the local loops.
Thefirg two are now dmost entirely digital in most developed countries. The locd loops are till analog twisted
copper pairsand will continue to be so for years due to the enormous expense of replacing them. While errorsare
rareonthedigitd part, they are still common on theloca loops. Furthermore, wireless communication is becoming
more common, and the error rates here are orders of magnitude worse than on the interoffice fiber trunks. The
conclusonis: transmisson errors are going to be with usfor many yearsto come. We have to learn how to ded with
them.

Asaresult of the physical processesthat generate them, errors on some media (e.g., radio) tend to come in bursts
rather than singly. Having the errors come in bursts has both advantages and disadvantages over isolated single-bit
errors. On the advantage side, computer data are dways sent in blocks of bits. Suppose that the block size is 1000
bits and the error rate is 0.001 per bit. If errors were independent, most blocks would contain an error. If the errors
camein bursts of 100 however, only one or two blocksin 100 would be affected, on average. The disadvantage of
burst errorsisthat they are much harder to correct than areisolated errors.

3.2.1 Error-Correcting Codes

Network designers have developed two basic strategies for dealing with errors. One way isto include enough
redundant information aong with each block of data sent, to enable the recelver to deduce what the transmitted data
must have been. The other way isto include only enough redundancy to dlow the receiver to deduce that an error
occurred, but not which error, and have it request aretransmission. The former strategy uses error-correcting codes
and the latter uses error-detecting codes. The use of error-correcting codes is often referred to as forward error
correction.

Each of these techniques occupies a different ecologica niche. On channesthat are highly rdigble, such asfiber, itis
cheaper to use an error detecting code and just retransmit the occasiona block found to be faulty. However, on
channels such as wirdless links that make many errors, it is better to add enough redundancy to each block for the
receiver to be able to figure out what the origina block was, rather than relying on aretransmission, which itself may
bein error.

To understand how errors can be handled, it is necessary to look closdly at what an error redly is. Normaly, aframe
consists of m data (i.e., message) bitsand r redundant, or check, bits. Let thetotal lengthben (i.e,n=m+r). An
n-bit unit containing data.and check bitsis often referred to as an n-bit codeword.

Given any two codewords, say, 10001001 and 10110001, it is possible to determine how many corresponding bits
differ. Inthis case, 3 bitsdiffer. To determine how many bits differ, just exclusive OR the two codewords and count
the number of 1 bitsin the result, for example:

10001001
10110001
00111000

The number of bit positionsin which two codewords differ is caled the Hamming distance (Hamming, 1950). Its
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3.3 Elementary Data Link Protocols

To introduce the subject of protocols, we will begin by looking at three protocols of increasing complexity. For
interested readers, asmulator for these and subsequent protocolsis available via the Web (see the preface). Before
welook at the protocols, it is useful to make explicit some of the assumptions underlying the model of
communication. To start with, we assumethat in the physical layer, datalink layer, and network layer are
independent processes that communicate by passing messages back and forth. In many cases, the physical and data
link layer processeswill be running on a processor inside aspecid network 1/0 chip and the network layer code will
be running on the main CPU. However, other implementations are dso possible (e.g., three processesinsde asingle
I/O chip; or the physica and datalink layers as procedures caled by the network layer process). In any event,
treating the three layers as separate processes makes the discussion conceptually cleaner and aso servesto

emphasi ze the independence of the layers.

Another key assumption isthat machine A wantsto send along stream of datato machine B, using ardiable,
connection-oriented service. Later, we will consder the case where B aso wantsto send datato A simultaneoudly.
A isassumed to have an infinite supply of dataready to send and never hasto wait for data to be produced. Instead,
when A'sdatalink layer asksfor data, the network layer is always able to comply immediately. (Thisrestriction, too,
will be dropped later.)

We dso assume that machines do not crash. That is, these protocols ded with communication errors, but not the
problems caused by computers crashing and rebooting.

Asfar asthe datalink layer is concerned, the packet passed across the interface to it from the network layer is pure
data, whose every bit isto be delivered to the destination's network layer. The fact that the destination's network
layer may interpret part of the packet as aheader is of no concern to the datalink layer.

When the datalink layer accepts a packet, it encapsulates the packet in aframe by adding adatalink header and
trailler to it (see Fig. 3-1). Thus, aframe consists of an embedded packet, some control information (in the header),
and achecksum (inthetrailer). Theframeisthen transmitted to the datalink layer on the other machine. We will
assumethat there exist suitable library proceduresto_physica_layer to send aframe and from_physica_layer to
receive aframe. The transmitting hardware computes and appends the checksum (thus creeting the trailer), so that
the datalink layer software need not worry about it. The polynomia agorithm discussed earlier in this chapter might
be used, for example.

Initidly, the receiver has nothing to do. It just sits around waiting for something to happen. In the example protocols
of this chapter we will indicate that the datalink layer iswaiting for something to happen by the procedure call
wait_for_event(&event). This procedure only returns when something has happened (e.g., aframe has arrived).
Upon return, the variable event tells what happened. The set of possible events differs for the various protocolsto be
described and will be defined separately for each protocol. Note that in amore redistic Stuation, the datalink layer
will not St in atight loop waiting for an event, as we have suggested, but will receive an interrupt, which will causeit
to stop whatever it was doing and go handle the incoming frame. Nevertheless, for smplicity wewill ignore dl the
details of pardld activity within the datalink layer and assumethat it is dedicated full timeto handling just our one
channd.

When aframe arrives at the receiver, the hardware computes the checksum. If the checksum isincorrect (i.e., there
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3.4 Sliding Window Protocols

In the previous protocols, data frames were transmitted in one direction only. In most practica stuations, thereisa
need for transmitting datain both directions. One way of achieving full-duplex datatransmissonisto havetwo
separate communication channels and use each one for smplex datatraffic (in different directions). If thisis done, we
have two separate physical circuits, each with a"forward" channel (for data) and a"reverse” channel (for
acknowledgements). In both cases the bandwidth of the reverse channel isamost entirdly wasted. In effect, the user
Ispaying for two circuits but usng only the capacity of one.

A better ideaiisto use the same circuit for datain both directions. After al, in protocols 2 and 3 it was aready being
used to transmit frames both ways, and the reverse channd has the same capacity asthe forward channel. In this
model the data framesfrom A to B are intermixed with the acknowledgement frames from A to B. By looking &t the
kind field in the header of an incoming frame, the receiver can tell whether the frame is data or acknowledgement.

Although interleaving data and control frames on the same circuit is an improvement over having two separate
physical circuits, yet another improvement is possible. When adataframe arrives, instead of immediately sending a
Separate control frame, the receiver restrainsitself and waits until the network layer passesit the next packet. The
acknowledgement is attached to the outgoing data frame (using the ack field in the frame header). In effect, the
acknowledgement gets afree ride on the next outgoing data frame. The technique of temporarily delaying outgoing
acknowledgements o that they can be hooked onto the next outgoing data frame is known as piggybacking.

The principal advantage of using piggybacking over having ditinct acknowledgement framesis a better use of the
available channel bandwidth. The ack field in the frame header costs only afew bits, whereas a separate frame would
need a header, the acknowledgement, and a checksum. In addition, fewer frames sent means fewer "frame arriva"
interrupts, and perhaps fewer buffersin the receiver, depending on how the receiver's software is organized. In the
next protocol to be examined, the piggyback field costs only 1 bit in the frame header. It rarely costs more than afew
bits.

However, piggybacking introduces a complication not present with separate acknowledgements. How long should
the datalink layer wait for a packet onto which to piggyback the acknowledgement? If the datalink layer waits
longer than the sender's timeout period, the frame will be retransmitted, defeating the whole purpose of having
acknowledgements. If the datalink layer were an oracle and could foretd| the future, it would know when the next
network layer packet was going to come in and could decide either to wait for it or send a separate
acknowledgement immediately, depending on how long the projected wait was going to be. Of course, the datalink
layer cannot foretell the future, so it must resort to some ad hoc scheme, such aswaiting afixed number of
milliseconds. If anew packet arrives quickly, the acknowledgement is piggybacked onto it; otherwise, if no new
packet has arrived by the end of thistime period, the datalink layer just sends a separate acknowledgement frame.

The next three protocols are bidirectiona protocols that belong to a class caled diding window protocols. The three
differ among themsdvesin terms of efficiency, complexity, and buffer requirements, asdiscussed later. Inthese, asin
al diding window protocols, each outbound frame contai ns a sequence number, ranging from O up to some
maximum. The maximum isusudly 2n - 1 so the sequence number fits exactly in an n-bit field. The stop-and-wait
diding window protocol usesn = 1, restricting the sequence numbersto 0 and 1, but more sophisticated versions can
use arbitrary n.

TlaA A~ v ~F Al AsA A s ant A v vkl A T Flaed ~F ~v 7 ettt AF F1rmvams Hlaa vl vAact vkt e s o~ AF S T 179 s



This document is created with the unregistered version of CHM2PDF Pilot

[TeamLiB] [ rrevious L |



This document is created with the unregistered version of CHM2PDF Pilot

[ TeamLiB] [«erevious]ne



This document is created with the unregistered version of CHM2PDF Pilot

3.5 Protocol Verification

Redligtic protocols and the programs that implement them are often quite complicated. Consequently, much research
has been done trying to find formal, mathematical techniques for specifying and verifying protocols. In the following
sectionswe will ook at some model s and techniques. Although we are looking a them in the context of the datalink
layer, they are dso applicable to other layers.

3.5.1 Finite State Machine Models

A key concept used in many protocol modelsisthe finite state machine. With this technique, each protocol machine
(i.e., sender or receiver) isawaysin aspecific Sate a every ingtant of time. Its state consists of dl the values of its
variables, including the program counter.

In most cases, alarge number of states can be grouped for purposes of analysis. For example, considering the
receiver in protocol 3, we could abstract out from all the possible states two important ones: waiting for frame O or
waiting for frame 1. All other states can be thought of astransient, just steps on the way to one of the main states.
Typicdly, the states are chosen to be those instants that the protocol machine iswaiting for the next event to happen
[i.e.,, executing the procedure call wait(event) in our exampleg). At this point the state of the protocol machineis
completely determined by the states of its variables. The number of statesis then 2n, where nisthe number of bits
needed to represent al the variables combined.

The state of the complete system isthe combination of al the states of the two protocol machines and the channel.
The dtate of the channel is determined by its contents. Using protocol 3 again as an example, the channel has four
possible sates: a0 frame or a 1 frame moving from sender to receiver, an acknowledgement frame going the other
way, or an empty channel. If we mode the sender and receiver as each having two states, the complete system has
16 digtinct Sates.

A word about the channd stateisin order. The concept of aframe being "on the channel” is an abstraction, of
course. What we redlly mean isthat aframe has possibly been received, but not yet processed at the destination. A
frame remains "on the channg" until the protocol machine executes FromPhysicalLayer and processesit.

From each state, there are zero or more possible transitions to other states. Transitions occur when some event
happens. For aprotocol machine, atrangition might occur when aframeis sent, when aframe arrives, when atimer
expires, when an interrupt occurs, etc. For the channd, typical events are insertion of anew frame onto the channel
by aprotocol machine, delivery of aframeto aprotocol machine, or loss of aframe due to noise. Given acomplete
description of the protocol machines and the channd characterigtics, it is possible to draw adirected graph showing
al the states as nodes and al the transitions as directed arcs.

One particular state is designated astheinitid state. This state corresponds to the description of the system when it
garts running, or at some convenient starting place shortly thereafter. From theinitid state, some, perhapsadl, of the
other states can be reached by a sequence of transitions. Using well-known techniques from graph theory (e.g.,
computing the trangitive closure of agraph), it is possible to determine which states are reachable and which are not.
Thistechniqueis called reachability analysis (Lin et d., 1987). Thisandyss can be helpful in determining whether a
protocol is correct.
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3.6 Example Data Link Protocols

In the following sections we will examine severa widdy-used datalink protocols. Thefirst one, HDLC, isaclasscd
bit-oriented protocol whose variants have been in use for decades in many applications. The second one, PPP, isthe
datalink protocol used to connect home computersto the Internet.

3.6.1 HDLC—High-Level Data Link Control

In this section we will examine agroup of closdly related protocolsthat are abit old but are till heavily used. They
aredl derived from the datalink protocol first usedin the IBM mainframe world: SDLC (Synchronous Data Link
Control) protocol. After developing SDLC, IBM submitted it to ANSI and 1SO for acceptance as U.S. and
international standards, respectively. ANSI modified it to become ADCCP (Advanced Data Communication Control
Procedure), and SO modified it to become HDL C (High-level Data Link Control). CCITT then adopted and
modified HDLC for its LAP (Link Access Procedure) as part of the X.25 network interface standard but later
modified it again to LAPB, to make it more compatible with alater version of HDLC. The nice thing about standards
isthat you have so many to choose from. Furthermore, if you do not like any of them, you can just wait for next
year'smodd.

These protocols are based on the same principles. All are bit oriented, and al use bit stuffing for data transparency.
They differ only in minor, but neverthdessirritating, ways. The discussion of bit-oriented protocolsthat followsis
intended as agenerd introduction. For the specific details of any one protocol, please consult the appropriate
definition.

All the bit-oriented protocols use the frame structure shown in Fig. 3-24. The Addressfield is primarily of importance
on lineswith multiple terminds, whereit is used to identify one of the terminals. For point-to-point lines, itis
sometimes used to distinguish commands from responses.

Figure 3-24. Frameformat for bit-oriented protocols.

The Control fidldisu

The Datafiddd may contain any information. It may be arbitrarily long, athough the efficiency of the checksum fals off
with increasing frame length due to the greater probability of multiple burst errors.

The Checksum fidld isacyclic redundancy code using the technique we examined in Sec. 3-2.2.

The frameis ddimited with another flag sequence (01111110). On idle point-to-point lines, flag sequences are
transmitted continuoudy. The minimum frame contains three fidlds and totals 32 bits, excluding the flags on either end.



This document is created with the unregistered version of CHM2PDF Pilot

[TeamLiB] [ rrevious L |



This document is created with the unregistered version of CHM2PDF Pilot

[ TeamLiB] [«erevious]ne



This document is created with the unregistered version of CHM2PDF Pilot
3.7 Summary

Thetask of the datalink layer isto convert the raw bit stream offered by the physical layer into a stream of framesfor
use by the network layer. VVarious framing methods are used, including character count, byte stuffing, and bit stuffing.
Datalink protocols can provide error control to retransmit damaged or lost frames. To prevent afast sender from
overrunning adow receiver, the data link protocol can aso provide flow control. The diding window mechanismis
widely used to integrate error control and flow control in aconvenient way.

Sliding window protocols can be categorized by the size of the sender's window and the Size of the receiver's
window. When both are equal to 1, the protocol is stop-and-wait. When the sender's window is greater than 1, for
example, to prevent the sender from blocking on acircuit with along propagation delay, the receiver can be
programmed either to discard dl frames other than the next one in sequence or to buffer out-of-order frames until
they are needed.

We examined aseries of protocolsin this chapter. Protocol 1 isdesigned for an error-free environment in which the
receiver can handle any flow sent to it. Protocol 2 still assumes an error-free environment but introduces flow control.
Protocol 3 handles errors by introducing sequence numbers and using the stop-and-wait agorithm. Protocol 4 alows
bidirectiona communication and introduces the concept of piggybacking. Protocol 5 uses adiding window protocol
with go back n. Findly, protocol 6 uses selective repesat and negative acknowledgements.

Protocols can be modeled using various techniques to help demondtrate their correctness (or lack thereof). Finite
state machine models and Petri net models are commonly used for this purpose.

Many networks use one of the bit-oriented protocols—SDLC, HDLC, ADCCP, or LAPB—at the datalink level.
All of these protocols use flag bytesto deimit frames, and bit stuffing to prevent flag bytesfrom occurring in the data.
All of them dso use adiding window for flow control. The Internet uses PPP asthe primary datalink protocol over
point-to-point lines.

Problems

1.

1. Anupper-layer packet is split into 10 frames, each of which has an 80 percent chance of arriving
undamaged. If no error control isdone by the datalink protocol, how many times must the message be sent
on averageto get the entire thing through?

2. Thefollowing character encoding isused in adatalink protocol: A: 01000111; B: 11100011; FLAG:
01111110; ESC: 11100000 Show the bit sequence transmitted (in binary) for the four-character frame: A B
ESC FLAG when each of the following framing methods are used:

a.

a. (8 Character count.
b.

O

. (b) Fag byteswith byte stuffing.
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Chapter 4. The Medium Access Control Sublayer

Aswe pointed out in Chap. 1, networks can be divided into two categories: those using point-to-point connections
and those using broadcast channels. This chapter deals with broadcast networks and their protocols.

In any broadcast network, the key issue ishow to determine who gets to use the channel when there is competition
for it. To makethis point clearer, consder a conference call in which six people, on six different telephones, are dl
connected so that each one can hear and talk to all the others. It isvery likely that when one of them stops speaking,
two or more will start talking at once, leading to chaos. In aface-to-face meeting, chaosis avoided by externa
means, for example, at ameeting, people raise their hands to request permission to speak. When only asingle
channd isavailable, determining who should go next is much harder. Many protocols for solving the problem are
known and form the contents of this chapter. In the literature, broadcast channels are sometimes referred to as
multiaccess channdls or random access channels.

The protocols used to determine who goes next on amultiaccess channd belong to a sublayer of the datalink layer
caled the MAC (Medium Access Control) sublayer. The MAC sublayer is especialy important in LANS, many of
which use a multiaccess channel asthe basisfor communication. WANS, in contrast, use point-to-point links, except
for satellite networks. Because multiaccess channels and LANs are so closdly related, in this chapter we will discuss
LANsin generd, including afew issuesthat are not drictly part of the MAC sublayer.

Technicdly, the MAC sublayer isthe bottom part of the datalink layer, so logicaly we should have studied it before
examining dl the point-to-point protocolsin Chap. 3. Nevertheless, for most people, understanding protocols
involving multiple partiesis easier after two-party protocols are well understood. For that reason we have deviated
dightly from a trict bottom-up order of presentation.

[ TeamLiB]
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4.1 The Channd Allocation Problem

The centra theme of this chapter ishow to alocate a single broadcast channd among competing users. We will first
look at gtatic and dynamic schemesin generd. Then we will examine anumber of specific gorithms.

4.1.1 Static Channel Allocation in LANsand MANSs

Thetraditiona way of alocating asingle channel, such as atelephone trunk, among multiple competing usersis
Frequency Divison Multiplexing (FDM). If thereare N users, the bandwidth is divided into N equal-sized portions
(see Fig. 2-31), each user being assigned one portion. Since each user has a private frequency band, thereisno
interference between users. When thereis only asmall and constant number of users, each of which has aheavy
(buffered) load of traffic (e.g., carriers switching offices), FDM isasmple and efficient allocation mechanism.

However, when the number of sendersislarge and continuoudy varying or thetraffic is bursty, FDM presents some
problems. If the spectrumis cut up into N regions and fewer than N users are currently interested in communicating,
alarge piece of vauable spectrum will be wasted. If more than N users want to communicate, some of them will be
denied permission for lack of bandwidth, even if some of the userswho have been assigned a frequency band hardly
ever tranamit or receive anything.

However, even assuming that the number of users could somehow be held congtant at N, dividing the Single available
channd into gtatic subchanndsisinherently inefficient. The basic problem isthat when some users are quiescent, their
bandwidth isssmply lost. They are not using it, and no one dseisdlowed to useit either. Furthermore, in most
computer systems, datatraffic is extremely bursty (peek traffic to mean traffic ratios of 1000:1 are common).
Consequently, most of the channelswill beidle most of thetime.

The poor performance of static FDM can easily be seen from asimple queueing theory calculation. Let us sart with
the meantime delay, T, for achannel of capacity C bps, with an arriva rate of ? frames/sec, each frame having a
length drawn from an exponentia probability density function with mean 1/ bits/frame. With these parametersthe
arivd rateis ? frames/sec and the servicerateis C frames/sec. From queueing theory it can be shown that for
Poisson arriva and servicetimes,

1

T =
uc - A

For example, if Cis 100 Mbps, the mean frame length, 1/, is 10,000 bits, and the frame arrival rate, ?, is 5000
frames/sec, then T = 200 sec. Notethat if we ignored the queueing delay and just asked how long it takesto send a
10,000 bit frame on a 100-Mbps network, we would get the (incorrect) answer of 100 sec. That result only holds
when there is no contention for the channd.

Now let usdivide the single channe into N independent subchannels, each with capacity C/N bps. The mean input
rate on each of the subchannelswill now be ?/N. Recomputing T we get

Equation 4
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4.2 Multiple Access Protocols

Many agorithmsfor alocating amultiple access channd are known. In the following sectionswe will study asmall
sample of the more interesting ones and give some examples of their use.

4.2.1 ALOHA

In the 1970s, Norman Abramson and his colleagues at the University of Hawaii devised anew and elegant method to
solve the channdl dlocation problem. Their work has been extended by many researchers since then (Abramson,
1985). Although Abramson'swork, called the ALOHA system, used ground-based radio broadcasting, the basic
ideaiis gpplicable to any system in which uncoordinated users are competing for the use of asingle shared channdl.

Wewill discusstwo versons of ALOHA here: pure and dotted. They differ with respect to whether timeis divided
into discrete dotsinto which dl frames mugt fit. Pure ALOHA does not require globd time synchronization; dotted
ALOHA does.

PureALOHA

The basicideaof an ALOHA systemissmple: let userstranamit whenever they have datato be sent. There will be
collisons, of course, and the colliding frameswill be damaged. However, due to the feedback property of
broadcasting, asender can dwaysfind out whether its frame was destroyed by listening to the channel, the same way
other usersdo. WithaLAN, the feedback isimmediate; with asatellite, thereisadeay of 270 msec before the
sender knowsif the transmission was successful. If listening while trangmitting is not possible for some reason,
acknowledgements are needed. If the frame was destroyed, the sender just waits arandom amount of time and sends
it again. The waiting time must be random or the same frames will collide over and over, inlockstep. Systemsin
which multiple users share acommon channe in away that can lead to conflicts are widdly known as contention
sysems.

A sketch of frame generationin an ALOHA systemisgivenin Fig. 4-1. We have made the frames al the samelength
because the throughput of ALOHA systemsis maximized by having auniform frame size rather than by alowing
variablelength frames.

Figure4-1. In pure ALOHA, framesaretransmitted at completely arbitrary times.
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Whenever two framestry to occupy the channd at the same time, there will be acollison and both will be garbled. If
thefirgt bit of anew frame overlgps with just the last bit of aframe dmost finished, both frameswill betotally
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4.3 Ethernet

We have now finished our general discussion of channel alocation protocolsin the abstract, so it istimeto see how
these principles apply to red systems, in particular, LANs. Asdiscussed in Sec. 1.5.3, the IEEE has standardized a
number of local area networks and metropolitan area networks under the name of |EEE 802. A few have survived
but many have not, aswe saw in Fig. 1-38. Some people who believe in reincarnation think that Charles Darwin
came back as amember of the IEEE Standards Association to weed out the unfit. The most important of the
survivors are 802.3 (Ethernet) and 802.11 (wirelessLAN). With 802.15 (Bluetooth) and 802.16 (wirdessMAN), it
istoo early to tell. Please consult the 5th edition of this book to find out. Both 802.3 and 802.11 have different
physica layers and different MAC sublayers but converge on the samelogica link control sublayer (defined in
802.2), s0 they have the sameinterface to the network layer.

Weintroduced Ethernet in Sec. 1.5.3 and will not repest that materid here. Instead we will focus on the technica
details of Ethernet, the protocols, and recent developments in high-speed (gigabit) Ethernet. Since Ethernet and IEEE
802.3 areidentica except for two minor differences that we will discuss shortly, many people use the terms
"Ethernet” and "IEEE 802.3" interchangeably, and we will do so, too. For more information about Ethernet, see
(Breyer and Riley, 1999 ; Seifert, 1998; and Spurgeon, 2000).

4.3.1 Ethernet Cabling

Since the name "Ethernet” refersto the cable (the ether), let us tart our discussion there. Four types of cabling are
commonly used, asshownin Fig. 4-13.

Figure4-13. The most common kinds of Ethernet cabling.

Mame Cable Max. seg. MNodesfseq. Advantages
10Bases Thick coax 500 m 100 Criginal cable; now obsolete
10Base? Thin coax 185 m an Mo hub needed
10Base-T | Twisted pair 100m 1024 Cheapest system
10Base-F | Fiber optics 2000 m 1024 Best between buildings

Higtorically, 10Base5 cabling, popularly caled thick Ethernet, camefirdt. It resembles ayellow garden hose, with
markings every 2.5 meters to show where the taps go. (The 802.3 standard does not actually require the cable to be
ydlow, but it does suggest it.) Connectionsto it are generally made using vampire taps, in which apinisvery carefully
forced hafway into the coaxial cable's core. The notation 10Baseb meansthat it operates at 10 Mbps, uses
baseband signaling, and can support segments of up to 500 meters. The first number isthe speed in Mbps. Then
comestheword "Base" (or sometimes "BASE") to indicate baseband transmission. There used to be a broadband
variant, 10Broad36, but it never caught on in the marketplace and has since vanished. Findly, if the mediumis coax,
itslength is given rounded to units of 100 m after "Base.”

Historicaly, the second cable type was 10Base2, or thin Ethernet, which, in contrast to the garden-hose-like thick
Ethernet, bends easily. Connectionsto it are made using industry-standard BNC connectorsto form T junctions,
rather than using vampire taps. BNC connectors are easier to use and more reliable. Thin Ethernet is much chesper
and easier toindall, but it can run for only 185 meters per segment, each of which can handle only 30 machines.

Detecting cable breaks, excessive length, bad taps, or |00se connectors can be amaor problem with both media.
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4.4 \WirelessLANs

Although Ethernet iswidely used, it isabout to get some competition. Wireless LANs are increasingly popular, and
more and more office buildings, airports, and other public places are being outfitted with them. WirdlessLANs can
operatein one of two configurations, aswe saw in Fig. 1-35: with a base station and without a base station.
Consequently, the 802.11 LAN standard takes thisinto account and makes provision for both arrangements, aswe
will see shortly.

We gave some background information on 802.11 in Sec. 1.5.4. Now isthe timeto take acloser look at the
technology. In the following sectionswe will 1ook at the protocol stack, physical layer radio transmission techniques,
MAC sublayer protocol, frame structure, and services. For more information about 802.11, see (Crow et al., 1997;
Geler, 2002; Heegard et al., 2001; Kapp, 2002; O'Hara and Petrick, 1999; and Severance, 1999). To hear the
truth from the mouth of the horse, consult the published 802.11 standard itself.

4.4.1 The 802.11 Protocol Stack

The protocols used by dl the 802 variants, including Ethernet, have a certain commondity of Structure. A partia view
of the 802.11 protocol stack isgivenin Fig. 4-25. The physical layer correspondsto the OSl physicd layer fairly
well, but the datalink layer in al the 802 protocolsis split into two or more sublayers. In 802.11, the MAC (Medium
Access Control) sublayer determines how the channd isalocated, that is, who getsto transmit next. Aboveitisthe
LLC (Logical Link Control) sublayer, whosejob it isto hide the differences between the different 802 variants and
make them indigtinguishable asfar asthe network layer is concerned. We studied the LL C when examining Ethernet
earlier in this chapter and will not repeet that materia here.

Figure 4-25. Part of the 802.11 protocol stack.

, Upper
layears
Logical link control
-1 | Data link
layer
MAC
sublayer
anz.11 af2.1 80211 BO2.11a | BO211k | BO2.11g Physical
Infrared FHSS Dsss OFDM | HR-DSSS| OFDM layer

The 1997 802.11 standard specifies three transmission techniques allowed in the physical layer. The infrared method
uses much the same technol ogy as television remote controls do. The other two use short-range radio, using
techniques called FHSS and DSSS. Both of these use a part of the spectrum that does not require licensing (the
2.4-GHz 1SM band). Radio-controlled garage door openers also use this piece of the spectrum, so your notebook
computer may find itself in competition with your garage door. Cordless telephones and microwave ovens aso use
thisband. All of these techniques operate at 1 or 2 Mbps and at low enough power that they do not conflict too
much. In 1999, two new techniques were introduced to achieve higher bandwidth. These are called OFDM and
HR-DSSS. They operate at up to 54 Mbps and 11 Mbps, respectively. In 2001, a second OFDM modulation was
introduced. but in adifferent frequency band from the first one. Now we will examine each of them briefly.
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4.5 Broadband Wireess

We have been indoorstoo long. Let us now go outside and seeif any interesting networking is going on there. It turns
out that quite abit isgoing on there, and some of it hasto do with the so-called last mile. With the deregulation of the
telephone system in many countries, competitors to the entrenched telephone company are now often alowed to
offer locd voice and high-peed Internet service. Thereis certainly plenty of demand. The problemisthat running
fiber, coax, or even category 5 twisted pair to millions of homes and businessesis prohibitively expensve. What isa
competitor to do?

The answer isbroadband wireless. Erecting abig antennaon a hill just outside of town and ingtaling antennas
directed at it on customers roofsis much easier and cheaper than digging trenches and stringing cables. Thus,
competing telecommunication companies have agreet interest in providing amultimegabit wireless communication
sarvice for voice, Internet, movies on demand, etc. Aswe saw in Fig. 2-30, LMDSwasinvented for this purpose.
However, until recently, every carrier devised its own system. Thislack of standards meant that hardware and
software could not be mass produced, which kept prices high and acceptance low.

Many peoplein theindustry redlized that having a broadband wireless stlandard was the key element missing, so
|EEE was asked to form a committee composed of people from key companies and academiato draw up the
standard. The next number available in the 802 numbering space was 802.16, so the standard got this number. Work
was started in July 1999, and the final standard was approved in April 2002. Officialy the standard is called "Air
Interface for Fixed Broadband Wireless Access Systems.” However, some people prefer to call it awirdessMAN
(Metropolitan Area Network) or awirelesslocal loop. We regard dl these terms as interchangesble.

Like some of the other 802 standards, 802.16 was heavily influenced by the OSI model, including the (sub)layers,
terminology, service primitives, and more. Unfortunately, also like OS, it isfairly complicated. In the following
sectionswewill give abrief description of some of the highlights of 802.16, but thistreatment isfar from complete
and leaves out many details. For additiona information about broadband wirelessin genera, see (Bolcskel et d.,
2001; and Webb, 2001). For information about 802.16 in particular, see (Eklund et a., 2002).

4.5.1 Comparison of 802.11 with 802.16

At this point you may be thinking: Why devise anew standard? Why not just use 802.117? There are some very good
reasons for not using 802.11, primarily because 802.11 and 802.16 solve different problems. Before getting into the
technology of 802.16, it is probably worthwhile saying afew words about why anew standard is needed at dl.

The environmentsin which 802.11 and 802.16 operate are Smilar in some ways, primarily in that they were designed
to provide high-bandwidth wireless communications. But they dso differ in some mgor ways. To sart with, 802.16
provides serviceto buildings, and buildings are not mobile. They do not migrate from cell to cell often. Much of
802.11 deals with mohility, and none of that is relevant here. Next, buildings can have more than one computer in
them, a complication that does not occur when the end station is asingle notebook computer. Because building
owners are generdly willing to spend much more money for communication gear than are notebook owners, better
radios are available. This difference meansthat 802.16 can use full-duplex communication, something 802.11 avoids
to keep the cost of the radios low.

Because 802.16 runs over part of acity, the distances involved can be severd kilometers, which meansthat the
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4.6 Bluetooth

In 1994, the L. M. Ericsson company became interested in connecting its mobile phonesto other devices (eg.,
PDASs) without cables. Together with four other companies (IBM, Intel, Nokia, and Toshiba), it formed aSIG
(Specid Interest Group, i.e., consortium) to devel op awireless standard for interconnecting computing and
communication devices and accessories using short-range, low-power, inexpensive wirelessradios. The project was
named Bluetooth, after Harad Blaatand (Bluetooth) 11 (940-981), a Viking king who unified (i.e., conquered)
Denmark and Norway, aso without cables.

Although the original ideawas just to get rid of the cables between devices, it soon began to expand in scope and
encroach on the area of wireless LANs. While this move makes the standard more useful, it also creates some
competition for mindshare with 802.11. To make matters worse, the two systems also interfere with each other
eectricaly. It isaso worth noting that Hewlett-Packard introduced an infrared network for connecting computer
peripheras without wires some years ago, but it never redlly caught onin abig way.

Undaunted by dl this, in July 1999 the Bluetooth SIG issued a 1500-page specification of V1.0. Shortly theresfter,
the |EEE standards group looking at wireless persond area networks, 802.15, adopted the Bluetooth document as a
basis and began hacking on it. While it might seem strange to standardize something that dready had avery detailed
specification and no incompetible implementations that needed to be harmonized, history shows that having an open
standard managed by a neutra body such asthe |EEE often promotes the use of atechnology. To be abit more
precise, it should be noted that the Bluetooth specification isfor acomplete system, from the physical layer to the
gpplication layer. The IEEE 802.15 committee is standardizing only the physica and datalink layers; the rest of the
protocol stack falls outsideits charter.

Even though | EEE approved the first PAN standard, 802.15.1, in 2002, the Bluetooth SIG is il active busy with
improvements. Although the Bluetooth SIG and |IEEE versons are not identical, it is hoped that they will soon
converge to asingle standard.

4.6.1 Bluetooth Architecture

Let usstart our study of the Bluetooth system with aquick overview of what it contains and what it isintended to do.
The basic unit of a Bluetooth system is a piconet, which consists of amaster node and up to seven active dave nodes
within adistance of 10 meters. Multiple piconets can exist in the same (large) room and can even be connected viaa
bridge node, as shown in Fig. 4-35. An interconnected collection of piconetsis called a scatternet.

Figure 4-35. Two piconets can be connected to form a scatter net.
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4.7 Data Link Layer Switching

Many organizations have multiple LANs and wish to connect them. LANSs can be connected by devices called
bridges, which operatein the datalink layer. Bridges examine the datalayer link addresses to do routing. Since they
are not supposed to examine the payload field of the frames they route, they can transport 1Pv4 (used in the Internet
now), IPv6 (will be used in the Internet in the future), AppleTak, ATM, OSl, or any other kinds of packets. In
contrast, routers examine the addresses in packets and route based on them. Although this seemslike aclear divison
between bridges and routers, some modern devel opments, such asthe advent of switched Ethernet, have muddied
the waters, aswe will seelater. In the following sectionswewill look at bridges and switches, especidly for
connecting different 802 LANSs. For acomprehensive treatment of bridges, switches, and related topics, see
(Perlman, 2000).

Before getting into the technology of bridges, it isworthwhile taking alook at some common stuaionsin which
bridges are used. We will mention six reasonswhy a single organization may end up with multiple LANSs.

Firgt, many university and corporate departments have their own LANS, primarily to connect their own persona
computers, workstations, and servers. Since the goals of the various departments differ, different departments choose
different LANS, without regard to what other departments are doing. Sooner or later, there is aneed for interaction,
50 bridges are needed. In this example, multiple LANSs cameinto existence due to the autonomy of their owners.

Second, the organization may be geographicaly spread over severd buildings separated by considerable distances. It
may be cheaper to have separate LANsin each building and connect them with bridges and laser linksthanto runa
sngle cable over the entire Site.

Third, it may be necessary to split what islogicaly asingle LAN into separate LANSs to accommodate the load. At
many universities, for example, thousands of workstations are available for sudent and faculty computing. Filesare
normally kept on file server machines and are downloaded to users machines upon request. The enormous scale of
this system precludes putting al the workstations on asingle LAN—the total bandwidth needed isfar too high.
Instead, multiple LANS connected by bridges are used, as shown in Fig. 4-39. Each LAN containsacluster of
workstations with its own file server so that most traffic isrestricted to asingle LAN and does not add load to the
backbone.

Figure 4-39. Multiple LANs connected by a backboneto handle a total load higher than the capacity of a

single LAN.
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4.8 SUmmary

Some networks have asingle channd that is used for al communication. In these networks, the key desgnissueis
the dlocation of this channel among the competing stations wishing to use it. Numerous channel alocation agorithms
have been devised. A summary of some of the more important channel alocation methodsisgivenin Fig. 4-52.

Figure 4-52. Channel allocation methods and systemsfor a common channel.

Method
FDM
WDk

Description

: Dedicate a frequency band to each station
A dynamic FDM scheme for fiber

TDOM

Pure ALOHA
Slotted ALOHA
1-persistent CSMA

| Dedicate a time slot to each station
| Unsynchronized transmission at any instant
Random transmission in well-defined time slots

Standard carrier sense multiple access

P-persistent CSMA
CSMA/CD

Monpersistent CSMA |

Random delay when channel is sensed busy

_ CSMA, but with a prabability of p of persisting

CSMA, but abort on detecting a collision

Bit map

Binary countdown
Tree walk

MACA, MACAW

| Round-robin scheduling using a bit map
| Highest-numbered ready station goes next
_ Reduced contention by selective enabling

Wiraless LAN protocols

Ethernet
FHSS

. CSMA/CD with binary exponential backoff

Frequency hopping spread spectrum

DSSs
CSMAICA

_ Direct sequence spread spactrum

Carrigr sense multiple access with collision avoidance

The smplest dlocation schemes are FDM and TDM. These are efficient when the number of sationsissmall and
fixed and thetraffic is continuous. Both are widdly used under these circumstances, for example, for dividing up the

bandwidth on telephone trunks.

When the number of stationsislarge and variable or thetraffic isfarly bursty, FDM and TDM are poor choices. The
ALOHA protocol, with and without dotting, has been proposed as an dternative. ALOHA and its many variants and
derivatives have been widely discussed, andyzed, and used inred systems.

When the gtate of the channd can be sensed, stations can avoid starting atransmission while another station is
transmitting. Thistechnique, carrier sensing, hasled to avariety of protocolsthat can be used on LANsand MANSs.

A class of protocolsthat eiminates contention atogether, or at least reduce it considerably, iswell known. Binary
countdown completely eliminates contention. Thetree walk protocol reducesit by dynamicaly dividing the sations
into two digoint groups, one of which is permitted to transmit and one of which isnot. It triesto make thedivisonin
such away that only one station that isready to send is permitted to do so.

Wirdess LANs have their own problems and solutions. The biggest problem is caused by hidden stations, so CSMA
does not work. One class of solutions, typified by MACA and MACAW, attempts to stimulate transmissions around
the destination, to make CSMA work better. Frequency hopping spread spectrum and direct sequence spread
spectrum are also used. |EEE 802.11 combines CSMA and MACAW to produce CSMA/CA.
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Chapter 5. The Network Layer

The network layer is concerned with getting packets from the source al the way to the detination. Getting to the
degtination may require making many hops at intermediate routers dong the way. Thisfunction clearly contrastswith
that of the datalink layer, which has the more modest god of just moving framesfrom one end of awireto the other.
Thus, the network layer isthe lowest layer that deals with end-to-end transmission.

To achieveitsgodlss, the network layer must know about the topology of the communication subnet (i.e., the set of al
routers) and choose appropriate paths through it. It must also take care to choose routes to avoid overloading some
of the communication lines and routerswhile leaving othersidle. Finaly, when the source and destination arein
different networks, new problems occur. It isup to the network layer to ded with them. In this chapter we will study
al theseissues and illustrate them, primarily using the Internet and its network layer protocal, 1P, dthough wireless
networks will also be addressed.

[TeamLiB]
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5.1 Network Layer Design I ssues

In the following sectionswewill provide an introduction to some of the issues that the designers of the network layer
must grapple with. Theseissuesinclude the service provided to the transport layer and the interna design of the
subnet.

5.1.1 Store-and-Forward Packet Switching

But before starting to explain the details of the network layer, it is probably worth restating the context in which the
network layer protocols operate. This context can be seenin Fig. 5-1. The mgjor components of the system are the
carrier's equi pment (routers connected by transmission lines), shown inside the shaded oval, and the customers
equipment, shown outside the oval. Host H1 is directly connected to one of the carrier'srouters, A, by aleased line.
In contrast, H2 ison aLAN with arouter, F, owned and operated by the customer. Thisrouter also has aleased line
to the carrier's equipment. We have shown F as being outside the oval because it does not belong to the carrier, but
interms of construction, software, and protocols, it is probably no different from the carrier's routers. Whether it

bel ongs to the subnet is arguable, but for the purposes of this chapter, routers on customer premises are considered
part of the subnet because they run the same algorithms as the carrier's routers (and our main concern hereis
agorithms).

Figure 5-1. The environment of the network layer protocols.
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This equipment isused asfollows. A host with a packet to send transmitsit to the nearest router, either onitsown
LAN or over apoint-to-point link to the carrier. The packet is stored there until it has fully arrived so the checksum
can be verified. Then it isforwarded to the next router aong the path until it reaches the destination host, whereitis
ddivered. This mechanism is store-and-forward packet switching, as we have seen in previous chapters.

5.1.2 Services Provided to the Transport L ayer

The network layer provides servicesto the transport layer at the network layer/transport layer interface. An
important question iswhat kind of servicesthe network layer providesto the transport layer. The network layer
services have been designed with the following godsin mind.

1.

1. Thesarvicesshould beindependent of the router technology.
2.

Thetransnort laver should be shid ded from the number. tvpe. and tonoloav of the routers nresent.

N
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5.2 Routing Algorithms

The main function of the network layer isrouting packets from the source machine to the destination machine. In most
subnets, packets will require multiple hops to make the journey. The only notable exception is for broadcast
networks, but even hererouting is an issue if the source and destination are not on the same network. The agorithms
that choose the routes and the data structures that they use are amajor area of network layer design.

Therouting dgorithm isthat part of the network layer software responsible for deciding which output line an incoming
packet should be transmitted on. If the subnet uses datagramsinterndly, this decison must be made anew for every
arriving data packet since the best route may have changed since last time. If the subnet usesvirtud circuitsinterndly,
routing decisions are made only when anew virtua circuit isbeing set up. Thereafter, data packetsjust follow the
previoudy-established route. The latter case is sometimes called session routing because aroute remainsin force for
an entire user sesson (e.g., alogin sesson a atermind or afiletransfer).

It is sometimes useful to make a distinction between routing, which is making the decision which routesto use, and
forwarding, which iswhat happens when a packet arrives. One can think of arouter as having two processesinsde
it. One of them handles each packet asit arrives, looking up the outgoing line to usefor it in the routing tables. This
processisforwarding. The other processisresponsible for filling in and updating the routing tables. That iswhere the
routing agorithm comesinto play.

Regardless of whether routes are chosen independently for each packet or only when new connections are
established, certain properties are desirable in arouting agorithm: correctness, smplicity, robustness, sability,
fairness, and optimdity. Correctness and smplicity hardly require comment, but the need for robustness may be less
obvious at first. Once amagor network comeson theair, it may be expected to run continuoudy for years without
sysemwide failures. During that period there will be hardware and software faillures of al kinds. Hosts, routers, and
lineswill fal repesatedly, and the topology will change many times. The routing agorithm should be able to cope with
changesin the topology and traffic without requiring al jobsin al hosts to be aborted and the network to be
rebooted every time some router crashes.

Stahility isaso an important goa for the routing algorithm. There exist routing dgorithmsthat never convergeto
equilibrium, no matter how long they run. A stable agorithm reaches equilibrium and staysthere. Fairnessand
optimality may sound obvious—surely no reasonable person would oppose them—but asit turns out, they are often
contradictory goals. Asasimple example of this conflict, look a Fig. 5-5. Suppose that there is enough traffic
between A and A', between B and B', and between C and C' to saturate the horizonta links. To maximize the total
flow, the X to X' traffic should be shut off atogether. Unfortunately, X and X' may not seeit that way. Evidently,
some compromise between globd efficiency and fairnessto individua connectionsis needed.

Figure 5-5. Conflict between fairnessand optimality.
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5.3 Congestion Control Algorithms

When too many packets are present in (a part of) the subnet, performance degrades. Thisstuationiscalled
congestion. Figure 5-25 depicts the symptom. When the number of packets dumped into the subnet by the hostsis
within its carrying capacity, they are adl ddivered (except for afew that are afflicted with transmission errors) and the
number delivered is proportiona to the number sent. However, astraffic increasestoo far, the routers are no longer
able to cope and they begin losing packets. This tends to make matters worse. At very high trafffic, performance
collapses completely and amost no packets are delivered.

Figure 5-25. When too much traffic is offered, congestion setsin and perfor mance degrades sharply.
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Congestion can be brought on by severa factors. If dl of asudden, streams of packets begin arriving on three or four
input linesand al need the same output line, aqueue will build up. If thereisinsufficient memory to hold dl of them,
packetswill belost. Adding more memory may help up to apoint, but Nagle (1987) discovered that if routers have
an infinite amount of memory, congestion getsworse, not better, because by the time packets get to the front of the
queue, they have already timed out (repestedly) and duplicates have been sent. All these packetswill be dutifully
forwarded to the next router, increasing the load al the way to the detination.

Slow processors can also cause congestion. If the routers CPUs are dow at performing the bookkeeping tasks
required of them (queueing buffers, updating tables, etc.), queues can build up, even though thereis excessline
capacity. Smilarly, low-bandwidth lines can a so cause congestion. Upgrading the lines but not changing the
processors, or vice versa, often helpsalittle, but frequently just shifts the bottleneck. Also, upgrading part, but not al,
of the system, often just moves the bottleneck somewhere else. The red problem isfrequently a mismatch between
parts of the system. This problem will persist until al the componentsarein balance.

Itisworth explicitly pointing out the difference between congestion control and flow control, asthe rdationshipis
subtle. Congestion control has to do with making sure the subnet is able to carry the offered traffic. It isagloba
issue, involving the behavior of dl the hosts, dl the routers, the store-and-forwarding processing within the routers,
and dl the other factors that tend to diminish the carrying capacity of the subnet.

Flow control, in contrast, relates to the point-to-point traffic between a given sender and agiven receiver. Itsjob isto
make sure that afast sender cannot continually transmit data faster than the receiver is able to absorb it. Flow control
frequently involves some direct feedback from the receiver to the sender to tell the sender how things are doing at the
other end.

To see the difference between these two concents, consider afiber optic network with a capacity of 1000
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5.4 Quality of Service

The techniques we looked at in the previous sections are designed to reduce congestion and improve network
performance. However, with the growth of multimedia networking, often these ad hoc measures are not enough.
Serious attempts at guaranteeing quality of service through network and protocol design are needed. In the following
sectionswe will continue our study of network performance, but now with a sharper focus on waysto provide a
quality of service matched to application needs. It should be stated at the start, however, that many of theseideas are
influx and are subject to change.

5.4.1 Requirements

A stream of packets from a source to adestination is called aflow.Ina connection-oriented network, al the packets
belonging to aflow follow the same route; in a connectionless network, they may follow different routes. The needs
of each flow can be characterized by four primary parameters. reliability, delay, jitter, and bandwidth. Together these
determine the QoS (Quality of Service) the flow requires. Severa common applications and the stringency of their
requirementsarelisted in Fig. 5-30.

Figure 5-30. How stringent the quality-of-service requirementsare.

Application Reliability Delay Jitter Bandwidth
E-mail High Low Low Low
File transfer High Low Low Medium
Web access High Medium = Low Medium
Remote login High Medium = Medium | Low
Audio ondemand | Low Low High Medium
Video on demand Low Low High High
Telephony Low High High Loy
Videcconferencing | Low High High High

Thefirst four applications have stringent requirements on rdligbility. No bits may be ddivered incorrectly. Thisgod is
usually achieved by checksumming each packet and verifying the checksum at the destination. If apacket is damaged
intrangt, it isnot acknowledged and will be retranamitted eventualy. This strategy gives high rdiability. Thefour find

(audio/video) applications can tolerate errors, so no checksums are computed or verified.

Filetransfer applications, including e-mail and video, are not delay senditive. If dl packets are delayed uniformly by a
few seconds, no harm is done. Interactive gpplications, such as Web surfing and remote login, are more delay
sengtive. Red-time gpplications, such astelephony and videoconferencing have strict delay requirements. If al the
wordsin atelephone cal are each delayed by exactly 2.000 seconds, the userswill find the connection unacceptable.
On the other hand, playing audio or video filesfrom a server does not require low delay.

Thefirgt three gpplications are not sengtive to the packets arriving with irregular time intervals between them. Remote
login is somewhat sengitive to that, Since characters on the screen will appear inlittle burstsif the connection suffers
much jitter. Video and especidly audio are extremely sendtiveto jitter. If auser iswatching avideo over the network
and theframesare dl delayed by exactly 2.000 seconds, no harm isdone. But if the transmission time varies
randomly between 1 and 2 seconds, the result will be terrible. For audio, ajitter of even afew millisecondsis clearly
audible
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5.5 Internetworking

Until now, we have implicitly assumed thet there is a single homogeneous network, with each machine using the same
protocol in each layer. Unfortunately, this assumptioniswildly optimistic. Many different networks exist, including
LANs, MANSs, and WANSs. Numerous protocols are in widespread use in every layer. In the following sectionswe
will take a careful 100k at the issuesthat arise when two or more networks are connected to form an internet.

Congderable controversy exists about the question of whether today's abundance of network typesis atemporary
condition that will go away as soon as everyone redlizes how wonderful [fill inyour favorite network] is or whether it
isan inevitable, but permanent, feature of the world thet is here to stay. Having different networks invariably means
having different protocols.

We bdievethat avariety of different networks (and thus protocols) will aways be around, for the following reasons.
Firg of dl, theingtdled base of different networksislarge. Nearly dl persona computersrun TCP/IP. Many large
businesses have mainframes running IBM's SNA. A substantial number of tel ephone companies operate ATM
networks. Some persona computer LANs still use Novell NCP/IPX or AppleTak. Findly, wirdessisan
up-and-coming areawith avariety of protocols. Thistrend will continue for years due to legacy problems, new
technology, and the fact that not al vendors perceiveit in their interest for their customersto be able to easly migrate
to another vendor's system.

Second, as computers and networks get cheaper, the place where decisions get made moves downward in
organizations. Many companies have apolicy to the effect that purchases costing over amillion dollars have to be
approved by top management, purchases costing over 100,000 dollars have to be approved by middle management,
but purchases under 100,000 dollars can be made by department heads without any higher gpprova. Thiscan easly
lead to the engineering department ingtalling UNIX workstations running TCP/IP and the marketing department
ingaling Macswith AppleTak.

Third, different networks (e.g., ATM and wirdess) have radicaly different technology, so it should not be surprising
that as new hardware devel opments occur, new software will be created to fit the new hardware. For example, the
average home now islike the average office ten years ago: it isfull of computersthat do not talk to one another. In
thefuture, it may be commonplace for the telephone, the television set, and other gppliances al to be networked
together so that they can be controlled remotely. This new technology will undoubtedly bring new networks and new
protocols.

Asan example of how different networks might be connected, consider the example of Fig. 5-42. Herewe seea

corporate network with multiple locationstied together by awide area ATM network. At one of the locations, an

FDDI optica backboneis used to connect an Ethernet, an 802.11 wireless LAN, and the corporate data center's
SNA mainframe network.

Figure 5-42. A collection of inter connected networks.
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5.6 The Network Layer in the Internet

Before getting into the specifics of the network layer in the Internet, it isworth taking at look at the principles that
droveitsdesignin the past and madeit the successthat it istoday. All too often, nowadays, people seem to have
forgotten them. These principles are enumerated and discussed in RFC 1958, which iswell worth reading (and
should be mandatory for dl protocol designers—with afina exam at the end). This RFC draws heavily on ideas
found in (Clark, 1988; and Saltzer et ., 1984). We will now summarize what we consider to be thetop 10
principles (from most important to least important).

1.

1.

Make sureit works. Do not finalize the design or stlandard until multiple prototypes have successfully
communicated with each other. All too often designers first write a 1000-page standard, get it approved,
then discover it is deeply flawed and does not work. Then they write version 1.1 of the standard. Thisisnot
theway to go.

Keep it simple. When in doubt, use the smplest solution. William of Occam stated this principle (Occam's
razor) in the 14th century. Put in modern terms: fight features. If afeatureis not absolutely essentid, leaveit
out, especidly if the same effect can be achieved by combining other features.

Make clear choices. If there are severa ways of doing the same thing, choose one. Having two or more
waysto do the same thing islooking for trouble. Standards often have multiple options or modes or
parameters because several powerful partiesinsist that their way is best. Designers should strongly resist this
tendency. Just say no.

Exploit modularity. Thisprinciple leads directly to the idea of having protocol stacks, each of whose layers
isindependent of all the other ones. Inthisway, if circumstances that require one module or layer to be
changed, the other ones will not be affected.

Expect heterogeneity. Different types of hardware, transmission facilities, and applicationswill occur on
any large network. To handle them, the network design must be smple, generd, and flexible.

Avoid static optionsand parameters. If parameters are unavoidable (e.g., maximum packet Size), it is best
to have the sender and receiver negotiate a val ue than defining fixed choices.

Look for a good design; it need not be perfect. Often the designers have agood design but it cannot
handle some weird specia case. Rather than messing up the design, the designers should go with the good
design and put the burden of working around it on the people with the strange requirements.

Be strict when sending and toler ant when receiving. In other words, only send packets that rigorously
comply with the standards, but expect incoming packets that may not be fully conformant and try to dedl with
them.
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5.7 Summary

The network layer provides servicesto the transport layer. It can be based on either virtua circuits or datagrams. In
both cases, itsmain job is routing packets from the source to the destination. In virtua-circuit subnets, arouting
decison is made when the virtud circuit is set up. In datagram subnets, it is made on every packet.

Many routing dgorithms are used in computer networks. Static algorithms include shortest path routing and flooding.
Dynamic agorithmsinclude distance vector routing and link state routing. Most actua networks use one of these.
Other important routing topics are hierarchical routing, routing for mobile hosts, broadcast routing, multicast routing,
and routing in peer-to-peer networks.

Subnets can easily become congested, increasing the delay and lowering the throughput for packets. Network
designers attempt to avoid congestion by proper design. Techniquesinclude retransmission policy, caching, flow
control, and more. If congestion does occur, it must be dealt with. Choke packets can be sent back, load can be
shed, and other methods applied.

The next step beyond just dedling with congestion isto actudly try to achieve apromised qudity of service. The
methods that can be used for thisinclude buffering at the client, traffic shaping, resource reservation, and admission
control. Approaches that have been designed for good qudity of serviceinclude integrated services (including
RSVP), differentiated services, and MPLS.

Networks differ in various ways, so when multiple networks are interconnected problems can occur. Sometimesthe
problems can be finessed by tunneling a packet through a hostile network, but if the source and destination networks
are different, this gpproach fails. When different networks have different maximum packet sizes, fragmentation may
be called for.

The Internet has arich variety of protocols related to the network layer. These include the data transport protocol,
IP, but aso the control protocols ICMP, ARP, and RARP, and the routing protocols OSPF and BGP. The Internet
israpidly running out of |1P addresses, so anew version of IP, IPv6, has been devel oped.

Problems

1. Givetwo example computer gpplications for which connection-oriented service is gppropriate. Now give
two examplesfor which connectionless serviceis best.

2. Arethereany circumstances when connection-oriented service will (or at least should) ddliver packets out of
order? Explain.

3. Datagram subnets route each packet as a separate unit, independent of al others. Virtual-circuit subnets do
not have to do this, since each data packet follows a predetermined route. Does this observation mean that
virtual-circuit subnets do not need the capability to route isolated packets from an arbitrary sourceto an
arbitrary destination? Explain your answer.
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Chapter 6. The Transport L ayer

Thetransport layer isnot just another layer. It isthe heart of the whole protocol hierarchy. Itstask isto provide
reliable, cost-effective data transport from the source machine to the destination machine, independently of the
physical network or networks currently in use. Without the transport layer, the whole concept of layered protocols
would make little sense. In this chapter we will study the transport layer in detall, including its services, design,
protocols, and performance.

[ TeamLiB]
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6.2 Elements of Transport Protocols

The transport serviceisimplemented by atransport protocol used between the two transport entities. In some way's,
trangport protocols resemble the data link protocols we studied in detail in Chap. 3. Both have to dedl with error
control, sequencing, and flow control, among other issues.

However, sgnificant differences between the two also exist. These differences are due to mgor dissmilarities
between the environments in which the two protocols operate, asshownin Fig. 6-7. At the datalink layer, two
routers communicate directly viaaphysical channel, whereas at the transport layer, this physical channd isreplaced
by the entire subnet. This difference has many important implicationsfor the protocols, aswe shall seein this chapter.

Figure 6-7. (&) Environment of thedata link layer. (b) Environment of thetransport layer.
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For onething, inthe datalink layer, it isnot necessary for arouter to specify which router it wantsto talk to—each
outgoing line uniquely specifiesa particular router. In the trangport layer, explicit addressing of destinationsis required.

For another thing, the process of establishing a.connection over thewire of Fig. 6-7(a) issmple: the other end is
awaysthere (unlessit has crashed, in which caseit is not there). Either way, thereis not much to do. In the transport
layer, initid connection establishment is more complicated, aswewill see.

Another, exceedingly annoying, difference between the datalink layer and the transport layer isthe potentia
existence of storage capacity in the subnet. When arouter sends aframe, it may arrive or belost, but it cannot
bounce around for awhile, go into hiding in afar corner of the world, and then suddenly emerge at an inopportune
moment 30 sec later. If the subnet uses datagrams and adaptive routing insde, there isanonnegligible probability that
apacket may be stored for anumber of seconds and then delivered later. The consequences of the subnet's ability to
store packets can sometimes be disastrous and can require the use of special protocols.

A find difference between the datalink and transport layersis one of amount rather than of kind. Buffering and flow
control are needed in both layers, but the presence of alarge and dynamically varying number of connectionsin the
transport layer may require adifferent approach than we used in the datalink layer. In Chap. 3, some of the
protocols alocate afixed number of buffersto each line, so that when aframe arrives abuffer isadways available. In
the transport layer, the larger number of connections that must be managed make the idea of dedicating many buffers
to each oneless attractive. In the following sections, we will examine al of theseimportant issues and others.

6.2.1 Addressing

When an gpplication (e.g., auser) process wishesto set up a connection to aremote application process, it must
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6.3 A Simple Transport Protocol

To make the ideas discussed so far more concrete, in this section we will study an example transport layer in detail.
The abstract service primitiveswe will use are the connection-oriented primitives of Fig. 6-2. The choice of these
connection-oriented primitives makes the example smilar to (but smpler than) the popular TCP protocol.

6.3.1 The Example Service Primitives

Our firgt problem is how to express these transport primitives concretely. CONNECT iseasy: we will just havea
library procedure connect that can be caled with the appropriate parameters necessary to establish a connection.
The parameters are the local and remote TSAPs. During the call, the cdler is blocked (i.e., suspended) while the
trangport entity triesto set up the connection. If the connection succeeds, the caller is unblocked and can Start
trangmitting data.

When aprocess wants to be able to accept incoming cals, it calslisten, specifying aparticular TSAPto listen to.
The process then blocks until some remote process attempts to establish a connection to its TSAP.

Note that thismodd is highly asymmetric. One sideis passive, executing alisten and waiting until something happens.
The other Sdeisactive and initiates the connection. An interesting question arises of what to do if the active Sde
beginsfirst. One dtrategy isto have the connection attempt fail if thereisno listener at the remote TSAP. Another
srategy isto have theinitiator block (possibly forever) until alistener appears.

A compromise, used in our example, isto hold the connection request at the receiving end for acertain timeinterval.
If aprocess on that hogt cdls listen before the timer goes off, the connection is established; otherwise, it isrgected
and the caller isunblocked and given an error return.

To release a connection, we will use a procedure disconnect. When both sides have disconnected, the connection is
released. In other words, we are using a symmetric disconnection mode!.

Datatransmission has precisdy the same problem as connection establishment: sending is active but receiving is
passve. Wewill use the same solution for data transmission as for connection establishment: an active call send that
transmits data and a passive cal receive that blocks until a TPDU arrives. Our concrete service definition therefore
congsts of five primitives: CONNECT, LISTEN, DISCONNECT, SEND, and RECEIVE. Each primitive
corresponds exactly to alibrary procedure that executes the primitive. The parametersfor the service primitives and
library procedures are asfollows:

connum = LI STEN(I ocal )

connum = CONNECT( | ocal , renote)

status = SEND(connum buffer, bytes)
status = RECEI VE(connum buffer, bytes)
status = DI SCONNECT( connum

The LISTEN primitive announces the caller's willingness to accept connection requests directed at the indicated
TSAP. The user of the primitive is blocked until an attempt is made to connect to it. Thereis no timeoui.
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6.4 TheInternet Transport Protocols. UDP

The Internet has two main protocolsin the transport layer, a connectionless protocol and a connection-oriented one.
In the following sections we will sudy both of them. The connectionless protocol is UDP. The connection-oriented
protocol is TCP. Because UDPisbasicaly just IP with ashort header added, we will start with it. We will also look
a two applications of UDP.

6.4.1 Introduction to UDP

The Internet protocol suite supports a connectionless transport protocol, UDP (User Datagram Protocol). UDP
provides away for applications to send encapsulated | P datagrams and send them without having to establish a
connection. UDP isdescribed in RFC 768.

UDP transmits segments congisting of an 8-byte header followed by the payload. The heeder isshown in Fig. 6-23.
The two ports serve to identify the end points within the source and destination machines. When a UDP packet
arrives, its payload is handed to the process attached to the destination port. This attachment occurs when BIND
primitive or something smilar isused, aswe saw in Fig. 6-6 for TCP (the binding processisthe samefor UDP). In
fact, the main value of having UDP over just using raw I P isthe addition of the source and destination ports. Without
the port fields, the transport layer would not know what to do with the packet. With them, it delivers segments
correctly.

Figure 6-23. The UDP header.

32 Bils

I S S [N — —— | | SN N [N —— — | S [N — — | L__L I

Source port Destination port

UDP length UDP checksum

The source port is primarily needed when areply must be sent back to the source. By copying the source port field
from the incoming segment into the destination port field of the outgoing segment, the process sending the reply can
specify which process on the sending machineisto get it.

The UDP length field includes the 8-byte header and the data. The UDP checksum is optional and stored as O if not
computed (atrue computed O isstored as dl 1s). Turning it off isfoolish unlessthe quality of the data does not matter

(e.g., digitized speech).

It is probably worth mentioning explicitly some of the things that UDP does not do. It does not do flow contral, error
control, or retransmission upon receipt of abad segment. All of that isup to the user processes. What it doesdoiis
provide an interface to the | P protocol with the added feature of demultiplexing multiple processes using the ports.
That isdl it does. For gpplications that need to have precise control over the packet flow, error control, or timing,
UDP provides just what the doctor ordered.

One areawhere UDP isespecidly useful isin client-server stuations. Often, the client sends a short request to the
server and expects ashort reply back. If either the request or reply islogt, the client can just time out and try again.
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6.5 Thelnternet Transport Protocols. TCP

UDPisasmple protocol and it has some niche uses, such as client-server interactions and multimedia, but for most
Internet applications, reliable, sequenced delivery is needed. UDP cannot provide this, so another protocol is
required. It is called TCP and isthe main workhorse of the Internet. Let us now study it in detail.

6.5.1 Introduction to TCP

TCP (Transmission Control Protocol) was specifically designed to provide areliable end-to-end byte stream over an
unreliable internetwork. An internetwork differsfrom asingle network because different parts may have wildly
different topologies, bandwidths, delays, packet sizes, and other parameters. TCP was designed to dynamically
adapt to properties of theinternetwork and to be robust in the face of many kinds of failures.

TCPwasformaly defined in RFC 793. Astime went on, various errors and inconsi stencies were detected, and the
requirements were changed in some areas. These clarifications and some bug fixes are detailed in RFC 1122.
Extensonsare given in RFC 1323,

Each machine supporting TCP has a TCP transport entity, either alibrary procedure, a user process, or part of the
kerndl. In al cases, it manages TCP streams and interfaces to the | P layer. A TCP entity accepts user data streams
from local processes, breaks them up into pieces not exceeding 64 KB (in practice, often 1460 data bytesin order
to fit in asingle Ethernet frame with the IP and TCP headers), and sends each piece as a separate | P datagram.
When datagrams containing TCP dataarrive at amachine, they are given to the TCP entity, which reconstructsthe
origind byte streams. For smplicity, we will sometimes usejust "TCP" to mean the TCP trangport entity (a piece of
software) or the TCP protocol (aset of rules). From the context it will be clear which is meant. For example, in "The
user gives TCP the data," the TCP trangport entity is clearly intended.

The IPlayer gives no guarantee that datagrams will be ddlivered properly, soitisup to TCPto time out and
retransmit them as need be. Datagrams that do arrive may well do so inthewrong order; itisaso upto TCPto
reassemble them into messages in the proper sequence. In short, TCP must furnish the rdiability that most users want
and that 1P does not provide.

6.5.2 The TCP Service Model

TCP serviceis obtained by both the sender and receiver creating end points, called sockets, as discussed in Sec.
6.1.3. Each socket has a socket number (address) consisting of the IP address of the host and a 16-bit number local
to that hogt, called aport. A port isthe TCP namefor aTSAP. For TCP service to be obtained, a connection must
be explicitly established between a socket on the sending machine and a socket on the receiving machine. The socket
cdlsareliged in Fig. 6-5.

A socket may be used for multiple connections a the same time. In other words, two or more connections may
terminate at the same socket. Connections are identified by the socket identifiers at both ends, that is, (socketl,
socket?). No virtua circuit numbers or other identifiers are used.

Port numbers below 1024 are called weall-known ports and are resarved for standard services. For example, any
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6.6 Performance | ssues

Performance issues are very important in computer networks. When hundreds or thousands of computers are
Interconnected, complex interactions, with unforeseen consequences, are common. Frequently, this complexity leads
to poor performance and no one knowswhy. In the following sections, we will examine many issues related to
network performance to see what kinds of problems exist and what can be done about them.

Unfortunately, understanding network performance is more an art than ascience. Thereislittle underlying theory that
isactudly of any usein practice. The best we can do isgive rules of thumb gained from hard experience and present
examplestaken from the real world. We have intentionaly delayed this discussion until we studied the transport layer
in TCPin order to be able to use TCP as an examplein various places.

The transport layer is not the only place performance issues arise. We saw some of them in the network layer in the
previous chapter. Nevertheless, the network layer tendsto be largely concerned with routing and congestion control.
The broader, system-oriented i ssues tend to be trangport related, so this chapter is an appropriate place to examine
them.

In the next five sections, we will 1ook at five aspects of network performance:

1.

=

Performance problems.

N

Measuring network performance.

3. System design for better performance.

e

Fast TPDU processing.

o

5. Protocolsfor future high-performance networks.

Asan asde, we need ageneric namefor the units exchanged by transport entities. The TCP term, segment, is
confusing a best and is never used outside the TCP world in this context. The ATM terms (CS-PDU, SAR-PDU,
and CPCS-PDU) are specific to ATM. Packets clearly refer to the network layer, and messages belong to the
gpplication layer. For lack of astandard term, we will go back to caling the units exchanged by transport entities
TPDUs. When we mean both TPDU and packet together, we will use packet asthe collective term, asin "The CPU
must be fast enough to process incoming packetsin rea time." By this we mean both the network layer packet and
the TPDU encapsulated init.

6.6.1 Performance Problemsin Computer Networks

Some performance problems, such as congestion, are caused by temporary resource overloads. If more traffic
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6.7 Summary

Thetransport layer isthe key to understanding layered protocols. It provides various services, the most important of
which is an end-to-end, reliable, connection-oriented byte stream from sender to receiver. It is accessed through
service primitives that permit the establishment, use, and release of connections. A common transport layer interface
isthe one provided by Berkeley sockets.

Transport protocols must be able to do connection management over unreliable networks. Connection establishment
Is complicated by the existence of delayed duplicate packets that can regppear at inopportune moments. To dedl with
them, three-way handshakes are needed to establish connections. Releasing a connection is easier than establishing
onebut isgill far fromtrivia dueto thetwo-army problem.

Even when the network layer is completely reliable, the transport layer has plenty of work to do. It must handle all
the service primitives, manage connections and timers, and alocate and utilize credits.

The Internet has two main transport protocols: UDP and TCP. UDP is a connectionless protocol that ismainly a
wrapper for | P packets with the additiond feature of multiplexing and demultiplexing multiple processesusing asingle
IP address. UDP can be used for client-server interactions, for example, using RPC. It can dso be used for building
redl-time protocols such asRTP.

The main Internet transport protocol is TCP. It provides areliable bidirectiona byte stream. It uses a 20-byte header
on al segments. Segments can be fragmented by routers within the Internet, so hosts must be prepared to do
reassembly. A greet dedl of work has gone into optimizing TCP performance, using dgorithmsfrom Nagle, Clark,
Jacobson, Karn, and others. Wirelesslinks add a variety of complicationsto TCP. Transactional TCP isan extenson
to TCP that handles client-server interactions with areduced number of packets.

Network performanceistypicaly dominated by protocol and TPDU processing overhead, and this Situation gets
worse at higher speeds. Protocols should be designed to minimize the number of TPDUS, context switches, and times
each TPDU iscopied. For gigabit networks, smple protocols are caled for.

Problems

1. Inour exampletransport primitivesof Fig. 6-2, LISTEN isablocking cdl. Isthis strictly necessary?If not,
explain how anonblocking primitive could be used. What advantage would this have over the scheme
described in the text?

2. Inthemodd underlying Fig. 6-4, it isassumed that packets may be lost by the network layer and thus must
be individually acknowledged. Suppose that the network layer is 100 percent reliable and never loses
packets. What changes, if any, are needed to Fig. 6-4?

3. Inboth partsof Fig. 6-6, thereisacomment that the value of SERVER_PORT must be the samein both
client and server. Why isthis so important?
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Chapter 7. The Application Layer

Having finished dl the preliminaries, we now cometo the layer where dl the gpplications are found. The layers below
the application layer are there to provide reliable transport, but they do not do real work for users. In this chapter we
will study some red network applications.

However, even in the application layer thereisaneed for support protocols, to alow the gpplications to function.
Accordingly, wewill look at one of these before starting with the applicationsthemsalves. Theitemin questionis
DNS, which handles naming within the Internet. After that, we will examinethree red gpplications: eectronic mail, the
World Wide Web, and finaly, multimedia.

[ TeamLiB]
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7.1 DNS—The Domain Name System

Although programs theoretically could refer to hosts, mailboxes, and other resources by their network (e.g., IP)
addresses, these addresses are hard for people to remember. Also, sending e-mail to tana@128.111.24.41 means
that if Tanas1SP or organization movesthe mail server to adifferent machine with adifferent 1P address, her e-mail
address has to change. Consequently, ASCII names were introduced to decouple machine names from machine
addresses. In thisway, Tana's address might be something like tana@art.ucsb.edu. Nevertheless, the network itself
understands only numerical addresses, so some mechanism isrequired to convert the ASCII strings to network
addresses. In the following sectionswe will study how this mapping is accomplished in the Internet.

Way back inthe ARPANET, there was smply afile, hostsitxt, that listed al the hosts and their IP addresses. Every
night, al the hostswould fetch it from the site a which it was maintained. For anetwork of afew hundred large
timesharing machines, this approach worked reasonably well.

However, when thousands of minicomputers and PCs were connected to the net, everyone realized that this
approach could not continue to work forever. For one thing, the sze of the file would become too large. However,
even more important, host name conflicts would occur congtantly unless names were centrally managed, something
unthinkable in ahuge internationa network due to the load and latency. To solve these problems, DNS (the Domain
Name System) wasinvented.

The essence of DNSisthe invention of a hierarchical, domain-based naming scheme and a distributed database
system for implementing this naming scheme. It is primarily used for mapping host names and e-mail destinationsto IP
addresses but can also be used for other purposes. DNSis defined in RFCs 1034 and 1035.

Very briefly, theway DNSisused isasfollows. To map aname onto an |P address, an application program calsa
library procedure called the resolver, passing it the name as a parameter. We saw an example of aresolver,
gethostbyname, in Fig. 6-6. The resolver sends a UDP packet to alocal DNS server, which then looks up the name
and returnsthe I P address to the resolver, which then returnsit to the caller. Armed with the | P address, the program
can then establish a TCP connection with the destination or send it UDP packets.

7.1.1 The DNS Name Space

Managing alarge and congtantly changing set of namesisanontrivia problem. In the postd system, name
management is done by requiring lettersto specify (implicitly or explicitly) the country, State or province, city, and
street address of the addressee. By using thiskind of hierarchical addressing, there is no confusion between the
Marvin Anderson on Main &. in White Flains, N.Y . and the Marvin Anderson on Main &t. in Austin, Texas. DNS
works the same way.

Conceptudly, the Internet is divided into over 200 top-level domains, where each domain covers many hosts. Each
domain is partitioned into subdomains, and these are further partitioned, and so on. All these domains can be
represented by atree, asshown in Fig. 7-1. The leaves of the tree represent domains that have no subdomains (but
do contain machines, of course). A leaf domain may contain asingle hogt, or it may represent acompany and contain
thousands of hogts.
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7.2 Electronic Mail

Electronic mail, or email, asit isknown to its many fans, has been around for over two decades. Before 1990, it
was mostly used in academia. During the 1990s, it became known to the public at large and grew exponentidly to the
point where the number of e-mails sent per day now isvastly more than the number of snail mail (i.e., paper) letters.

E-mail, like most other forms of communication, hasits own conventions and styles. In particular, it isvery informa
and has alow threshold of use. People who would never dream of calling up or even writing aletter toaVery
Important Person do not hesitate for a second to send a doppily-written e-mail.

E-mail isfull of jargon suchasBTW (By The Way), ROTFL (Rolling On The FHoor Laughing), and IMHO (In My
Humble Opinion). Many people dso uselittle ASCI symbols caled smileys or emoticonsin their email. A few of
the more interesting ones are reproduced in Fig. 7-6. For most, rotating the book 90 degrees clockwise will make
them clearer. For aminibook giving over 650 smileys, see (Sanderson and Dougherty, 1993).

Figure 7-6. Some smileys. They will not be on the final exam :-)

Smiley Meaning Smiley Meaning Smiley Meaning
=) I'm happy =l:-) Abe Lincoln ) Big nose

= I'm sadfangry =):-] Uncle Sam =) Double chin
=l I'm apathetic tae) Santa Claus ={) Mustache

=) I"'m winking <= Dunce #:-) Matted har
={0) I'm yelling (- Australian 8- Wears glasses
="} I'm vomiting = Man with bowlic C:-) Large brain

Thefirg emall sysems samply conssted of file transfer protocols, with the convention that the first line of each
message (i.e,, file) contained the recipient's address. Astime went on, the limitations of this approach became more
obvious.

Some of the complaintswere asfollows:
1.
1. Sending amessage to agroup of people was inconvenient. Managers often need thisfacility to send memos

to dl their subordinates.

2. Messageshad no internal structure, making computer processing difficult. For example, if aforwarded
message was included in the body of another message, extracting the forwarded part from the received
message was difficullt.

w

The originator (sender) never knew if amessage arrived or not.

4. If someone was planning to be away on business for severa weeks and wanted dl incoming e-mail to be
handled by his secretary, thiswas not easy to arrange.
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7.3TheWorld WideWeb

The World Wide Web isan architectura framework for ng linked documents spread out over millions of
machines dl over the Internet. In 10 years, it went from being away to distribute high-energy physics datato the
gpplication that millions of peoplethink of asbeing "The Internet.” Its enormous popularity ssemsfrom the fact that it
has a colorful graphica interface that is easy for beginnersto use, and it provides an enormous wedth of information
on amogt every conceivable subject, from aardvarksto Zulus.

The Web (also known as WWW) began in 1989 at CERN, the European center for nuclear research. CERN has
severd accelerators at which large teams of scientists from the participating European countries carry out researchiin
particle physics. These teams often have members from half adozen or more countries. Most experiments are highly
complex and require years of advance planning and equipment construction. The Web grew out of the need to have
these large teams of internationaly dispersed researchers collaborate using a constantly changing collection of
reports, blueprints, drawings, photos, and other documents.

Theinitiad proposa for aweb of linked documents came from CERN physicist Tim Berners-Leein March 1989. The
first (text-based) prototype was operational 18 months |ater. In December 1991, a public demonstration was given
at the Hypertext '91 conference in San Antonio, Texas.

Thisdemonstration and its attendant publicity caught the attention of other researchers, which led Marc Andreessen
at the Univerdity of Illinoisto start developing thefirst graphical browser, Mosaic. It wasreleased in February 1993.
Mosaic was so popular that ayear later, Andreessen left to form a company, Netscape Communications Corp.,
whose goal wasto develop clients, servers, and other Web software. When Netscape went public in 1995,
investors, apparently thinking this was the next Microsoft, paid $1.5 billion for the stock. Thisrecord wasal the
more surprising because the company had only one product, was operating deeply in the red, and had announced in
its prospectus that it did not expect to make a profit for the foreseeable future. For the next three years, Netscape
Navigator and Microsoft's Internet Explorer engaged in a"browser war," each one trying frantically to add more
features (and thus more bugs) than the other one. In 1998, America Online bought Netscape Communications Corp.
for $4.2 billion, thus ending Netscape's brief life as an independent company.

In 1994, CERN and M.1.T. signed an agreement setting up the World Wide Web Consortium (sometimes
abbreviated as W3C), an organization devoted to further developing the Web, standardizing protocols, and
encouraging interoperability between stes. Berners-Lee became the director. Since then, several hundred universities
and companies have joined the consortium. Although there are now more books about the Web than you can shake
adtick at, the best place to get up-to-date information about the Web is (naturally) on the Web itself. The
consortium's home pageis a www.w3.0rg. Interested readers are referred there for links to pages covering dl of the
consortium's numerous documents and activities.

7.3.1 Architectural Overview

From the users point of view, the Web consists of avast, worldwide collection of documents or Web pages, often
just cdled pagesfor short. Each page may contain links to other pages anywherein theworld. Users canfollow a
link by clicking on it, which then takes them to the page pointed to. This process can be repeated indefinitely. The
idea of having one page point to another, now caled hypertext, wasinvented by avisonary M.I.T. professor of
eectrica engineering, Vannevar Bush, in 1945, long before the Internet was invented.
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7.4 Multimedia

ThewirdessWeb is an exciting new development, but it is not the only one. For many people, multimediaisthe holy
grail of networking. When the word is mentioned, both the propeller heads and the suits begin sdlivating asif on cue.
The former seeimmense technical chalengesin providing (interactive) video on demand to every home. The latter
see equaly immense profitsin it. Since multimedia requires high bandwidth, getting it to work over fixed connections
is hard enough. Even VHS-quality video over wirdessisafew years away, so our treatment will focus on wired
gysems

Literdly, multimediaisjust two or more media. If the publisher of this book wanted to join the current hype about
multimedia, it could advertise the book as using multimedia technology. After dl, it containstwo media: text and
graphics (the figures). Neverthe ess, when most people refer to multimedia, they generally mean the combination of
two or more continuous media, that is, mediathat have to be played during some well-defined time intervd, usudly
with some user interaction. In practice, the two mediaare normally audio and video, that is, sound plus moving
pictures.

However, many people often refer to pure audio, such as Internet telephony or Internet radio as multimediaas well,
whichitisclearly not. Actudly, abetter termis streaming media, but we will follow the herd and congder red-time
audio to be multimediaas wdll. In the following sections we will examine how computers process audio and video,
how they are compressed, and some network applications of these technologies. For acomprehensive (three
volume) treatment on networked multimedia, see (Steinmetz and Nahrstedt, 2002; Steinmetz and Nahrstedt, 2003a;
and Steinmetz and Nahrstedt, 2003b).

7.4.1 Introduction to Digital Audio

An audio (sound) wave is aone-dimensional acoustic (pressure) wave. When an acoustic wave entersthe ear, the
eardrum vibrates, causing the tiny bones of the inner ear to vibrate dong with it, sending nerve pulsesto the brain.
These pulses are perceived as sound by the listener. Inasimilar way, when an acoustic wave strikes amicrophone,
the microphone generates an eectrical Sgnd, representing the sound amplitude as a function of time. The
representation, processng, stiorage, and transmission of such audio sgnasareamajor part of the sudy of multimedia
sysems.

The frequency range of the human ear runs from 20 Hz to 20,000 Hz. Some animals, notably dogs, can hear higher
frequencies. The ear hearslogarithmicaly, so theratio of two soundswith power A and B is conventionaly
expressed in dB (decibels) according to the formula

dB = 10 log,(A/B)

If we define the lower limit of audibility (apressure of about 0.0003 dyne/cm2) for a 1-kHz snewave as0 dB, an
ordinary conversation is about 50 dB and the pain threshold is about 120 dB, adynamic range of afactor of 1 million.

Theear issurprisingly sengtive to sound variationslasting only afew milliseconds. The eye, in contrast, does not
notice changesin light leve that last only afew milliseconds. The result of this observationisthét jitter of only afew
milliseconds during a multimedia transmission affects the perceived sound qudity more than it affectsthe percelved

image qudity.
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7.5 Summary

Naming in the Internet uses a hierarchical scheme cdled the domain name system (DNS). At thetop level arethe
well-known generic domains, including com and edu as well as about 200 country domains. DNS isimplemented as
adistributed database system with servers al over the world. DNS holds records with IP addresses, mail exchanges,
and other information. By querying a DNS server, a process can map an Internet domain name onto the IP address
used to communicate with that domain.

E-mail isone of the two killer gppsfor the Internet. Everyone from small children to grandparents now useit. Most
e-mail systemsin the world use the mail system now defined in RFCs 2821 and 2822. Messages sent in this system
use system ASCII headers to define message properties. Many kinds of content can be sent usng MIME. Messages
are sent using SMTP, which works by making a TCP connection from the source host to the destination host and
directly delivering the e-mail over the TCP connection.

The other killer app for the Internet isthe World Wide Web. The Web isa system for linking hypertext documents.
Origindly, each document was a page written in HTML with hyperlinksto other documents. Nowadays, XML is
gradudly starting to take over from HTML. Also, alarge amount of content isdynamically generated, using
server-side scripts (PHP, JSP, and ASP), aswell as clientside scripts (notably JavaScript). A browser can display a
document by establishing a TCP connection to its server, asking for the document, and then closing the connection.
These request messages contain avariety of headersfor providing additiona information. Caching, replication, and
content delivery networks are widely used to enhance Web performance.

ThewirdessWeb isjust getting started. The first systems are WAP and i-mode, each with small screensand limited
bandwidth, but the next generation will be more powerful.

Multimediaisadso arisng star in the networking firmament. It allows audio and video to be digitized and transported
eectronicaly for display. Audio requires less bandwidth, soit isfurther dong. Streaming audio, Internet radio, and
voice over |P are aredity now, with new applications coming dong al thetime. Video on demand isan
up-and-coming arealin which thereis great interest. Finaly, the MBone is an experimentd, worldwide digitd live
television service sent over the Internet.

Problems

1. Many business computers have three distinct and worldwide unique identifiers. What are they?

2.

2. According to theinformation givenin Fig. 7-3, islittle-sster.csvu.nl onaclass A, B, or C network?
3.

3. InFig. 7-3, thereis no period after rowboat? Why not?

4,

4. Make aguess about what the smiley :-X (sometimes written as :-#) might mean.
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Chapter 8. Network Security

For the first few decades of their existence, computer networks were primarily used by university researchersfor
sending e-mail and by corporate employees for sharing printers. Under these conditions, security did not get alot of
attention. But now, as millions of ordinary citizens are usng networks for banking, shopping, and filing their tax
returns, network security islooming on the horizon as a potentially massive problem. In this chapter, we will study
network security from severd angles, point out numerous pitfalls, and discuss many dgorithms and protocolsfor

making networks more secure.

Security isabroad topic and coversamultitude of Sins. Initssmplest form, it is concerned with making sure that
nosy people cannot read, or worse yet, secretly modify messagesintended for other recipients. It is concerned with
people trying to access remote services that they are not authorized to use. It dso deals with waysto tell whether that
message purportedly from the IRS saying: Pay by Friday or eseisredly from the IRS and not from the Mafia.
Security also dedlswith the problems of |egitimate messages being captured and replayed, and with peopletrying to

deny that they sent certain messages.

Mogt security problems are intentionaly caused by malicious people trying to gain some benefit, get attention, or to
harm someone. A few of the most common perpetrators arelisted in Fig. 8-1. It should be clear from thislist thet
making anetwork secureinvolvesalot more than just keeping it free of programming errors. It involves outsmarting
often intelligent, dedicated, and sometimes well-funded adversaries. It should aso be clear that measures that will
thwart casud adversarieswill have little impact on the serious ones. Police records show that most attacks are not
perpetrated by outsiders tapping aphone line but by insiders with agrudge. Consequently, security systems should

be desgned with thisfact in mind.

Figure 8-1. Some people who cause security problemsand why.

Adversary
Student
Cracker
Sales rep

Goal
Teo have fun snooping on people’s e-mail
To test out someone's secunty system; steal data
To claim to represent all of Europe, not just Andorra

Businessman

To discover a compelitor's strategic marketing plan

Ex-employee
Accountant
Stockbroker

To get revenge for being fired
To embezzle maoney fram a company
To deny a promise made to a customer by e-mail

Con man

To steal credit card numbers for sale

Spy
Terrorist

To learn an enemy's militany or industnal secretls
To steal germ warfare secrets

Network security problems can be divided roughly into four closdly intertwined areas. secrecy, authentication,
nonrepudiation, and integrity control. Secrecy, aso caled confidentiaity, has to do with keeping information out of
the hands of unauthorized users. Thisiswhat usualy comesto mind when people think about network security.

Authentication dedls with determining whom you are talking to before reveding sengtive information or entering into a
business dedl. Nonrepudiation deal s with signatures. How do you prove that your customer redlly placed an
electronic order for ten million left-handed doohickeys at 89 cents each when he later claims the price was 69 cents?
Or maybe he claims he never placed any order. Finaly, how can you be sure that a message you received was really
the one sent and not something that a malicious adversary modified in trandt or concocted?
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8.1 Cryptography

Cryptography comes from the Greek words for "secret writing." It has along and colorful history going back
thousands of years. In this section wewill just sketch some of the highlights, as background information for what
follows. For acomplete history of cryptography, Kahn's (1995) book is recommended reading. For a
comprehensive treatment of the current state-of-the-art in security and cryptographic algorithms, protocols, and
applications, see (Kaufman et a., 2002). For amore mathematical approach, see (Stinson, 2002). For aless
mathematical approach, see (Burnett and Paine, 2001).

Professionas make a distinction between ciphers and codes. A cipher is acharacter-for-character or bit-for-bit
transformation, without regard to the linguistic structure of the message. In contrast, a code replaces one word with
another word or symbol. Codes are not used any more, athough they have aglorious history. The most successful
code ever devised was used by the U.S. armed forces during World War 11 in the Pacific. They smply had Navgo
Indians talking to each other using specific Navgo words for military terms, for example chay-dagahi-nail-tsaidi
(literdly: tortoise killer) for antitank wespon. The Navgo languageis highly tond, exceedingly complex, and hasno
written form. And not asingle person in Japan knew anything about it.

In September 1945, the San Diego Union described the code by saying "For three years, wherever the Marines
landed, the Japanese got an earful of strange gurgling noisesinterspersed with other sounds resembling the call of a
Tibetan monk and the sound of a hot water bottle being emptied." The Japanese never broke the code and many
Navg o code talkers were awarded high military honorsfor extraordinary service and bravery. Thefact that the U.S.
broke the Japanese code but the Japanese never broke the Nava o code played acrucial rolein the American
victoriesin the Pacific.

8.1.1 Introduction to Cryptography

Higtoricaly, four groups of people have used and contributed to the art of cryptography: the military, the diplomatic
corps, diarists, and lovers. Of these, the military has had the most important role and has shaped the field over the
centuries. Within military organizations, the messages to be encrypted have traditionaly been given to poorly-paid,
low-level code clerksfor encryption and transmission. The sheer volume of messages prevented thiswork from being
doneby afew dite specidids.

Until the advent of computers, one of the main congtraints on cryptography had been the ability of the code clerk to
perform the necessary transformations, often on a battlefield with little equipment. An additional congtraint has been
the difficulty in switching over quickly from one cryptographic method to another one, sincethisentailsretraining a
large number of people. However, the danger of a code clerk being captured by the enemy has made it essentid to
be able to change the cryptographic method instantly if need be. These conflicting requirements have given rise to the
modd of Fig. 8-2.

Figure8-2. Theencryption mode (for a symmetric-key cipher).

T
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8.2 Symmetric-Key Algorithms

Modern cryptography uses the same basic ideas astraditiona cryptography (transposition and subgtitution) but its
emphasisisdifferent. Traditiondly, cryptographers have used smple dgorithms. Nowadays the reverseistrue: the
object isto make the encryption agorithm so complex and involuted that even if the cryptanalyst acquires vast
mounds of enciphered text of his own choosing, he will not be able to make any sense of it a al without the key.

Thefirg class of encryption agorithmswe will study in this chapter are called symmetric-key agorithms because they
used the same key for encryption and decryption. Fig. 8-2 illustrates the use of asymmetric-key dgorithm. In
particular, we will focus on block ciphers, which take an n-bit block of plaintext asinput and transform it using the
key into n-bit block of ciphertext.

Cryptographic agorithms can be implemented in either hardware (for speed) or in software (for flexibility). Although
most of our treatment concerns the algorithms and protocols, which are independent of the actua implementation, a
few words about building cryptographic hardware may be of interest. Trangpositions and substitutions can be
implemented with Smple dectricd circuits. Figure 8-6(a) shows adevice, known as a P-box (P stands for
permutation), used to effect atrangposition on an 8-bit input. If the 8 bits are designated from top to bottom as
01234567, the output of this particular P-box is 36071245. By appropriate interna wiring, a P-box can be madeto
perform any trangposition and do it at practically the speed of light Since no computation isinvolved, just sgna
propagation. This design follows Kerckhoff's principle: the attacker knows that the genera method is permuting the
bits. What he does not know iswhich bit goes where, which isthe key.

Figure 8-6. Basic elementsof product ciphers. (a) P-box. (b) S-box. (c) Product.

P-box Product cipher
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@ Sz EE Sw —
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Substitutions are performed by S-boxes, as shown in Fig. 8-6(b). In thisexample a 3-bit plaintext is entered and a
3-bit ciphertext is output. The 3-bit input selects one of the eight lines exiting from the first Sage and setsit to 1; all
the other linesare 0. The second stage is a P-box. The third stage encodes the selected input line in binary again.
With the wiring shown, if the eight octal numbers 01234567 were input one after another, the output sequence would
be 24506713. In other words, 0 has been replaced by 2, 1 has been replaced by 4, etc. Again, by appropriate
wiring of the P-box inside the S-box, any substitution can be accomplished. Furthermore, such adevice can be built
in hardware and can achieve great speed since encoders and decoders have only one or two (subnanosecond) gate
delays and the propagation time across the P-box may well be lessthan 1 picosecond.

Thereal power of these basic e ements only becomes apparent when we cascade awhole series of boxesto form a
product cipher, asshownin Fig. 8-6(c). In thisexample, 12 input lines are transposed (i.e., permuted) by thefirst
stage (P1). Theoreticaly, it would be possible to have the second stage be an S-box that mapped a 12-bit number
onto another 12-bit number. However, such adevice would need 212 = 4096 crossed wiresin its middle stage.
Instead, the input is broken up into four groups of 3 bits, each of which is substituted independently of the others.
Although thismethod islessgenerd, it istill powerful. By inclusion of asufficiently large number of stagesinthe

nrodiict cinher the o tnl it can be made to be an exceedinalyy comnlicated fiinction of the inni e
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Actualy, NSA standsfor Nationa Security Agency.

After these discussions took place, IBM reduced the key from 128 bitsto 56 bits and decided to keep secret the
process by which DES was designed. Many people suspected that the key length was reduced to make sure that
NSA could just break DES, but no organization with asmaller budget could. The point of the secret design was
supposedly to hide aback door that could make it even easier for NSA to break DES. When an NSA employee
discreetly told | EEE to cancel aplanned conference on cryptography, that did not make people any more
comfortable. NSA denied everything.

In 1977, two Stanford cryptography researchers, Diffie and Hellman (1977), designed a machine to break DES and
estimated that it could be built for 20 million dollars. Given asmdl piece of plaintext and matched ciphertext, this
machine could find the key by exhaugtive search of the 256-entry key spacein under 1 day. Nowadays, such a
machinewould cost well under 1 million dallars.

TripleDES

Asearly as1979, IBM redlized that the DES key length was too short and devised away to effectively increaseit,
using triple encryption (Tuchman, 1979). The method chosen, which has since been incorporated in International
Standard 8732, isillustrated in Fig. 8-8. Here two keys and three stages are used. In the first stage, the plaintext is
encrypted using DES in the usua way with K1. In the second stage, DES isrun in decryption mode, usng K2 asthe
key. Findly, another DES encryption isdonewith K1.

Figure8-8. (a) Tripleencryption using DES. (b) Decryption.

K, Ko K, Ky K; Ky
! | ! | 1
p—{E p—{el—-c c—=[{o}—{e}l—{o}—-r
(a) ()

Thisdesgnimmediately givesriseto two questions. First, why are only two keys used, instead of three? Second,
why is EDE (Encrypt Decrypt Encrypt) used, instead of EEE (Encrypt Encrypt Encrypt)? The reason that two keys
are used isthat even the most paranoid cryptographers believe that 112 bits is adequate for routine commercid
gpplications for the time being. (And among cryptographers, paranoiais considered afeature, not abug.) Going to
168 bitswould just add the unnecessary overhead of managing and transporting another key for little red gain.

The reason for encrypting, decrypting, and then encrypting again is backward competibility with existing single-key
DES systems. Both the encryption and decryption functions are mappings between sets of 64-bit numbers. From a
cryptographic point of view, the two mappings are equdly strong. By using EDE, however, instead of EEE, a
computer using triple encryption can speak to one using single encryption by just setting K1 = K2. This property
alowstriple encryption to be phased in gradually, something of no concern to academic cryptographers, but of
congderableimportanceto IBM and its customers.

8.2.2 AES—The Advanced Encryption Standard

As DES began gpproaching the end of its useful life, even with triple DES, NIST (Nationd Institute of Standards and
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Technology), the agency of the U.S. Dept. of Commerce charged with approving standards for the U.S. Federa
Government, decided that the government needed a new cryptographic standard for unclassified use. NIST was
keenly aware of al the controversy surrounding DES and well knew that if it just announced anew standard,
everyone knowing anything about cryptography would automaticaly assumethat NSA had built aback door into it
s0 NSA could read everything encrypted with it. Under these conditions, probably no one would use the standard
and it would mogst likely die aquiet desth.

So NIST took asurprisingly different approach for a government bureaucracy: it sponsored a cryptographic bake-off
(contest). In January 1997, researchers from al over the world were invited to submit proposals for anew standard,
to be called AES (Advanced Encryption Standard). The bake-off ruleswere:

1.

1. Theadgorithm must be asymmetric block cipher.
2.

N

Thefull desgn must be public.

w

Key lengths of 128, 192, and 256 bits must be supported.

e

e

Both software and hardware implementations must be possible.

o

5. Thedgorithm must be public or licensed on nondiscriminatory terms.

Fifteen serious proposas were made, and public conferences were organized in which they were presented and
attendees were actively encouraged to find flawsin al of them. In August 1998, NIST sdlected fivefindists primarily
on the basis of their security, efficiency, amplicity, flexibility, and memory requirements (important for embedded
systems). More conferences were held and more pot-shots taken. A nonbinding vote was taken at the last
conference. Thefinalists and their scores were asfollows:

1. Rijndad (from Joan Daemen and Vincent Rijmen, 86 votes).

N

Serpent (from Ross Anderson, Eli Biham, and Lars Knudsen, 59 votes).

w

Twofish (from ateam headed by Bruce Schneier, 31 votes).

»

RC6 (from RSA Laboratories, 23 votes).

5. MARS (fromIBM, 13 votes).
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In October 2000, NIST announced that it, too, voted for Rijndagl, and in November 2001 Rijndagl becameaU.S.
Government standard published as Federa Information Processing Standard FIPS 197. Due to the extraordinary
openness of the competition, the technica properties of Rijndagl, and the fact that the winning team consisted of two
young Belgian cryptographers (who are unlikely to have built in aback door just to please NSA), it is expected that
Rijndagl will become the world's dominant cryptographic standard for at least a decade. The name Rijndadl,
pronounced Rhine-doll (more or less), is derived from the last names of the authors: Rijmen + Daemen.

Rijndagl supports key lengths and block sizes from 128 bitsto 256 bitsin steps of 32 bits. The key length and block
length may be chosen independently. However, AES specifies that the block size must be 128 bits and the key length
must be 128, 192, or 256 bits. It is doubtful that anyone will ever use 192-bit keys, so defacto, AES hastwo
variants: a 128-bit block with 128-bit key and a 128-bit block with a 256-bit key.

In our treatment of the algorithm below, we will examine only the 128/128 case because thisislikely to becomethe
commercia norm. A 128-bit key gives akey space of 2128 ==3 x 1038 keys. Even if NSA managesto build a
machine with 1 billion paralld processors, each being able to evauate one key per picosecond, it would take such a
meachine about 1010 years to search the key space. By then the sun will have burned out, so the folks then present
will haveto read the results by candlelight.

Rijndad

From amathematica perspective, Rijndadl isbased on Galoisfield theory, which givesit some provable security
properties. However, it can also be viewed as C code, without getting into the mathematics.

Like DES, Rijndadl uses substitution and permutations, and it also uses multiple rounds. The number of rounds
depends on the key size and block size, being 10 for 128-bit keys with 128-hit blocks and moving up to 14 for the
largest key or the largest block. However, unlike DES, dl operationsinvolve entire bytes, to alow for efficient
implementationsin both hardware and software. An outline of the codeisgivenin Fig. 8-9.

Figure8-9. An outline of Rijndad.
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#define LENGTH 16 /* # bytes in data block or key */
itdefine NROWS 4 f* number of rows in state */
#define NCOLS 4 /* number of columns in state */
#define ROUNDS 10 f* number of iterations */
typedef unsigned char byte; /* unsigned 8-bit integer */

rijndael(byte plaintext|LEMGTH], byte ciphertext[LENGTH], byte key[LENGTH])
{

int r; * loop index */
byte state[NROWS|[NCOLS]; f* current state */
struct {byte K[NROWS][NCOLS];} rk[ROUNDS + 1]; /= round keys ™/
expand keyikey, rk); /* construct the round keys */
copy_plaintext_to_state(state, plaintext); /* init current state */
xor_roundkey_into_state(state, rk[0]); I+ XOR key into state */
for {r=1; r <= ROUNDS; r++) {
substitute(state); I* apply S-box to each byte */
rotate rows(state); /* rotate row i by i bytes */
if (r =« ROUNDS) mix_columns(state); * mix function */
xor_roundkey_into_state(state, rk|r]); /+ XOR key into state */

}
copy_state to_ciphertext(ciphertext, state); {* return result */

}

Thefunction rijndadl hasthree parameters. They are: plaintext, an array of 16 bytes containing the input data,
ciphertext, an array of 16 bytes where the enciphered output will be returned, and key, the 16-byte key. During the
calculation, the current state of the datais maintained in abyte array, state, whose sizeisNROWS x NCOLS. For
128-bit blocks, thisarray is4 x 4 bytes. With 16 bytes, the full 128-bit data block can be stored.

The sate array isinitialized to the plaintext and modified by every step in the computation. In some steps,
byte-for-byte subgtitution is performed. In others, the bytes are permuted within the array. Other transformations are
also used. At the end, the contents of the State are returned as the ciphertext.

The code starts out by expanding the key into 11 arrays of the same size asthe state. They are stored inrk, whichis
an array of structs, each containing astate array. One of these will be used at the start of the calculation and the other
10 will be used during the 10 rounds, one per round. The calculation of the round keys from the encryption key istoo
complicated for usto get into here. Sufficeit to say that the round keys are produced by repeated rotation and
XORing of various groups of key hits. For dl the details, see (Daemen and Rijmen, 2002).

The next step isto copy the plaintext into the state array so it can be processed during the rounds. It is copied in
column order, with thefirgt four bytes going into column O, the next four bytes going into column 1, and so on. Both
the columns and the rows are numbered starting at O, athough the rounds are numbered starting at 1. Thisinitia setup
of the 12 byte arrays of size4 x 4 isillustrated in Fig. 8-10.

Figure 8-10. Creating of the stateand rk arrays.
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There is one more step before the main computation begins: rk[0] is XORed into state byte for byte. In other words
each of the 16 bytesin state is replaced by the XOR of itself and the corresponding bytein rk[0].

Now it istimefor the main attraction. The loop executes 10 iterations, one per round, transforming state on each
iteration. The contents of each round consist of four steps. Step 1 does a byte-for-byte substitution on state. Each
bytein turn isused as an index into an S-box to replace its vaue by the contents of that S-box entry. Thisstepisa
straight monoal phabetic substitution cipher. Unlike DES, which has multiple S-boxes, Rijndagl has only one S-box.

Step 2 rotates each of the four rowsto the left. Row O isrotated O bytes (i.e., not changed), row 1 isrotated 1 byte,
row 2 isrotated 2 bytes, and row 3 isrotated 3 bytes. This step diffuses the contents of the current data around the
block, analogous to the permutations of Fig. 8-6.

Step 3 mixes up each column independently of the other ones. The mixing is done using matrix multiplication in which
the new column isthe product of the old column and a constant matrix, with the multiplication done using the finite
Gdoisfidd, GF(28). Although this may sound complicated, an agorithm exists that alows each eement of the new
column to be computed using two table lookups and three XORs (Daemen and Rijmen, 2002, Appendix E).

Findly, sep 4 XORsthe key for thisround into the state array.

Since every gep isreverable, decryption can be done just by running the agorithm backward. However, thereis
aso atrick available in which decryption can be done by running the encryption agorithm, using different tables.

The agorithm has been designed not only for great security, but also for great speed. A good software
implementation on a 2-GHz machine should be able to achieve an encryption rate of 700 Mbps, which isfast enough
to encrypt over 100 MPEG-2 videosin red time. Hardware implementations are faster ill.

8.2.3 Cipher Modes

Despite dl thiscomplexity, AES (or DES or any block cipher for that matter) is basically amonoal phabetic
subgtitution cipher using big characters (128-bit charactersfor AES and 64-bit charactersfor DES). Whenever the
same plaintext block goes in the front end, the same ciphertext block comes out the back end. If you encrypt the
plaintext abcdefgh 100 times with the same DES key, you get the same ciphertext 100 times. An intruder can exploit
this property to help subvert the cipher.

Electronic Code Book M ode
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To see how this monoal phabetic substitution cipher property can be used to partialy defeat the cipher, we will use
(triple) DES because it is easier to depict 64-bit blocks than 128-bit blocks, but AES has exactly the same problem.
The gtraightforward way to use DES to encrypt along piece of plaintext isto break it up into consecutive 8-byte
(64-hit) blocks and encrypt them one after another with the same key. The last piece of plaintext is padded out to 64
bits, if need be. Thistechnique isknown as ECB mode (Electronic Code Book mode) in anaogy with ol d-fashioned
code books where each plaintext word was listed, followed by its ciphertext (usudly afive-digit decima number).

In Fig. 8-11 we have the start of acomputer file listing the annual bonuses acompany has decided to award to its
employees. Thisfile conssts of consecutive 32-byte records, one per employee, in the format shown: 16 bytesfor
the name, 8 bytes for the position, and 8 bytes for the bonus. Each of the sixteen 8-byte blocks (numbered from 0 to
15) isencrypted by (triple) DES.

Figure 8-11. The plaintext of afile encrypted as 16 DES blocks.

Mamea Position Bonus
Ajdjajmys) .| jLiejsjliije) ) | JCiljejriky | | B8)1 ) ) 1 | mﬂ,\
Biljajerk; .| |Rlegbiigng | | | IBlogs;s| | | $5/0]0(.0(0)0 ::
Clopllpijnis;, Kby | IMjanja gje r $|1|0|D|.|D|D|ﬂ/
Djajvyigs],| |Blojbbjije) | Jdjanpijtjer $ 1 11 | IS
Bytos = 16 - 8 - - B -

Lediejust had afight with the boss and is not expecting much of abonus. Kim, in contrast, isthe boss favorite, and
everyone knowsthis. Ledie can get accessto the file after it is encrypted but beforeit is sent to the bank. Can Ledie
rectify thisunfair Stuation, given only the encrypted file?

No problem at dl. All Ledie hasto do ismake a copy of the 12th ciphertext block (which contains Kim's bonus) and
useit to replace the 4th ciphertext block (which contains Ledie's bonus). Even without knowing what the 12th block
says, Ledie can expect to have amuch merrier Christmas this year. (Copying the 8th ciphertext block isalso a
possibility, but ismore likely to be detected; besides, Ledieis not agreedy person.)

Cipher Block Chaining Mode

To thwart thistype of attack, al block ciphers can be chained in various ways o that replacing ablock the way
Lediedid will causethe plaintext decrypted starting at the replaced block to be garbage. One way of chaining is
cipher block chaining. In thismethod, shown in Fig. 8-12, each plaintext block is XORed with the previous
ciphertext block before being encrypted. Consequently, the same plaintext block no longer maps onto the same
ciphertext block, and the encryption is no longer a big monoal phabetic substitution cipher. Thefirst block is XORed
with arandomly chosen IV (Initidization Vector), which istransmitted (in plaintext) along with the ciphertext.

Figure 8-12. Cipher block chaining. (&) Encryption. (b) Decryption.
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We can see how cipher block chaining mode works by examining the example of Fig. 8-12. We start out by
computing CO = E(PO XOR V). Then we compute C1 = E(P1 XOR C0), and so on. Decryption aso uses XOR to
reverse the process, with PO =1V XOR D(CO0), and so on. Note that the encryption of block i isafunction of all the
plaintext in blocks O throughi - 1, so the same plaintext generates different ciphertext depending on whereit occurs.
A transformation of the type Lediie made will result in nonsense for two blocks starting a Ledies bonusfied. Toan
astute security officer, this peculiarity might suggest where to sart the ensuing investigation.

Cipher block chaining aso has the advantage that the same plaintext block will not result in the same ciphertext
block, making cryptanadyss moredifficult. In fact, thisisthe main reason it is used.

Cipher Feedback Mode

However, cipher block chaining has the disadvantage of requiring an entire 64-bit block to arrive before decryption
can begin. For use with interactive terminals, where people can type lines shorter than eight characters and then stop,
waiting for aresponse, thismode is unsuitable. For byte-by-byte encryption, cipher feedback mode, using (triple)
DESisused, asshownin Fig. 8-13. For AEStheideais exactly the same, only a 128-bit shift register isused. Inthis
figure, the state of the encryption machine is shown after bytes 0 through 9 have been encrypted and sent. When
plaintext byte 10 arrives, asillustrated in Fig. 8-13(a), the DES agorithm operates on the 64-bit shift register to
generate a 64-bit ciphertext. Theleftmost byte of that ciphertext is extracted and X ORed with P10. That byteis
transmitted on the tranamission line. In addition, the shift register is shifted I eft 8 bits, causing C2 to fall off the left end,
and C10isinserted in the podition just vacated at the right end by C9. Note that the contents of the shift register
depend on the entire previous history of the plaintext, so a pattern that repeats multiple timesin the plaintext will be
encrypted differently each timein the ciphertext. Aswith cipher block chaining, an initidization vector is needed to

dart the bdl rolling.
Figure 8-13. Cipher feedback mode. (a) Encryption. (b) Decryption.
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Decryption with cipher feedback mode just does the same thing as encryption. In particular, the content of the shift
register is encrypted, not decrypted, so the selected byte that is XORed with C10 to get P10 is the same one that
was XORed with P10 to generate C10 in the first place. Aslong as the two shift registersremain identical,
decryption works correctly. Itisillustrated in Fig. 8-13(b).

A problem with cipher feedback modeisthat if one bit of the ciphertext is accidentally inverted during transmission,
the 8 bytes that are decrypted while the bad byte isin the shift register will be corrupted. Once the bad byteis
pushed out of the shift register, correct plaintext will once again be generated. Thus, the effects of asingle inverted bit
arerdatively localized and do not ruin the rest of the message, but they do ruin as many bits asthe shift register is
wide.

Stream Cipher Mode

Neverthdess, gpplications exist in which having a 1-bit transmission error mess up 64 bits of plaintext istoo large an
effect. For these gpplications, afourth option, stream cipher mode, exigts. It works by encrypting an initidization
vector, using akey to get an output block. The output block isthen encrypted, using the key to get a second output
block. Thisblock isthen encrypted to get athird block, and so on. The (arbitrarily large) sequence of output blocks,
caled the keystream, istreated like a one-time pad and X ORed with the plaintext to get the ciphertext, asshownin
Fig. 8-14(a). Note that the IV isused only on thefirst step. After that, the output is encrypted. Also note that the
keystream isindependent of the data, so it can be computed in advance, if need be, and is completely insensitiveto
transmission errors. Decryptionisshown in Fig. 8-14(b).

Figure 8-14. A stream cipher. (a) Encryption. (b) Decryption.
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Decryption occurs by generating the same keystream at the receiving side. Since the keystream depends only on the
IV and the key, it isnot affected by transmission errorsin the ciphertext. Thus, a1-bit error in the transmitted
ciphertext generates only a 1-bit error in the decrypted plaintext.

It isessentia never to use the same (key, 1V) pair twice with a stream cipher because doing so will generate the same
keystream each time. Using the same keystream twice exposes the ciphertext to a keystream reuse attack. Imagine
that the plaintext block, PO, is encrypted with the keystream to get PO XOR KO. Later, asecond plaintext block,

QO, isencrypted with the same keystream to get Q0 XOR KO. An intruder who captures both of these ciphertext
blocks can smply XOR them together to get PO XOR QO, which diminates the key. The intruder now hasthe XOR
of the two plaintext blocks. If one of them isknown or can be guessed, the other can aso be found. In any event, the
XOR of two plaintext streams can be attacked by using statistical properties of the message. For example, for
English text, the most common character in the stream will probably be the XOR of two spaces, followed by the
XOR of gpace and the letter "€", etc. In short, equipped with the XOR of two plaintexts, the cryptanalyst has an
excellent chance of deducing both of them.
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Counter Mode

One problem that all the modes except e ectronic code book mode have isthat random access to encrypted dataiis
impossible. For example, suppose afileistransmitted over anetwork and then stored on disk in encrypted form.
Thismight be areasonable way to operate if the receiving computer is a notebook computer that might be stolen.
Storing dl criticdl filesin encrypted form greaily reduces the damage due to secret information leaking out in the event
that the computer fdlsinto the wrong hands.

However, disk files are often accessed in nonsequentia order, especidly filesin databases. With afile encrypted
using cipher block chaining, ng arandom block requiresfirst decrypting al the blocks ahead of it, an
expensive proposition. For this reason, yet another mode has been invented, counter mode,asillustrated in Fig. 8-15.
Here the plaintext is not encrypted directly. Instead, the initialization vector plus a congtant is encrypted, and the
resulting ciphertext XORed with the plaintext. By stepping the initialization vector by 1 for each new block; it iseasy
to decrypt ablock anywhere in the file without first having to decrypt al of its predecessors.

Figure 8-15. Encryption using counter mode.
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Although counter modeis useful, it has aweaknessthat isworth pointing out. Suppose that the same key, K, isused
againin the future (with adifferent plaintext but the same V) and an attacker acquires dl the ciphertext from both
runs. The keystreams are the same in both cases, exposing the cipher to akeystream reuse attack of the same kind
we saw with stream ciphers. All the cryptanalyst hasto do isto XOR the two ciphertexts together to diminate al the
cryptographic protection and just get the XOR of the plaintexts. Thisweakness does not mean counter modeisa
bad idea. It just means that both keys and initidization vectors should be chosen independently and at random. Even
iIf the same key isaccidentally used twice, if the IV isdifferent each time, the plaintext is safe.

8.2.4 Other Ciphers

DES and Rijndael are the best-known symmetric-key, cryptographic algorithms. However, it isworth mentioning that
numerous other symmetric-key ciphers have been devised. Some of these are embedded insde various products. A
few of the more common ones arelisted in Fig. 8-16.

Figure 8-16. Some common symmetric-key cryptographic algorithms.
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. Cipher [ Author | Key length . Comments
| Blowfish | Bruce Schneier | 1-44Bbits  OId and slow
DES IEM 56 bits | Too weak to use now
| IDEA | Massey and Xuejia | 128bits | Good, but patented
_ RC4 | Ronald Rivest | 1-2048 bits _ Caution: some keys are weak
| ACE | Ronald Rivest 128-256 bits | Gooed, but patented
| Rijndael | Daemen and Hijman | 128-256 bits | Best choice
Serpent Anderson, Biham, Knudsen  12B8-256 bits | Very strong
| Triple DES | IBM | 16Bbits  Second best choice
Twaofish Bruce Schneier 126256 bits | Very strong; widely used
8.2.5 Cryptanalysis

Before leaving the subject of symmetric-key cryptography, it isworth at least mentioning four developmentsin
cryptandysis. Thefirs development isdifferentia cryptanaysis (Biham and Shamir, 1993). Thistechnique can be
used to attack any block cipher. It works by beginning with apair of plaintext blocksthat differ in only asmall
number of bits and watching carefully what happens on each internd iteration as the encryption proceeds. In many
cases, some hit patterns are much more common than other patterns, and this observation leads to a probabilistic
attack.

The second development worth noting islinear cryptanaysis (Matsui, 1994). It can bresk DES with only 243 known
plaintexts. It works by XORing certain bitsin the plaintext and ciphertext together and examining the result for
patterns. When thisis done repeatedly, haf the bits should be Os and half should be 1s. Often, however, ciphers
introduce abiasin one direction or the other, and this bias, however small, can be exploited to reduce the work
factor. For the details, see Matsui's paper.

Thethird development isusing analysis of the eectrical power consumption to find secret keys. Computerstypicaly
use 3 voltsto represent a1 bit and 0 volts to represent a0 bit. Thus, processing a 1 takes more eectrical energy than
processing a0. If acryptographic algorithm consists of aloop in which the key bits are processed in order, an
attacker who replaces the main n-GHz clock with adow (e.g., 100-Hz) clock and puts aligator clips onthe CPU's
power and ground pins, can precisaly monitor the power consumed by each machine ingtruction. From this data,
deducing the key issurprisingly easy. Thiskind of cryptanaysis can be defeated only by carefully coding the
agorithm in assembly language to make sure power consumption isindependent of the key and aso independent of
dl theindividua round keys.

The fourth development istiming analysis. Cryptographic agorithmsarefull of if Satementsthat test bitsin theround
keys. If the then and e se parts take different amounts of time, by dowing down the clock and seeing how long
various steps take, it may aso be possible to deduce the round keys. Once al the round keys are known, the original
key can usudly be computed. Power and timing analysis can aso be employed smultaneoudy to make thejob
easer. While power and timing andysis may seem exatic, in redity they are powerful techniquesthat can bresk any
cipher not specificaly designed to resist them.

[ TeamLiB]
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8.3 Public-Key Algorithms

Higtoricdly, distributing the keys has dways been the weakest link in most cryptosystems. No matter how strong a
cryptosystem was, if an intruder could stedl the key, the system was worthless. Cryptologists dways took for granted
that the encryption key and decryption key were the same (or easily derived from one another). But the key had to
be distributed to all users of the system. Thus, it seemed asif there was an inherent built-in problem. Keys had to be
protected from theft, but they also had to be distributed, so they could not just be locked up in abank vauilt.

In 1976, two researchers at Stanford University, Diffie and Hellman (1976), proposed aradically new kind of
cryptosystem, one in which the encryption and decryption keys were different, and the decryption key could not
feasibly be derived from the encryption key. In their proposal, the (keyed) encryption algorithm, E, and the (keyed)
decryption algorithm, D, had to meet three requirements. These requirements can be stated smply asfollows:

1.

1. D(E(P)) =P.

2.

2. Itisexceedingly difficult to deduce D from E.
3.

3. Ecannot be broken by a chosen plaintext attack.

Thefirst requirement saysthat if we apply D to an encrypted message, E(P), we get the origina plaintext message, P,
back. Without this property, the legitimate recelver could not decrypt the ciphertext. The second requirement speaks
for itsdlf. Thethird requirement is needed because, as we shdl seein amoment, intruders may experiment with the
algorithm to their hearts content. Under these conditions, there is no reason that the encryption key cannot be made
public.

The method works like this. A person, say, Alice, wanting to receive secret messages, first devisestwo agorithms
meeting the above requirements. The encryption agorithm and Alice's key are then made public, hence the name
public-key cryptography. Alice might put her public key on her home page on the Web, for example. Wewill usethe
notation EA to mean the encryption dgorithm parameterized by Alices public key. Smilarly, the (secret) decryption
agorithm parameterized by Alices private key is DA. Bob does the same thing, publicizing EB but keeping DB
Secret.

Now let us seeif we can solve the problem of establishing a secure channel between Alice and Bob, who have never
had any previous contact. Both Alice's encryption key, EA, and Bob's encryption key, EB, are assumed to bein
publicly readablefiles. Now Alice takes her first message, P, computes EB(P), and sendsit to Bob. Bob then
decryptsit by applying his secret key DB [i.e., he computes DB(EB(P)) = P]. No one else can read the encrypted
message, EB(P), because the encryption system is assumed strong and because it istoo difficult to derive DB from
the publicly known EB. To send areply, R, Bob transmits EA(R). Alice and Bob can now communicate securely.

A note on terminology is perhaps useful here. Public-key cryptography requires each user to have two keys. apublic
key, used by the entire world for encrypting messages to be sent to that user, and a private key, which the user needs
for decrypting messages. We will consstently refer to these keys asthe public and private keys, respectively, and
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8.4 Digital Signatures

The authenticity of many legd, financia, and other documentsis determined by the presence or absence of an
authorized handwritten signature. And photocopies do not count. For computerized message systems to replace the
physica transport of paper and ink documents, amethod must be found to alow documentsto besignedinan
unforgeable way.

The problem of devising areplacement for handwritten sgnaturesisadifficult one. Bascaly, what isneeded isa
system by which one party can send a sgned message to another party in such away that the following conditions
hold:

=

The recelver can verify the claimed identity of the sender.

N

The sender cannot later repudiate the contents of the message.
3. Thereceiver cannot possibly have concocted the message himself.

Thefirst requirement is needed, for example, in financial systems. When a customer's computer orders abank's
computer to buy aton of gold, the bank's computer needs to be able to make sure that the computer giving the order
redlly belongs to the company whose account is to be debited. In other words, the bank has to authenticate the
customer (and the customer has to authenticate the bank).

The second requirement is needed to protect the bank againgt fraud. Suppose that the bank buys the ton of gold, and
immediately thereafter the price of gold drops sharply. A dishonest customer might sue the bank, claiming that he
never issued any order to buy gold. When the bank produces the messagein court, the customer denies having sent
it. The property that no party to acontract can later deny having signed it is called nonrepudiation. The digital
sgnature schemesthat we will now study help provideit.

The third requirement is needed to protect the customer in the event that the price of gold shoots up and the bank
triesto congtruct a signed message in which the customer asked for one bar of gold instead of oneton. In thisfraud
scenario, the bank just keepsthe rest of the gold for itself.

8.4.1 Symmetric-Key Signatures

One approach to digitd signaturesisto have acentral authority that knows everything and whom everyone trusts, say
Big Brother (BB). Each user then chooses a secret key and carriesit by hand to BB's office. Thus, only Alice and
BB know Alice's secret key, KA, and so on.

When Alice wants to send asigned plaintext message, P, to her banker, Bob, she generates KA(B, RA, t, P), where
B isBob'sidentity, RA isarandom number chosen by Alice, t isatimestamp to ensure freshness, and KA(B, RA, t,
P) isthe message encrypted with her key, KA. Then she sendsit as depicted in Fig. 8-18. BB seesthat the message
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8.5 Management of Public Keys

Public-key cryptography makesit possible for people who do not share acommon key to communicate securely. It
aso makes sgning messages possible without the presence of atrusted third party. Findly, Ssgned message digests
make it possible to verify theintegrity of received messages eadily.

However, thereis one problem that we have glossed over abit too quickly: if Alice and Bob do not know each
other, how do they get each other's public keysto start the communication process? The obvious sol ution—put your
public key on your Web site—does not work for the following reason. Suppose that Alice wantsto look up Bob's
public key on his Web site. How does she do it? She starts by typing in Bob's URL. Her browser then looks up the
DNS address of Bob's home page and sends it a GET request, as shown in Fig. 8-23. Unfortunately, Trudy
intercepts the request and replies with afake home page, probably a copy of Bob's home page except for the
replacement of Bob's public key with Trudy's public key. When Alice now encrypts her first message with ET, Trudy
decryptsit, readsit, reencryptsit with Bob's public key, and sendsit to Bob, who is none the wiser that Trudy is
reading hisincoming messages. Worse yet, Trudy could modify the messages before reencrypting them for Bob.
Clearly, some mechanism is needed to make sure that public keys can be exchanged securely.

Figure 8-23. A way for Trudy to subvert public-key encryption.
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8.5.1 Certificates

Asalfird atempt at distributing public keys securdly, we could imagine akey distribution center available on-line 24
hours aday to provide public keys on demand. One of the many problemswith this solution isthat it is not scalable,
and the key digtribution center would rapidly become a bottleneck. Also, if it ever went down, Internet security
would suddenly grind to a halt.

For these reasons, people have devel oped a different solution, one that does not require the key distribution center to
be on-linedl thetime. In fact, it does not haveto be on-lineat all. Instead, what it doesis certify the public keys
belonging to people, companies, and other organizations. An organi zation that certifies public keysisnow called a
CA (Cetification Authority).

Asan example, suppose that Bob wantsto alow Alice and other people to communicate with him securely. He can
go to the CA with his public key dong with his passport or driver'slicense and ask to be certified. The CA then
issues acertificate Smilar to the onein Fig. 8-24 and signsits SHA-1 hash with the CA's private key. Bob then pays
the CA'sfee and gets afloppy disk containing the certificate and its signed hash.

Figure 8-24. A possible certificate and its signed hash.

I hereby certify that the public key
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8.6 Communication Security

We have now finished our study of the tools of the trade. Most of the important techniques and protocols have been
covered. Therest of the chapter is about how these techniques are applied in practice to provide network security,
plus some thoughts about the socid aspects of security at the end of the chapter.

In thefollowing four sections, we will ook at communication security, that is, how to get the bits secretly and without
modification from source to destination and how to keep unwanted bits outside the door. These are by no meansthe
only security issuesin networking, but they are certainly among the most important ones, making thisagood placeto
Sart.

8.6.1 | Psec

IETF has known for yearsthat security was lacking in the Internet. Adding it was not easy because awar broke out
about whereto put it. Most security experts believe that to be redlly secure, encryption and integrity checks haveto
be end to end (i.e., in the application layer). That is, the source process encrypts and/or integrity protects the data
and sends that to the degtination process where it is decrypted and/or verified. Any tampering done in between these
two processes, including within either operating system, can then be detected. The trouble with this approach isthat it
requires changing al the applications to make them security aware. In thisview, the next best pproach is putting
encryption in the transport layer or in anew layer between the application layer and the transport layer, making it ill
end to end but not requiring applications to be changed.

The opposite view isthat users do not understand security and will not be capable of using it correctly and nobody
wants to modify existing programsin any way, so the network layer should authenticate and/or encrypt packets
without the users being involved. After years of pitched battles, this view won enough support that a network layer
security standard was defined. In part the argument was that having network layer encryption does not prevent
security-aware users from doing it right and it does help security-unaware users to some extent.

The result of thiswar was adesign called |Psec (1P security), which is described in RFCs 2401, 2402, and 2406,
among others. Not al users want encryption (becauseit is computationally expensive). Rather than make it optional,
it was decided to require encryption al the time but permit the use of anull gorithm. The null dgorithm is described
and praised for its smplicity, ease of implementation, and great speed in RFC 2410.

The complete |Psec design isaframework for multiple services, dgorithms and granularities. The reason for multiple
sarvicesisthat not everyone wantsto pay the price for having al the services dl thetime, so the services are available
alacarte. The mgjor services are secrecy, data integrity, and protection from replay attacks (intruder replaysa
conversation). All of these are based on symmetric-key cryptography because high performanceiscrucial.

Thereason for having multiple algorithms s that an algorithm that is now thought to be secure may be brokenin the
future. By making | Psec dgorithm-independent, the framework can survive even if some particular dgorithmislater
broken.

The reason for having multiple granularitiesisto make it possible to protect asingle TCP connection, dl traffic
between apair of hosts, or dl traffic between apair of secure routers, among other possibilities.
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8.7 Authentication Protocols

Authentication is the technique by which a process verifies that its communication partner iswho it is supposed to be
and not an impogter. Verifying theidentity of aremote processin the face of amdicious, active intruder is surprisingly
difficult and requires complex protocols based on cryptography. In this section, we will study some of the many
authentication protocols that are used on insecure computer networks.

As an aside, some people confuse authorization with authentication. Authentication deals with the question of whether
you are actualy communicating with a specific process. Authorization is concerned with what that processis
permitted to do. For example, a client process contacts afile server and says. | am Scott's process and | want to
delete the file cookbook.old. From the file server's point of view, two questions must be answered:

1.

H

. Isthisactualy Scott's process (authentication)?
2. s Scott alowed to delete cookbook.old (authorization)?

Only after both of these questions have been unambiguoudy answered in the affirmative can the requested action take
place. Theformer question isredly the key one. Once thefile server knowsto whom it istalking, checking
authorization isjust amatter of looking up entriesin loca tables or databases. For thisreason, we will concentrate on
authentication in this section.

The generd modd that al authentication protocols useisthis. Alice starts out by sending amessage elther to Bob or
to atrusted KDC (Key Didtribution Center), which is expected to be honest. Severd other message exchanges
follow invariousdirections. Asthese messages are being sent Trudy may intercept, modify, or replay them in order
totrick Alice and Bob or just to gum up the works.

Nevertheless, when the protocol has been completed, Aliceis sure sheistalking to Bob and Bob issure heistaking
to Alice. Furthermore, in most of the protocols, the two of them will aso have established a secret session key for
use in the upcoming conversation. In practice, for performance reasons, al datatraffic isencrypted usng
symmetric-key cryptography (typicaly AES or triple DES), dthough public-key cryptography iswiddy used for the
authentication protocols themsaves and for establishing the session key.

The point of usng anew, randomly-chosen session key for each new connection isto minimize the amount of traffic
that gets sent with the users secret keys or public keys, to reduce the amount of ciphertext an intruder can obtain,
and to minimize the damage done if a process crashes and its core dump fallsinto the wrong hands. Hopefully, the
only key present then will be the session key. All the permanent keys should have been carefully zeroed out after the
session was established.

8.7.1 Authentication Based on a Shared Secret Key

For our first authentication protocol, we will assumethat Alice and Bob aready share a secret key, KAB . This
shared key might have been agreed upon on the telephone or in person, but, in any event, not on the (insecure)
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8.8 E-Mail Security

When an e-mail messageis sent between two distant sites, it will generdly transit dozens of machines on the way.
Any of these can read and record the message for future use. In practice, privacy is nonexistent, despite what many
people think. Nevertheless, many people would like to be able to send e-mail that can be read by the intended
recipient and no one else: not their boss and not even their government. This desire has stimulated severd people and
groupsto apply the cryptographic principleswe studied earlier to e-mail to produce secure e-mail. In the following
sectionswe will study awidely-used secure e-mail system, PGP, and then briefly mention two others, PEM and
SMIME. For additiona information about secure e-mail, see (Kaufman et a., 2002; and Schneier, 1995).

8.8.1 PGP—Pretty Good Privacy

Our firgt example, PGP (Pretty Good Privacy) is essentialy the brainchild of one person, Phil Zimmermann
(Zimmermann, 19953, 1995b). Zimmermann isaprivacy advocate whose mottois: If privacy is outlawed, only
outlawswill have privacy. Released in 1991, PGP is a complete e-mail security package that provides privacy,
authentication, digital sSignatures, and compression, al in an easy-to-use form. Furthermore, the compl ete package,
including al the source code, is distributed free of charge viathe Internet. Dueto its quality, price (zero), and easy
availability on UNIX, Linux, Windows, and Mac OS platforms, it iswidely used today .

PGP encrypts data by using ablock cipher caled IDEA (Internationd Data Encryption Algorithm), which uses
128-hit keys. It was devised in Switzerland at atime when DES was seen astainted and AES had not yet been
invented. Conceptualy, IDEA issmilar to DES and AES: it mixes up the bitsin aseries of rounds, but the details of
the mixing functions are different from DES and AES. Key management uses RSA and data integrity uses MD5,
topicsthat we have aready discussed.

PGP has dso been embroiled in controversy sinceday 1 (Levy, 1993). Because Zimmermann did nothing to stop
other people from placing PGP on the Internet, where people dl over theworld could get it, the U.S. Government
claimed that Zimmermann had violated U.S. laws prohibiting the export of munitions. The U.S. Government's
investigation of Zimmermann went on for 5 years, but was eventually dropped, probably for two reasons. First,
Zimmermann did not place PGP on the Internet himself, so hislawyer claimed that he never exported anything (and
then thereisthelittle matter of whether creating aWeb Site congtitutes export at dl). Second, the government
eventually cameto realize that winning atrid meant convincing ajury that a\Web site containing adownloadable
privacy program was covered by the arms-trafficking law prohibiting the export of war materiel such astanks,
submarines, military aircraft, and nuclear weapons. Y ears of negative publicity probably did not help much, ether.

Asan aside, the export rules are bizarre, to put it mildly. The government considered putting code on aWeb siteto
beanillega export and harassed Zimmermann for 5 years about it. On the other hand, when someone published the
complete PGP source code, in C, asabook (in alarge font with achecksum on each page to make scanning it in
easy) and then exported the book, that was fine with the government because books are not classified as munitions.
The sword is mightier than the pen, at least for Uncle Sam.

Ancther problem PGP ran into involved patent infringement. The company holding the RSA patent, RSA Security,
Inc., aleged that PGP's use of the RSA agorithm infringed on its patent, but that problem was settled with releases
darting a 2.6. Furthermore, PGP uses another patented encryption agorithm, IDEA, whose use caused some
problems at fird.
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8.9 Web Security

We have just studied two important areas where security is needed: communications and e-mail. Y ou can think of
these asthe soup and appetizer. Now it istime for the main course: Web security. The Web iswhere most of the
Trudies hang out nowadays and do their dirty work. In the following sectionswe will look a some of the problems
and issues relating to Web security.

Web security can be roughly divided into three parts. First, how are objects and resources named securely? Second,
how can secure, authenticated connections be established? Third, what happens when aWeb site sendsaclient a
piece of executable code? After looking at some threats, we will examine al these issues.

8.9.1 Threats

One reads about Web site security problemsin the newspaper dmost weekly. The situation isreadly pretty grim. Let
uslook at afew examples of what has aready happened. First, the home page of numerous organi zations has been
attacked and replaced by anew home page of the crackers choosing. (The popular press calls people who break
into computers "hackers," but many programmers reserve that term for great programmers. We prefer to cal these
people "crackers.") Sitesthat have been cracked include Y ahoo, the U.S. Army, the CIA, NASA, and the New
York Times. In most cases, the crackersjust put up some funny text and the Sites were repaired within afew hours.

Now let uslook at some much more serious cases. Numerous sites have been brought down by denia-of-service
attacks, in which the cracker floods the site with traffic, rendering it unable to respond to legitimate queries. Often the
attack is mounted from alarge number of machinesthat the cracker has already broken into (DDoS atacks). These
attacks are so common that they do not even make the news any more, but they can cost the attacked site thousands
of dollarsin lost business.

In 1999, a Swedish cracker broke into Microsoft's Hotmail Web site and created amirror site that alowed anyone
to type in the name of aHotmail user and then read al of the person's current and archived e-mail.

In another case, a 19-year-old Russian cracker named Maxim broke into an e-commerce Web site and stole
300,000 credit card numbers. Then he approached the site owners and told them that if they did not pay him
$100,000, hewould post al the credit card numbersto the Internet. They did not givein to hisblackmail, and he
indeed posted the credit card numbers, inflicting great damage to many innocent victims.

In adifferent vein, a 23-year-old Cdifornia student e-mailed a press release to a news agency fasaly stating that the
Emulex Corporation was going to post alarge quarterly loss and that the C.E.O. was resigning immediately. Within
hours, the company's stock dropped by 60%, causing stockholdersto lose over $2 billion. The perpetrator made a
quarter of amillion dollars by sdling the stock short just before sending the announcement. While this event was not a
Web site bresk-in, it is clear that putting such an announcement on the home page of any big corporation would have
asmilar effect.

We could (unfortunately) go on like thisfor many pages. But it is now time to examine some of the technical issues
related to Web security. For more information about security problems of al kinds, see (Anderson, 2001; Garfinkel
with Spafford, 2002; and Schneier, 2000). Searching the Internet will also turn up vast numbers of specific cases.
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8.10 Social Issues

The Internet and its security technology is an areawhere socid issues, public policy, and technology meet head on,
often with huge consegquences. Below we will just briefly examine three areas. privacy, freedom of speech, and
copyright. Needless to say, we can only scratch the surface here. For additiond reading, see (Anderson, 2001;
Garfinkel with Spafford, 2002; and Schneler, 2000). The Internet isaso full of material. Just type words such as
"privacy,” "censorship,” and "copyright” into any search engine. Also, see this book's Web site for somelinks.

8.10.1 Privacy

Do people have aright to privacy? Good question. The Fourth Amendment to the U.S. Congtitution prohibits the
government from searching peopl €'s houses, papers, and effects without good reason, and goes on to restrict the
circumstances under which search warrants shal be issued. Thus, privacy has been on the public agenda for over
200 years, at least inthe U.S.

What has changed in the past decade is both the ease with which governments can spy on their citizens and the ease
with which the citizens can prevent such spying. In the 18th century, for the government to search a citizen's papers, it
had to send out a policeman on ahorse to go to the citizen's farm demanding to see certain documents. It wasa
cumbersome procedure. Nowadays, tel ephone companies and Internet providers readily provide wiretaps when
presented with search warrants. It makes life much easier for the policeman and there isno danger of fdling off the
horse.

Cryptography changes dl that. Anybody who goesto the trouble of downloading and ingtalling PGP and who uses a
well-guarded aien-strength key can befairly sure that nobody in the known universe can read hise-mail, search
warrant or no search warrant. Governments well understand thisand do not likeit. Red privacy meansit ismuch
harder for them to spy on criminals of al stripes, but it is also much harder to spy on journdists and political
opponents. Consequently, some governments restrict or forbid the use or export of cryptography. In France, for
example, prior to 1999, dl cryptography was banned unless the government was given the keys.

France was not done. In April 1993, the U.S. Government announced its intention to make a hardware
cryptoprocessor, the clipper chip, the standard for al networked communication. Inthisway, it was said, citizens
privacy would be guaranteed. It aso mentioned that the chip provided the government with the ability to decrypt al
traffic viaa scheme called key escrow, which alowed the government accessto al the keys. However, it promised
only to snoop when it had avaid search warrant. Needless to say, a huge furor ensued, with privacy advocates
denouncing the whole plan and law enforcement officias praising it. Eventualy, the government backed down and
dropped the idea.

A large amount of information about eectronic privacy isavailable a the Electronic Frontier Foundation's Web site,
www.eff.org.

Anonymous Remailers

PGP, SSL, and other technologies make it possible for two parties to establish secure, authenticated communication,
free from third-party surveillance and interference. However, sometimes privacy is best served by not having
authentication, in fact by making communication anonymous. The anonymity may be desired for point-to-point
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8.11 Summary

Cryptography isatool that can be used to keep information confidential and to ensureitsintegrity and authenticity.
All modern cryptographic systems are based on Kerckhoff's principle of having a publicly-known agorithm and a
secret key. Many cryptographic agorithms use complex transformationsinvolving substitutions and permutations to
transform the plaintext into the ciphertext. However, if quantum cryptography can be made practicd, the use of
one-time pads may provide truly unbreskable cryptosystems.

Cryptographic agorithms can be divided into symmetric-key dgorithms and public-key agorithms. Symmetric-key
agorithms mangle the bitsin a series of rounds parameterized by the key to turn the plaintext into the ciphertext.
Triple DES and Rijndadl (AES) are the most popular symmetric-key agorithms a present. These algorithms can be
used in eectronic code book mode, cipher block chaining mode, stream cipher mode, counter mode, and others.

Public-key adgorithms have the property that different keys are used for encryption and decryption and that the
decryption key cannot be derived from the encryption key. These properties make it possible to publish the public
key. The main public-key dgorithm isRSA, which derivesits strength from the fact that it is very difficult to factor
large numbers.

Lega, commercid, and other documents need to be signed. Accordingly, various schemes have been devised for
digitd sgnatures, using both symmetric-key and public-key dgorithms. Commonly, messagesto be signed are
hashed using algorithms such asMD5 or SHA-1, and then the hashes are Signed rather than the original messages.

Public-key management can be done using certificates, which are documentsthat bind a principal to apublic key.
Certificates are Sgned by atrusted authority or by someone (recursively) approved by atrusted authority. The root
of the chain hasto be obtained in advance, but browsers generdly have many root certificates built into them.

These cryptographic tools can be used to secure network traffic. 1Psec operatesin the network layer, encrypting
packet flows from host to host. Firewalls can screen traffic going into or out of an organization, often based on the
protocol and port used. Virtua private networks can smulate an old leased-line network to provide certain desirable
security properties. Finaly, wireless networks need good security and 802.11's WEP does not provide it, athough
802.11i should improve matters consderably.

When two parties establish a session, they have to authenticate each other and if need be, establish a shared session
key. Various authentication protocols exist, including some that use atrusted third party, Diffie-Hellman, Kerberos,

and public-key cryptography.

E-mail security can be achieved by acombination of the techniques we have studied in this chapter. PGP, for
example, compresses messages, then encryptsthem using IDEA. It sendsthe IDEA key encrypted with the
recaiver's public key. In addition, it aso hashes the message and sends the signed hash to verify message integrity.

Web security isaso an important topic, starting with secure naming. DNSsec provides away to prevent DNS
spoofing, as do self-certifying names. Most e-commerce Web sites use SSL to establish secure, authenticated
sessions between the client and server. Various techniques are used to deal with mobile code, especialy sandboxing
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Chapter 9. Reading List and Bibliography

We have now finished our study of computer networks, but thisis only the beginning. Many interesting topics have
not been treated in as much detail asthey deserve, and others have been omitted atogether for lack of space. In this
chapter we provide some suggestions for further reading and a bibliography, for the benefit of readerswho wish to
continue their study of computer networks.
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9.1 Suggestions for Further Reading

Thereisan extengve literature on all aspects of computer networks. Three journasthat frequently publish papersin
thisareaare |EEE Transactions on Communications, |EEE Journa on Selected Areasin Communications, and
Computer Communication Review. Many other journas aso publish occasond papers on the subject.

| EEE a s0 publishes three magazines—I EEE Internet Computing, IEEE Network Magazine, and |EEE

Communi cations M agazine—that contain surveys, tutorias, and case studies on networking. Thefirst two emphasize
architecture, standards, and software, and the last tends toward communi cations technology (fiber optics, satellites,
and so on).

In addition, there are anumber of annua or biannua conferencesthat attract numerous papers on networks and
distributed systems, in particular, SSIGCOMM Annua Conference, The International Conference on Distributed
Computer Systems. and The Symposium on Operating Systems Principles,

Below we list some suggestions for supplementary reading, keyed to the chapters of thisbook. Most of these are
tutorias or surveys on the subject. A few are chapters from textbooks.
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9.1.1 Introduction and General Works

Bi et d., "Wireless Mobile Communications at the Start of the 21st Century”

A new century, anew technology. Sounds good. After some history of wireless, the mgjor topics are covered here,
including standards, gpplications, Internet, and technologies.

Comer, The Internet Book

Anyone |looking for an easy-going introduction to the Internet should ook here. Comer describes the history, growth,
technology, protocols, and services of the Internet in terms that novices can understand, but so much materid is
covered that the book is also of interest to more technica readers.

Garber, "Will 3G Redlly Be the Next Big Wirdess Technology?'

Third-generation mobile phones are supposed to combine voice and data and provide datarates up to 2 Mbps. They
have been dow to take off. The promises, pitfals, technology, palitics, and economics of using broadband wireless
communication aredl covered in this easy-to-read article.

|EEE Internet Computing, Jan.-Feb. 2000

Thefirgt issue of IEEE Internet Computing in the new millennium did exactly what you would expect: ask the people
who helped create the Internet in the previous millennium to speculate on whereit isgoing in the next one. The
experts are Paul Baran, Lawrence Roberts, Leonard Kleinrock, Stephen Crocker, Danny Cohen, Bob Metcalfe, Bill
Gates, Bill Joy, and others. For best results, wait 500 years, then read their predictions.

Kipnis, "Beating the System: Abuses of the Standards Adoption Process'

Standards committeestry to be fair and vendor neutra in their work, but unfortunately there are companiesthat try to
abuse the system. For example, it has happened repeatedly that a company hel ps develop a standard and after itis
approved, announces that the standard is based on a patent it owns and which it will license to companiesthat it likes
and not to companiesthat it does not like, and at pricesthat it aone determines. For alook at the dark side of
dandardization, thisarticleis an excdlent start.

Kyas and Crawford, ATM Networks

ATM was once touted as the networking protocol of the future, and is till important within the telephone system.
Thisbook is an up-to-date guideto ATM's current status, with detailed information on ATM protocols and how they
can integrate with I1P-based networks.
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