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1.1 Copyright and Distribution Control

Kindly link a person to it instead of redistributing it, so that people may always

reeive the latest version. However, even an outdated opy is better than none.

The PDF version is preferred and more likely to render properly (espeially

graphis and speial mathematial haraters), but the HTML version is simply

too onvenient to not have it available. The latest version is always here:

http://www.subspae�eld.org/seurity/seurity_onepts.html

This is a opyrighted work, with some rights reserved. This work is liensed un-

der the Creative Commons Attribution-Nonommerial-No Derivative Works 3.0 United States Liense.

This means you may redistribute it for non-ommerial purposes, and that you

must attribute me properly (without suggesting I endorse your work). For attri-

bution, please inlude a prominent link bak to this original work and some text

desribing the hanges. I am omfortable with ertain derivative works, suh

as translation into other languages, but not sure about others, so have yet not

expliitly granted permission for all derivative uses. If you have any questions,

please email me and I'll be happy to disuss it with you.

1.2 Goals

I wrote this paper to try and examine the typial problems in omputer seurity

and related areas, and attempt to extrat from them priniples for defending

systems. To this end I attempt to synthesize various �elds of knowledge, in-

luding omputer seurity, network seurity, ryptology, and intelligene. I also

attempt to extrat the priniples and impliit assumptions behind ryptogra-

phy and the protetion of lassi�ed information, as obtained through reverse-

engineering (that is, informed speulation based on existing regulations and stu�

I read in books), where they are relevant to tehnologial seurity.

1.3 Audiene

When I piture a perfet reader, I always piture a monster of

ourage and uriosity, also something supple, unning, autious, a

born adventurer and disoverer.

� Friedreih Nietzshe

This is not intended to be an introdutory text, although a beginner ould gain

something from it. The reason behind this is that beginners think in terms of

tatis, rather than strategy, and of details rather than generalities. There are

many �ne books on omputer and network seurity tatis (and many more not-

so-�ne books), and tatis hange quikly, and being unpaid for this work, I am
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a lazy author. The reason why even a beginner may gain from it is that I have

attempted to extrat abstrat onepts and strategies whih are not neessarily

tied to omputer seurity. And I have attempted to illustrate the points with

interesting and entertaining examples and would love to have more, so if you

an think of an example for one of my points, please send it to me!

I'm writing this for you, noble reader, so your omments are very welome;

you will be helping me make this better for every future reader. If you send a

ontribution or omment, you'll save me a lot of work if you tell me whether you

wish to be mentioned in the redits (see 39) or not; I want to respet the privay

of anonymous ontributors. If you're onerned that would be presumptuous,

don't be; I onsider it onsiderate of you to save me an email exhange. Seurity

bloggers will �nd plenty of fodder by looking for new URLs added to this page,

and I enourage you to do it, sine I simply don't have time to omment on

everything I link to. If you link to this paper from your blog entry, all the

better.

1.4 About This Work

I have started this book with some terminology as a way to frame the disussion.

Then I get into the details of the tehnology. Sine this is adequately explained in

other works, these setions are somewhat lean and may merely be a list of links.

Then I get into my primary ontribution, whih is the fundamental priniples

of seurity whih I have extrated from the tehnologial details. Afterwards, I

summarize some ommon arguments that one sees among seurity people, and

I �nish up with some of my personal observations and opinions.

1.5 On the HTML Version

Sine this doument is onstantly being revised, I suggest that you start with

the table of ontents and lik on the subjet headings so that you an see whih

ones you have read already. If I add a setion, it will show up as unread. By the

time it has expired from your browser's history, it is probably time to re-read it

anyway, sine the ontents have probably been updated.

See the end of this page for the date it was generated (whih is also the last

update time). I urrently update this about one every two weeks.

Some equations may fail to render in HTML. Thus, you may wish to view the

PDF version instead.

1.6 About Writing This

Part of the hallenge with writing about this topi is that we are always learning

and it never seems to settle down, nor does one ever seem to get a sense of
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ompletion. I onsider it more permanent and organized than a blog, more up-

to-date than a book, and more omprehensive and self-ontained than most web

pages. I know it's uneven; in some areas it's just a heading with a paragraph, or

a few links, in other plaes it an be as smoothly written as a book. I thought

about breaking it up into multiple douments, so I ould release eah with muh

more fanfare, but that's just not the way I write, and it makes it di�ult to do

as muh ross-linking as I'd like.

This is to my knowledge the �rst attempt to publish a omputer seurity book

on the web before printing it, so I have no idea if it will even be possible to

print it ommerially. That's okay; I'm not writing for money. I'd like for

the Internet to be the publi library of the 21st entury, and this is my �rst

signi�ant donation to the olletion. I am reminded of the advie of a sta�er in

the omputer siene department, who said, �do what you love, and the money

will take are of itself�.

That having been said, if you wanted towards the e�ort, you an help me defray

the osts of maintaining a server and suh by visiting our donation page. If you

would like to donate but annot, you may wait until suh a time as you an

a�ord to, and then give something away (i.e. pay it forward).

1.7 Tools Used To Create This Book

I use LyX, but I'm still a bit of a novie. I have a love/hate relationship with

it and the underlying typesetting language LaTeX.

2 Seurity Properties

What do we mean by seure? When I say seure, I mean that an adversary an't

make the system do something that its owner (or designer, or administrator, or

even user) did not intend. Often this involves a violation of a general seurity

property. Some seurity properties inlude:

on�dentiality refers to whether the information in question is dislosed or

remains private.

integrity refers to whether the systems (or data) remain unorrupted. The

opposite of this is malleability, where it is possible to hange data with-

out detetion, and believe it or not, sometimes this is a desirable seurity

property.

availability is whether the system is available when you need it or not.

onsisteny is whether the system behaves the same eah time you use it.
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auditability is whether the system keeps good reords of what has happened

so it an be investigated later. Diret-reord eletroni voting mahines

(with no paper trail) are unauditable.

ontrol is whether the system obeys only the authorized users or not.

authentiation is whether the system an properly identify users. Sometimes,

it is desirable that the system annot do so, in whih ase it is anonymous

or pseudonymous.

non-repudiation is a relatively obsure term meaning that if you take an

ation, you won't be able to deny it later. Sometimes, you want the

opposite, in whih ase you want repudiability (�plausible deniability�).

Please forgive the slight di�erene in the way they are named; while English is

partly to blame, these properties are not entirely parallel. For example, on�-

dentiality refers to information (or inferenes drawn on suh) just as program

refers to an exeutable stored on the disk, whereas ontrol implies an ative

system just as proess refers to a running program (as they say, �a proess is a

program in motion�). Also, you an ompromise my data on�dentiality with a

ompletely passive attak suh as reading my bakup tapes, whereas ontrolling

my system is inherently detetable sine it involves interating with it in some

way.

2.1 Information Seurity is a PAIN

You an remember the seurity properties of information as PAIN; Privay,

Authentiity, Integrity, Non-repudiation.

2.2 Parkerian Hexad

There is something similar known as the �Parkerian Hexad�, de�ned by Donn

B. Parker, whih is six fundamental, atomi, non-overlapping attributes of in-

formation that are proteted by information seurity measures:

1. on�dentiality

2. possession

3. integrity

4. authentiity

5. availability

6. utility
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2.3 Pentagon of Trust

1. Admissibility (is the remote node trustworthy?)

2. Authentiation (who are you?)

3. Authorization (what are you allowed to do?)

4. Availability (is the data aessible?)

5. Authentiity (is the data intat?)

2.4 Seurity Equivaleny

I onsider two objets to be seurity equivalent if they are idential with re-

spet to the seurity properties under disussion; for preision, I may refer to

on�dentiality-equivalent piees of information if the sets of parties to whih

they may be dislosed (without violating seurity) are exatly the same (and

onversely, so are the sets of parties to whih they may not be dislosed). In

this ase, I'm disussing objets whih, if treated improperly, ould lead to a

ompromise of the seurity goal of on�dentiality. Or I ould say that two ryp-

tosystems are on�dentiality-equivalent, in whih ase the objets help ahieve

the seurity goal. To be perverse, these last two examples ould be ombined;

if the information in the �rst example was atually the keys for the ryptosys-

tem in the seond example, then dislosure of the �rst ould impat the on�-

dentiality of the keys and thus the on�dentiality of anything handled by the

ryptosystems. Alternately, I ould refer to aess-ontrol equivalene between

two �rewall implementations; in this ase, I am disussing objets whih imple-

ment a seurity mehanism whih helps us ahieve the seurity goal, suh as

on�dentiality of something.

2.5 Other Questions

1. Seure to whom? A web site may be seure (to its owners) against unau-

thorized ontrol, but may employ no enryption when olleting informa-

tion from ustomers.

2. Seure from whom? A site may be seure against outsiders, but not in-

siders.

3 Seurity Models

I intend to expand this setion when I have some time.

� Computer Seurity Models
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� Bell-LaPadula Model

� Biba Integrity Model

� Brewer-Nash Model

� Graham-Denning Model

� Take-Grant Model

� Clark-Wilson Model

� Harrison-Ruzzo-Ullman Model

� Non-interferene Model

Related information in Operating System Aess Control (12.3).

4 Seurity Conepts

There is no seurity on this earth, there is only opportunity.

� General Douglas MaArthur (1880-1964)

These are important onepts whih appear to apply aross multiple seurity

domains.

4.1 The Classi�ation Problem

Many times in seurity you wish to distinguish between lasses of data. This

ours in �rewalls, where you want to allow ertain tra� but not all, and

in intrusion detetion where you want to allow benign tra� but not allow

maliious tra�, and in operating system seurity, we wish to allow the user

to run their programs but not malware (see 16.7). In doing so, we run into a

number of limitations in various domains that deserve mention together.

4.1.1 Classi�ation Errors

False Positives vs. False Negatives, also alled Type I and Type II errors.

Disuss equal error rate (EER) and its use in biometris.

A more sophistiated measure is its Reeiver Operating Charateristi urve,

see:

� Information Awareness: A Prospetive Tehnial Assessment
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4.1.2 The Base-Rate Fallay

In The Base Rate Fallay and its Impliations for Intrusion Detetion, the au-

thor essentially points out that there's a lot of benign tra� for every attak,

and so even a small hane of a false positive will quikly overwhelm any true

positives. Put another way, if one out of every 10,001 onnetions is maliious,

and the test has a 1% false positive error rate, then for every 1 real maliious

onnetion there 10,000 benign onnetions, and hene 100 false positives.

4.1.3 Test E�ieny

In other ases, you are perfetly apable of performing an aurate test, but not

on all the tra�. You may want to apply a heap test with some errors on one

side before applying a seond, more expensive test on the side with errors to

weed them out. In mediine, this is done with a �sreening� test whih has low

false negatives, and then having onentrated the high risk population, you now

diagnose with a more omplex proedure with a low false positive rate beause

you're now diagnosing a high-prevalene population. This is done in BSD Unix

with paket apturing via tpdump, whih uploads a oarse �lter into the kernel,

and then applies a more expensive but �ner-grained test in userland whih only

operates on the pakets whih pass the �rst test.

4.1.4 Inompletely-De�ned Sets

As far as the laws of mathematis refer to reality, they are not er-

tain; and as far as they are ertain, they do not refer to reality.

� Albert Einstein

Stop for a moment and think about the di�ulty of trying to list all the undesir-

able things that your omputer shouldn't do. If you �nd yourself �nished, then

ask yourself; did you inlude that it shouldn't attak other omputers? Did you

inlude that it shouldn't transfer $1000 to a ma�a-run web site when you really

intended to transfer $100 to your mother? Did you inlude that it shouldn't

send spam to your address book? The list goes on and on.

Thus, if we had a omplete list of everything that was bad, we'd blok it and

never have to worry about it again. However, often we either don't know, or

the set is in�nite.

In some ases, it may be possible to de�ne a list of good things (see 34.1); for ex-

ample, the list of programs you might need to use in your job may be small, and

so they ould be enumerated. However, it is easy to imagine where whitelisting

would be impossible; for example, it would be impratial to enumerate all the

possible �good� network pakets, beause there's just so many of them.

It is probably true that omputer seurity is interesting beause it is open-ended;

we simply don't know ahead of time whether something is good or bad.

18

http://www.raid-symposium.org/raid99/PAPERS/Axelsson.pdf


4.1.5 The Guessing Hazard

So often we an't enumerate all the things we would want to do, nor all the things

that we would not want to do. Beause of this, intrusion detetion systems (see

16) often simply guess; they try to detet attaks unknown to them by looking

for features that are likely to be present in exploits but not in normal tra�.

At the urrent moment, you an �nd out if your tra� is passing through an

IPS by trying to send a long string of 0x90 otets (x86 NOPs) in a session. This

isn't maliious by itself, but is a ommon letter with whih people pad exploits

(see 24.6). In this ase, it's a great example of a false positive, or ollateral

damage, generated through guilt-by-assoiation; there's nothing inherently bad

about NOPs, it's just that exploit writers use them a lot, and IPS vendors

deided that made them suspiious. I'm not a big fan of these beause I feel

that it breaks funtionality that doesn't threaten the system, and that it ould

be used as evidene of malfeasane against someone by someone who doesn't

really understand the tehnology. I'm already irritated by the false-positives

or exessive warnings about seurity tools from anti-virus software; it seems to

alert to �potentially-unwanted programs� an absurd amount of the time; most

novies don't understand that the anti-virus software reads the disk even though

I'm not running the programs, and that you have nothing to fear if you don't

run the programs. I fear that one day my Internet Servie Provider will start

�ltering them out of my email or network streams, but fortunately they just

don't are that muh.

4.2 Seurity Layers

I like to think of seurity as a hierarhy. At the base, you have physial seurity.

On top of that is OS seurity, and on top of that is appliation seurity, and on

top of that, network seurity. The width of eah layer of the hierarhy an be

thought of as the level of seurity assurane, so that it forms a pyramid.

You may have an unbeatable �rewall, but if your OS doesn't require a password

and your adversary has physial aess to the system, you lose. So eah layer of

the pyramid an not be more seure (in an absolute sense) as the layer below it.

Ideally, eah layer should be available to fewer adversaries than the layer above

it, so that one has a sort of balane or risk equivaleny.

1. network seurity

2. appliation/database seurity

3. OS seurity

4. hardware seurity

5. physial seurity
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In network seurity, we onern ourselves with nodes in networks (that is, in-

dividual omputers), and do not distinguish between users of eah system. In

some sense, we are assigning rights to omputers and not people. We are de�n-

ing whih omputers may talk to whih other omputers, or perhaps even to

whih appliations. This is often justi�ed sine it is usually easier to leverage

one user's aess to gain another's within the same system than to gain aess

to another system (but this is not a truism).

In appliation or database seurity, we are onerned about how software ap-

pliations handle seurity. For example, most databases have notions of users,

and one may allow ertain users to aess ertain databases, tables, or rows and

not others. It is assumed that the adversary is one of the users of the system,

and the disussion enters around what that user an or annot do within the

appliation, assuming that the user annot

In operating system seurity, we distinguish between users of the system, and

perhaps the roles they are ful�lling, and only onern ourselves with ativities

within that omputer. It is assumed that the adversary has some aess, but

less than full privileges on the system.

Hardware seurity reeives little disussion in seurity irles, but as proessors

and hipsets get more omplex, there are more vulnerabilities being found within

them. In hardware seurity, we assume that the adversary has root-level aess

on the system, and disuss what that enables the adversary to do.

When we disuss physial seurity, we assume that the adversary may physially

approah the ampus, building, room, or omputer. We tend to reate onen-

tri seurity zones around the system, and try to keep adversaries as far away

from it as possible. This is beause if an adversary gains physial, unmonitored

aess to the omputer system, it is virtually impossible to maintain the seurity

of the system. This kind of disussion is partiularly interesting to designers of

tamper-resistant systems, suh as digital satellite TV reeivers.

4.3 Privilege Levels

Here's a taxonomy of some ommonly-useful privilege levels.

1. Anonymous, remote systems

2. Authentiated remote systems

3. Loal unprivileged user (UID > 0)

4. Administrator (UID 0)

5. Kernel (privileged mode, ring 0)

6. Hardware (TPM, ring -1, hypervisors, trojaned hardware)
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Atual systems may vary, levels may not be stritly hierarhial, et. Basially

the higher the privilege level you get, the harder you an be to detet. The

gateways between the levels are aess ontrol devies, analogous with �rewalls.

4.4 What is a Vulnerability?

Now that you know what a seurity property is, what onstitutes (or should

onstitute) a vulnerability? On the arguable end of the sale we have �loss of

availability�, or suseptibility to denial of servie (DoS). On the inarguable end

of the sale, we have �loss of ontrol�, whih usually arbitrary ode exeution,

whih often means that the adversary an do whatever he wants with the system,

and therefore an violate any other seurity property.

In an ideal world, every piee of software would state its assumptions about its

environment, and then state the seurity properties it attempts to guarantee;

this would be a seurity poliy. Any violation of these expliitly-stated seurity

properties would then be a vulnerability, and any other seurity properties would

simply be �outside the design goals�. However, I only know of one piee of

ommonly-available software whih does this, and that's OpenSSL (http://

oss-institute.org/FIPS_733/SeurityPoliy-1.1.1_733.pdf).

A vulnerability is a hole or a weakness in the appliation, whih an

be a design �aw or an implementation bug, that allows an attaker

to ause harm to the stakeholders of an appliation. Stakeholders

inlude the appliation owner, appliation users, and other entities

that rely on the appliation. The term �vulnerability� is often used

very loosely. However, here we need to distinguish threats, attaks,

and ountermeasures.

� OWASP Vulnerabilities Category (http://www.owasp.org/index.

php/Category:Vulnerability)

Vulnerabilities an be divided roughly into two ategories, implementation bugs

and design �aws. GaryMGraw (http://www.igital.om/~gem/), the host of

the Silver Bullet Seurity Podast (http://www.igital.om/silverbullet/),

reports that the vulnerabilities he �nds are split into these two ategories roughly

evenly.

4.5 Vulnerability Databases

4.5.1 National Vulnerability Database

NVD is the U.S. government repository of standards based vulnera-

bility management data represented using the Seurity Content Au-

tomation Protool (SCAP). This data enables automation of vulner-

ability management, seurity measurement, and ompliane. NVD
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inludes databases of seurity heklists, seurity related software

�aws, mison�gurations, produt names, and impat metris.

� NVD Home Page

� National Vulnerability Database (http://nvd.nist.gov/)

4.5.2 Common Vulnerabilities and Exposures

International in sope and free for publi use, CVE is a ditionary of

publily known information seurity vulnerabilities and exposures.

CVE's ommon identi�ers enable data exhange between seurity

produts and provide a baseline index point for evaluating overage

of tools and servies.

� CVE Home Page

� Common Vulnerabilities and Exposures (http://ve.mitre.org/)

4.5.3 Common Weakness Enumeration

The Common Weakness Enumeration Spei�ation (CWE) provides

a ommon language of disourse for disussing, �nding and dealing

with the auses of software seurity vulnerabilities as they are found

in ode, design, or system arhiteture. Eah individual CWE rep-

resents a single vulnerability type. CWE is urrently maintained by

the MITRE Corporation with support from the National Cyber Se-

urity Division (DHS). A detailed CWE list is urrently available at

the MITRE website; this list provides a detailed de�nition for eah

individual CWE.

� CWE Home Page

� Common Weakness Enumeration (http://we.mitre.org/)

4.5.4 Open Soure Vulnerability Database

OSVDB is an independent and open soure database reated by

and for the ommunity. Our goal is to provide aurate, detailed,

urrent, and unbiased tehnial information.

� OSVDB Home Page

� The Open Soure Vulnerability Database (http://osvdb.org/)
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4.6 Auray Limitations in Making Deisions That Im-

pat Seurity

On two oasions I have been asked, �Pray, Mr. Babbage, if you put

into the mahine wrong �gures, will the right answers ome out?� In

one ase a member of the Upper, and in the other a member of the

Lower, House put this question. I am not able rightly to apprehend

the kind of onfusion of ideas that ould provoke suh a question.

� Charles Babbage

This is sometimes alled the GIGO rule (Garbage In, Garbage Out). Stated

this way, this seems self-evident. However, you should realize that this applies

to systems as well as programs. For example, if your system depends on DNS to

loate a host, then the orretness of your system's operation depends on DNS.

Whether or not this is exploitable (beyond a simple denial of servie) depends

a great deal on the details of the proedures. This is a parallel to the question

of whether it is possible to exploit a program via an unsanitized input.

You an never be more aurate than the data you used for your input. Try to be

neither preisely inaurate, nor impreisely aurate. Learn to use footnotes.

4.7 Rie's Theorem

This appears to relate to the undeidability of ertain problems related to ar-

bitrary programs, of ertain issues related to program orretness, and has im-

portant onsequenes like �no modern general-purpose omputer an solve the

general problem of determining whether or not a program is virus free�. A friend

pointed out to me that the entire anti-virus industry depends on the publi not

realizing that this is proven to be an unsolvable (not just a di�ult) problem.

The anti-virus industry, when it attempts to generate signatures or �enumerate

badness� (see 34.1), is playing a onstant game of ath-up, usually a step or

two behind their adversaries.

Unfortunately, really understanding and (even moreso) explaining deidability

problems requires a lot of thinking, and I'm not quite up to the task at the

moment, so I'll punt.

� Wikipedia artile on Rie's Theorem (http://en.wikipedia.org/wiki/

Rie%27s_theorem)

5 Eonomis of Seurity

5.1 How Expensive are Seurity Failures?

Here are some of the examples I ould dig up.
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5.1.1 TJ Maxx

TJ Maxx was using WEP at their stores and su�ered a major loss of data, and

large �nes:

� WEP Seurity + Pringles-Can = $1B TJX Loss?

� TJX's failure to seure Wi-Fi ould ost $1B

� Report of an Investigation into the Seurity, Colletion and Retention of Personal Information

5.1.2 Greek Cell Tapping Inident

The Greek telephone tapping ase of 2004-2005, also referred to as Greek Wa-

tergate, involved the illegal tapping of more than 100 mobile phones on the

Vodafone Greee network belonging mostly to members of the Greek govern-

ment and top-ranking ivil servants.

On Otober 19, 2007, Vodafone Greee was again �ned ¿19 million by EETT,

the national teleommuniations regulator, for alleged breah of privay rules.

� Wikipedia artile

� �Greek Watergate� sandal sends politial shokwaves

� The Athens A�air

5.1.3 VAServ/LxLabs

The disovery of 24 seurity vulnerabilities may have ontributed to the death

of the hief of LxLabs. A �aw in the ompany's HyperVM software allowed

data on 100,000 sites, all hosted by VAserv, to be destroyed. The HyperVM

solution is popular with heap web hosting servies and the attaks are easy to

reprodue, whih ould lead to further inidents.

� Slashdot artile (http://it.slashdot.org/story/09/06/09/1422200/

Seurity-Flaw-Hits-VAserv-Head-of-LxLabs-Found-Hanged)

� LxLabs boss found hanged after vuln wipes websites (http://www.theregister.

o.uk/2009/06/09/lxlabs_funder_death/)

� Webhost hak wipes out data for 100,000 sites (http://www.theregister.

o.uk/2009/06/08/webhost_attak/)

5.1.4 CardSystems

� CardSystems Solutions Settles FTC Charges (http://www.ft.gov/opa/

2006/02/ardsystems_r.shtm)
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5.1.5 Egghead Software

Egghead was hurt by a Deember 2000 revelation that hakers had

aessed its systems and potentially ompromised ustomer redit

ard data. The ompany �led for bankrupty in August 2001. After

a deal to sell the ompany to Fry's Eletronis for $10 million fell

through, its assets were aquired by Amazon.om for $6.1 million.

. . .

In Deember 2000, the ompany's IIS-based servers were ompro-

mised, potentially releasing redit ard data of over 3.6 million peo-

ple. In addition to poor timing near the Christmas season, the han-

dling of the breah by publily denying that there was a problem,

then notifying Visa, who in turn noti�ed banks, who noti�ed on-

sumers, aused the breah to esalate into a full blown sandal.

� Wikipedia

� Wikipedia artile on Egghead Software (http://en.wikipedia.org/wiki/

Egghead_Software)

5.1.6 Heartland Payment Systems

� Heartland sued over data breah (http://news.net.om/8301-1009_

3-10151961-83.html)

5.1.7 Verizon Data Breah Study

Note that Verizon onduted the study, and one should not onstrue this setion

to mean that they had any data breahes themselves.

� Verizon Business 2009 Data Breah Study Finds Signi�ant Rise in Tar-

geted Attaks, Organized Crime Involvement (http://newsenter.verizon.

om/press-releases/verizon/2009/verizon-business-2009-data.html)

5.1.8 Web Haking Inidents Database

� Old Site (http://www.webappse.org/projets/whid/)

� New Site (http://www.xiom.om/whidf)

5.1.9 DATALOSSdb

� Web Site (http://datalossdb.org/)
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5.1.10 Data Breah Investigations Report

� http://seurityblog.verizonbusiness.om/2009/04/15/2009-dbir/

5.2 Abuse Detetion and Response: A Cost-Bene�t Per-

spetive

As I mentioned earlier, abuse detetion is a kind of lassi�ation problem (see

4.1), whih will forever be an impreise siene.

In general, you want to balane the osts of false positives and false negatives.

If we assume �rate� means �per unit of time�, or �per number of interations

with the outside world�, then the equation would be:

fprate ∗ fpcost = fnrate ∗ fncost

Note that the de�nitions are very important to the equation! The ratio of abuse

or intrusion attempts to legitimate tra� is usually rather low, and so naively

substituting �the hane of failing to reognize a valid abuse attempt� as the

fprate above will give an inorret result. This is related to the base-rate fallay

desribed above (see 4.1.2). What you probably want then is to de�ne the abuse

ratio (abrat) as the number of abuse attempts per inoming requests, and you

get:

fprate = abrat ∗ fpchance

fnrate = (1− abrat) ∗ fnchance

Thus, if we wish to avoid the term �rate� as being misleading, then the equation

should really be:

abrat ∗ fpchance ∗ fpcost = (1 − abrat) ∗ fnchance ∗ fncost

Abuse detetion (see 16) is all about the failure hanes (and thus, rates as de-

�ned above). Abuse response hoies (see 17) determine the ost. For example,

anomaly detetion will give a higher false positive rate (and lower false negative

rate) than misuse detetion (see 16.2).

If your response to abuse auses an alert (see 17.1) to be generated, and a human

must investigate it, then the false positive ost will be high, so you might want

to (for example) do some further validation of the detetion event to lower the

false positive rate. For example, if your IDS deteted a Win32 attak against a

Linux system, you might want to avoid generating an alert.
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On the other hand, if you an heaply blok an abuser, and su�er no ill e�ets

from doing so even if it was a false positive, then you an take a liberal de�nition

of what you onsider abusive. To use the above example, one might wish to taint

the soure (see 17.2.2) and shun him, even if the Win32 attak he launhed ould

not have worked against the Linux box.

Intrusion detetion is merely a subset of abuse detetion, sine an intrusion is

only one kind of abuse of a system.

See also 35.7, 35.8.

6 Adversary Modeling

If you know the enemy and know yourself, you need not fear the

result of a hundred battles.

If you know yourself but not the enemy, for every vitory gained you

will also su�er a defeat.

If you know neither the enemy nor yourself, you will suumb in

every battle.

� Sun Tzu, The Art of War (http://en.wikipedia.org/wiki/The_

Art_of_War)

After deiding what you need to protet (your assets), you need to know about

the threats you wish to protet it against, or the adversaries (sometimes alled

threat agents) whih may threaten it. Generally intelligene units have threat

shops, where they monitor and keep trak of the people who may threaten their

operations. This is natural, sine it is easier to get an idea of who will try and

do something than how some unspei�ed person may try to do it, and an help

by hardening systems in enemy territory more than those in safer areas, leading

to more e�ient use of resoures. I shall all this adversary modeling.

In adversary modeling, the impliit assumptions are that you have a limited

budget and the number of threats is so large that you annot defend against all

of them. So you now need to deide where to alloate your resoures. Part of this

involves trying to �gure out who your adversaries are and what their apabilities

and intentions are, and thus how muh to worry about partiular domains of

knowledge or tehnology. You don't have to know their name, loation and

soial seurity number; it an be as simple as �some high shool student on the

Internet somewhere who doesn't like us�, �a disgruntled employee� (as opposed

to a gruntled employee), or �some sexually frustrated sript-kiddie on IRC who

doesn't like the fat that he is a jerk who enjoys abusing people and therefore

his only friends are other dysfuntional jerks like him�. People in harge of

doing attaker-entri threat modeling must understand their adversaries and

be willing to take hanes by alloating resoures against an adversary whih

hasn't atually attaked them yet, or else they will always be defending against

yesterday's adversary, and get aught �at-footed by a new one.
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6.1 Common Psyhologial Errors

The exellent but poorly titled

1

book Stumbling on Happiness tells us that we

make two ommon kinds of errors when reasoning about other humans:

1. Overly di�erent; if you looked at grapes all day, you'd know a hundred dif-

ferent kinds, and naturally think them very di�erent. But they all squish

when you step on them, they are all fruits and frankly, not terribly di�er-

ent at all. So too we are onditioned to see people as di�erent beause the

things that matter most to us, like �nding an appropriate mate or trusting

people, annot be diserned with questions like �do you like breathing?�.

An interesting experiment showed that a desription of how they felt by

people who had gone through a proess is more aurate in prediting

how a person will feel after the proess than a desription of the proess

itself. Put another way, people assume that the experiene of others is

too dependent on the minor di�erenes between humans that we mentally

exaggerate.

2. Overly similar; people assume that others are motivated by the same

things they are motivated by; we projet onto them a re�etion of our

self. If a �nanier or aountant has ever limbed mount Everest, I am

not aware of it. Surely it is a ost enter, yes?

6.2 Cost-Bene�t

Often, the lower layers of the seurity hierarhy ost more to build out than the

higher levels. Physial seurity requires guards, loks, iron bars, shatterproof

windows, shielding, and various other things whih, being physial, ost real

money. On the other hand, network seurity may only need a free software

�rewall. However, what an adversary ould ost you during a physial attak

(e.g. a burglar looting your home) may be greater than an adversary ould ost

you by defaing your web site.

6.3 Risk Tolerane

We may assume that the distribution of risk tolerane among adversaries is

monotonially dereasing; that is, the number of adversaries who are willing to

try a low-risk attak is greater than the number of adversaries who are willing

to attempt a high-risk attak to get the same result. Beware of risk evaluation

though; while a haker may be taking a great risk to gain aess to your home,

loal law enforement with a valid warrant is not going to be risking as muh.

1

Stumbling on Happiness is atually a book of psyhologial illusions, ways that our mind

tends to trik us, and not a self-help book.
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So, if you are onerned about a whole spetrum of adversaries, known and

unknown, you may wish to have greater network seurity than physial seurity,

simply beause there are going to be more remote attaks.

6.4 Capabilities

You only have to worry about things to the extent they may lie within the

apabilities of your adversaries. It is rare that adversaries use outside help when

it omes to ritial intelligene; it ould, for all they know, be disinformation,

or the outsider ould be an agent-provoateur.

6.5 Sophistiation Distribution

If they were apable, honest, and hard-working, they wouldn't need

to steal.

Along similar lines, one an assume a monotonially dereasing number of ad-

versaries with a ertain level of sophistiation. My rule of thumb is that for every

person who knows how to perform a tehnique, there are x people who know

about it, where x is a small number, perhaps 3 to 10. The same rule applies to

people with the ability to write an exploit versus those able to download and

use it (the so-alled sript kiddies). One an exploit is oded into a worm, the

hane of a ompromised host having been ompromised by the worm (instead

of a human who targets it spei�ally) approahes 100%.

6.6 Goals

We've all met or know about people who would like nothing more than to break

things, just for the hek of it; shoolyard bullies who feel hurt and want to hurt

others, or their overgrown sadist kin. Vandals who merely want to write their

name on your storefront. A street thug who will steal a ell phone just to throw

it through a window. I'm sure the sort of person reading this isn't like that,

but unfortunately some people are. What exatly are your adversary's goals?

Are they to maximize ROI (Return On Investment) for themselves, or are they

out to maximize pain (tax your resoures) for you? Are they monetarily or

ideologially motivated? What do they onsider investment? What do they

onsider a reward? Put another way, you an't just assign a dollar value on

assets, you must onsider their value to the adversary.

7 Threat Modeling

Men of sense often learn from their enemies. It is from their foes,

not their friends, that ities learn the lesson of building high walls
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and ships of war.

� Aristophanes

In tehnology, people tend to fous on how rather than who, whih seems to

work better when anyone an potentially attak any system (like with publily-

faing systems on the Internet) and when protetion mehanisms have low or no

inremental ost (like with free and open-soure software). I shall all modeling

these threat modeling (http://en.wikipedia.org/wiki/Threat_model).

7.1 Common Platform Enumeration

CPE is a strutured naming sheme for information tehnology sys-

tems, software, and pakages. Based upon the generi syntax for

Uniform Resoure Identi�ers (URI), CPE inludes a formal name

format, a method for heking names against a system, and a de-

sription format for binding text and tests to a name.

� CPE Home Page

The �rst part of threat modelling should be, what is it I want to protet? And

one you start to ompile a list of things you wish to protet, you might want

a onsistent naming system for your omputer assets. The CPE may help you

here.

� Common Platform Enumeration (http://pe.mitre.org/)

7.2 A Taxonomy of Privay Breahes

� A Taxonomy of Privay (http://www.onurringopinions.om/arhives/

2006/03/a_taxonomy_of_p.html)

In the above artile, Daniel Solove suggests that breahes of privay are not of

a single type, but an mean a variety of things:

� surveillane

� interrogation

� aggregation

� identi�ation

� inseurity

� seondary use
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� exlusion

� breah of on�dentiality

� dislosure

� exposure

� inreased aessibility

� blakmail

� appropriation

� distortion

� intrusion

� deisional interferene

7.3 Threats to Seurity Properties

An important mnemoni for remembering the threats to seurity properties,

originally introdued when threat modeling, is STRIDE:

� Spoo�ng

� Tampering

� Repudiation

� Information dislosure

� Denial of servie

� Elevation of privilege

Related links:

� Wikipedia on STRIDE (http://en.wikipedia.org/wiki/STRIDE_(seurity))

� Unover Seurity Design Flaws Using The STRIDE Approah (http://

msdn.mirosoft.om/en-us/magazine/163519.aspx)
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7.4 Quantifying Risk

Mirosoft has a rating system for alulating risks (http://msdn.mirosoft.

om/en-us/library/ff648644.aspx). Its mnemoni is DREAD:

� Damage potential

� Reproduibility

� Exploitability

� A�eted users

� Disoverability

7.5 Attak Surfae

Gnothi Seauton (�Know Thyself�)

� anient Greek aphorism (http://en.wikipedia.org/wiki/Know_

thyself)

When disussing seurity, it's often useful to analyze the part whih may interat

with a partiular adversary (or set of adversaries). For example, let's assume

you are only worried about remote adversaries. If your system or network is

only onneted to outside world via the Internet, then the attak surfae is the

parts of your system that interat with things on the Internet, or the parts of

your system whih aept input from the Internet. A �rewall, then, limits the

attak surfae to a smaller portion of your systems by �ltering some of your

network tra�. Often, the �rewall bloks all inoming onnetions.

Sometimes the attak surfae is pervasive. For example, if you have a network-

enabled embedded devie like a web am on your network that has a vulnera-

bility in its networking stak, then anything whih an send it pakets may be

able to exploit it. Sine you probably an't �x the software in it, you must then

use a �rewall to attempt to limit what an trigger the bug. Similarly, there was

a bug in Sendmail that ould be exploited by sending a arefully-rafted email

through a vulnerable server. The interesting bit here is that it might be an in-

ternal server that wasn't exposed to the Internet; the exploit was data-direted

and so ould be passed through your infrastruture until it hit a vulnerable im-

plementation. That's why I onsistently use one implementation (not Sendmail)

throughout my network now.

If plugging a USB drive into your system auses it to automatially run things

like a standard Mirosoft Windows XP installation, then any plugged-in devie

is part of the attak surfae. But even if it does not, then by plugging a USB

devie in you ould potentially over�ow the ode whih handles the USB or the

driver for the partiular devie whih is loaded; thus, the USB networking ode
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and all drivers are part of the attak surfae if you an ontrol what is plugged

into the system.

� Malware Distribution through Physial Media a Growing Conern (http://

it.slashdot.org/artile.pl?sid=08/01/13/1533243)

� usbroken, a USB fuzzer based on Arduino (http://ode.google.om/p/

usbroken/)

� ShneierHaking Computers over USB (http://www.shneier.om/blog/

arhives/2006/06/haking_ompute.html)

� USB Devies an Crak Windows (http://www.eweek.om//a/Seurity/

USB-Devies-Can-Crak-Windows/)

� psgroove, a jailbreak exploit for PS3 (http://github.om/psgroove/

psgroove)

Moreover, a reent vulnerability (http://it.slashdot.org/it/08/01/14/1319256.

shtml) illustrates that when you have something whih inspets network tra�,

suh as uPNP devies or port knoking daemons, then their ode forms part of

the attak surfae.

Sometimes you will hear people talk about the anonymous attak surfae; this is

the attak surfae available to everyone (on the Internet). Sine this number of

people is so large, and you usually an't identify them or punish them, you want

to be really sure that the anonymous attak surfae is limited and doesn't have

any so-alled �pre-auth� vulnerabilities, beause those an be exploited prior to

identi�ation and authentiation.

7.6 Attak Trees

The next logial step is to move from de�ning the attak surfae to modeling

attaks and quantify risk levels.

� Wikipedia onAttak Tree (http://en.wikipedia.org/wiki/Attak_tree)

� Shneier on Attak Trees (http://www.shneier.om/paper-attaktrees-ddj-ft.

html)

� https://buildseurityin.us-ert.gov/daisy/bsi/artiles/best-praties/

requirements/236.html

� Mirosoft on Attak Trees (http://msdn.mirosoft.om/en-us/library/

ff648644.aspx)
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7.7 The Weakest Link

Amdahl's law, also known as Amdahl's argument, is named after

omputer arhitet Gene Amdahl, and is used to �nd the maximum

expeted improvement to an overall system when only part of the

system is improved.

� Wikipedia (http://en.wikipedia.org/wiki/Amdahl%27s_law)

You are the weakest link, goodbye!

� The Weakest Link (TV series)

Let us think of our seurity posture for whatever we're proteting as being

omposed of a number of systems (or groups of systems possibly o�ering defense-

in-depth). The strength of these systems to attak may vary. You may wish to

pour all your resoures into one, but the seurity will likely be broken at the

weakest point, either by hane or by an intelligent adversary.

This is an analogy to Amdahl's law, stated above, in that we an only inrease

our overall seurity posture by maintaining a deliate balane between the dif-

ferent defenses to attak vetors. Most of the time, your resoures are best spent

on the weakest area, whih for some institutions (�nanial, military) is usually

personnel.

The reasons you might not balane all seurity systems may inlude:

Eonomis matter here; it may be muh heaper and reliable to buy a �re-

wall than put your employees through seurity training. Software seurity

measures sometimes have zero marginal ost, but hardware almost always

has a marginal ost.

Exposure a�ets your risk alulations; an Internet attak is muh more likely

than a physial attak, so you may put more e�ort into Internet defense

than physial defense.

Capability implies in that organizations have varying abilities. For example,

the military may simply make arrying a thumb drive into the faility

a punishable o�ense, but a ommerial organization may �nd that too

di�ult or unpopular to enfore. An Internet ompany, by ontrast, may

have a strong tehnial apability, and so might hoose to write software

to prevent the use of thumb drives.

8 Physial Seurity

When people think of physial seurity, these often are the limit on the strength

of aess ontrol devies; I reall a story of a at burglar who used a hainsaw

to ut through vitim's walls, bypassing any aess ontrol devies. I remember
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reading someone saying that a deep spae probe is the ultimate in physial

seurity.

� Wikipedia artile on Physial Seurity (http://en.wikipedia.org/wiki/

Physial_seurity)

8.1 No Physial Seurity Means No Seurity

While the loks are getting tougher, the door and frame are getting

weaker. A well-plaed kik usually does the trik.

� a burglar

A ouple of limitations ome up without physial seurity for a system. For

on�dentiality, all of the sensitive data needs to be enrypted. But even if you

enrypt the data, an adversary with physial aess ould trojan the OS and

apture the data (this is a ontrol attak now, not just on�dentiality breah; go

this far and you've proteted against overt seizure, theft, improper disposal and

suh). So you'll need to you protet the on�dentiality and integrity of the OS,

he trojans the kernel. If you protet the kernel, he trojans the boot loader. If

you protet the boot loader (say by putting on a removable medium), he trojans

the BIOS. If you protet the BIOS, he trojans the CPU. So you put a tamper-

evident label on it, with your signature on it, and hek it every time. But he

an install a keyboard logger. So suppose you make a sealed box with everything

in it, and onnetors on the front. Now he gets measurements and photos of

your mahine, spends a fortune repliating it, replaes your system with an

outwardly idential one of his design (the trojan box), whih ommuniates

(say, via enrypted spread-spetrum radio) to your real box. When you type

plaintext, it goes through his system, gets logged, and relayed to your system

as keystrokes. Sine you talk plaintext, neither of you are the wiser.

The physial layer is a ommon plae to failitate a side-hannel attak (see

31.2).

8.2 Data Remanene

I know what your omputer did last summer.

Data remanene is the the residual physial representation of your informa-

tion on media after you believe that you have removed it (de�nition thanks to

Wikipedia, http://en.wikipedia.org/wiki/Data_remanene). This is a dis-

puted region of tehnology, with a great deal of speulation, self-styled experts,

but very little hard siene.
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� A Guide to Understanding Data Remanene in Automated Information

Systems (Ver.2 09/91) (http://www.fas.org/irp/nsa/rainbow/tg025-2.

htm)

� National Seurity Ageny/CSS Degausser Produts List 25 Sep 2001 (http://

www.fas.org/irp/nsa/degausse.pdf)

Last time I looked most of the degaussers require 220V power and may not work

on hard drives, due to their high oerivity.

As of 2006, the most de�nitive study seems to be the NIST Computer Seu-

rity Division paperGuidelines for Media Sanitization (http://sr.nist.gov/

publiations/nistpubs/800-88/NISTSP800-88_rev1.pdf). NIST is known

to work with the NSA on some topis, and this may be one of them. It intro-

dues some useful terminology:

disposing is the at of disarding media with no other onsiderations

learing is a level of media sanitization that resists anything you ould do at

the keyboard or remotely, and usually involves overwriting the data at

least one

purging is a proess that protets against a laboratory attak (signal proess-

ing equipment and speially trained personnel)

destroying is the ultimate form of sanitization, and means that the medium

an no longer be used as originally intended

8.2.1 Magneti Storage Media (Disks)

The seminal paper on this is Peter Gutmann's Seure Deletion of Data from

Magneti and Solid-State Memory (http://www.s.aukland.a.nz/~pgut001/

pubs/seure_del.html). In early versions of his paper, he speulated that one

ould extrat data due to hysteresis e�ets even after a single overwrite, but

on subsequent revisions he stated that there was no evidene a single overwrite

was insu�ient. Simson Gar�nkel wrote about it reently in his blog (https://

www.tehreview.om/blog/garfinkel/17567/).

The NIST paper has some interesting tidbits in it. Obviously, disposal an-

not protet on�dentiality of unenrypted media. Clearing is probably su�-

ient seurity for 99% of all data; I highly reommend Darik's Boot and Nuke

(http://dban.soureforge.net/), whih is a bootable �oppy or CD based

on Linux. However, it annot work if the storage devie stops working prop-

erly, and it does not overwrite setors or traks marked bad and transparently

reloated by the drive �rmware. With all ATA drives over 15GB, there is

a �seure delete� ATA ommand whih an be aessed from hdparm within

Linux, and Gordon Hughes has some interesting douments and a Mirosoft-

based utility (http://mrr.usd.edu/people/Hughes/SeureErase.shtml).
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There's a useful blog entry about it (http://storagemojo.om/2007/05/02/

seure-erase-data-seurity-you-already-own/). In the ase of very dam-

aged disks, you may have to resort to physial destrution. However, with disk

densities being what they are, even 1/125� of a disk platter may hold a full

setor, and someone with absurd amounts of money ould theoretially extrat

small quantities of data. Fortunately, nobody ares this muh about your data.

Now, you may wonder what you an do about very damaged disks, or what to do

if the media isn't online (for example, you buried it in an underground bunker),

or if you have to get rid of the data fast. I would suggest that enrypted storage

(see 28.7) would almost always be a good idea. If you use it, you merely have

to protet the on�dentiality of the key, and if you an properly sanitize the

media, all the better. Reently Simson Gar�nkel re-disovered a tehnique for

getting the data o� broken drives; freezing them. Another tehnique that I have

used is to replae the logi board with one from a working drive.

� Hard drive's data survives shuttle explosion (http://bloksandfiles.

om/artile/5056)

� German �rm probes �nal World Trade Center deals (http://www.prisonplanet.

om/german_firm_probes_final_world_trade_enter_deals.htm)

� Wikipedia entry on Data Reovery (http://en.wikipedia.org/wiki/

Data_reovery)

� 200 ways to reover your data (http://btjunkie.org/torrent/200-Ways-To-Reover-Revive-Your-Hard-Drive/

4358d27083f53a0d4d3a7e8354d22b6157453496)

� Data Reovery blog (http://datareovery-hddreovery.blogspot.om/)

8.2.2 Semiondutor Storage (RAM)

Peter Gutmann's Data Remanene in Semiondutor Devies (http://www.

ypherpunks.to/~peter/usenix01.pdf) shows that if a partiular value is

held in RAM for extended periods of time, various proesses suh as eletro-

migration make permanent hanges to the semiondutor's struture. In some

ases, it is possible for the value to be �burned in� to the ell, suh that it annot

hold another value.

Cold Boot Attak Reently a Prineton team (http://itp.prineton.

edu/memory/) found that the values held in DRAM deay in preditable ways

after power is removed, suh that one an merely reboot the system and reover

keys for most enrypted storage systems (http://itp.prineton.edu/pub/

oldboot.pdf). By ooling the hip �rst, this data remains longer. This gen-

erated muh talk in the industry. This prompted an interesting overview of at-

taks against enrypted storage systems (http://www.news.om/8301-13578_

3-9876060-38.html).
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� BoingBoing video demonstration (http://www.boingboing.net/2008/05/

12/bbtv-haker-howto-o.html)

Diret Memory Aess It turns out that ertain peripheral devies, notably

Firewire, have diret memory aess.

This means that you an plug something into the omputer and read data

diretly out of RAM.

That means you an read passwords diretly out of memory:

� http://storm.net.nz/projets/16

Reading RAM With A Laser

� On A New Way to Read Data from Memory (http://www.l.am.a.

uk/~rja14/Papers/SISW02.pdf)

8.3 Smart Card Attaks

This setion deserves great expansion.

Instead I'll punt and point you at the latest USENIX onferene on this:

� Usenix CARDIS02 (http://www.usenix.org/publiations/library/

proeedings/ardis02/teh.html)

9 Hardware Seurity

9.1 Introdution

Hardware seurity is a term I invented to desribe the seurity models provided

by a CPU (http://en.wikipedia.org/wiki/Central_proessing_unit), as-

soiated hipset (http://en.wikipedia.org/wiki/Chipset) and peripheral hard-

ware. The assumption here is that the adversary an reate and exeute program

ode of his own hoosing, possibly as an administrator (root). As omputer

hardware and �rmware (http://en.wikipedia.org/wiki/Firmware) beomes

more omplex, there will be more and more vulnerabilities found in it, so this

setion is likely to grow over time.

Eah omputer hardware arhiteture is going to have its own seurity mod-

els, so this disussion is going to be spei� to the hardware platform under

onsideration.
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9.2 Protetion Rings

Most modern omputer systems have at least two modes of operation; normal

operation and privileged mode. The vast majority of software runs in normal

mode, and the operating system, or more aurately the kernel, runs in priv-

ileged mode. Similarly, most of the funtionality of the CPU is available in

normal mode, whereas a small but signi�ant portion, suh as that related to

memory management and ommuniating with hardware, is restrited to that

operating in privileged mode.

Some CPU arhitetures, go farther and de�ne a series of hierarhial protetion

domains that are often alled protetion rings (http://en.wikipedia.org/

wiki/Ring_(omputer_seurity)). This is a simple extrapolation of the two-

level normal/privileged mode into multiple levels, or rings.

9.3 Operating Modes

The Intel arhitetures in partiular has several operating modes. These are not

privilege rings, but rather represent the state that the CPU is in, whih a�ets

how various instrutions are interpreted

� Real-address mode (http://en.wikipedia.org/wiki/Real_mode)

� Proteted Mode (http://en.wikipedia.org/wiki/Proteted_mode)

� System Management Mode (http://en.wikipedia.org/wiki/System_

Management_Mode)

� Virtual 8086Mode (http://en.wikipedia.org/wiki/Virtual_8086_mode)

9.4 NX bit

The NX bit, whih stands for No eXeute, is a tehnology used

in CPUs to segregate areas of memory for use by either storage of

proessor instrutions (or ode) or for storage of data, a feature

normally only found in Harvard arhiteture proessors. However,

the NX bit is being inreasingly used in onventional von Neumann

arhiteture proessors, for seurity reasons.

An operating system with support for the NX bit may mark ertain

areas of memory as non-exeutable. The proessor will then refuse

to exeute any ode residing in these areas of memory. The general

tehnique, known as exeutable spae protetion, is used to prevent

ertain types of maliious software from taking over omputers by

inserting their ode into another program's data storage area and

running their own ode from within this setion; this is known as a

bu�er over�ow attak.
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� Wikipedia

� Wikipedia entry on NX bit (http://en.wikipedia.org/wiki/NX_bit)

9.5 Supervisors and Hypervisors

� Supervisory Program (http://en.wikipedia.org/wiki/Supervisory_program)

� Hypervisor (http://en.wikipedia.org/wiki/Hypervisor)

9.6 Trusted Computing

� Trusted Platform Module (http://en.wikipedia.org/wiki/Trusted_Platform_

Module)

� Trusted Computing: The Mother(board) of All Big Brothers (http://www.

ypherpunks.to/TCPA_DEFCON_10.pdf)

� Trusted Computing Group (http://en.wikipedia.org/wiki/Trusted_

Computing_Group)

� Intel TCPA Overview (http://yuan.eom.mu.edu/trust/d/Presentations/

Intel%20TCPA%20Overview.ppt)

� Trusted Computing Group homepage (http://www.trustedomputinggroup.

org/)

� EFF: Trusted Computing: Promise and Risk (http://www.eff.org/wp/

trusted-omputing-promise-and-risk)

� Ross Anderson's TCPA FAQ (http://www.l.am.a.uk/~rja14/tpa-faq.

html)

� FSF: Can You Trust Trusted Computing (http://www.gnu.org/philosophy/

an-you-trust.html)

� OpenTC projet (http://www.opent.net/)

� IBM TCPA Group (http://www.researh.ibm.om/gsal/tpa/)

� In�neon TPM hip haked (http://www.flylogi.net/blog/?tag=infineon)
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9.7 Intel vPro

Not really a bakdoor, but the wake-on-lan and remote management failities

ould be used by an attaker.

� Intel vPro (http://en.wikipedia.org/wiki/Intel_vPro)

� Big Brother Potentially Exists Right Now (http://www.tgdaily.om/

hardware-opinion/39455-big-brother-potentially-exists-right-now-in-our-ps-ompliments-of-intels-vpr)

(note: he is wrong about what ECHELON is)

9.8 Hardware Vulnerabilities and Exploits

� f00f bug (http://en.wikipedia.org/wiki/F00f)

� Cyrix Coma Bug (http://en.wikipedia.org/wiki/Cyrix_oma_bug)

� Using CPU System Management Mode to Cirumvent Operating System

Seurity Funtions (http://www.ssi.gouv.fr/fr/sienes/fihiers/

lti/ansewest2006-duflot-paper.pdf)

� Attaking SMM Memory via Intel CPU Cahe Poisoning (http://theinvisiblethings.

blogspot.om/2009/03/attaking-smm-memory-via-intel-pu.html )

� Attaking Intel Trusted Exeution Tehnology (http:// www.blakhat.

om/presentations/bh-d-09/Wojtzuk_Rutkowska/BlakHat-DC-09-Rutkowska-Attaking-Intel-TXT-slides.

pdf )

� Blue Pill (http://en.wikipedia.org/wiki/Blue_Pill_(malware))

� SMM Rootkits: A New Breed of OS Independent Malware (http://www.

ees.uf.edu/%7Ezou/researh/SMM-Rootkits-Seureom08.pdf)

� Subverting the Xen Hypervisor (http://invisiblethingslab.om/resoures/

bh08/)

� TPM Reset Attak (http://www.s.dartmouth.edu/~pkilab/sparks/)

10 Distributed Systems

10.1 Network Seurity Overview

The things involved in network seurity are alled nodes. One an talk about

networks omposed of humans (soial networks), but that's not the kind of net-

work we're talking about here; I always mean a omputer unless I say otherwise.

Often in network seurity the adversary is assumed to ontrol the network in
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whole or part; this is a bit of a holdover from the days when the network was

radio, or when the node was an embassy in a ountry ontrolled by the adver-

sary. In modern pratie, this doesn't seem to usually be the ase, but it'd be

hard to know for sure. In the appliation of network seurity to the Internet,

we almost always assume the adversary ontrols at least one of the nodes on the

network.

In network seurity, we an lure an adversary to a system, tempt them with

something inviting; suh a system is alled a honeypot, and a network of suh

systems is sometimes alled a honeynet. A honeypot may or may not be instru-

mented for areful monitoring; sometimes systems so instrumented are alled

�shbowls, to emphasize the transparent nature of ativity within them. Often

one doesn't want to allow a honeypot to be used as a launh point for attaks,

so outbound network tra� is sanitized or srubbed ; if tra� to other hosts is

bloked ompletely, some people all it a jail, but that is also the name of an

operating system seurity tehnology used by FreeBSD, so I onsider it onfus-

ing.

To redue a distributed system problem to a physial seurity (see 8) problem,

you an use an air gap, or sneakernet between one system and another. However,

the data you transport between them may be apable of exploiting the o�ine

system. One ould keep a mahine o�ine exept during ertain windows; this

ould be as simple as a ron job whih turns on or o� the network interfae

via ifon�g. However, an o�ine system may be di�ult to administer, or keep

up-to-date with seurity pathes.

10.2 Network Aess Control: Paket Filters, Firewalls,

Seurity Zones

Most network appliations use TCP, a onnetion-oriented protool, and they

use a lient/server model. The lient initiates a handshake with the server, and

then they have a onversation. Sometimes people use the terms lient and server

to mean the appliation programs, and other times they mean the node itself.

Other names for server appliations inlude servies and daemons. Obviously if

you an't speak with the server at all, or (less obviously) if you an't properly

omplete a handshake, you will �nd it di�ult to attak the server appliation.

This is what a paket �lter does; it allows or prevents ommuniation between

a pair of sokets. A paket �lter does not generally do more than a simple

all-or-nothing �ltering. Now, every omputer an potentially have a network

aess ontrol devie, or paket �lter, on it. For seurity, this would be the

ideal; eah mahine defends itself, opening up the minimum number of ports

to external tra�. However, tuning a �rewall for minimum exposure an be a

di�ult, time-onsuming proess and so does not sale well. It would be better

for network daemons to not aept onnetions from aross the network, and

there de�nitely has been a move this diretion. In some ases, a paket �lter
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would merely be redundant to a system whih does not have any extraneous

open ports.

The �rewall was originally de�ned as a devie between di�erent networks that

had di�erent seurity harateristis; it was named after the barrier between a

automobile interior and the engine, whih is designed to prevent a engine �re

from spreading to the passenger abin. Nowadays, they ould be installed on

every system, proteting it from all other systems.

As our understanding of network seurity improved, people started to de�ne

various parts of their network. The anonial types of networks are:

� Trusted networks were internal to your orporation.

� An untrusted network may be the Internet, or a wi� network, or any

network with open, publi aess.

� Demilitarized zones (DMZs) were originally de�ned as an area for plaing

mahines that must talk to nodes on both trusted and untrusted networks.

At �rst they were plaed outside the �rewall but inside a border router,

then as a separate leg of the �rewall, and now in are de�ned and proteted

in a variety of ways.

What these de�nitions all have in ommon is that they end up de�ning seurity

zones (this term thanks to the authors of Extreme Exploits). All the nodes

inside a seurity zone have roughly equivalent aess to or from other seurity

zones. I believe this is the most important and fundamental way of thinking of

network seurity. Do not onfuse this with the idea that all the systems in the

zone have the same relevane to the network's seurity, or that the systems have

the same impat if ompromised; that is a ompliation and more of a matter of

operating system seurity than network seurity. In other words, two systems

(a desktop and your DNS server) may not be seurity equivalent, but they may

be in the same seurity zone.

10.3 Network Reonnaissane: Ping Sweeps, Port San-

ning

Typially an adversary needs to know what he an attak before he an attak

it. This is alled reonnaissane, and involves gathering information about the

target and identifying ways in whih he an attak the target. In network

seurity, the adversary may want to know what systems are available for attak,

and a tehnique suh as a ping sweep of your network blok may failitate this.

Then, he may hoose to enumerate (get a list of) all the servies available via a

tehnique suh as a port san. A port san may be a horizontal san (one port,

many IP addresses) or vertial san (one IP address, multiple ports), or some

ombination thereof. You an sometimes determine what servie (and possibly

what implementation) it is by banner grabbing or �ngerprinting the servie.
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In an ideal world, knowing that you an talk to a servie does not matter. Thus,

a port san should only reveal what you already assumed your adversary already

knew. However, it is onsidered very rude, even antisoial, like walking down

the street and trying to open the front door of every house or business that you

pass; people will assume you are trying to trespass, and possibly illiitly opy

their data.

Typial tools used for network reonnaissane inlude:

� nmap (http://www.nmap.org/)

� GNU netat (http://netat.soureforge.net/)

� �rewalk (http://www.paketfatory.net/projets/firewalk/)

10.4 Network Intrusion Detetion and Prevention

Most seurity-onsious organizations are apable of deteting most sans us-

ing [network℄ intrusion detetion systems (IDS) or intrusion prevention systems

(IPS); see 16.

� IDS (http://en.wikipedia.org/wiki/Intrusion-detetion_system)

� Snort IDS (http://www.snort.org/)

10.5 Cryptography is the Sine Qua Non of Seure Dis-

tributed Systems

All ryptography lets you do is reate trust relationships aross un-

trustworthy media; the problem is still trust between endpoints and

transitive trust.

� Marus Ranum

Put simply, you an't have a seure distributed system (with the normal as-

sumptions of untrusted nodes and network links potentially ontrolled by the

adversary) without using ryptography somewhere (�sine qua non� is Latin for

�without whih it ould not be�). If the adversary an read ommuniations,

then to protet the on�dentiality of the network tra�, it must be enrypted.

If the adversary an modify network ommuniation, then it must have its in-

tegrity proteted and be authentiated (that is, to have the soure identi�ed).

Even physial layer ommuniation seurity tehnologies, like the KLJN ipher,

quantum ryptography, and spread-spetrum ommuniation, use ryptography

in one way or another.

I would go farther and say that performing network seurity deisions on any-

thing other than ryptographi keys is never going to be as strong as if it
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depended on ryptography. Very few Internet adversaries urrently have the

apability to arbitrarily route data around. Most annot jump between VLANs

on a tagged port. Some don't even have the apability to sni� on their LAN.

But none of the mehanisms preventing this are stronger than strong ryptogra-

phy, and often they are muh weaker, possibly only seurity through obsurity.

Let me put it to you this way; to support a general argument otherwise, think

about how muh assurane a �rewall has that a paket laiming to be from a

given IP address is atually from the system the �rewall maintainer believes it

to be. Often these things are omplex, and way beyond his ontrol. However,

it would be totally reasonable to �lter on IP address �rst, and only then allow

a ryptographi hek; this makes it resistant to resoure onsumption attaks

from anyone who annot spoof a legitimate IP address (see 4.1.1).

10.6 Hello, My Name is 192.168.1.1

Humans are inapable of seurely storing high-quality ryptographi

keys, and they have unaeptable speed and auray when per-

forming ryptographi operations. (They are also large, expensive

to maintain, di�ult to manage, and they pollute the environment.

It is astonishing that these devies ontinue to be manufatured and

deployed. But they are su�iently pervasive that we must design

our protools around their limitations).

� Network Seurity / PRIVATE Communiation in a PUBLICWorld

by Charlie Kaufman, Radia Perlman, &Mike Speiner (Prentie Hall

2002; p.237)

Beause humans ommuniate in slowly, in plaintext, and don't plug into a

network, we onsider the nodes within the network to be omputing devies. The

system a person interats with has equivaleny with them; break into the system

administrator's onsole, and you have aess to anything he or she aesses. In

some ases, you may have aess to anything he or she an aess. You may

think that the your LDAP or Kerberos server is the most important, but isn't

the node of the guy who administers it just as ritial? This is espeially true if

OS seurity is weak and any user an ontrol the system, or if the administrator

is not trusted, but it is also onvenient beause pakets do not have user names,

just soure IPs. When some remote system onnets to a server, unless both

are under the ontrol of the same entity, the server has no reason to trust the

remote system's laim about who is using it, nor does it have any reason to

treat one user on the remote system di�erent than any other.

10.7 Soure Tapping; The First Hop and Last Mile

One an learn a lot more about a target by observing the �rst link from them

than from some more remote plae. That is, the best vantage point is one
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losest to the target. For this reason, the �rst hop is far more ritial than any

other. An exeption may involve a target that is more network-mobile than the

eavesdropper. The more ommon exeption is tunneling/enryption (to inlude

tor and VPN tehnologies); these reloate the �rst hop somewhere else whih

is not physially proximate to the target's meat spae oordinates, whih may

make it more di�ult to loate.

Things to onsider here involve the di�ulty of intereption, whih is a se-

ondary onern (it is never all that di�ult). For example, it is probably less

on�dential from the ISP to use an ISP's ahing proxy than to aess the ser-

vie diretly, sine most proxy software makes it trivial to log the onnetion

and ontent; however, one should not assume that one is safe by not using the

proxy (espeially now that many do transparent proxying). However, it is less

anonymous from the remote site to aess the remote site diretly; using the

ISP's proxy a�ords some anonymity (unless the remote site olludes with the

ISP).

10.8 Seurity Equivalent Things Go Together

One issue that always seems to ome up is availability versus other goals. For

example, suppose you install a new biometri voie reognition system. Then

you have a old and an't get in. Did you prioritize orretly? Whih is more

important? Similar issues ome up in almost every plae with regard to seurity.

For example, your system may authentiate users versus a global server, or it

may have a loal database for authentiation. The former means that one an

revoke a user's redentials globally immediately, but also means that if the

global server is down, nobody an authentiate. Attempts to get the best of

both worlds (�authentiate loally if global server is unreahable�) often redue

to availability (adversary just DOSes link between system and global server to

fore loal authentiation).

My philosophy on this is simple; put like things together. That is, I think

authentiation information for a system should be on the system. That way,

the system is essentially a self-ontained unit. By spreading the data out, one

multiplies potential attak targets, and redues availability. If someone an

hak the loal system, then being able to alter a loal authentiation database

is relatively insigni�ant.

10.9 Man In The Middle

How do we detet MITM or impersonation in web, PGP/GPG, SSH ontexts?

The typial proess for reating an Internet onnetion involves a DNS resolution

at the appliation layer (unless you use IP addresses), then sending pakets to

the IP address (at the network layer), whih have to be routed; at the link

layer, ARP typially is used to �nd the next hop at eah stage, and then bits
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are marshalled between devies at the physial layer. Eah of these steps reates

the opportunity for a man-in-the-middle attak.

10.9.1 DNS MITM Issues

� Wikipedia artile on DNS ahe poisoning (http://en.wikipedia.org/

wiki/DNS_ahe_poisoning)

� Spoo�ng replies - transation ID preditability (http://www.net-seurity.

org/dl/artiles/Attaking_the_DNS_Protool.pdf, http://www.seurityfous.

om/bid/30131)

� Maybe you are querying a DNS server the adversary ontrols (i.e. your

ISP)

10.9.2 IP Routing MITM Issues

The adversary ould announe bogus BGP routes (http://tools.ietf.org/

html/rf4272).

The adversary ould naturally sit between you and the remote system.

10.9.3 Link Layer MITM Issues

The adversary ould use ARP spoo�ng or poisoning, suh as with these tools:

� dsni� (http://www.monkey.org/~dugsong/dsniff/)

� etterap (http://etterap.soureforge.net/)

10.9.4 Physial Layer MITM Issues

Tapping the wire (or listening to wireless)

There is something used by the military alled an identi�ation friend or foe

(IFF) devie. You an read about it on the Wikipedia page (http://en.

wikipedia.org/wiki/Identifiation_friend_or_foe). What is interesting

is that it an be defeated using a MITM attak; the hallenger sends his hal-

lenge towards the adversary, and the adversary relays the hallenge to a system

friendly to the hallenger, and relays the response bak. What is interesting

here is that, in this ase, the IFF devie an enfore a reasonable time limit, so

that a MITM attak fails due to speed-of-light onstraints. In this ase, it ould

be onsidered a kind of �somewhere you are� authentiation fator (see 11.8).
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10.9.5 Cryptographi Methods

There are ryptographi mehanisms that may be used to detet MITM attaks;

see 28.9.

10.10 Network Surveillane

� AT&T Invents Programming Language for Mass Surveillane (http://

blog.wired.om/27bstroke6/2007/10/att-invents-pro.html)

10.11 Push vs. Pull Updates

When moving data between systems on a regular basis, I �nd myself wondering

whether it is better to push data or to have the system pull it. In a push model,

the pushing system onnets to an open port on the destination, whih implies

that there is the possibility that the destination system ould have data pushed

to it from another mahine. In a pull model, the mahine asks for the data it

wants, and the sender of the data must have an open port. This is a omplex

subjet. Sometimes push models are inadequate beause one of the reipient

mahines may be unreahable when you are doing the push. Sometimes pull

models are inadequate beause the pull may ome too late for an important

seurity update. Sometimes you need both, where you push to a lass of systems

and any whih are down automagially request the data when they ome bak

up. With SSH, rsyn, and proper key management, this is not really a signi�ant

seurity issue, but with other systems implementing their own �le distribution

protools, this ould be a major seurity hole. Be areful that any �le transfer

you establish is a seure one.

10.12 DNS Issues

DNS is perhaps the most widely deployed distributed system, and it an be

abused in many ways. The main investigator of DNS abuse is Dan Kaminsky;

he an tunnel SSH sessions over DNS, store data in DNS like a very fast FTP

server, use it to distribute real-time audio data, and snoop on ahes to see if

you've requested a ertain DNS name.

� Dan Kaminski's web site (http://www.doxpara.om/)

10.13 Network Topology

Organizational systems prone to intrusion, or with porous perimeters, should

make liberal use of internal �rewalls. This applies to organizational strutures
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as well, so that organizations prone to personnel in�ltration, should make use

of the revolutionary ell struture for their ommuniation topology.

It is possible to triangulate the loation of a system using ping times from three

loations. Note that it's not the physial loations that you use to triangulate,

but the network loations; it's no good if all three share the same long pipe

to the target. You need separate paths that onverge as lose to the target as

possible.

11 Identi�ation and Authentiation

Identi�ation is neessary before making any sort of aess ontrol deisions.

Often it an redue abuse, beause an identi�ed individual knows that if they do

something there an be onsequenes or santions. For example, if an employee

abuses the orporate network, they may �nd themselves on the reeiving end

of the sysadmin's luser attitude readjustment tool (LART). I tend to think of

authentiation as a proess you perform on objets (like paintings, antiques,

and digitally signed douments), and identi�ation as a proess that subjets

(people) perform, but in network seurity you're really looking at data reated

by a person for the purpose of identifying them, so I use them interhangeably.

11.1 Identity

Sometimes I suspet I'm not who I think I am.

� Ghost in the Shell

An identity, for our purposes, is an abstrat onept; it does not map to a person,

it maps to a persona. Some people all this a digital ID, but sine this paper

doesn't talk about non-digital identities, I'm dropping the quali�er. Identities

are di�erent from authentiators, whih are something you use to prove your

identity. An identi�er is shorthand, a handle; like a pointer to the full identity.

To make this onrete, let us take the Unix operating system as an example.

Your identity orresponds to a row in the /et/passwd �le. Your identi�er is

your username, whih is used to look up your identity, and your password is an

authentiator.

11.2 Identity Management

In relational database design, it is onsidered a good pratie for the primary key

(http://en.wikipedia.org/wiki/Primary_key) of a table to be an integer,

perhaps a row number, that is not used for anything else. That is beause

the primary key is used as an identi�er for the row; it allows us to modify the
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objet itself, so that the modi�ation ours in all use ases simultaneously (for a

normalized database). Most ompetent DBAs realize that people hange names,

phone numbers, loations, and so on; they may even hange soial seurity

numbers. They also realize that people may share any of these things (even

soial seurity numbers are not neessarily unique, espeially if they lie about

it). So to be able to identify a person aross any of these hanges, you need to

use a row number. The exat same priniple applies with seurity systems; you

should always keep the identi�ers separate from identities and authentiators.

This is good, beause the authentiator (password) may be hanged without

losing the idea of the identity of the person. However, there are subtle gothas.

In Unix, the username is mapped to a user ID (UID), whih is the real way that

Unix keeps trak of identity. It isn't neessarily a one-to-one mapping. Also, a

poor system administer may reassign an unused user ID without going through

the �le system and looking for �les owned by the old user, in whih ase their

ownership is silently reassigned.

PGP/GPG made the mistake of using a ryptographi key as an identi�er. If one

has to revoke that key, one basially loses anything (suh as signatures) whih

applied to that key, and the trust that other people have indiated towards that

key. And if you have multiple keys, friends of yours who have all of them annot

treat them all as equivalent, sine GPG an't be told that they are assoiated to

the same identity, beause the keys are the identity. Instead, they must manage

statements about you (suh as how muh they trust you to at as an introduer)

on eah key independently.

Some web sites are using email addresses as identities, whih makes life di�ult

when it hanges; in some ases, you are e�etively a di�erent person if you

hange email addresses. In my opinion, identi�ers like email addresses should

only serve to look up an identity; it should not be the identity.

For an exellent paper on identity in an Internet ontext, see:

� Kim Cameron's �The Laws of Identity� (http://www.identityblog.om/?

p=354)

� Ben Laurie's �Seletive Dislosure� (http://www.links.org/files/seletive-dislosure.

pdf)

11.3 The Identity Continuum

Identi�ation an range from fully anonymous to pseudonymous, to full identi-

�ation. Ensuring identity an be expensive, and is never perfet. Think about

what you are trying to aomplish. Applies to ookies from web sites, email

addresses, �real names�, and so on.
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11.4 Problems Remaining Anonymous

In yberspae everyone will be anonymous for 15 minutes.

� Graham Greenleaf

What an we learn from anonymizer, mixmaster, tor, and so on? Often one an

de-anonymize. Some people have de-anonymized searh queries this way, and

ensus data, and many more data sets that are supposed to be anonymous.

11.5 Problems with Identifying People

� Randomly-Chosen Identity

� Fititious Identity

� Stolen Identity

11.6 What Authority?

Does it follow that I rejet all authority? Far from me suh a

thought. In the matter of boots, I refer to the authority of the

bootmaker; onerning houses, anals, or railroads, I onsult that of

the arhitet or the engineer.

� Mikhail Bakunin,What is Authority? 1882 (http://www.panarhy.

org/bakunin/authority.1871.html)

When we are attempting to identify someone, we are relying upon some author-

ity, usually the state government. When you register a domain name with a

registrar, they reord your personal information in the WHOIS database; this

is the system of reord (http://en.wikipedia.org/wiki/System_of_reord).

No matter how areful we are, we an never have a higher level of assurane

than this authority has. If the government gave that person a false identity, or

the person bribed a DMV lerk to do so, we an do absolutely nothing about

it. This is an important impliation of the limitations of auray (see 4.6).

11.7 Goals of Authentiation

Authentiation serves two related goals; it is designed to allow us in while keep-

ing other people out. These goals are two sides of the same oin, but have

di�erent requirements. The goal to allow us in requires that authentiation be

onvenient, while the goal of keeping others out requires that authentiation be

seure. These goals are often in diret on�it with eah other and an example

of a more general trade-o� between onveniene and seurity.
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11.8 Authentiation Fators

There are many ways you an prove your identity to a system. They may inlude

one or more authentiation fators suh as:

something you are like biometri signatures suh as the pattern of apillaries

on your retina, your �ngerprints, et.

something you have like a token, physial key, or thumb drive

something you know like a passphrase or password

somewhere you are if you put a GPS devie in a omputer, or did diretion-

�nding on transmissions, or simply require a person to be physially

present somewhere to operate the system

somewhere you an be reahed like a mailing address, network address,

email address, or phone number

At the risk of self-promotion, I want to point out that, to my knowledge, the last

fator has not been expliitly stated in omputer seurity literature, although it

is demonstrated every time a web site emails you your password, or every time

a �nanial ompany mails something to your home.

11.9 Authentiators

My voie is my passport; verify me.

� Sneakers, the motion piture

The oldest and still most ommon method for authentiating individuals onsists

of using passwords. However, there are many problems with using passwords,

and I humbly suggest that people start to design systems with the goal of

minimizing the use of passwords, passphrases, and other reusable authentiators.

� Strong Passwords Not As Good As You Think (http://it.slashdot.

org/artile.pl?sid=09/07/13/1336235)

� Strong Web Passwords (http://www.shneier.om/blog/arhives/2009/

07/strong_web_pass.html)

� Do Strong Web Passwords Aomplish Anything? (http://www.usenix.

org/event/hotse07/teh/full_papers/florenio/florenio.pdf)
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11.9.1 People Pik Lousy Passwords

The �rst and most important issue is that people pik lousy passwords.

� Real World Passwords (http://www.shneier.om/blog/arhives/2006/

12/realworld_passw.html)

A urrent plague of seurity problems stems from rampant password guessing

for remote servies (spei�ally, ssh). There have been a number of suggestions

for dealing with this, as we shall see.

11.9.2 Piking Seure Passwords

One thing that most people ould do to improve their seurity is to pik better

passwords:

� Choosing Seure Passwords (http://www.shneier.om/blog/arhives/

2007/01/hoosing_seure.html)

11.9.3 Preventing Weak Passwords

One invaluable tool for dealing with password guessing involves weeding out

weak passwords. No password lokouts will help you when your users pik

passwords suh as �password� and an adversary guesses that on the �rst try.

There are two ways of doing this; in the older post fato method, one tries to

rak the password hashes. However, it is desirable to store passwords only

after they have been passed through a one-way funtion, or hash. In this ase,

it's often muh more e�ient to hek them before hashing than to try to rak

them post-fato; however, you must loate and guard all the plaes passwords

an be set.

11.9.4 Remembering Passwords

The problem with preventing weak passwords is that if the passwords are hard

to guess, they are hard to remember, and users may write them down on post-it

notes or simply forget them more often. More sophistiated users may store

them in their wallets, or in a password database program like Password Safe:

� http://www.shneier.om/passsafe.html

53

http://www.schneier.com/blog/archives/2006/12/realworld_passw.html
http://www.schneier.com/blog/archives/2006/12/realworld_passw.html
http://www.schneier.com/blog/archives/2007/01/choosing_secure.html
http://www.schneier.com/blog/archives/2007/01/choosing_secure.html
http://www.schneier.com/passsafe.html


11.9.5 Password Guessing Lokouts

Most systems employ some sort of abuse detetion (lokout) to prevent guessing

passwords. In the naive model, this heks for multiple guesses on a single user-

name. For example, the Unix onsole login has you enter a username, and then

prompts for a password; if you get the password wrong three times, it freezes

the terminal for a period of time. Guessing multiple passwords for one username

is sometimes alled the forward hak. Some network login programs like SSH

do the same thing, with the sshd_on�g entry MaxAuthTries determining how

many guesses are possible. As a result, some SSH brute-foring programs try

the same password on multiple aounts, the so-alled reverse hak.

It also opens up the door for a denial-of-servie attak; the adversary an try

various passwords until the aount gets loked, denying the legitimate owner

in.

One other problem with this is that unless one an entralize all authentiation

in something like PAM (pluggable authentiation modules), then an adversary

may simply multiplex guesses over di�erent servies whih all onsult the same

authentiation information. One suh example is THC's Hyda:

� http://freeworld.th.org/th-hydra/

11.9.6 Limited Password Lifetimes

Some systems require you to hange your password frequently, minimizing the

amount of time it is good for if it is guessed, ostensibly making it less valuable.

The problem with this is that one a password is guessed, the adversary is

likely to use it right away, and perhaps set up a bak door for later entry into

the system. It's very di�ult to detet a well-plaed bak door. This is also

extremely inonvenient to users, and they often end up varying their passwords

by some preditable mehanism.

There is another advantage to limited password lifetimes; if the passwords take a

long time to guess or rak, then rotating them with a shorter time frame means

that a raked password is no longer valuable. This was more appropriate when

any user ould read the hashed passwords from the �le /et/passwd; modern

systems keep them in another �le and don't make it readable to anyone but root,

meaning that raking password hashes would have to our after raking the

root aount, for later aess to the same system or to other systems where the

users might have the same passwords.

11.9.7 Password Reset Proedure

Enforing di�ult-to-guess passwords and limited password lifetimes inreases

the hane that users will forget their passwords. This means more users having
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to reset their passwords, resulting in inreased administrative burden and in-

onveniene to users. In the most seure ase, the proedure to reset passwords

should be as seure as the mehanism to reate aounts; I have worked in plaes

where this required a physial visit and presentation of ID. In most ases, the

password reset proedure is as simple as a phone all.

11.9.8 Seurity Questions

In many ases, this burden is too high or impratial, partiularly for web sites.

In these situations, the user is often asked to selet ertain seurity questions

whih will allow them to reset their password. The traditional method was

to require their mother's maiden name, but nowadays there are wide variety of

questions, many of whih are (unfortunately) easy to guess, espeially for people

who know the user in question personally.

11.9.9 Disabling Root Logins

Some seurity pundits have suggested that you disable logins for root to avoid

someone getting in as the administrator; then one must guess the user name of

a spei� administrator as well, but this really isn't all that hard, and makes it

impossible to, say, rsyn an entire �le system over ssh (sine one annot log in

diretly as root, one annot diretly aess �les as root).

I �nd it simpler and safer to disallow password-based authentiation altogether,

wherever possible.

For remote administration, let's ompare the senario they are suggesting (reusable

passphrases but no diret root logins), with my senario (ryptographi logins,

diret root aess). My senario has the following obvious attak vetors:

� The adversary takes ontrol of the system you're sitting at, where your

ssh key is stored, in whih ase he ould impersonate you anyway (he

may have to wait for you to log in to sni� the reusable passphrase, or to

hijak an existing onnetion, but I think it's not worth worrying about

the details; if they have root on your onsole, you're hosed).

� The adversary guesses your 4096-bit private RSA key, possibly without

aess to the publi key. In this ase, he ould probably use the same

tehnique against the enryption used to protet the SSH or IPse ses-

sions you're using to ommuniate over anyway (host keys are often muh

smaller than 4096-bit), and in the alternate senario (no diret root lo-

gins, but allowing reusable passphrases) he would get aess to the reusable

passphrases (and all other ommuniation).

By ontrast, their senario has the same vulnerabilities, plus:
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� Someone guesses the login and password. Login names are not serets,

and never have been treated as serets (e.g. they're often in your email

address). They may not even be enrypted in the SSH login proedure.

Passwords may be something guessable to your adversary but not you; for

example, a word in a ditionary you don't have, an �alternative spelling�

that you didn't think of, or perhaps the user uses the same passphrase to

aess a web site (perhaps even via unenrypted HTTP).

11.9.10 Eliminating Reusable Authentiators

Thus, it is undesirable to use re-usable authentiation over the network. How-

ever, these other kinds of authentiation present di�ulties:

� Enrypted storage; this is like using enryption to ommuniate with your

future self. Obviously, you must reuse the same key, or somehow re-

enrypt the disk. One ould, theoretially, disallow diret aess to the key

used to enrypt the storage, and re-enrypt it eah time with a di�erent

passphrase, but to protet it from the administrator you'd need to use

some sort of hardware deryption devie, and to protet it against someone

with physial aess you'd need tamper-resistant hardware (e.g. TPM).

� Authentiating to the system you're sitting at; even then, one ould use

S/Key or another system for one-time authentiators written down and

stored in your wallet, ombined with a memorized passphrase.

11.10 Biometris

Entire books have been written about biometris, and I am not an expert in the

�eld. Thus, this setion is just a stub, waiting for me to �esh it out.

� Authentiating People By Their Typing Patterns (http://www.shneier.

om/blog/arhives/2005/11/authentiating.html)

� PSYLok: a typing behavior based psyhometrial authentiation method

(http://p50461.uni-regensburg.de/ibi/de/leistungen/researh/projekte/

risk/psylok_english.htm)

11.11 Authentiation Issues: When, What

In Unix, a onsole login or remote login (via e.g., SSH) requires authentiation

only one, and then all ommands issued in the session are exeuted without

additional authentiation. This is the traditional authentiation sheme used

by most multi-user systems today.
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There historially was a system whereby rsh (and later, SSH) ould be on�gured

to trust other systems ; the urrent system trusted the other system to only

make suh a request on behalf of a duly authorized user, and presumably both

systems were in the same administrative domain. However, this turned out to be

problemati; the adversary or his software ould easily exploit these transitive

trust relationships to seize ontrol of multiple, sometimes all, systems in the

administrative domain. For this reason, this system authentiation method is

rarely used, however, it is impliitly the model used in network seurity. A

somewhat weaker model is used by �rewalls, whih only use the IP address

(somewhere you laim to be reahable) as the authentiator.

Changing a user's password is a signi�ant hange; it an lok someone out of

their aount unless and until the person an onvine an administrator to reset

it. For this reason, the passwd ommand (and it alone) required entering the

old password before you ould hange it; this prevented someone from sitting

down at a logged-in terminal and loking the person out of their own aount

(and potentially allowing the adversary in from another, safer, loation).

As another example, there is also a relatively standard way to perform ations

as the root, or most privileged user alled sudo. The sudo program allows ad-

ministrators to operate as normal users most of the time, whih redues the

risk of aidentally issuing a privileged ommand, whih is a good thing. In

this sense, it is similar to role-based aess ontrol (see 12.3). However, the

relevant point here is that it started by requiring your aount password with

eah ommand issued through it. In this way, it prevented aidental issuane

of ommands by oneself, but also prevented someone from using an adminis-

trator's onsole to issue a ommand. This is authentiation of an individual

transation or ommand. Later this was found to be too inonvenient, and so

the authentiation was ahed for a short period of time so that one ould issue

multiple ommands at one while only being prompted for a password one.

This suggests that Unix has evolved a rather hybrid authentiation sheme over

the years; it authentiates the session only for most things, but in ertain ases

it authentiates individual ommands.

So when designing a system, it seems useful to ask ourselves when we want to

authentiate; per session, or per transation. It is also worth asking what is

being authentiated; remote systems, transations, or people.

11.12 Remote Attestation

A onept in network seurity involves knowing that the remote system is a

partiular program or piee of hardware is alled remote attestation. When I

onnet seurely over the network to a mahine I believe I have full privileges

on, how do I know I'm atually talking to the mahine, and not a similar system

ontrolled by the adversary? This is usually attempted by hiding an enryption

key in some tamper-proof part of the system, but is vulnerable to all kinds of

57



dislosure and side-hannel attaks, espeially if the owner of the remote system

is the adversary.

The most suessful example seems to be the satellite television industry, where

they embed ryptographi and software serets in an inexpensive smart ard

with restrited availability, and hange them frequently enough that the re-

soures required to reverse engineer eah new ard exeeds the ost of the data

it is proteting. In the satellite TV industry, there's something they all ECMs

(eletroni ounter-measures), whih are program updates of the form �look at

memory loation 0xFC, and if it's not 0xFA, then HCF� (Halt and Cath Fire).

The obvious rak is to simply remove that part of the ode, but then you will

trigger another hek that looks at the ode for the �rst hek, and so on.

The sorts of non-ryptographi self-heks they request the ard to do, suh

as omputing a heksum (suh as a CRC) over some memory loations, are

similar to the sorts of protetions against reverse engineering, where the program

omputes a heksum to detet modi�ations to itself.

11.13 Advaned Authentiation Tools

� Simple Authentiation and Seurity Layer (http://en.wikipedia.org/

wiki/Simple_Authentiation_and_Seurity_Layer) is a three-layer li-

brary (interfae, mehanism, method) that supports multiple authentia-

tion methods for various systems; LDAP, SMTP AUTH, et.

12 Authorization - Aess Control

12.1 Privilege Esalation

Ideally, all servies would be impossible to abuse. Sine this is di�ult or impos-

sible, we often restrit aess to them, to limit the potential pool of adversaries.

Of ourse, if some users an do some things and others an't, this reates the op-

portunity for the adversary to perform an unauthorized ation, but that's often

unavoidable. For example, you probably want to be able to do things to your

omputer, like reformat it and install a new operating system, that you wouldn't

want others to do. You will want your employees to do things an anonymous

Internet user annot (see 4.3). Thus, many adversaries want to esalate their

privileges to that of some more powerful user, possibly you. Generally, privilege

esalation attaks refer to tehniques that require some level of aess above

that of an anonymous remote system, but grant an even higher level of aess,

bypassing aess ontrols.

They an ome in horizontal (user beomes another user) or vertial (normal

user beomes root or Administrator) esalations.
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12.2 Physial Aess Control

These inlude loks. I like Medeo, but none are perfet. It's easy to �nd guides

to lok piking:

� Guide to Lok Piking http://www.lysator.liu.se/mit-guide/mit-guide.

html

� Free Lok Piking Guide http://www.free-lok-piking-guide.om/

12.3 Operating System Aess Control

12.3.1 Disretionary Aess Control

Disretionary Aess Control, or DAC (http://en.wikipedia.org/wiki/Disretionary_

aess_ontrol) is up to the end-user. They an hoose to let other people

write (or read, et.) to their �les, if they wish, and the defaults tend to be

global. This is how �le permissions on lassi Unix and Windows work.

12.3.2 Mandatory Aess Control

A potentially more seure system often involves Mandatory Aess Control, or

MAC (http://en.wikipedia.org/wiki/Mandatory_aess_ontrol), where

the seurity administrator sets up the permissions globally. Some examples of

MAC types are Type Enforement and Domain Type Enforement. Often they

are ombined, where the aess request has to pass both tests, meaning that the

e�etive permission set is the intersetion of the MAC and DAC permissions.

Another way of looking at this on�guration is that MAC sets the maximum

permissions that an be given away by a user with DAC.

� Seurity Modes of Operation in MAC systems (http://en.wikipedia.

org/wiki/Seurity_Modes)

� Seurity Enhaned Linux (http://en.wikipedia.org/wiki/Seurity-Enhaned_

Linux, http://www.nsa.gov/researh/selinux/index.shtml)

� AppArmor (http://en.wikipedia.org/wiki/AppArmor)

� Tomoyo Linux (http://en.wikipedia.org/wiki/TOMOYO_Linux)

� Simpli�ed Mandatory Aess Control Kernel (http://en.wikipedia.org/

wiki/Simplified_Mandatory_Aess_Control_Kernel)

� Linux Intrusion Detetion System (http://en.wikipedia.org/wiki/Linux_

Intrusion_Detetion_System)

� TrustedBSD (http://www.trustedbsd.org/)
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� Solaris Trusted Extensions (http://en.wikipedia.org/wiki/Solaris_

Trusted_Extensions)

� Dan Walsh's blog (http://danwalsh.livejournal.om/)

12.3.3 Role-Based Aess Control

Role-Based Aess Control, or RBAC (http://en.wikipedia.org/wiki/Role-based_

aess_ontrol) ould be onsidered a form of MAC. In RBAC, there are roles

to whom permissions are assigned, and one swithes roles to hange permission

sets. For example, you might have a seurity administrator role, but you don't

need that to read email or surf the web, so you only swith to it when doing

seurity administrator stu�. This prevents you from aidentally running mal-

ware (see 16.7) with full permissions. Unix emulates this with pseudo-users and

sudo.

Note that it may not be possible to prevent a user from giving his own aess

away; as a trivial example, on most operating systems, it is possible for a user

to grant shell aess with his permissions by reating a listening soket that

forwards ommands to a shell (often via netat). It is also very easy for a user

to install a listening servie that, unbeknownst to him, has a vulnerability that

allows remote ode exeution, or fails to do proper authentiation/authorization.

12.3.4 Other OS Aess Control Tehniques

� Systrae (http://en.wikipedia.org/wiki/Systrae)

� Grseurity (http://en.wikipedia.org/wiki/Grseurity)

� Rule Set Based Aess Control (http://en.wikipedia.org/wiki/RSBAC)

� Multilevel Seurity (http://en.wikipedia.org/wiki/Multilevel_seurity)

12.4 Appliation Authorization Deisions

There are many appliations whih have tried to allow some users to perform

some funtions, but not others. Let's forget what we're trying to authorize, and

fous on information about the requester.

For example, network-based authorization may depend on (in desending order

of value):

� ryptographi key

� MAC address

� IP address
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� port number

An operating system authorization usually depends on:

� Being root or Administrator (uid=0 in Unix)

� The identity of the user, this being the e�etive UID (or EUID in Unix)

� The group(s) in whih that user partiipates

� Tags, labels, and other things related to advaned topis (see 12.3)

There are other fators involved in authorization deisions but these are just

examples. Instead of tying things to one system, let's keep it simple and pretend

we're allowing or denying natural numbers, rather than usernames or things of

that nature. Let's also de�ne some aess ontrol mathing primitives suh as:

� odd

� even

� prime

� less than x

� greater than y

In a well-designed system these primitive funtions would be rather omplete

and not the few we have here. Further, there should be some easy way to

ompose these tests to ahieve the desired aess ontrol:

� AND

� OR

� NOT

Systems whih do not do this kind of authorization are neessarily inomplete,

and annot express all desired ombinations of sets.

12.4.1 Standard Whitelist and Blaklist

In this on�guration, there's a blaklist of bad guys, and a whitelist of guys we

know (or must assume) to be good, and the whitelist always takes preedene.

The rule is �you may ommuniate with us unless you're on the blaklist, unless

you're also on the whitelist�. Anything whitelisted an always ommuniate

with us, no matter what.
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In the ontext of IPs and �rewalls, this allows us to blaklist people trying to

exploit us using UDP attaks, whih area easily forged, but keep our default

gateway and root DNS servers, whih we really do want to be able to ommu-

niate with, even if forged attaks appear to ome from them.

In the ontext of domains, for example in a web proxy �lter, we may whitelist

example.om, but be unable to blaklist badguy.example.om, beause whitelists

always take preedene over blaklists, and both math. Similar issues ome up

when we want to blaklist CIDR bloks instead of individual IP addresses. In

these ases, it seems you want a more omplex aess ontrol mehanism to

apture the omplexity of the sets you are desribing.

And remember, blaklisting is always playing ath-up. It's a good example of

starting o� by giving people too muh privilege (see 34.1), but may be neessary

in today's web world, where everyone is a desired ustomer.

12.4.2 Apahe Aess Control

Apahe has three aess ontrol diretives

Allow spei�es who an use the resoure

Deny spei�es who an not use the resoure

Order spei�es the ordering of evaluation of those diretives as either 'deny,

allow', 'allow, deny', or mutual-failure.

� deny, allow means that the deny diretives are evaluated �rst, and is

the default. This basially is an example of enumerating badness (34.1).

This may make sense for a publi webserver where anyone on the Internet

should be able to browse, but blaklisting is not an e�etive way to run a

seure operation.

� allow, deny is the more seure option, only allowing those who pass the

allow operation to ontinue, but it still proesses the deny setion and

anyone who was allowed in and then later denied is still rejeted.

� mutual-failure means hosts that appear on the allow list but not appear

on the deny list are granted aess. This seems to be redundant with

�allow, deny�.

This is unfortunately quite onfusing, and it's hard to know where to start. By

having an allow list and a deny list, we have four sets of objets de�ned:

1. Those that are neither allowed nor denied

2. Those that are allowed

62



3. Those that are denied

4. Those that are both allowed and denied

The truth table for this is as follows (D means default, O means open, X means

denied):

1 2 3 4

DA D O X O

AD D O X X

MF D O X X

Do you see what I mean? AD and MF are essentially the same, unless I misread

this setion in the O'Reilly book.

Now, suppose we wish to allow in everyone exept the naughty prime numbers.

We would write:

� deny primes

� allow all

� order deny, allow

So far so good, right? Now let's say that we want to deny the large primes

but allow the number 2 in. Unless our ombiners for aess-ontrol primitives

were powerful enough to express �primes greater than two�, we might be stuk

already. Apahe has no way to ombine primitives, so is unable to o�er suh

aess ontrol. But given that it's the web, we an't rail on it too harshly.

What we really want is a list of diretives that express the set we wish very

easily. For example, imagine that we didn't have an order diretive, but we

ould simply speify what deny and allow rules we have in suh a way that

earlier takes preedene (the so-alled �short iruit� evaluation)

1. allow 2

2. deny primes

3. allow all

However, we're unable to do that in Apahe. Put simply, one an't easily treat

subsets of sets reated by aess ontrol mathing in a di�erent manner than

the set they reside in. We ouldn't allow in �2� while denying primes, unless the

aess ontrol mathing funtions were more sophistiated.

12.4.3 Squid

Squid has one of the more powerful aess ontrol systems in use.
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Primitives

� HTTP response header mathes

� HTTP username (a la HTTP basi authentiation)

� external

� IP address and netmask (soure or destination)

� range of IP addresses and netmask (soure or destination)

� MAC address

� domain name (soure or destination)

� regular expression on domain name (soure or destination)

� time

� URL regex

� URL path regex

� ports (destination)

� protool (FTP or HTTP)

� HTTP method (GET or POST)

� User-Agent header

� HTTP Referer header regex

� IDENT servie math

� IDENT servie regex

� AS numbers (soure or destination)

� proxy username math or regex

� SNMP ommunity string

� number of HTTP onnetions over threshhold

� number of soure IPs for one user over threshhold

� MIME-type of request or response

� external

� urlgroup

� lient erti�ate or CA

They may then be allowed or denied to ertain resoures.
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12.5 IPTables, IPChains, Net�lter

Aside from the bad user interfae of having numbers, net�lter has a number of

problems when ompared to pf that have always bothered me. I'm going to try

and desribe some things you just an't do with net�lter's rule set when I get

the time.

12.6 PF

My main omplaint with pf is that it rearranges the order of your rules suh that

ertain types all get proessed before others. It supports the �quik� modi�er

to any rule whih means that if the rule mathes, that is the �nal answer. By

leaving o� quik rules, one gets the default of �last mathed rule applies�, but

with the ine�ieny of going through all the rules. I have not yet seen a ase

where the on�g �le ouldn't be written using quik rules, and presumably at

muh higher e�ieny. Still, it is my favorite language for explaining �rewall

rules.

12.7 Keynote

Keynote, or something like it, is de�nitely the best authorization (trust manage-

ment) framework I have found. OpenBSD has inorporated it into their IPse

keying daemon, isakmpd. If your program makes ompliated aess deisions,

or you want it to be able to do so, you should hek it out.

� http://www1.s.olumbia.edu/~angelos/keynote.html

13 Seure System Administration

13.1 Bakups

I should expand this setion some day, but I really an't add anything valuable

over this book:

� Bakup & Reovery (http://oreilly.om/atalog/9780596102463)

� Bakup Central (http://www.bakupentral.om/)

Apart from basi prevention steps (i.e. use a �rewall), good bakups are likely

to be the most important thing you an do to improve your seurity.
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13.1.1 Seure Bakup Solutions

� Hard Drive Bakup (http://www.subspaefield.org/seurity/hdb/)

� Tarsnap (http://www.tarsnap.om/)

� dupliity (http://www.nongnu.org/dupliity/)

13.2 Monitoring

You should monitor your systems to help plan your seurity strategy and beome

aware of problems, seurity-related and otherwise. A good system administrator

reognizes when something is wrong with his system. I used to have a omputer

in my bedroom, and ould tell what it was doing by the way the disk sounded.

� OpenNMS (http://www.opennms.org/)

� Nagios (http://www.nagios.org/)

� Smokeping (http://oss.oetiker.h/smokeping/)

� Net-SNMP (http://net-snmp.soureforge.net/)

� Wikipedia: Network Monitoring Systems (http://en.wikipedia.org/

wiki/Network_monitoring_system)

� Wikipedia: Comparison of Network Monitoring Systems (http://en.

wikipedia.org/wiki/Comparison_of_network_monitoring_systems)

13.3 Visualization

� Cati (http://www.ati.net/)

� RRDTool (http://oss.oetiker.h/rrdtool/)

� ifgraph (http://ifgraph.soureforge.net/)

13.4 Change Management

Change management is the ombination of both pro-ative delaring and ap-

proving of intended hanges, and retroatively monitoring the system for hanges,

omparing them to the approved hanges, and altering and esalating any unap-

proved hanges. Change management is based on the theory that unapproved

hanges are potentially bad, and therefore related to anomaly detetion (see

16.2). It is normally applied to �les and databases.
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13.5 Self-Healing Systems

There is a system administration tool alled fengine (http://www.fengine.

org/) whih implements a onept alled �self-healing systems�, whereby any

hanges made on a given mahine are automatially reverted to the (ostensibly

orret and seure) state periodially. Any hange to these parameters made

on a given system but not in the entral on�guration �le are onsidered to be

aidents or attaks, and so if you really want to make a hange it has to be

done on the entrally-managed and ostensibly monitored on�guration �le. You

an also implement similar onepts by using a tool like rsyn to manage the

ontents of part of the �le system.

13.6 Heterogeneous vs. Homogeneous Defenses

Often homogeneous solutions are easier to administer. Having di�erent systems

requires more resoures, in training yourself, learning to use them properly, keep-

ing up with vulnerabilities, and inreases the risk of mison�guration (assuming

you aren't as good at N systems as you would be at one). But there are ases

where heterogeneity is easier, or where homogeneity is impossible. Maybe a par-

tiular OS you're installing omes with Sendmail as the default, and hanging

it leads to headahes (or the one you want just isn't available on it, beause it

is a proprietary platform). Embedded devies often have a �xed TCP/IP stak

that an't be hanged, so if you are to guard against things like suh things,

you must either run only one kind of software on all Internet-enabled systems,

denying yourself the onveniene of all the new network-enabled devies, or you

must break Internet-level onnetivity with a �rewall and admit impoteny to

defend against internal threats (and anyone who an bypass the perimeter).

See the priniple of uniform fronts (34.8) and defense-in-depth (34.7) for more

information.

14 Logging

� Loganalysis.org (http://www.loganalysis.org/)

14.1 Synhronized Time

It is absolutely vital that your systems have onsistent timestamps. Consis-

teny is more important than auray, beause you are primarily going to be

omparing logs between your systems. There are a number of problems om-

paring timestamps with other systems, inluding time zones and the fat that

their loks may be skewed. However, ideally, you'd want both, so that you

ould ompare if the other systems are aurate, and so you an make it easier
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for others to ompare their logs with yours. Thus, the Network Time Protool

(NTP) is vital. My suggestion is to have one system at every physial loation

that at as NTP servers for the loation, so that if the network onnetions go

down, the site remains onsistent. They should all feed into one server for your

administrative domain, and that should onnet with numerous time servers.

This also minimizes network tra� and having a nearby server is almost always

better for reduing jitter.

14.2 Syslog

See the SAGE booklet on �Building a Logging Infrastruture�.

14.3 Cryptographially Untamperable Logs

Brue Shneier has a paper on ryptographially seure logs, whereby a system's

logs annot be altered without being notied (merely erased). The basi premise

is that they form a hash hain, where eah line inludes a hash of the last line.

These systems an be linked together, where one periodially sends its hash to

another, whih makes the reeiving system within the detetion envelope. They

an even ross-link, where they form a lattie, mutually supporting one another.

� Cryptographi Support for Seure Logs on Untrusted Mahines (http://

www.shneier.om/paper-seure-logs.html)

15 Reporting

15.1 Change Reporting

I spend a lot of time reading the same things over and over in seurity reports.

I'd like to be able to �lter things that I deided were okay last time without

tweaking every single seurity reporting sript. What I want is something that

will let me see the hanges from day to day. Ideally, I'd be able to review the

omplete data, but normally I read the reports every day and only want to know

what has hanged from one day to the next.

15.2 Arti�ial Ignorane

To be able to speify things that I want to ignore in reports is what perhaps

Marus Ranum termed �arti�ial ignorane� bak around 1994 (desribed here:

http://www.ranum.om/seurity/omputer_seurity/papers/ai/index.html).

Instead of speifying what I want to see, whih is akin to misuse detetion, I
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want to see anything I haven't already said was okay, whih is anomaly dete-

tion. Put another way, what you don't know an hurt you (see 32.7), whih is

why �default deny� is usually a safer aess ontrol strategy (see 34.1).

15.3 Dead Man's Swith

In some movies, a harater has a swith whih goes o� if they die, whih

is known as a dead man's swith, whih an be applied to software (http://

en.wikipedia.org/wiki/Dead_man's_swith#Software_uses) I want to see

if some subsystem has not reported in. If an adversary overtly disables our sys-

tem, we are aware that it has been disabled, and we an assume that something

seurity-relevant ourred during that time. But if through some oversight on

our side, we allow a system to stop monitoring something, we do not know if

anything has ourred during that time. Therefore, we must be vigilant that

our systems are always monitoring, to avoid that sort of ambiguity. Therefore,

we want to know if they are not reporting beause of a mison�guration or fail-

ure. Therefore, we need a periodi heartbeat or system test, and a dead man's

swith.

16 Abuse Detetion

Doveriai, no proveriai (�trust, but verify�)

� Russian Proverb (http://en.wikipedia.org/wiki/Trust,_but_

Verify)

It is beoming apparent that there's more to omputers than shell aess nowa-

days. One wants to allow benign email, and stop unsoliited bulk email. For

wikis and blogs, one wants to allow ollaboration, but doesn't want �omment

spam�. Some still want to read topial USENET messages, and not read spam

(I feel that's a lost ause now). If you're an ISP, you want to allow ustomers to

do some things but don't want them spamming or haking. If you have a publi

wi� hot-spot, you'd like people to use it but not abuse it. So I generalized IDS,

anti-virus, and anti-spam as abuse detetion.

16.1 Physial Intrusion Detetion

Trust not in fenes, but neighbors.

� old saying

� Burglar Alarms (http://en.wikipedia.org/wiki/Burglar_alarm)
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16.2 Misuse Detetion vs. Anomaly Detetion

Most intrusion detetion systems ategorize behavior, making it an instane of

the lassi�ation problem (see 4.1). Generally, there are two kinds of intrusion

detetion systems, ommonly alled misuse detetion and anomaly detetion.

Misuse detetion involves produts with signature databases whih indiate bad

behavior. By analogy, this is like a op who is told to look for guys in white-and-

blak striped jumpsuits with burlap saks with dollar signs printed on them.

This is how physial alarm sensors work; they detet the separation of two

objets, or the breaking of a piee of glass, or some spei� thing. The seond

is alled anomaly detetion, whih is like a op who is told to look for �anything

out of the ordinary�. The �rst has more false negatives and fewer false positives

than the seond. The �rst (theoretially) only �nds seurity-relevant events,

whereas the seond (theoretially) notes any major hanges. This an play out

in operating system seurity (as anti-virus and other anti-malware produts)

or in network seurity (as NIDS/IPS). The �rst is great for vendors; they get

to sell you a subsription to the signature database. The seond is virtually

non-existent and probably rather limited in pratie (you have to deide what

to measure/quantify in the �rst plae).

In misuse detetion, you need to have a good idea of what the adversary is

after, or how they may operate. If you get this guess wrong, your signature

may be ompletely ine�etive; it may minimize false positives at the risk of

false negatives, partiularly if the adversary is atually a sript that isn't smart

enough to take the bait. In this sense, misuse detetion is a kind of enumerating

badness, whih means anything not spei�ally listed is allowed, and therefore

violates the priniple of least privilege (see 34.1).

16.3 Computer Immune Systems

This is an interesting researh diretion whih draws inspiration from biologial

systems whih distinguish self from non-self and destroy non-self objets.

� University of New Mexio (http://www.s.unm.edu/~immse/)

� IBM (http://www.researh.ibm.om/massive/)

� Oslo College (http://www.iu.hio.no/~mark/researh/immune/immune.

html)

� slashdot (http://www.slashdot.org/artiles/00/01/06/2337240.shtml)

16.4 Behavior-Based Detetion

Most anti-virus software looks for ertain signatures present in virii. Instead,

they ould look at what the virii is attempting to do, by simulating running
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it. This would be alled �behavior-based detetion�, and it is slow to emulate

running something. Perhaps virtual mahines may help to run a quarantined

virus at nearly real speed.

16.5 Honey Traps

Tart words make no friends; a spoonful of honey will ath more

�ies than a gallon of vinegar.

� Benjamin Franklin

Noted seurity expert Marus Ranum gave a talk on burglar alarms one at

Usenix Seurity, and had a lesson that applies to omputer seurity. He said that

when a ustomer of theirs had an alarm sensor that was disguised as a jewelry

ontainer or a gun abinet, it was almost always sure to trik the burglar,

and trigger the alarm. Criminals, by and large, are opportunisti, and when

something valuable is o�ered to them, they rarely look a gift horse in the mouth.

I also reall a sting operation where a law enforement ageny had a list of

riminals they wanted to loate but who never seemed to be home. They sent

winning sweepstakes tikets to wanted riminals who dutifully showed up to

laim their �prize�. So a honey trap may well be the heapest and most e�etive

misuse detetion mehanism you an employ.

One of the ways to detet spam is to have an email address whih should never

reeive any email; if any email is reeived, then it is from a spammer. These are

alled spamtraps. Unix systems may have user aounts whih may have guess-

able passwords and no atual owners, so they should never have any legitimate

logins. I've also heard of banks whih have trap aounts ; these tend to be large

aounts whih should never have a legitimate transation; they exist on paper

only. Any transation on suh an aount is, by de�nition, fraudulent and a

sign of a ompromised system. One ould even go farther and de�ne a pro�le of

transations, possibly pseudo-random, any deviation from whih is onsidered

very important to investigate. The advantage of these types of traps are the

extremely low false-positive rate, and as a deterrent to potential adversaries who

fear being aught and punished. Similarly, databases may have honey tokens, or

a row of some unique data that shouldn't normally be pulled out of the database

system.

� kojoney, a honey pot that emulates sshd (http://kojoney.soureforge.

net/)

� shark, a spy honey pot with advaned rediretion kit (http://www.laas.

fr/MonAM2007/Ion_Alberdi.pdf)

16.6 Tripwires and Booby Traps

Other misuse detetion methods involve deteting some ommon ativity after

the intrusion, suh as fething additional tools (outbound TFTP onnetions
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to servers in Eastern Europe are not usually authorized) or onneting bak to

the adversary's system to bypass ingress rules on the �rewall (e.g. shoveling

appliation output to a remote X server). Marus Ranum one reompiled �ls�

to shut down the system if it was run as root, and he learned to habitually use

�eho *� instead. One may wish to hek that it has a ontrolling tty as well,

so that root-owned sripts do not set it o�. In fat, having a root-owned shell

with no ontrolling tty may be an event worth logging.

16.7 Malware and Anti-Malware

16.7.1 Terminology

malware is a general term for software that does something that the user did

not wish to have done. See Wikipedia (http://en.wikipedia.org/wiki/

Malware) for more details.

virus is a term for a program that repliates itself by infeting objets (e.g.

exeutable �les, or possibly omputers). See Wikipedia (http://en.

wikipedia.org/wiki/Computer_virus) for more details.

worm is a term for a program whih propagates between omputers on its own,

loating and infeting vitim omputers (see http://en.wikipedia.org/

wiki/Computer_worm for more details).

rootkit is a term for a program whih is installed at the same level as the

operating system, suh that it an hide itself (or other malware) from

detetion. See the Wikipedia entry (http://en.wikipedia.org/wiki/

Rootkit) for more details.

trojan is a term for a program whih appears to do one thing that the user

desires, but overtly performs some ation that the user does not de-

sire (e.g. infet their system with a virus). For more information, read

the Wikipedia entry (http://en.wikipedia.org/wiki/Trojan_horse_

(omputing)).

spyware is a term for software that invades your privay and ollets what

should be private information (for more details, read http://en.wikipedia.

org/wiki/Spyware)

These terms are not mutually exlusive; a given piee of malware may be a

trojan whih installs a rootkit and then spies on the user.

If you �nd malware on your system, there are few good responses (see 20.2).
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16.7.2 Anti-Virus

There are a wide variety of anti-virus produts out there, and it's hard for

onsumers to evaluate them. Unfortunately, it seems that virus authors test

their viruses against the more popular sanners and tweak them until they

don't get aught any more. Therefore, it may be wise to avoid the big names.

Here are some tools that I �nd partiularly good.

� Kaspersky Anti-Virus (http://www.kaspersky.om/kaspersky_anti-virus)

regularly gets better detetion rates than any other.

� Vexira Anti-Virus (http://www.entralommand.om/) is available for

nearly every operating system (inluding many �avors of Unix!)

� Avira (http://www.avira.om/en/produts/index.php) produes a num-

ber of anti-virus produts, and appears to o�er them for Linux as well as

Mirosoft Windows.

� AVG Free (http://free.avg.om/us-en/download-avg-anti-virus-free-edition)

is a free anti-virus tool you an use on Windows omputers. It's not as ef-

fetive as the for-pay produts, but it is pretty good ompared to nothing,

and it osts nothing!

� Clam AV (http://www.lamav.net/) is an open soure (GPL) anti-virus

toolkit for UNIX, designed espeially for e-mail sanning on mail gateways.

16.7.3 Anti-Spyware

� Spybot Searh & Destroy (http://www.safer-networking.org/) is a free

tool for deteting spyware and other privay-invalidating tools.

� BHOCop (http://www.pmag.om/artile2/0,2817,270,00.asp) helps

with those annoying browser hijaking via Browser Helper Objets (http://

en.wikipedia.org/wiki/Browser_Helper_Objet) that interat with Mi-

rosoft's Internet Explorer.

16.7.4 Anti-Worm

Automated Worm Fingerprinting

� Singh, Estan, Varghese, Savage - Automated Worm Fingerprinting (http://

seweb.usd.edu/~savage/papers/OSDI04.pdf)

Referene 20 & 32 are the ool things.
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16.8 Deteting Automated Peers

People who abuse things for money want to do a lot of it, so frequently you'll

want to try to detet them. You ould be doing this for any of a number of

reasons:

1. To prevent people from harvesting email addresses for spamming

2. To prevent bots from defaing your wiki with links to unrelated sites

3. To prevent password-guessing

Related links:

� Deteting SSH password-guessing bots (http://www.semiomplete.om/

blog/geekery/traking-ssh-bots.html)

16.8.1 CAPTCHA

A CAPTCHA is a Completely Automated Turing test to tell Computers and Hu-

mans Apart (http://en.wikipedia.org/wiki/Captha). Basially they are

problems whose answers are known and whih are di�ult for omputers to

answer diretly.

� http://www.aptha.net/

� http://www.odinghorror.om/blog/arhives/001001.html

� Reaptha allows you to use CAPTCHA to do OCR (http://reaptha.

net/)

� 3-D CAPTCHAs (http://or-researh.org.ua/)

Breaking CAPTCHAs

� PWNtha (http://sam.zoy.org/pwntha/)

� http://www.seas.upenn.edu/~se400/CSE400_2004_2005/32poster.pdf

� http://www.puremango.o.uk/m_breaking_aptha_115.php

� http://www.ito.usma.edu/workshop/2006/Program/Presentations/

IAW2006-16-1.pdf

� http://blakwidows.o.uk/blog/2007/10/06/breaking-apthas/

� http://www.s.sfu.a/~mori/researh/gimpy/
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� Amazon's �Mehanial Turk� (http://www.mturk.om/mturk/welome)

involves letting a omputer all upon a human to do a task

� A Chinese site that sells software designed to beat CAPTCHAs and ad-

vertises suess rates (http://www.lafd.om/aptha/)

16.8.2 Bot Traps

If you want to stop people from spidering your web site, you may use something

alled a �bot trap�. This is similar to a CAPTCHA in that it tries to lure bots

into identifying themselves by exploiting a behavior di�erene from humans.

� Bot-trap software (http://danielwebb.us/software/bot-trap/)

� Stopping bots with hashes and honeypots (http://nedbathelder.om/

text/stopbots.html)

16.8.3 Veloity Cheks

This is an appliation of anomaly detetion to di�erentiate omputers and hu-

mans, or to di�erentiate between use and abuse. You simply look at how many

transations they are doing. You an take a baseline of what you think a hu-

man an do, and trigger any time an entity exeeds this. Or, you an pro�le

eah entity and trigger if they exeed their normal statistial pro�le, possibly

applying mahine learning algorithms to adjust expetations over time.

16.8.4 Typing Mistakes

The kojoney honey pot (http://kojoney.soureforge.net/) emulates an SSH

server in order to gather intelligene against adversaries. Regarding how it

separates bots from humans, it says:

We, the humans, are lumsy. The sript seeks for SUPR and BACKSPACE

haraters in the exeuted ommands.

The sript also heks if the intruder tried to hange the window size

or tried to forward X11 requests.

16.9 Host-Based Intrusion Detetion

That's it man, game over man, game over!

� Aliens, the motion piture
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One important thing is that you really an't defend against an intruder with

full privileges. First disussed in Ken Thompson's 1984 lassi, Re�etions

on Trusting Trust (http://m.bell-labs.om/who/ken/trust.html), these

stealthy bakdoors beame known as rootkits, whih were installed on a om-

promised system (requiring root privileges) and hid the existene of various

things whih would give away the adversary's presene. These evolved from

simple log leaners to trojan system programs, and have now burrowed deeper

into the system as LKMs (loadable kernel modules). I have heard rumors of

some whih reside in �ash memory on graphis ards, and run on the GPU

(whih has DMA, diret memory aess), ompletely bypassing the main CPU.

Notie I say �full privileges� instead of �administrator rights� or �root aess�,

beause various people are experimenting with limiting these levels of aess in

various ways (inluding BSD seurelevel, MAC, and tamper-proof hardware like

the TPM).

Some HIDS (host-based intrusion detetion) systems that detet orruption, like

tripwire, ompare ryptographi hashes (heksums, or more generally ��nger-

prints�) against saved values to detet modi�ation of system �les. However,

this strategy has a number of limitations:

� Some �les (e.g. log �les) hange all the time.

� You may update your system frequently, and so must distinguish expeted

hanges from unexpeted.

� The plae where the hashes are stored might be modi�able (if not, how

do you update the baseline to ignore expeted hanges?) and if so, the

intruder ould update the stored hashes so that they math the orrupted

(trojaned) �les.

� The attaker ould simply alter the HIDS system itself.

The �rst two problems are soluble in fairly obvious ways. The advie experts

give on the third problem is to store the hashes on another system, or on remov-

able media. However, if the intruder has full privileges and knows how you get

the hashes onto the system (i.e. what programs are used), they ould alter the

programs (or kernel routines) used to alter the hashes on the way in, and you'd

have no way of knowing. They ould also alter them on the way bak out, so

that printing them on another system and omparing wouldn't help. Similarly,

if you detet the intrusion, you shouldn't simply log it to a �le, or send it to a

loal email address, sine the intruder ould simply erase it. This brings up a

ouple of interesting issues that led me to the following priniples.

16.10 Intrusion Detetion Priniples

Intrusions present a slightly more di�ult issue than other abuse detetion,

beause the intruder is has got ontrol of the system, and thus may attempt to

interfere with alerting and response.
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1. You should keep your detetion mehanism(s) a seret, just like a rypto-

graphi key.

2. The intrusion reates hanges in data (unproessed logs as well as intrusion

alerts per se) that move away from the intruder, reating what I all a

detetion envelope. The intruder tries to aquire privileges to expand his

reah. It is not enough to detet and report an intrusion; you must get

that information to a plae where the adversary annot be alter it to hide

his traks, whih I all out-of-reah (OOR) or the point of no revoation.

3. You have a window of time I all the detetion window where the adversary

has not yet �gured out how you are going to detet his presene and

pass the alert beyond his reah. You an think of the detetion envelope

expanding, and the adversary attempting to ath up with it. Often he

need not ompromise every system along the way, merely the one at the

edge of the envelope, to stop the propagation.

4. O�ine is usually out of reah, but may not be when the faility is not

physially seure or if the adversaries inlude an insider.

16.11 Intrusion Information Colletion

So when you detet an intrusion, you usually have a single datum; an IP address,

or a UID, something like that. This might be a good time to ollet more data

about the intrusion for later analysis. For example, you might pull DNS reords

and WHOIS assoiated with that IP, beause the databases might be under the

ontrol of the adversary, or they may hange for other reasons before you ollet

the information. This may tip o� a very lever opponent that you have deteted

them, but hanes are that they are more worried about being deteted than

you need to worry about them deteting you deteting them, sine onduting

an intrusion is frowned upon, if not outright illegal.

17 Abuse Response

Suppose you've deteted attempted abuse; now what? If you didn't intend to

do something about it, then why did you bother to detet it in the �rst plae?

Suppose further that you detet someone doing a network san, or worse, trying

to exploit your ode. This is an obvious example of I&Ws (see 33.1), and if you

detet this kind of behavior, but fail to do anything to prevent exploitation,

you may not be luky enough to detet a suessful attempt, leading to a silent

failure. Thus, beause the set of suessful attaks is inompletely-de�ned (see

4.1.4), you annot guarantee detetion, so it is often desirable to attempt to

thwart the attak by identifying and shunning the adversary (as opposed to

bloking the individual attempts themselves).

Related work:
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� OpenSIMS (http://opensims.soureforge.net/)

� Symbiot (http://www.symbiot.om/)

17.1 Abuse Alerting

All alerting systems are vulnerable to �ooding, whereby the adversary auses

many to be generated, and analyzing them onsumes resoures and takes time.

In theory, this ould buy the adversary some time (expanding the detetion

window), whereby he an get aess to a system without generating an alert,

and over his traks, so that when all the alerts are handled, he's still left with

overt ontrol of a system.

It is often easier to �ood one you have ontrol of a system, whih would suggest

a preferene for a system whih never overwrites alerts (until read or passed on).

However, it should be heked, read, and emptied on a regular basis.

Alerting systems tend to be less vulnerable to running out of spae sine they

are less voluminous than logs, and also beause the intruder gives up surprise.

You an see an obvious problem if your false positives (failed attaks) or in-

formational alerts (attaks whih are bloked at the border) are mixed in with

alerts about suessful attaks (atual penetrations into the network). While I

an see the value in determining adversary intentions, when the bullets start to

�y, the intent is obvious and you want to fous on real threats, not diversions.

All alert reording systems may run out of spae. If you overwrite old data (a

irular bu�er), you know the last system(s) ompromised, where the adversary

may not have had time to over his traks. A system whih does not overwrite

will show the original entry point into your systems. A system whih does

overwrite will show the last few systems intruded upon.

17.1.1 Possible Abuse Alerting Solutions

Tsutomu Shimomura emailed his logs to another system, whih means that

in order to hide his traks the adversary must ompromise that other system.

Thus the detetion envelope expanded to inlude that remote system. Ideally, it

should be as di�erent a system as possible (i.e. di�erent OS, so the ombination

requires more skills by the adversary to ompromise), and should be as proteted

as possible (in this ase, it should only allow email aess, but if we were using

syslog then only syslog aess). Similarly, he had his sni�er send alerts to a

pager, whih is e�etively irrevoable.

Others have suggested printing logs on a printer (logs until it runs out of paper),

or over a serial port onnetion to a MS-DOS system running a terminal program

with a srollbak bu�er enabled (logs are preserved until they are overwritten,

and it's better than paper sine �you an't grep dead trees�).
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One method I thought of would be to export the �le system via read-only NFS,

and hek it from another system. Another method involves a removable hard

drive whih is analyzed periodially on another system.

Also see 14.3.

17.1.2 Con�dentiality vs Availability Tradeo�s

Abuse alerting is an interesting ase where the tradeo�s between privay and

reliability aren't lear. What good is alerting if it doesn't alert you when you

need it?

I have heard of one ompany that uses IRC internally to do their seurity alert-

ing. While not the most on�dential of systems, it has been designed in a very

hostile network environment subjet to lots of availability attaks.

17.2 How to Respond to Abuse

17.2.1 On Observable Responses

A side-e�et of taking an observable response to an adversary's stimulus is that

they know that you are monitoring it, and based on attempts and responses,

an map out your detetion signatures, allowing them to form a feedbak loop.

They an spew random data at your system and detet when you terminate

the onnetion, and the signature is then known to be in the last few pakets.

They also know when that their suesses have bypassed the reative mehanism,

sine the onnetion is not terminated. Of ourse, the same is true of a �passive�

�rewall; they simply try onneting to every possible port, and any attempts

that sueed obviously imply one has bypassed the aess ontrol.

One amusing anedote I heard was of someone in Ireland who was organizing

politial rallies; he suspeted his phone was tapped, so he alled a o-onspirator

and let him know about a big rally at a loal pub; they went to the pub at the

appropriate time and found a large number of polie in the area, whih on�rmed

his suspiion about the tapping. In this ase, he was observing a reation of

people observing his ommuniation, and was thus able to determine the line

was tapped indiretly. This is an example of inferene (see 18.8).

17.2.2 Tainted Soures

An adversary usually starts an attak by enumerating the attak surfae (see

7.5). During this stage, some of his probes may be indistinguishable from al-

lowed tra�, and some may be identi�able as abusive, simply by the fat that

suh probes or requests are not normally allowed (see 16). One one has iden-

ti�ed that a given soure is tainted as abusive, one an deide to thwart his
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enumeration by engaging in a stiky defense; that is, every probe/query/request

from that soure address is onsidered abusive. This is very e�etive at making

network sans expensive; they will have to �gure out where the probe responses

eased being legitimate and started being abuse responses in order to get an

aurate enumeration.

I happen to like automated responses, beause I'm lazy. For example, my dy-

nami �rewall daemon (http://www.subspaefield.org/~travis/dfd/) is an

example of me trying to automate some parts of this problem.

17.2.3 Possible Responses to Network Abuse

There are a ouple of strategies one an take with regard to responding to

stimuli:

Honest Rejetion Most systems may respond to abuse attempts with an

honest rejetion message, whih may optionally be o�ensive if a human reads it.

The down side of this is that it gives the intruder a feedbak loop, and they may

beome more interested in your site than if you remained silent. For example,

if someone sends a SYN paket to a TCP port whih isn't open, the OS usually

sends bak a TCP RST (reset).

The Silent Treatment Silene is the obvious response. In network seurity,

dropping all unauthorized pakets without any response is known as the blak

hole strategy, and prevents the adversary from even knowing if you are listening

to that IP address. Permanently ignoring the host is alled shunning, though

terms vary. The adversary must at this point go bak to the last suessful

response and start over again from a di�erent soure address.

Faux Positives A false positive is when a person makes an error in lassi�a-

tion. Faux positives involve intentionally giving the adversary what they were

hoping to hear, instead of the orret answer. For example, a network san

ould reeive a SYN-ACK for every SYN it sends, making it look like every port

is open. This tehnique means that the adversary must do a more extensive

test to determine whih ports are really open or not; e�etively this negates the

value of the original test by foring it to return positive all the time.

Random Response Random responses may onfuse the adversary; he may

try something abusive (like onneting to a port he isn't supposed to, or (in a

more advaned system) attempting an exploit, and it only appears to sueed

some of the time. What is nasty about this is that he doesn't get �all yes� or

�all no�, but rather a more ompliated result.
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When a game of hane pays out on a random shedule, this is known as �random

reinforement� and has been demonstrated to inrease the number of times that

a person plays the game. It may even make them do it ompulsively, trying to

�gure out what the pattern is. It may also lead to �magial ideation�, whereby

the person makes up a faniful reason to explain the results (�I always roll seven

after rolling �ve�). This is misinformation (see 32.11).

When one does this in a �stiky� manner - that is, one you detet an adver-

sary, you always return a random response, even to non-abusive queries (like

onneting to port 80 on a publi web server), you an ause the opponent to

enter a very strange and frustrating senario, and even if they �gure out what

is going on, they do not know exatly when it started, so have to verify their

san results - but attempting the same san will generally get them deteted in

the same plae!

Resoure Consumption Defenses In these, one attempts to make the ad-

versary spend as many resoures as possible. Most frequently, this involves time,

so this is a delaying tati.

� Tarpit / Teergrube (http://en.wikipedia.org/wiki/Tarpit_%28networking

%29)

The Simulation Defense Simulation is the most sophistiated and subtle

tehnique; you allow the target to think that they have done something they

have not. If you determine that someone has in�ltrated your organization, you

an assign them to tasks that give your adversary a misleading view of your

organization. This is disinformation (see 32.11).

In an authentiation system whih re-uses guessable passwords (see 11.9), you

ould strengthen it by onneting them not to the real system, but to a honeypot

system. Similarly, a web site ould fake a suessful login and give the adversary

a GUI whih appears to work but atually does nothing. One of the impliations

of the base-rate fallay (see 4.1.2) is that if you give a false positive at a very low

rate (say .1%), then someone who has a small hane of sueeding (say .01%)

is going to have 10 false positives for every orret password. However, a user

who gets their password orret 50% of the time (a very poor typist) has only

one false positive for every 1000 orret password entries. Thus, adversaries are

muh more likely to be redireted to the simulation than real users. The purpose

of this ould be to onfuse, delay, trae, or feed disinformation (see 32.11) to

the adversary. For example, if the person is using your system to steal money,

you may have some plausible-sounding reason why you annot get it to them in

the way they expeted, and by athing them o�-guard, get them to give you

some identifying information whih ould allow you to have them arrested.

� http://www.hakosis.om/index.php/2007/12/15/onept-seurity-by-deeption-with-emulation/
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� http://ha.kers.org/blog/20060703/the-matrix-as-a-seurity-model/

� http://ha.kers.org/blog/20071216/matrix-re-loaded/

Fishbowls If you prevent an attak, you learn very little about the goals

and intentions of the adversary. IDS systems alert you to an adversary, and

so you an monitor and learn about them. By ontrast, an IPS terminates the

onnetion and possibly bloks the adversary, so you prevent the attak but learn

very little about their intentions. Transparently redireting them to a �shbowl

seems to get the both of best worlds; they interat with a simulated system, and

you monitor them to gain intelligene about their motives, and possibly about

their identity. The earliest example of this kind of virtualized monitoring I

know of is reounted in An Evening with Berferd (http://www.all.net/books/

berferd/berferd.html). Usually people refer to these systems as honeypots

(see 16.5), but I all them �shbowls here to make a distintion between drawing

in the adversary and overtly monitoring them.

Hak-Bak First, let me say don't do this, sine it is probably illegal. I

inlude it only for ompleteness.

Reverse-Hak If they try guessing aounts and passwords on you, simply

try them against the remote peer.

Mirror Defense Marus Ranum suggested simply swapping the destination

and soure IPs, and send the paket bak out. That way, they end up sanning

or haking themselves. This ould be a bit triky to get the return tra� bak

to them though.

Counterhak

Who knows what evil lurks in the hearts of men?

The Shadow knows!

� The Shadow radio drama (http://en.wikipedia.org/wiki/The_

Shadow)

Counterhaking is using haking tehniques against hakers. It is possible to

exploit vulnerabilities in malware and exploit ode (http://blog.wired.om/

27bstroke6/2008/04/researher-demo.html). In fat, many PoC exploits

are written in C and have bu�er over�ows in them, and it would be relatively

trivial to exploit the exploit. One an imagine systems that listen for network

attaks generated by vulnerable exploit ode and automatially respond in kind,

whih despite usually being illegal, has a ertain symmetry and poeti justie

to it. Do suh systems exist? Only the shadow knows.
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17.3 Identi�ation Issues

So when someone is abusing your system, you may be limited in your ability to

identify the prinipal involved. It may be malware on a user's mahine, someone

using a sni�ed or stolen password, someone at an Internet afé, someone on a

shared system, et. Also, people who abuse your system tend to take measures

to anonymize themselves. Therefore, your identi�ation will run a spetrum like

this:

1. A network address

2. A user on a remote host

3. A partiular aount within your system (via key, passphrase, et.)

4. A person (via biometris)

Thus, when you detet abuse, one or more of these identities may aumulates

�negative karma�. For example, a partiular IP may hammer your system. You

ould blok that partiular IP, but you may also wish to see whih aounts

have logged in from that IP reently and apply some sort of mild punishment

there as well, like rate-limiting or something like that.

17.4 Resoure Consumption Defenses

A resoure onsumption attak is often alled Denial of Servie or DoS. In

this ase, the adversary tries to deprive the rightful users of some system some

ritial resoure.

The best way to defend against these is to set a limit or quota to some entity that

you an identify (see 17.3). Often times you an't identify people or groups, but

merely some address, like an email address or an IP address. If any anonymous

user an aess your servie, for example beause it is a publi web site, then

the adversary may be able to respond to quotas by simply using more identities

(e.g. oming from multiple IPs by using a botnet). Therefore, you want your

site to be salable.

Basially, DoS is a numbers game. What you want to do is identify maliious

requests from legitimate ones via some signature, and do as little work as possi-

ble on the maliious ones before deiding to ignore them. So ideally, you do the

heap tests �rst; there are a number of little triks that fall into this ategory:

� Before letting a paket in, your �rewall deides if the IP address is allowed

in, otherwise it bloks it

� Before letting a paket in, your �rewall might be able to tell if the paket

is from an IP address that you an respond to, otherwise (e.g. bogon list,

http://www.ymru.om/Douments/bogon-list.html) you rejet it.
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� Digital signatures are expensive, so before omputing one, see if the key

used to sign it is one that you trust; otherwise, why hek the digital

signature? Of ourse, this means an API where you an tell it what keys

are trusted before any operations take plae.

� If you have a list of authorized users, do as little work as you an before

identifying them. For example, the seure networking protool Photuris

(http://tools.ietf.org/html/rf2522) sends an �anti-logging token�,

or ookie, to the remote peer and waits for the peer to send it bak be-

fore doing any more work. Of ourse this an add a round-trip to some

protools, but if it prevents doing an expensive operation it may be worth

it.

17.5 Proportional Response

Due to the risk of false positives in detetion, the di�ulty of identi�ation,

legal rami�ations, and the possibility of ollateral damage, you want to have a

�exible response. Responding with �overwhelming fore�, while tempting, may

hurt more than it helps:

� You may lose the �moral high ground�, and the publi may turn against

you.

� You may lose the sympathy of a jury, or judge, or someone whose opinion

you herish.

� You may ause your adversaries to hate you, at whih point they may de-

ide that instead of wanting to maximize their gain, they want to maximiz-

ing your pain. They may even deide that they would give up everything

in order to harm you, in whih ase they will almost ertainly sueed.

Even if they don't, you will spend more resoures defending yourself than

if you had merely thwarted their plans in a way that didn't arouse suh

enmity.

Here is a sample spetrum of responses, ranging from trivial to emphati:

1. Log the event for manual audit but take no other ation

2. Temporarily lok the aount

3. Shun their IP at the �rewall for the web server only

4. Shun their IP at the �rewall for all ports

5. Take your system ompletely o�ine

6. Shut down your system
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7. Cut power to the data enter

8. Send a team of ventilation engineers to the adversary's geographial loa-

tion to aspirate them

9. Launh an anti-radiationmissile (http://en.wikipedia.org/wiki/Anti-radiation_

missile) in the general diretion of their signal as indiated by the diretion-

�nding (http://en.wikipedia.org/wiki/Diretion_finding) equipment

2

Not all detetion events are reated equal! You may want to respond to some

in one way, and others in another way.

Perhaps someone should apply a soring mehanism (like those of spam signa-

tures) to network events to deide when to shun or do other things.

18 Forensis

� http://www.forensiswiki.org/

18.1 Forensi Limitations

Absene of evidene is not evidene of absene.

� Sienti� Adage (http://en.wikipedia.org/wiki/Argument_from_

ignorane)

Forensis has limits. For example, it's not unommon when dealing with skilled

intruders to �nd that they've symlinked a shell history �le to /dev/null, or that

the last line of a log �le is something like rm /var/log/sudo or bash -i. It is even

possible that a very skilled and disiplined adversary would leave the system in

a state that the forensis indiate one thing, but is disinformation; I've never

heard of anything that subtle in pratie, but then again, what are the hanes I

would? When you're ompromised, you don't know when it originally happened,

and so bakups are of little use; one an't be sure if the bakups ontain bak

doors. Thus, it seems like the only way to be sure of extermination is to wipe

the state of any mahines that might be ompromised or orrupted, and start

from srath. However, before doing so, you should do your best to make a full

bakup of the ompromised system for forensi analysis. You'd like to identify

any possible intrusion vetors and make sure the new system doesn't have the

same vulnerabilities, lest the situation repeat itself.

2

This is the standard response to people who set up jammers in military engagements.

Don't try that at home.
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18.2 Remnant Data

�Deleted� but not overwritten.

� IzzySoft ext3undel (http://projets.izzysoft.de/tra/ext3undel)

18.3 Ephemeral Data

Suh as the data in a page �le. It's valuable beause people usually don't realize

it's there, and so fail to wipe it.

18.4 Remnant Data

Suh as the reently-deleted data in Word douments. Apparently it's just a

memory dump, eww. It's interesting beause it's not normally visible.

18.5 Hidden Data

Suh as UUIDs embedded in any MS O�e doument. It is even possible to

identify omputers remotely by their TCP lok skew (http://www.aida.org/

publiations/papers/2005/fingerprinting/).

18.6 Metadata

Suh as aess times. Shimomura used aess times to �gure out what Mitnik

ompiled.

� The Coroner's Toolkit (http://www.porupine.org/forensis/tt.html)

� The Sleuth Kit (http://www.sleuthkit.org/)

18.7 Loating Enryption Keys and Enrypted Data

� Playing Hide and Seek with Stored Keys (http://www.s.jhu.edu/~astubble/

600.412/s--papers/keys2.pdf)
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18.8 Forensi Inferene

Often, what quali�es as proof in a ourtroom isn't the same thing a mathemati-

ian onsiders proof. Further, in ivil ases in the US you don't need proof,

just a preponderane of evidene. And intelligene (or now, terrorism) investi-

gations usually have far less of a burden of proof. And even if you are going for

solid proof, you hardly ever begin an investigation with it; that's why it's alled

investigation. Thus, hunhes are quite valuable.

If you believe that a person murdered someone in his kithen, and there's a

spot of bleah residue on the �oor but in a blood spatter pattern, then you an

reasonably assume that he did not spatter bleah on his kithen �oor, although

that is possible in theory. Thus, if doing thing A implies B, and one is unlikely

to do B alone, then if B is indiated, one may infer a likelihood of A.

19 Privay

�You have zero privay anyway. Get over it.�

� Sott MNealy, CEO of Sun Mirosystems, 21 Jan 1999

19.1 Mix-Based Systems

Mix-based systems essentially rely on a node having multiple inputs and outputs,

and an outside observer annot tell whih maps to whih beause they are

enrypted on one or (ideally) both sides, and there may be a random delay

between input and output. Sometimes mixes operate with one output oinident

with one input, so a ertain amount of tra� is required to keep it �alive�. The

job of the mix is to hide the orrelation between input of a message and its

output. Generally the ommuniation exits the mix system unenrypted, whih

means the exit nodes have more privilege to see tra� than other nodes in the

�loud�.

19.1.1 Anonymous Remailers

Anonymous remailers attempted to mail things through a onfusing network in

an attempt to hide who originally sent an email.

� http://en.wikipedia.org/wiki/Remailer

19.1.2 Crowds

Crowds attempted to hide individual web browsing ation in the hub-bub of a

rowd of users.
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� http://en.wikipedia.org/wiki/Crowds

19.1.3 Tor

The Onion Router (TOR) was originally a military projet that routed web

tra� around in a onfusing way.

� http://www.torprojet.org/

19.2 Distros

� Tin Foil Hat Linux (http://tinfoilhat.shmoo.om/)

� Anonym.OS (http://soureforge.net/projets/anonym-os/)

20 Intrusion Response

I say we take o� and nuke the entire site from orbit. It's the only

way to be sure.

� Aliens, the motion piture

20.1 Response to Worms and Human Perpetrators

Due to the limitations of forensis and our ability to know what a partiularly

lever intruder did while in our network, and the possibility of the intruder

leaving bak doors or overt hannels, my philosophy favors the extreme method

of reinstalling every system whih you believe may have been a�eted by the

intruder. This is one reason why I favor prevention over detetion.

Even that may be insu�ient, in ertain ases.

Nevertheless, that is far too extreme for many people, and the vast majority of

intruders are �sript kiddies�, whose modus operandi are obvious, espeially if

you an aquire their sript. The trend now seems to be low-level intrusion with

no privilege esalation, beause aquiring root tends to draw the attention of the

system administrators, whereas non-root users are su�ient for sending spam,

performing DoS, and logging into IRC. Thus, in some ways, the evolution of

intrusions mirrors that of infetions diseases, in that things whih eliit a lethal

response from the host are evolutionary disadvantages.
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20.2 Response to Malware

Bak in the early days of virii, it was possible to �nd out what the virus did

and ure the omputer of the infetion by undoing whatever it did.

However, now the trend seems to be that an initial malware installation is a

�bot� that aquires a ommuniation hannel to the �botmaster�, who an then

diret the malware to download other programs, possibly rootkits, so it beomes

di�ult to know what exatly has happened to the omputer.

Furthermore, some malware will download and install some easily-found mal-

ware, whih is there to give the system administrator something to �nd, while

the real bot and malware remain hidden.

Another trend is the development of targeted malware to infet ertain systems.

This malware may not have been seen by the anti-virus vendor, and therefore

is unlikely to be aught.

Thus, the reommended solution is to reover an uninfeted system from bak-

ups. One an not simply rely on anti-malware tools to do the job.

There are also web pages out there that purport to tell you how to remove a

virus, but in doing so, you install another virus. Caveat emptor!

21 Network Seurity

21.1 The Current State of Things

At this point, I have just read the intrusion detetion setion of Extreme Exploits

and �nd myself unable to add anything to it. What follows is what I wrote prior

to reading that, and rather than paraphrase their exellent work, I'm going to

punt and just refer you to it. I hope readers understand that I want to fous on

adding value, not just repeating what has already been said, and so my time is

better spent on other topis until I have something novel to say. What follows

is a rough outline I wrote earlier.

The urrent state of network seurity detetion tools breaks down as follows;

network intrusion detetion systems (NIDS) sit at hoke points and look at

tra� and alert for what it thinks are intrusions. If they take steps to tear

down the onnetion, it is alled a reative NIDS. If it sits in-line and stops

passing data for onnetions deemed to be maliious, it is alled an intrusion

prevention devie (IPS).

Network seurity aess ontrol devies break down as follows. Firewalls are

the most familiar and ome as paket �lters or proxy-based �rewalls. They are

starting to get more and more omplex, going from stateless (e.g. assumes a

TCP ACK orresponds to a valid onnetion, has di�ulty telling valid UDP

responses from unsoliited UDP pakets) to stateful (traks valid onnetions,

89



an �rewall UDP e�etively) and now the new buzzword is deep paket inspe-

tion. That just means it's looking at layer 7 (appliation layer) data and making

aess ontrol deisions on that, so it an blok ertain kinds of HTTP tra�

but not others; this is a natural evolution for paket �lters and provides them

with most of the bene�ts of proxy-based �rewalls. Virtual Private Network

Conentrators (VPN endpoints) basially handle the enryption and deryption

for remote systems with VPN onnetions.

I an't think of a good reason why these all need to be separate hardware devies,

and suspet that as general-purpose omputer performane inreases the low

end of the market will be inreasingly onverting to software-based solutions

running on ommodity hardware. One argument is that dediated hardware

is more reliable, but it will inevitably be heaper and more e�etive to ensure

reliability and availability with redundany than with premium hardware. The

general belief is that Google's seret to �nanial suess is �smart software, heap

hardware�. Hardware osts don't amortize the way software development osts

do.

21.2 Tra� Identi�ation: RPC, Dynami Ports, User-

Spei�ed Ports and Enapsulation

21.2.1 RPC

Bak in the day, a number of network servies used remote proedure alls

(RPC). When these servies start up, they bind to a port (often in a ertain

range but not always the same port). They then register themselves with a

program alled the portmapper. To talk to an RPC servie, you �rst ask the

portmapper (on port 111) what port that RPC servie is listening on, then you

talk to the RPC servie. Needless to say, this is extremely di�ult to �rewall,

and even if you ould do it right, an internal mahine might reboot, and when

it omes bak up the RPC servie might be on a di�erent port. So the normal

poliy is to simply not allow aess to these ports through the �rewall, whih is

easy when the poliy is default deny; you just ignore them.

21.2.2 Dynami Port Numbers

Other protools, like SIP and FTP, use dynami port numbers. Some fany

paket �lters do layer-7 inspetion to respond to these, whih has the following

problem. A user onnets to a web site, and the web site has a java applet whih

onnets bak to the web site, but on port 20 (FTP ontrol hannel). This is

allowed beause the java applet seurity model assumes it's okay for an applet

to phone home. The applet then emulates a real FTP onnetion, but sends

an interesting port number as the data hannel (say, port 22). The �rewall

then allows the web site to make another onnetion bak to the internal node's
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port 22, thinking that it is part of an FTP transfer. The solution is to use

appliation-layer proxies.

Now some network administrators would like to give low priority (QoS, DSCP)

values to ertain tra� (espeially bittorrent), or blok it entirely. Normally

this would be done by lassifying the tra� on the anonial port numbers as

bittorrent, and assigning it to the bulk queue. However, the end user may not

desire that, and so may on�gure bittorrent to talk on a di�erent port. This

is a perfet example of an �insider threat�, though not a partiularly maliious

one.

21.2.3 Enapsulation

A similar issue exists with enapsulation within another protool, espeially

HTTP/HTTPS. Although normal HTTP requests for HTML douments are

onsidered essential to business and not a signi�ant network seurity threat,

there are other data transfers done through HTTP, suh as WebDAV or stream-

ing media or espeially skype, whih may have signi�antly di�erent or unknown

seurity impliations. Or the system may be too new to know to the admin-

istrator's satisfation; seurity is a proess of breaking systems and learning

about the �aws we �nd. Thus �new� means we're just starting to learn about

it, but it does not mean that the seurity is worse, or that we know less about

it than some older system. Take are that you don't get so lazy that new be-

omes synonymous with risk, or that risk means undesirable; it may well be that

the upside potential is greater than the downside, or that the goodwill it earns

you with the users is worth the risk of more seurity inidents; it all depends

on your resoures, risk tolerane, onsequenes of a seurity breah, and other

non-tehnial fators.

21.2.4 Possible Solutions

I suspet that the solution to this mess is twofold; �rst, we do our network data

inspetion prior to enryption, whih means on the sending mahine, where that

is possible. It is logial (or at least ommon) to trust suh systems more than

systems without suh a host-based agent, and to trust those more than systems

belonging to other parties (e.g. an ISP's ustomers or a business partner), and

to trust those less than systems belonging to unidenti�ed parties (wi�, Internet).

The seond prong would be network seurity systems whih look at network

tra� and lassify the protool in use based on the data it ontains (like �n-

gerprinting a network servie, or like using �le(1) to identify what kind of data

a �le ontains). It is not neessary to narrow it down to one protool; if we

say that a ertain network �ow has permission to pass through the �rewall to

host X Y or Z, then the stream an be treated as though it had the interse-

tion of the permissions for all possible protools. For example, if FTP should
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never pass to anything but port 21, and HTTP an pass only to hosts X and

Z, then a stream whih may be either may only pass to port 21 on hosts X and

Z; this onvention prevents violation of any network �ow seurity poliy. If our

lassi�ation is only guesswork, then we need not be so strit, beause we an't

end up with more ertainty than we started, and it may be reasonable to allow

the union of all permissions (so as to avoid stopping legitimate tra�), or some

other ombination.

21.3 Brute-Fore Defenses

Brute-fore attaks simply try ommon passwords and other identi�ers. They

are a major nuisane on the net right now. They are primarily foused at SSH

and email servies, where users may hoose their own passwords. Brute-foring

is usually ine�etive at systems whih use ryptographi keys to protet a servie

(see 11.9).

� DenyHosts (http://denyhosts.soureforge.net/)

� Fail2Ban (http://www.fail2ban.org/wiki/index.php/Main_Page)

� lsh (http://www.lysator.liu.se/~nisse/lsh/)

21.4 Federated Defense

If the same intruder tried something maliious against one mahine, and you

ontrol two of them, wouldn't it be prudent to blok aess to both mahines

instead of just the one? The same goes with sites, or orporations. DenyHosts

(http://denyhosts.soureforge.net/) an be used in this mode, but I don't

know of any other federated defense systems.

21.5 VLANs Are Not Seurity Tehnologies

� http://www.spirit.om/Network/net0103.html

21.6 Advaned Network Seurity Tehnologies

Very ool, but not for the novie. I will annotate these links later.

� Port San Auto Detetor (http://www.ipherdyne.om/psad/) is a Linux

tool that allows you to detet port sans and blok them, even if the �re-

wall bloked all of the pakets in the san.
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� The fwsnort program (http://www.ipherdyne.om/fwsnort/) takes snort

rules and generates iptables log �le patterns whih would detet the same

things as snort would, but works whether or not iptables bloks the pak-

ets.

� The fwknop program (http://www.ipherdyne.om/fwknop/) allows you

to do single-paket authentiation (SPA), whih is like port knoking, on

Linux-based systems.

� The Dynami Firewall Daemon (http://www.subspaefield.org/~travis/

dfd/) allows you to programmatially aess and hange �rewall rules.

� The grok projet (http://www.semiomplete.om/projets/grok/) parses

�les and automagially bloks maliious hosts.

� http://tumbler.soureforge.net/

� http://shimmer.soureforge.net/

22 Email Seurity

22.1 Unsoliited Bulk Email: Email Spam

Spamming is the abuse of eletroni messaging systems to indisrim-

inately send unsoliited bulk messages. While the most widely re-

ognized form of spam is e-mail spam, the term is applied to similar

abuses in other media: instant messaging spam, Usenet newsgroup

spam, Web searh engine spam, spam in blogs, wiki spam, mobile

phone messaging spam, Internet forum spam and junk fax transmis-

sions.

� Wikipedia (http://en.wikipedia.org/wiki/Spam_)

Every program attempts to expand until it an read mail. Those

programs whih annot so expand are replaed by ones whih an.

� Zawinski's Law (http://www.atb.org/jargon/html/Z/Zawinskis-Law.

html)

22.1.1 Content �ltering

Filtering happens as or after the message has been aepted. There are many

kinds of �ltering.

� How to Beat an Adaptive Spam Filter (http://www.jg.org/SpamConferene011604.

pps)
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Signature Mathing Looks for ertain signatures of spam and �lters them

out.

Bayesian Filtering This has to do with deiding what words, phrases, et.

suggest spam, and whih suggest ham.

dspam (http://dspam.nulearelephant.om/)

rm114 (http://rm114.soureforge.net/)

Limitations One you've aepted an email, it's on your system. If you now

deide it's spam, you an either hoose to drop it silently (inurring the possibil-

ity of silent failures for false positives) or boune it possibly ausing baksatter

(http://en.wikipedia.org/wiki/Baksatter_%28e-mail%29).

With Bayesian �ltering, spammers inreasingly just add a bunh of non-spammy

words to their email. It looks like gibberish.

22.1.2 Throttling and Delays

� Greylisting is my favorite anti-spam tehnique (http://en.wikipedia.

org/wiki/Greylisting)

Limitations Spammers just wait a while and retry from the same IP address.

Hopefully by that time, they're blaklisted.

There are inompatible senders - for example, they may try delivery one and

that's it, or many systems may work from the same queue and thus the same

IP will never retry the send.

22.1.3 Bloking Known O�enders

� DNS blaklisting (http://en.wikipedia.org/wiki/DNSBL)

Limitations Where's the money in keeping suh lists up to date, and defend-

ing against spammer lawsuits?

22.1.4 Authentiation for Sending Email

� SMTP-AUTH email authentiation (http://en.wikipedia.org/wiki/

SMTP-AUTH)

This makes people prove who they are before they are allowed to send mail via

SMTP.
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22.1.5 Network-Level Authentiation Tehniques

� Sender Poliy Framework (http://www.openspf.org/)

� Domain Keys Identi�ed Mail (http://www.dkim.org/) helped to knok

E-Bay and Paypal down from being the number one phishing target

These are designed to prove that one's email is legitimately from your organi-

zation, but do not atually say anything about whether it is spam or not.

22.1.6 Message-Level Authentiation Tehniques

� OpenPGP (http://www.openpgp.org/)

� S/MIME (http://en.wikipedia.org/wiki/S/MIME)

These prove that an email is from an individual, but do not atually say anything

about whether it is spam or not.

22.1.7 Miropayment Systems

� Miropayments (http://en.wikipedia.org/wiki/Miropayment)

If people paid for the privilege of sending email, perhaps they wouldn't spam.

Limitations Nobody will send you any email.

People you want to talk to won't send you as muh email.

It won't stop spam, any more than paying the ost of stamps stops unsoliited

bulk physial mail.

22.1.8 Insolubility

� You Might Be an Anti-Spam Kook If... (http://www.rhyolite.om/

anti-spam/you-might-be.html)

� Response to Final Ultimate Solution to the Spam Problem (http://

laws2.nfshost.om/fussp.html)
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22.2 Phishing

In omputing, phishing is the riminally fraudulent proess of at-

tempting to aquire sensitive information suh as usernames, pass-

words and redit ard details, by masquerading as a trustworthy

entity in an eletroni ommuniation. Communiations purporting

to be from PayPal, eBay, Youtube or online banks are ommonly

used to lure the unsuspeting. Phishing is typially arried out by

e-mail or instant messaging, and it often direts users to enter details

at a website.

� Wikipedia (http://en.wikipedia.org/wiki/Phishing)

22.3 Frameworks

22.3.1 spamassassin

� Spamassassin (http://spamassassin.apahe.org/)

The most popular framework that implements �signature �lters�, as well as

bayesian and other tools (like p0f), and uses them all in a large soring system.

23 Web Seurity

This setion overs the seurity of web browsers and (server-side) appliations.

The main organizations whih deals with these issues are:

� OWASP (http://www.owasp.org/)

� WASC (http://www.webappse.org/)

� Web User Interation: Threat Trees (http://www.w3.org/TR/ws-threats/)

� Web Seurity Wiki (http://www.w3.org/Seurity/wiki/Main_Page)

Also, the subjet of web seurity also is intimately tied with Certi�ation Au-

thorities (see 28.9.3).

23.1 Diret Browser Attaks

People treat web browsers as though they were safe to use, but I do not onsider

them to be so. It is my opinion that most web browsers are far too omplex to

onsider HTML ompletely passive. If you need some onvining, you an read

up on browser seurity at the following sites:
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� Uninformed Journal (http://www.uninformed.org/)

� Rsnake's Vulnerability Lab (http://ha.kers.org/weird/)

� Rsnake's blog, ha.kers.org (http://ha.kers.org/blog/)

� GreyMagi Internet Explorer Seurity Researh (http://www.greymagi.

om/seurity/advisories/)

� Digirime (ironi site): http://www.digirime.om/

� Sott Shnoll's Internet Explorer Seurity Center (http://www.nwnetworks.

om/ies.html)

� Assorted Browser Vulnerabilities (http://selists.org/fulldislosure/

2007/Jun/0026.html)

� Jeremiah Grossman's blog (http://jeremiahgrossman.blogspot.om/)

� Zalweski'sBrowser Seurity Handbook (http://ode.google.om/p/browserse/)

23.2 Indiret Browser Attaks

There are many attaks whih don't try to exeute arbitrary ode in the browser,

but instead attak the logi in the browser in order to get the browser to do

something for the user whih the user didn't intend. This is a spei� instane

of something alled the onfused deputy problem (http://en.wikipedia.org/

wiki/Confused_deputy_problem), �rst desribed by Norm Hardy.

23.2.1 Cross-Site Request Forgery (CSRF)

A good example of the onfused deputy problem is ross-site request forgery,

also known as CSRF (http://en.wikipedia.org/wiki/CSRF), where the user's

browser is triked into visiting a URL for a site, and if the user's ookies are

su�ient to authorize the request (i.e. they are logged in at that moment), then

the user has atually authorized something without knowing it.

23.2.2 Cross-Site Sripting (XSS)

A similar attak is Cross-Site Sripting (http://en.wikipedia.org/wiki/Cross_

site_sripting), also known as XSS. In this, the adversary triks a web site

that you trust into displaying some maliious HTML. That is, it exploits your

trust for the website, by getting his attak ode to appear on the trusted website.

This is a good example of a possible vulnerability in giving some subjets more

privileges than others; the adversary may be able to masquerade as the privi-

leged entity (i.e. by doing DNS hijaking and presenting a fake SSL erti�ate),

or in this ase trik it into doing his bidding.
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This attak is partiularly devastating due to the same origin poliy (http://

en.wikipedia.org/wiki/Same_origin_poliy), whih states that ode dis-

played from one origin an do whatever it wants to the HTML that omes

from the same origin. In e�et, it gives an attaker near-total ontrol of what

happens on that site in the user's browser, allowing him to steal ookies, ap-

ture login redentials, and so on. In fat, it ompletely neutralizes any CSRF

ountermeasures the site may deploy.

This attak is often used for redential theft.

� Stay Ahead of Web 2.0 Worms - XSS Marks the Spot (http://www.

regdeveloper.o.uk/2008/01/07/xss_tatis_strategy/)

� Rsnake's XSS �lter evasion (http://ha.kers.org/xss.html)

� XSS FAQ (http://www.giseurity.om/artiles/xss-faq.shtml)

23.2.3 Session Fixation

� Wikipedia artile on Session Fixation (http://en.wikipedia.org/wiki/

Session_fixation)

Rsnake points out that session �xation ould be its own lass of attak, as I have

indiated here, but that it usually ours in the ontext of a ross-site sripting

attak.

23.2.4 UI Attaks

These attaks fous on triking the user by manipulating what he or she sees

on the sreen.

� Clikjaking (http://www.setheory.om/likjaking.htm), another

instane of onfused deputy problem (http://en.wikipedia.org/wiki/

Confused_deputy_problem)

� Phishing (http://en.wikipedia.org/wiki/Phishing)

� Drag and Drop Exploits (TODO: URL needed)

23.2.5 Less Important Attaks

� CSS History Stealing (http://jeremiahgrossman.blogspot.om/2006/

08/i-know-where-youve-been.html)

� Intranet Haking (http://jeremiahgrossman.blogspot.om/2006/07/

my-blak-hat-usa-2006-presentation.html)

98

http://en.wikipedia.org/wiki/Same_origin_policy
http://en.wikipedia.org/wiki/Same_origin_policy
http://www.regdeveloper.co.uk/2008/01/07/xss_tactics_strategy/
http://www.regdeveloper.co.uk/2008/01/07/xss_tactics_strategy/
http://ha.ckers.org/xss.html
http://www.cgisecurity.com/articles/xss-faq.shtml
http://en.wikipedia.org/wiki/Session_fixation
http://en.wikipedia.org/wiki/Session_fixation
http://www.sectheory.com/clickjacking.htm
http://en.wikipedia.org/wiki/Confused_deputy_problem
http://en.wikipedia.org/wiki/Confused_deputy_problem
http://en.wikipedia.org/wiki/Phishing
http://jeremiahgrossman.blogspot.com/2006/08/i-know-where-youve-been.html
http://jeremiahgrossman.blogspot.com/2006/08/i-know-where-youve-been.html
http://jeremiahgrossman.blogspot.com/2006/07/my-black-hat-usa-2006-presentation.html
http://jeremiahgrossman.blogspot.com/2006/07/my-black-hat-usa-2006-presentation.html


� Cross-Zone Sripting (http://en.wikipedia.org/wiki/Cross-zone_sripting)

� Cross-Site Cooking (http://en.wikipedia.org/wiki/Cross-site_ooking)

� Session Poisoning (http://en.wikipedia.org/wiki/Session_poisoning)

� Pharming (http://en.wikipedia.org/wiki/Pharming)

� Page Hijaking (http://en.wikipedia.org/wiki/Page_hijaking)

� Grossman's 2006 Javasript Port-Sanning Malware (http://root.ysx.

net/douments/bhusa2006/033_Grossman.pdf)

� SPI Dynamis 2006 Javasript Port-Sanning Malware (http://www.spidynamis.

om/assets/douments/JSportsan.pdf)

� DNS Rebinding (http://rypto.stanford.edu/dns/, http://en.wikipedia.

org/wiki/DNS_rebinding)

These all involve not bugs in the browser or web appliation, but rather unex-

peted onsequenes of the way the web works. I need to think hard about how

to ategorize these when I get some time and make sure they belong here.

23.3 Web Appliation Vulnerabilities

� OWASP Top Ten (http://www.owasp.org/index.php/Category:OWASP_

Top_Ten_Projet)

23.3.1 Remote File Inlusion

� Wikipedia: Remote File Inlusion (http://en.wikipedia.org/wiki/Remote_

File_Inlusion)

� Remote File Inlusion (http://projets.webappse.org/Remote-File-Inlusion)

� Large List of RFIs (http://ha.kers.org/blog/20100129/large-list-of-rfis-1000/)

23.4 Relevant Standards

� Payment Card Industry (PCI) Standard (http://usa.visa.om/download/

business/aepting_visa/ops_risk_management/isp_PCI_Data_Seurity_

Standard.pdf)

23.5 Crawler Attaks

Crawlers and indexers an be vulnerable to parsing and ode over�ows. And

if they follow links, they an be triked into exeuting some web-based attaks.

99

http://en.wikipedia.org/wiki/Cross-zone_scripting
http://en.wikipedia.org/wiki/Cross-site_cooking
http://en.wikipedia.org/wiki/Session_poisoning
http://en.wikipedia.org/wiki/Pharming
http://en.wikipedia.org/wiki/Page_hijacking
http://root.yscx.net/documents/bhusa2006/033_Grossman.pdf
http://root.yscx.net/documents/bhusa2006/033_Grossman.pdf
http://www.spidynamics.com/assets/documents/JSportscan.pdf
http://www.spidynamics.com/assets/documents/JSportscan.pdf
http://crypto.stanford.edu/dns/
http://en.wikipedia.org/wiki/DNS_rebinding
http://en.wikipedia.org/wiki/DNS_rebinding
http://www.owasp.org/index.php/Category:OWASP_Top_Ten_Project
http://www.owasp.org/index.php/Category:OWASP_Top_Ten_Project
http://en.wikipedia.org/wiki/Remote_File_Inclusion
http://en.wikipedia.org/wiki/Remote_File_Inclusion
http://projects.webappsec.org/Remote-File-Inclusion
http://ha.ckers.org/blog/20100129/large-list-of-rfis-1000/
http://usa.visa.com/download/business/accepting_visa/ops_risk_management/cisp_PCI_Data_Security_Standard.pdf
http://usa.visa.com/download/business/accepting_visa/ops_risk_management/cisp_PCI_Data_Security_Standard.pdf
http://usa.visa.com/download/business/accepting_visa/ops_risk_management/cisp_PCI_Data_Security_Standard.pdf


23.6 SSL Certi�ates Made Redundant

We just erti�ed our x.509 SSL erts with the Department of Re-

dundany Department's CA erti�ate.

When you pay a Certi�ation Authority

3

a large sum of money to ertify you

(and issue a erti�ate as a by-produt of that erti�ation proess), they hek

your information against the system of reord to make sure you are the person

who owns the domain. Therefore, unless they hek something else, they an

never give higher assurane than the registrar, whih makes you wonder why

they even exist; you ould just get a erti�ate from the registrar, and that

would, in theory, give us more seurity. As Lynn Wheeler puts it, these are

basially o�ine heks, derived from letters of redit (http://en.wikipedia.

org/wiki/Letters_of_redit) in the sailing ship days. They are signi�antly

less seure than an online system. To allow for revoation, all lients must hek

them against a erti�ate revoation list (CRL). To allow for instant revoation,

you have to be online with the soure of the CRL. Of ourse, if you're already

doing that, why use erti�ates at all? Just ask the person who would have

issued the erti�ate for the appropriate publi key (see 11.6).

24 Software Seurity

24.1 Seurity is a Subset of Corretness

If we make the (rather large) assumption that the design is seure, then one is left

with implementation vulnerabilities. These are exploitable bugs. Corret ode

has no bugs. Thus, we should shoot for orret ode, and we will get seure ode

as a happy side-e�et. It is possible to design ode so that you an formally ver-

ify orretness (http://en.wikipedia.org/wiki/Formal_verifiation), but

you annot generally prove orretness for arbitrarily-strutured programs.

Any software system whih has not been proven orret may have implementa-

tion vulnerabilities. Put another way, any system whih proesses data whih

may be ontrolled or a�eted by the adversary ould be ompromised. This

inludes seurity monitoring systems; there have been a number of bugs in tp-

dump's deoding routines. If the system an be ompromised non-interatively,

then even a system whih passively reords data, and analyzes it o�ine, ould

be vulnerable.

24.2 Seure Coding

� CERT Seure Coding Standards (http://www.seureoding.ert.org/)

3

They are a erti�ation authority; not a erti�ate authority. They are not selling erti�-

ates, they are selling the erti�ation proess. Anyone an make a erti�ate.
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24.3 Malware vs. Data-Direted Attaks

Even though any software ould have an implementation bug that auses it to be

ontrolled remotely, a surprising amount of software an be ontrolled remotely

by design. Files and data that are meant to be interpreted by suh software

are alled ative ontent, but it doesn't mean that it has to be interpreted;

one an still view it with a hex editor and do no interpretation whatsoever.

Examples of ative ontent inlude exeutable �les, javasript, �ash, Mirosoft

O�e douments, and so forth. Many of these started with the assumption that

the authors of suh �les would always be trustworthy, whih eroded over time,

until now people routinely download these things and run them without even

realizing they are giving ontrol of that software to an anonymous person.

When ative ontent is maliious, it is alled malware. When someone ex-

ploits software that doesn't normally allow the data to ontrol it, it is alled

a data-direted attak. Computer seurity experts typially have a very good

understanding of the di�erene, and so don't bother to hek douments with

anti-virus software unless they use a program whih o�ers ontrol to the do-

ument. People at like working with omputer virii is risky, but it's a bit like

working with E. Coli; you simply make sure never to ingest it, and you're �ne.

And omputers only do the things we tell them to, so there's no risk of aiden-

tally ingesting it if you know what you're doing.

� PDF onsidered unsafe (http://feeds.feedburner.om/~r/CeriasCombinedFeed/

~3/194625641/)

24.4 Language Weaknesses

24.4.1 C

C is one the most di�ult language in whih to write seure ode. The primary

ulprits in this language are:

� The lak of standard bu�er management routines leads to bu�er over�ows

(see http://en.wikipedia.org/wiki/Buffer_overflow).

� There are also format string attaks (see http://en.wikipedia.org/

wiki/Format_string_attak) whih deal with being able to ontrol the

format string to sprintf and the fat that it an do some weird things when

used in bad ways.

� The string handling routines are notoriously triky to get right (not to

mention not being 8-bit lean, sine they treat \0 as a sentinel value).

There is an explanation of the gothas and an attempt to deal with

the trikiness problem by writing easier-to-use routines suh as strlat

and strlpy (see http://www.usenix.org/events/usenix99/millert.
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html). Please, every C programmer go read that. Also you may wish

to take advantage of the astring library (see http://www.mibsoftware.

om/libmib/astring/).

I would argue that unless there's a good reason for you to use C, you should

use C++ instead.

24.4.2 C++

C++ is de�nitely a step up from C. Strings are no longer harater arrays, but

now �rst-lass objets, making their handling signi�antly better. Most �aws

in C++ ode that are dependent on the language tend to be:

� Dynami memory alloation and dealloation problems, leading to heap

mismanagement, double-free, and possibly heap over�ows

� Pointer mismanagement

I would argue that unless there's a good reason for you to use C++, you should

use Java or Python instead.

24.4.3 Perl

Perl is a pretty good tool, but it has some shortomings as well:

� The �le open all lets you speify a mode in the same parameter as the

�lename. In most ases, if an attaker an ontrol whih �le was intended

to be opened, he an also start a shell pipeline. This is what happens

when you mix ontrol and data together.

� The system ommand and baktiks provide an easy way for the adversary

to do shell injetion.

24.4.4 PHP

PHP is inredibly di�ult to write seurely and yet very popular. There have

been many seurity-relevant bugs found in the language itself, and every day

seems to be a new vulnerability in PHP ode.

I won't go into details here right now but let's just say that you should start with

register_globals and allow_url_fopen turned o� in your on�guration �les.
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24.5 Reverse Engineering

Reverse engineering is similar to forensis, exept that in forensis you're looking

for evidene, usually data left over by a person, whereas a reverse engineer seeks

to understand a system or program in question.

24.5.1 Tutorials

So far, all I've read is Fravia's tutorials (You an �nd an arhive of Fravia's tuto-

rials here: http://web.arhive.org/web/20041119084104/http://fravia.

antirak.de/).

24.5.2 Analyses

Silver Needle in the Skype (http://www.sedev.org/onf/skype_BHEU06.pdf)

is an awesome paper that shows what a talented reverse engineer an do.

24.5.3 Tools

Certainly a lot of people like these tools, among others:

� IDA Pro (http://www.dataresue.om/idabase/)

� SoftICE (http://en.wikipedia.org/wiki/SoftICE)

� PaiMei (http://pedram.redhive.om/PaiMei/, esp. PyDbg: http://

pedram.redhive.om/PaiMei/dos/PyDbg)

� Ollydbg (http://www.ollydbg.de/)

� zzuf (http://libaa.zoy.org/wiki/zzuf)

� hahoir (http://hahoir.org/)

� fuzzbox (http://www.isepartners.om/fuzzbox.html)

� mutagen (http://www.saredhao.net/quodlibet/wiki/Development/

Mutagen)

� vbindi� (http://www.jmweb.net/vbindiff/)

� bvi (http://bvi.soureforge.net/)

� rtpinjet (http://www.isepartners.om/rtpinjet.html)

� Zynamis binnavi (http://www.zynamis.om/index.php?page=binnavi)

� Zynamis bindi� (http://www.zynamis.om/index.php?page=bindiff)
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24.5.4 Anti-Anti-Reverse Engineering

� http://www.steike.om/ode/debugging-itunes-with-gdb/

24.6 Appliation Exploitation

For arbitrary ode exeution (the worst kind of vulnerability), one method is

to get exeutable ode, suh as shellode (http://en.wikipedia.org/wiki/

Shellode) into the memory spae of the proess. This is alled ode in-

jetion (http://en.wikipedia.org/wiki/Code_injetion). This an happen

through a bu�er over�ow or a similar tehnique, suh as passing it in an envi-

ronment variable. Then, transfer ontrol to it by overwriting a funtion pointer,

GOT entry, or return address on the stak. That's it.

There are other forms of vulnerabilities; in some ases, the attaker ontrols the

instrutions but not the data (see 24.6.2 below), and in other ases, the data

but not the instrutions (see.

24.6.1 Bu�er Over�ows

� Bu�er over�ow (http://en.wikipedia.org/wiki/Buffer_overflow)

� Stak bu�er over�ow (http://en.wikipedia.org/wiki/Stak_buffer_

overflow)

� Heap (bu�er) over�ow (http://en.wikipedia.org/wiki/Heap_overflow)

24.6.2 Return-oriented Programming

There is another lass of attaks that involves overwriting memory loations,

typially the return address on the stak, with a value ontrolled by the attaker,

typially something in lib. This tehnique avoids the need for ode injetion

while allowing the attaker to ontrol the instrutions, but generally not the

data.

� Return-to-lib attak (http://en.wikipedia.org/wiki/Return-to-lib_

attak)

Return to lib attaks are a spei� example of return-oriented programming:

� Return-oriented programming (http://en.wikipedia.org/wiki/Return-oriented_

programming)
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24.6.3 Data Corruption

A potential example of this lass of vulnerability inludes �double-free�. This

vulnerability allows the attaker to ontrol the data, but not the instrutions

exeuted. It appears that it an be leveraged to give arbitrary ode exeution,

though, via the �write-what-where� aspet. I need to review this setion and

get it a little more lear in my head. Until then, here are the links.

� http://www.owasp.org/index.php/Double_Free

� http://www.ert.org/advisories/CA-2002-07.html

24.6.4 SQL Injetion

This is a slightly di�erent lass of attak, in that it doesn't involve arbitrary

ode exeution, but it is remarkably ommon at the moment (early 2010).

� http://en.wikipedia.org/wiki/SQL_injetion

� http://projets.webappse.org/SQL-Injetion

24.7 Appliation Exploitation Defenses

There are a few systems for stopping exploitation without �xing the underlying

problems, but obviously eah has limitations.

24.7.1 Stak-Smashing Protetion

Stak-smashing protetion is desribed pretty well on the Wikipedia page (http://

en.wikipedia.org/wiki/Stak-smashing_protetion) and its most obvious

limitation is that it only works against stak bu�er over�ows. Partiular de-

fenses may have other drawbaks. I'll expand on this later.

24.7.2 Address-Spae Layout Randomization (ASLR)

In the ASLR tehnique (http://en.wikipedia.org/wiki/ASLR), the system

lays out the regions of memory in an unpreditable way. This is usually done

by loading di�erent ontiguous setions into di�erent areas of address spae at

load time, and the loader �xes up the exeutable (usually via some kind of o�set

table that maps symbols to addresses) suh that it an �nd other parts of itself.

This means that an adversary may over�ow a bu�er, but they do not know a

priori where it resides in memory, so an't easily transfer ontrol to it. The

advantage to this is that you an often do it with a simple reompilation. The

disadvantage is that the adversary an sometimes run the program over and over

until he luks out, or he may be able to use a memory dislosure vulnerability

to �gure out the orret address.
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24.7.3 Write XOR Exeute

In some proessor arhitetures, memory pages may have aess ontrol �ags

suh as �writable� or �exeutable�. An operating system like OpenBSD may

enforeW
⊗

X (http://en.wikipedia.org/wiki/W^X) whih means that only

one of the two �ags may be set, so that an adversary may either be able to

over�ow a bu�er, or exeute its ontents, but not both. The limitation is that

the adversary may be able to �nd a way to write to the bu�er and then hange

the �ag to be exeutable, or that he may not need to run arbitrary ode, merely

to pass data under his ontrol to an existing routine.

24.7.4 PaX

PaX �ags data memory as non-exeutable, program memory as non-

writable and randomly arranges the program memory. This e�e-

tively prevents many seurity exploits, suh as some kinds of bu�er

over�ows. The former prevents diret ode exeution absolutely,

while the latter makes so-alled return-to-lib (ret2lib) attaks dif-

�ult to exploit, relying on luk to sueed, but doesn't prevent

variables and pointers overwriting.

� Wikipedia

� Wikipedia page on PaX (http://en.wikipedia.org/wiki/PaX)

� PaX homepage (http://pax.grseurity.net/)

24.8 Software Complexity

24.8.1 Complexity of Network Protools

When evaluating the seurity of a network appliation, a good question is how

likely is the software to lead to a remotely exploitable ompromise? How muh

ode is devoted to interpreting it, and how muh other stu� does it interat

with? For example, the reason why paket �lters are valuable is that it doesn't

take muh ode to hek that a paket isn't allowed in. This basially is a

question designed to evaluate design vulnerabilities. Protool-level design vul-

nerabilities are often more obvious than implementation vulnerabilities beause

simple protools have less to understand than the soure ode of the programs

that speak them, but only if the protool is doumented. If you have to extrat

it from soure ode alone (or worse, reverse-engineer it from exeutables), then

this is more di�ult. Of ourse, if the designers hadn't thought of the protool

design before writing ode, then it probably has plenty of holes. A fellow with

the handle �Hobbit� wrote a paper Common Inseurities Fail Srutiny (http://

inseure.org/stf/ifs.txt) that details a number of �aws he found in the
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Mirosoft NetBIOS �le sharing protools. Later, a Mirosoft representative

asked (in mild awe) how he found them, and his response was e�etively that

he didn't use their toolset. He reverse-engineered the whole thing from srath,

and that allowed him to see the protool as it really was, and not as their soft-

ware intended it to be. This illustrates an interesting point in that software

or inomplete desriptions of things an olor one's view of it, and prevent you

from seeing something that someone with a lower-level view an see. But really

the problem seems to be that the protool had grown organially and was with-

out oherent design and only appeared seure due to obsurity. To this day, it

is onsidered unsafe to allow an adversary to talk to NetBIOS servies.

The only solution seems to be to design the protool independent of the software,

beause it represents an attak surfae (see 7.5) that requires analysis. Just

beause your software doesn't generate a partiular message sequene doesn't

mean an adversary will not! Adversaries are not kind enough to always use our

tools.

24.8.2 Polymorphism and Complexity

In order to allow any omputer to aess things on the web, it was deided to

allow a restrited harater set in HTTP. For example, if your omputer ould

not properly transmit a tilde, or store a �le with a tilde in the name, it ould

use what is alled �URI esaping�. In URI esaping, the tilde is %7F, and the

spae harater is %20. This seemed like a good idea for interoperability, but

has atually made intrusion detetion more omplex and less reliable, and it has

also beome a seurity problem in a number of ases. The basi problem is that

there's more than one representation (syntax, or enoding) for some meanings

(semantis), so it is alled polymorphi. So if some piee of software wants to

make sure a string that will be URI-deoded doesn't ontain a harater (suh

as a spae), it also has to make sure it doesn't ontain the URI-esaped version

of it (%20). These sorts of heks end up all over the plae, and sooner or later

a programmer is going to forget about it, and you'll end up with a seurity hole.

The only solution seems to be to either avoid polymorphism, avoid having speial

haraters whih will need to be heked for, or to ome up with a software design

that makes sure that you always work with the anonial representation of your

data.

24.9 Failure Modes

A piee of software, subsystem, or omponent may fail to do its job properly

for various reasons. Its failure mode is the impliation of that failure. Some-

times we may lassify these failures as erring on the side of safety or seurity,

whih is known as fail-safe or fail-seure (http://en.wikipedia.org/wiki/

Fail-safe). Sometimes the result is safe but not seure, like a door held losed
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by eletromagnetism; in the event of a power failure, it beomes unloked, whih

is safe (to people) but not seure (to whatever the door protets).

4

24.10 Fault Tolerane

� Wikipedia artile on Fault-tolerant systems (http://en.wikipedia.org/

wiki/Fault-tolerant_system)

24.10.1 Multipath Seurity

Di�erent teams, in isolation, reate ode based on the same spei�ation. For

all inputs, they should produe the same output. If two do not produe the

same output, an alarm is raised; one is in error. The orret answer may be

determined by a majority in a �vote� by three or more systems.

24.11 Impliations of Inorretness

http://ryptome.org/bug-attak.htm

25 Human Fators and Usability

We have seured all but the last two feet of the ommuniation

hannel.

25.1 The Psyhology of Seurity

Men are disturbed not by things, but by the views they take of

things.

� Epitetus

� Usenix Usability, Psyhology, and Seurity Conferene (http://www.usenix.

org/event/byname/upse.html)

� Andrew Patrik, Human Fators of Seurity Systems: A Brief Review

(http://www.andrewpatrik.a/passwords/passwords.pdf)

� Beyond Fear (book) http://www.shneier.om/book-beyondfear.html

� Brue Shneier's Essays http://www.shneier.om/essays.html

� Brue Shneier's Log http://www.shneier.om/blog/

4

For some wonderful information on safety engineering, see the Wikipedia artile: http://

en.wikipedia.org/wiki/Safety_engineering
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25.2 Soial Engineering

�There is no limit to stupidity.�

� Dario V. Forte

� Understanding Sam Vitims: Seven Priniples for Systems Seurity (http://

www.l.am.a.uk/tehreports/UCAM-CL-TR-754.pdf)

25.3 Seurity Should Be Obvious, and the Default

By several of the seurity design priniples desribed later (see 34):

� If ode ompiles, the programmer assumes he is done. So design seurity

APIs that you an't suessfully ompile unless you get it right.

� If the end user might want something to not be seure, make that harder

than normal seure on�guration. For example, don't turn NFS or any

other servie on by default.

� Make seurity obvious to the end user; the padlok ions and things of

that nature are a good idea. Make the not-seure state as obvious as the

seure state, so the user knows whih he is in.

25.4 Seurity Should Be Easy to Use

� Alma Whitten, Why Johnny Can't Enrypt: A Usability Evaluation of

PGP 5.0 (http://www.s.berkeley.edu/~tygar/papers/Why_Johnny_

Cant_Enrypt/OReilly.pdf, http://gaudior.net/alma/johnny.pdf)

25.5 No Hidden Data

In tar �les, they store the user and group IDs. When system administrator

untars these, they remain owned by those UIDs even when the mahines making

and using the tar�le were not the same. For widespread �le distribution, one

should not use a format that retains metadata that will not be useful between

mahines. At least one ase of this being a seurity hole has been doumented

in a very silly way here:

� http://attrition.org/seurity/advisory/gobbles/GOBBLES-16.txt

Furthermore, the lists of Iranians who helped the US in depose the Shah was

revealed by a NY Times reporter who made the PDF available. He had bloked

out the names, but on a di�erent layer. On some slow omputers, you ould

read the names before the layer with the bloks loaded:
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� http://ryptome.sabotage.org/ia-iran.htm

Word douments also hold remnant deleted data; not long ago, an o�ial Mi-

rosoft doument was revealed to have been reated on a Maintosh.

26 Attak Patterns

26.1 Attak Taxonomy

logi level attaks are usually against appliations. For example, a banking

appliation may allow you to transfer a negative amount of money to

someone without getting their permission (this is not a made-up example).

appliation protool level attaks are against the daemon itself, by doing

things in an unexpeted order, or by in some way violating the intent of

the protool. For example, a daemon may be vulnerable if a string in the

attak is too long. Protool fuzzing helps �nd these kinds of attaks.

network protool level attaks are against the network software (usually the

TCP/IP stak), whih may or may not be part of the operation system

itself. Long ago, some TCP/IP staks would stop working if you sent it a

paket with the same soure and destination IP address (this was alled

the �land� attak).

identity spoo�ng attaks simply try to get aess as a legitimate user

authorization attaks try to do more with a legitimate user's privileges than

was intended by the owner

man in the middle attaks involve interposing between two parties that are

ommuniating normally (see 10.9)

26.2 Attak Properties

All attaks are not reated equal. They may sometimes be grouped together

in various ways, though, and so that leads us to ask whether there are any

dimensions, or harateristis, by whih we may lassify known attaks.

aess required to exeute the attak varies; some attaks require a system

aount, while others an be exploited by anyone on the Internet.

detetability usually means that the attak involves a non-standard intera-

tion with us, and therefore involves something whih we ould (in theory)

look for and reognize. Passive attaks, typially eavesdropping, are very

di�ult or impossible to detet.
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reoverability refers to whether we may, after deteting or suspeting an at-

tak, restore the state of the system to a seure one. Usually one an

adversary has omplete ontrol of a system, we annot return it to a se-

ure state without some unusual ations, beause they may have tampered

with any tools we may be using to inspet or �x the system.

preventability refers to whether there exists a defense whih allows us to

prevent it, or whether we must be ontent with deteting it. We an

sometimes prevent attaks we annot detet; for example, we an pre-

vent someone from reading our wireless transmissions by enrypting them

properly, but we an't usually detet whether or not any third party is

reeiving them.

salability means the same attak will probably work against many systems,

and does not require human e�ort to develop or ustomize for eah system.

o�ine exploitability means that the attak may be onduted one but ex-

ploited several times, as when you steal a ryptographi key.

sophistiation refers to the property of requiring a great deal of skill, versus

an unsophistiated attak like guessing a password to a known system

aount.

Muh of this list is thanks to the Everest voting mahine report (http://www.

sos.state.oh.us/sos/info/EVEREST/14-AademiFinalEVERESTReport.pdf).

Putting a key in a smart ard or TPM or HSM prevents it from being opied

and reused later, o�ine, but it doesn't prevent it from being abused by the

adversary while he has ontrol of its inputs. For example, a trojan an submit

bogus douments to a smart ard to have them signed, and the user has no way

of knowing. Similarly, sometimes tehniques like putting passphrases on SSH

keys an prevent them from being stolen right away, requiring a seond visit

(or at least an ex�ltration at a later date). However, eah interation with the

system by the adversary risks detetion, so he wants to do so one only, instead

of multiple times.

For example, your adversary ould pilfer your SSL ert, and then use it to reate

a phishing site (see 22.2) elsewhere. This is a single loss of on�dentiality, then

an authentiation attak (forgery) not against you, but against your ustomers

(third parties). Or he ould pilfer your GPG key, then use it to forge messages

from you (a similar detetable attak) or read your email (passive attak, un-

detetable). Or he might break in, wanting to opy your SSH key, �nd that

it's enrypted with a passphrase, install a key logger, and ome bak later to

retrieve the passphrase (two ative attaks). Alternately, the key logger ould

send the data out automatially (ex�ltration).

26.3 Attak Cyle

This is well disussed in the anonial system-raking book, Haking Exposed.
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1. Footprint - gather information about the target without touhing the tar-

get

2. San - identify live targets and servies

3. Enumerate - obtain as muh information as you an from the system

4. Exploit - rak into the system

5. Esalate Privileges - if you aren't already all-powerful, try and beome

root or Administrator (or whatever)

6. Pilfering - using your maximum privileges, look for things of value, like

saved passwords or aess odes

After all that, you'll probably be able to use that system as an attak platform

(this is sometimes alled pivoting o� the host), repeating steps 2-6 on another

target.

26.4 Common Attak Pattern Enumeration and Classi�-

ation

� Mitre's CAPAC (http://ape.mitre.org/)

27 Trust and Personnel Seurity

27.1 Trust and Trustworthiness

In my view, to have real trust, there must be onsequenes for be-

trayal. The extent of the onsequenes de�nes the extent of trust.

� Terry Ritter (personal orrespondene)

Terry and I disagree on our de�nition of the word �trust�, but there is some

truth in what he says. A trusted person is one upon whom our seurity depends.

A trusted part of a system is one whih must operate properly to ensure the

seurity of the system. A trustworthy person will look out for your interests

even though there would be no onsequenes if they did not do so (apart from

the e�et it would have on their onsiene and your relationship); in fat, a

ompletely trustworthy person would never betray your interests regardless of

the onsequenes to himself. In any ase, trust depends on free will; a person

may be trustworthy or untrustworthy, but a business or organization annot,

beause they do not make deisions; people within them do. Exeutives of a

publily-owned orporation are legally liable if they make deisions that they

know will not maximize shareholder pro�t, whih generally means that they
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usually at in the orporation's �nanial self-interest, whih may diverge from

yours. Unfortunately, some people are also like this.

As a onsequene of this, orporations routinely breah the privay of ustomers

and third parties by disarding hard drives with their data on it (A Remem-

brane of Data Past, http://www.omputer.org/portal/ms_dos_seurity/

seurity/v1n1/garfinkel.pdf). They almost never take the time to enrypt

laptop hard drives, even though that software is totally free (see 28.7.5). Thus,

it is often desirable to use take measures to ensure that the other party's interest

and your own overlap as muh as possible, and to minimize your dependene

on them when your interests diverge. Now would be a good time to re-evaluate

anywhere your seurity relies on a publily-held orporation, espeially when it

is a free servie.

Some people would think that paying money is enough, but it may not be;

that kind of reasoning (that you an buy seurity) may work in pratie but is

not the kind of argument that an �absolute seurity� person would make (see

35.2). Would you trust your life to someone merely beause you paid them?

You would probably want to know if they are quali�ed, if they are a soiopath,

and a number of other things.

27.2 Who or What Are You Trusting?

I may know a person who is trustworthy; my grandmother, my friend, or some-

one else. But in network seurity, our trust deisions are based on their agents,

spei�ally their omputer. In that ase, to trust the omputer, not only must

the person be trustworthy, but they must also be ompetent enough that their

omputer does only what they desire it to do. That is simply not often the

ase exept among omputer seurity experts. When someone emails me an

exeutable program to run, I do not run it unless I am expeting it, beause

too many people's omputers get infeted with email viruses that use email to

propagate themselves. Again, the person's omputer is not doing what the per-

son wanted in this ase. I may reeive a ryptographially-signed email from a

person, but there are a number of ways that they might not have authorized

the signature on the ontents:

� They failed to protet the on�dentiality of their private key

� They lost ontrol of their system when someone haked in

� Their system's integrity was lost when someone modi�ed their message

after omposition but prior to signing

� They made a mistake operating the rypto software

� They failed to maintain physial seurity of their system, and someone

installed a keylogger (and proured a opy of their passphrase-proteted

private key)
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27.3 Code Provenane: Signed Programs and Trusted Au-

thors

No signature? No exeute!

� Mike Aker

Most people who aren't as well-versed in seurity as we are often mistakenly be-

lieve that one an ensure seurity by only running a small, �xed list of programs

that are presumed to be safe, or only visiting ertain well-known web sites. You

should �rst remember that the mere fat that something is dangerous to pro-

ess suggests that our systems may not be properly designed in the �rst plae,

but operating systems whih don't allow us to run new programs are pretty

boring, so let's disuss the limitations of author poliies. Even a well-known

web site an be vulnerable to ross-site sripting (see 23.2), where they display

potentially-maliious ontent whih they did not reate. What, exatly, is the

riteria to determine if an author, program, or web site is safe or unsafe (see

4.1)?

Mirosoft has developed several signed AtiveX ontrols whih turned out to

be exploitable (http://www.kb.ert.org/vuls/id/753044, http://www.kb.

ert.org/vuls/id/713779http://www.seurityfous.om/bid/999), so if you

indiated that you trusted anything signed by Mirosoft, any other programs

ould all these ontrols to violate your seurity. IBM was disovered reently

by eEye to have a similarly buggy AtiveX ontrol (http://osdir.om/ml/

seurity.vulnerabilities.wath.announe/2006-08/msg00005.html). So

learly, even if the author is trustworthy, we annot be sure the program annot

violate our seurity. Nor an we be sure that everyone in a given organization is

trustworthy; surely in a ompany that size, someone is untrustworthy! Knowing

who the author is helps, beause it inreases the likelihood of punishment or

retaliation in the ase of misbehavior, but an't prevent inompetene. Signing

ode does not make it seure; even with signed ode, we still have to learn to

reate and maintain seure systems.

In fat, it's even worse than that. Some SSL erti�ates were issued in Mi-

rosoft's name and authorized by VeriSign to an individual not assoiated with

Mirosoft (http://www.sl.sri.om/users/neumann/insiderisks.html#132).

So now, when you trust things signed by Mirosoft, you're also trusting things

signed by some talented third party who isn't afraid of ommitting some fraud.

Sine many ommerial produts link against libraries provided by other om-

panies, simply having a signature doesn't mean that ompany really wrote a

partiular piee of ode. Similarly, many web sites use ontent derived from

other soures, so the domain may tell us nothing about who reated a parti-

ular image, or even web page. Did Youtube reate all the video ontent on its

site? If not, why should we trust (the motives of) the authors of that ontent

as muh as we trust (the motives of) the ompany that owns the servers and

domain name?

114

http://www.kb.cert.org/vuls/id/753044
http://www.kb.cert.org/vuls/id/713779
http://www.kb.cert.org/vuls/id/713779
http://www.securityfocus.com/bid/999
http://osdir.com/ml/security.vulnerabilities.watch.announce/2006-08/msg00005.html
http://osdir.com/ml/security.vulnerabilities.watch.announce/2006-08/msg00005.html
http://www.csl.sri.com/users/neumann/insiderisks.html#132


Limiting our list of aeptable software authors to a single ompany may help

that ompany's pro�ts, but it won't neessarily make us seure. One unasked

question of signed ode is �how do you know who to trust?�, and the answer to

that is �those who are trustworthy and write seure ode�. The more important

unasked question is �given that our software may be vulnerable, how do we know

what is safe?�, but the answer is �until you enumerate all the vulnerabilities, you

don't� (see 4.1).

27.4 The Inompetene Defense

Never attribute to malie that whih an be adequately explained

by stupidity.

� Hanlon's Razor (http://en.wikipedia.org/wiki/Hanlon)

Any su�iently advaned inompetene is indistinguishable from

malie.

� Grey's Law (http://en.wikipedia.org/wiki/Grey)

So suppose that due to a �aw in a vendor's produt, you su�ered a serious

intrusion. Sine most piees of ommerial software ome with end-user liensing

agreements (EULA) that spei�ally dislaim any liability, what are you going

to do? Even if you knew it was malie, you probably ouldn't prove it. This

is an example where you are unable to apply the priniple of removing exuses

(34.13).

27.5 Limiting Damage Caused by Trusted People

At �rst glane, it would seem that you ould simply replae trusted people with

omputers. In fat, that often merely inreases the number of trusted people;

now you must trust the designers, implementers, programmers, installers, and

administrators of the hardware, software, and network. There are however a

few steps you an take to limit damage aused by trusted people:

� Limit how many people have aess. This is the Priniple of Minimal

Assumptions (see 34.3).

� Limit how muh aess eah person has aording to the Priniple of Least

Privilege (see 34.1).

� Split the seurity operation between two or more people. This is the

Priniple of Split Control (see 34.9).

� Try to establish whether the trusted people are trustworthy. This inludes

various kinds of bakground heks. This is the Priniple of Personality

(see 34.16).
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� Detet breahes of trust and proseute o�enders. This is the Priniple of

Retaining Control (see 34.15).

� Pay key people well; try to make all employees happy and loyal. Make sure

that the trusted few have fates that are tied in with that of the ompany,

perhaps by generous stok options. Avoid making people disgruntled.

Have a sensible Human Resoures poliy.

28 Cryptography

Crypto ergo sum.

If you have any questions about ryptologi terms, �rst hek Terry Ritter's

exellent glossary: http://www.iphersbyritter.om/GLOSSARY.HTM

You may also wish to view Peter Gutmann's �Godzilla Crypto Tutorial�: http://

www.s.aukland.a.nz/~pgut001/tutorial/

� A Survey of the Mathematis of Cryptography (http://rypto.s.mgill.

a/~gsavvi1/547/gebbie.pdf)

28.1 Things To Know Before Doing Crypto

The ratio of unique Greek symbols to numerial onstants in any

sienti� equation is inversely proportional to the omprehensibility.

� Dolan's Law

And, diretly proportional to the strength of the argument of the

said sienti� equation.

� Klofa's Corollary

28.1.1 Dramatis Personae

For the purposes of ryptologi disussions, Alie, Bob, and Charlie are the

anonial names of the usual, friendly, players.

By onvention, when an imaginary ryptographi adversary is only apable of

passive attaks (eavesdropping), the adversary is named Eve. When the imagi-

nary adversary is apable of modifying data, the adversary is named Mallory.

Now that we're naming imaginary adversaries, you an see how this may lead

to paranoid delusions.

116

http://www.ciphersbyritter.com/GLOSSARY.HTM
http://www.cs.auckland.ac.nz/~pgut001/tutorial/
http://www.cs.auckland.ac.nz/~pgut001/tutorial/
http://crypto.cs.mcgill.ca/~gsavvi1/547/gebbie.pdf
http://crypto.cs.mcgill.ca/~gsavvi1/547/gebbie.pdf


28.1.2 Cryptologi Jargon

A omputationally-bounded adversary has limits to the amount of omputation

he or she an perform. There is no hard limit de�ned for this, but for right now

(2007) perhaps something on the order of 2

32

or 2

64

ryptographi operations

might be reasonable. Basially we usually assume this so that we an talk about

systems without having to worry about brute-fore attaks.

Thus, for most systems, we talk about a omputationally-seure level of seurity,

whih would be useful against a omputationally-bounded adversary. There is

a �perfet� seurity, whih is the information-theoreti level of seurity, but it

doesn't get muh disussion beause it's trivial and usually impratial, sine

the key for eah message must be as long as the message you wanted to send.

An orale is something whih an perform a ryptographi operation on your

behalf, when you annot do so yourself.

An interrogative adversary may ask your system for answers, using it as an

orale.

Semanti seurity applies to asymmetri rypto systems, and holds true when a

omputationally-bounded adversary annot obtain any information when given

an enrypted message and the publi key it was enrypted with.

An ephemeral key is one that you intend to use for a short period of time. For

example, it ould be the symmetri key used to enrypt a paket of data, or a

single message. In seurity protools, these are often negotiated, or derived by

onsensus between the endpoints.

Forward Serey (or seurity) means that a ompromise of a private key today

won't reveal the negotiated message keys of prior ommuniations; as soon as

the onversation is done and the ephemeral keys are wiped, nobody an derypt

the old onversation. Though the term is ontroversial, in one ase Perfet

Forward Serey (PFS) goes a step further and says this holds true if an older

negotiated key will not be ompromised even if the negotiated keys are derived

from the same long-term keying material. These are sometimes refered to as

time-ompartmentalized protools. This an also apply to ryptographially-

strong pseudo-random number generators, where ompromise of the seed at a

given time will not allow the adversary to know the previous values it ontained.

28.1.3 Historial Use of Cryptography

Historially, if one physially ontrolled the ommuniation lines (linese - see

32.1), one generally didn't worry about ryptography. The historial pratial

use of ryptography was in messages to embassies, whih might be interepted.

Then it was used in telegraphi ommuniation where the lines may be subjet

to eavesdropping. Then it was used in radio ommuniation. Now it is used in

wi� networks.
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There was a time when people thought that swithes would ontrol seurity

su�iently that they didn't have to enrypt data on their LAN; however, tools

like dsni� (see 10.9.3) have demonstrated that to have been ignorane on the

part of network engineers.

However, this is hanging. Now, powerful ryptographi systems are available

for many kinds of omputer-to-omputer ommuniation. In fat, most seure

distributed systems for use over the Internet involve ryptographi protools.

The ubiquity of the software is demonstrating a trend towards enrypting ev-

erything. For example, most system administrators use SSH to ontrol remote

systems, even if they are loated on a loal LAN.

28.1.4 How Strong Should My Cryptography Be?

As always, I think the right rule is �enrypt until it hurts, then

bak o� until it stops hurting�.

� Perry Metzger (orrespondene to ryptography mailing list)

Nobody knows for sure how muh is enough. What seemed good enough yester-

day is not today, and might not atually have been yesterday. How muh an

you a�ord? How muh would it ost you if it were broken?

If you don't have linese (see 32.1), then a ommon assumption is that the

adversary may eavesdrop on your ommuniation. And if the adversary an

eavesdrop, they an reord enrypted onversations. Then, if your ryptography

turns out to be weak, or your random number generation turns out to be weak

(see 30.6), your ommuniations are dislosed retroatively.

In other words, you an't just �x your ryptography when it is found to be

broken; a prudent designer will build in more ryptographi strength than he

needs to prevent against future developments in ryptography.

28.1.5 Key Lengths

Key lengths between di�erent algorithms are not diretly omparable. De�nitely

not between publi-key and seret-key; they tend to be orders of magnitude

di�erent.

� http://www.keylength.om

28.1.6 Eight Bit Clean Handling

Cryptographi keys, enrypted messages, and many other rypto produts are

binary data. This means that they may ontain haraters suh as 0x00, whih

means that you an't store them in normal C strings. What you really need is

an eight-bit lean data path. That means no sentinels; instead, you need bu�ers

with assoiated size �elds in order to handle this.
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28.1.7 Enoding Binary Data

There are triks suh as using hexadeimal or base64, but please don't do this in

your ode beause you'll waste time enoding and deoding every time the data

is handled. On the other hand, enoding in hex or base64 is great for giving

to humans or pasting into email or any other mostly-text hannel, sine that

hannel is likely to NOT be 8-bit lean. I personally prefer hex when giving

keys to people, and base64 when giving a omputer big blobs of enrypted data

(i.e. via XML or HTTP).

28.1.8 Avoiding Ambiguity

Another potential problem omes when we try to ombine ryptographi data

with other data, or ombine datums prior to feeding it to a ryptographi algo-

rithm. In either ase, to remain seure, we want an unambiguous representation

of the ombined data. For example, if we want to digitally sign two datums,

�12� and �3�, we an't just onatenate them; otherwise, the ode doesn't know

whether we signed �12� and �3� or �1� and �23�. This sounds obvious but perhaps

a real-world example will illustrate the trikiness.

There was a Wordpress 2.5 vulnerability lately where they took the user's name,

appended a timestamp in seonds sine the epoh, and then enrypted it to re-

ate a login authentiator. Unfortunately, this means you ould reate an aount

named �admin0�, and you get an authentiator. Next, you try to be admin, pro-

vide the same authentiator, and after removing the prospetive user's name,

the extra zero beomes part of the timestamp. So here the parser ould not tell

between the two ases.

� Wordpress 2.5 ookie integrity protetion vulnerability (http://www.lightbluetouhpaper.

org/2008/04/25/wordpress-25-ookie-integrity-protetion-vulnerability/)

Furthermore, most ryptographi data an hold any value, making it triky to

ombine it (see 28.1.7). Thus, you an't just stik a weird harater like NUL

(0x00) between two ryptographi results and be sure that it will deode prop-

erly, beause any harater might be valid inside the results of a ryptographi

operation. There are ways of enoding data unambiguously, however, and we

will over that in a later setion (see 28.5.5).

28.1.9 End-to-End vs. Hop-by-Hop

In ourses or books about networking, they often study the ISO OSI model

5

.

This model shows that it is possible to think about networking between two en-

tities at multiple levels. This is relevant to ryptography as well. For example,

5

http://en.wikipedia.org/wiki/OSI_model
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wireless networks (so-alled wi� or WLAN networks) are sometimes seured

with ryptography in the form of WEP

6

or WPA

7

. These enrypt the network

data at the link layer, or the radio link between a wi� lient and the wi� aess

point. In networking parlane, only the �rst hop is proteted. When the rypto-

graphi protetions are strong enough, this seures the data between these two

nodes, but it does not protet the appliation-layer data if it travels beyond the

WLAN. That is, if you sit in a o�ee shop and use your laptop to aess a web

site on another ontinent, your data is not proteted one it passes the aess

point and goes aross the Internet at large. To do that, you need enryption at

a higher level. A ommon way to protet this data is using TLS

8

, historially

alled SSL. In this ase, the data is proteted from your browser to the seure

web site.

However, even this an sometimes be seen as hop-by-hop seurity. For example,

if that web site passes the data to another web site, that link would need to be

seured. Also, if it ommuniates that data to another server, for example a

redit ard payment gateway, it is not proteted by TLS (that was the point of

protools suh as SET

9

). If using only TLS, one would desire the seond link to

be seured as well. In fat, if the web server stores your redit ard information

in a database, one ould onsider the database, and not the web server, as the

true endpoint of the ommuniation.

That is not the only ase where layers of software and hardware ome into the

equation. For example, if one wanted to enrypt data on disk, you ould do

your enryption in the operating system right before data is written to disk (see

28.7), in the database software, or in the appliation (for example, in GPG

10

).

Enrypting at the database or operating system level allows the data to be inter-

epted on the way down the stak towards these lower levels; enrypting in the

appliation leaves the smallest attak surfae (see 7.5) available to the adversary.

However, one should remember that it often requires administrator-level privi-

leges to interept this data, and in this ase the adversary with administrator

privileges ould, in theory, peek at the data inside the appliation.

In general, end-to-end enryption is to be preferred to hop-by-hop enryption,

beause in hop-by-hop enryption one relies on more systems to be seure than

in end-to-end enryption, and often, there are di�erent opinions on what on-

stitutes the endpoint of the ommuniation.

28.2 Limits of Cryptography

Seure web servers are the equivalent of heavy armored ars. The

problem is, they are being used to transfer rolls of oins and heks

6
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written in rayon by people on park benhes to merhants doing

business in ardboard boxes from beneath highway bridges. Further,

the roads are subjet to random detours, anyone with a srewdriver

an ontrol the tra� lights, and there are no polie.

� Eugene Spa�ord (http://homes.erias.purdue.edu/~spaf/quotes.

html)

28.2.1 The Last Foot of the Communiation

Humans are limited at ryptography and thus read and type plaintext to their

omputers (see 10.6). Thus, the protetion stops where the enryption stops.

We would normally want omplete end-to-end enryption, so that it is proteted

the entire way; however, the endpoints are usually people, so we ompromise

by doing the enryption on a omputer and deryption on another omputer,

leaving the last �hop� unproteted.

If you wish to be able to e�etively monitor what a omputer user does, there

isn't a muh better way than by being the administrator of the mahine at

whih he sits, and relegating him to the role of �simple user�. This means that

he is e�etively unable to determine what ativities are being monitored, and

hampers his ability to ommuniate on�dentially with a remote system (to

inlude ex�ltrating data). Even if it is impossible to prevent him from reog-

nizing that he is being monitored, sudden hanges in furtive ativity orrelated

with other events may be very instrutive. This is also one of the reasons why

physial-layer side hannel attaks (see 31.2.1) an be so devastating.

This brings up an interesting point regarding personnel seurity, and that is

that it is di�ult (and very risky to attempt) to onspire with an anonymous

monitor that you have never met. By having groups unknown to one another

wath eah other, you e�etively inhibit their ability to onspire. By adding

an element of doubt - for example, by making it known that you oasionally

test the trustworthiness of personnel - you make it very risky to aept any

onspiratorial proposals.

28.2.2 Limitations Regarding Endpoint Seurity

Another issue is that if we are using ryptography to protet data ommunia-

tions, then we must onsider strongly the endpoint seurity. Perhaps the most

seure ommuniation would be proteted o�ine using a non-interative ryp-

tosystem (i.e. GPG), and transferred via sneakernet to a network-onneted

mahine, and then transmitted. It ould potentially be transmitted using an

interative protool to prevent replay and suh.

Of ourse, a person an be onsidered an endpoint as well, and untrustworthy

people or rubber hoses may ompromise the seurity of the messages.
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28.2.3 The Seure Bootstrapping Problem

Suppose for a moment that you wanted to set up a omputer to perform some

ryptographi operation. You must purhase the omputer hardware, download

and install an operating system, and download and install the ryptographi

software. You should be aware that eah step in this proess is suseptible to

attak. For example, the motherboard ould have a transmitter overtly plaed

in it, the operating system or ryptographi software ould have a bakdoor in

it, et. In some ases, the produt of one step an be used to verify the integrity

of the next step; for example, you may install Ubuntu as the operating system

and Ubuntu an verify the integrity of a pakaged OpenSSH binary to make

sure it was not tampered with. However, it is di�ult be sure that the original,

untampered version of the software does not have a bakdoor or seurity �aw.

In general, it is di�ult to determine whether a given omponent an be trusted

unless you reated it yourself.

28.2.4 Keys Must Be Exhanged

Imagine that Alie wants to talk seurely over the Internet to Bob. How an

she verify Bob's identity? If they don't share any ommon information about

themselves, Alie an't identify Bob from some random person Charlie.

If they pik a simple question about Bob's life, someone might already know it

(or be able to �nd it out), and they ould only use it one before eavesdropper

Eve learns the orret answer. Of ourse Bob would need to ask Alie something

only she would know too, so it destroys two shared serets in the proess of being

used.

Generally, in order to be e�etive, they must share a seret (key), and they must

not reveal that key to anyone else. Establishing this seret is the Ahilles Heel

of ryptography, and is disussed later (see 28.9.2).

28.2.5 In Pratie

Ross Anderson has an exellent paper alled Why Cryptosystems Fail (http://

www.l.am.a.uk/~rja14/wf.html). The main point is that it's not usually

the ryptography that is broken, but rather some other part of the system.

28.2.6 The Complexity Trap

Seurity's worst enemy is omplexity.

� The Complexity Trap, (http://www.shneier.om/paper-IPse.

pdf)
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Ferguson and Shneier's A Cryptographi Evaluation of IPse (http://www.

shneier.om/paper-ipse.pdf)aptures the main argument against IPse,

whih is that it is too omplex. Alas, this may well be true of any protool

involving ryptography.

28.3 Cryptographi Algorithms

The multiple human needs and desires that demand privay among

two or more people in the midst of soial life must inevitably lead

to ryptology wherever men thrive and wherever they write.

� David Kahn

Their proper use; what they guarantee, what they don't. These are your building

bloks. Already overed elsewhere (esp. Ritter's rypto glossary, http://www.

iphersbyritter.om/GLOSSARY.HTM).

28.3.1 Ciphers

These are what most people think of when they think of ryptography. The

ipher maps any single input (plaintext) to a single output (iphertext) in a one-

to-one manner. Ciphers are usually keyed, meaning the mapping is dependent

on the key. The same key must be supplied to enrypt and derypt in order to

give the orret results. Exept in very rare ases, the input and output must be

of the same ardinality (number of possible values), and the ipher is one-to-one,

so that you an enrypt anything and then derypt it unambiguously.

Another way of stating things whih may appeal to the mathematiians out

there is that a ipher de�nes a set of permutations, and eah key selets one

from that family. Thus, if we assume the key is �xed, the enryption funtion

is a permutation of the inputs. For example, the input set may be the four

possible symbols �A B C D�. One key ould those symbols to �D A C B�, and

another key might map them to �B D A C�. This means that iphers are keyed

permutations. You'll often see something like E
K

(plaintext) whih means that

the author is onsidering the key K to be �xed.

Now, if we think of all possible permutations of a set onsisting of even 256

elements (input values), the number is the fatorial of 256, whih is very, very

large:

857817775342842654119082271681232625157781520279485619

859655650377269452553147589377440291360451408450375885

342336584306157196834693696475322289288497426025679637

332563368786442675207626794560187968867971521143307702

077526646451464709187326100832876325702818980773671781
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Figure 1: Blok Cipher Enryption

454170250523018608495319068138257481070252817559459476

987034665712738139286205234756808218860701203611083152

093501947437109101726968262861606263662435022840944191

408424615936000000000000000000000000000000000000000000

000000000000000000000

Obviously, we'd need a huge key to be able to selet from all those permutations;

a key with 256 bits in it will have many fewer values:

2256 = 115792089237316195423570985008687907853269984665640564039457584007913129639936

Sine modern blok iphers have blok sizes in the 128-bit range, not 8 as above,

you'll see that the number of permutations for a modern-sized ipher input blok

will be so large that they exeed the number of atoms in the universe. Thus, a

ipher de�nes a very small subset of all possible permutations.

� http://en.wikipedia.org/wiki/Cipher

28.3.2 Blok Cipher vs. Stream Cipher

Blok iphers operate on a blok of text at one. In order to use one, you need

to �gure out a padding sheme to pad out to the next blok boundary. Stream

iphers operate by generating a keystream of arbitrary length whih is ombined

with the plaintext, usually by something simple like XOR.

28.3.3 Publi-Key vs. Private-Key

Up until the 1970s, the only enryption algorithms publily known were what we

now all private key algorithms, whih are also known as seret key or symmetri

algorithms, beause the same key is used to enrypt and derypt.
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Figure 2: Hash Funtions

Then, at several plaes within the same deade, various parties stumbled on

publi-key ryptography, also known as asymmetri algorithms. These allow

enryption to be performed with one key, and deryption to be performed with

a di�erent, but related key. In publi-key ryptosystems, numerial methods

are used to reate a key pair ; one of the keys is (perhaps onfusingly) known as

the private key, beause you keep it private, and the other key is known as the

publi key. They are similar to what a hemist would all enantiomers (optial

isomers), in that they are a struturally related, but not idential, pair. Others

have ompared them to a key and the lok whih it opens.

A fairly important but subtle distintion between asymmetri algorithms and

their symmetri ounterparts is that it is always possible to derive a private

key from a publi key using numerial methods, but (barring any ryptanalyti

shortuts) a symmetri algorithm must be attaked by trying every possible key.

Also, asymmetri algorithms are muh, muh slower than symmetri ones, so

for pratial key lengths, the asymmetri key algorithms tend to be weaker than

symmetri ones.

There is muh to be said about the mathematial strutures of publi-key algo-

rithms, and entire books have been written on single publi-key ryptosystems.

For that reason, I'm going to punt and refer you to other books for the deep

math.

� http://en.wikipedia.org/wiki/Publi-key_ryptography

28.3.4 Cryptographi Hashes

Cryptographi hashes (http://en.wikipedia.org/wiki/Cryptographi_hash_

funtion) basially model a random funtion. That is, eah input, or pre-image,

is mapped to an output value (known as the image) of some �xed length, and

there is no apparent struture to this mapping. Note that they are very unlikely

to be a one-to-one funtion; they are usually many-to-one. When two inputs

map to the same output, that is alled a ollision. All hashes I am aware of have
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Figure 3: Merkle-Damgård Constrution

a �xed size, and so many are of the Merkle-Damgård onstrution (http://en.

wikipedia.org/wiki/Merkle-Damgard).

You use hashes where you want to represent a large thing with a �xed-size

thing. For example a Cyli Redundany Chek (http://en.wikipedia.org/

wiki/Cyli_redundany_hek) may su�e.

You use a ryptographi hash funtion when you want one of the following

properties:

ollision resistane You annot �nd two pre-images with the same image.

That is, you annot easily �nd x 6= y suh that h(x) = h(y).

preimage resistane Given the image, you annot ompute the pre-image.

This is sometimes alled the one-way property. That is, given hash z, you
annot �nd x suh that h(x) = z.

seond preimage resistane Given a pre-image, you annot �nd another

pre-image with the same image. You an all this the hosen-ollision

attak. Stated formally, given x, you annot �nd x 6= y suh that h(y) =
h(x).

In pratie, the �rst two properties are usually what you are about. At �rst I

thought ollision resistane implied seond preimage resistane, but that's not

the ase.

You Can't Hash Small Input Spaes Suppose someone wanted to pik

between two values, zero and one. Trying to put them through a one-way

funtion, or hash, beause the adversary an just try hashing all the possible

values himself. Using a �xed, known IV doesn't help, either, exept to make

most non-ustomized rainbow tables useless; the adversary an still hash eah

guess one and ompare it to all the hash values. By varying the IVs, you make

the adversary have to hash eah unique IV with his guess, and ompare against

the hash values with the same IV.
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28.3.5 Message Integrity Cheks

When you send a message, sometimes you want to make sure that it arrived

without alteration. This is alled a Message Integrity Chek, or MIC. Often-

times, this is a simple ryptographi hash funtion (see 28.3.4). However, if

you don't need the seurity properties of ryptographi hashes - for example

if you are not trying to protet against maliious tampering by an intelligent

adversary, this an be wasteful. In those ases, you an use something as simple

as a Cyli Redundany Chek

11

or a Universal Hash Funtion

12

.

� http://en.wikipedia.org/wiki/Message_Integrity_Chek

28.3.6 Message Authentiation Codes

Note that if you want to transmit or store data and are onerned about ma-

liious adversaries, you an't just transmit or store a message integrity hek

in the same way you transmitted or stored the data itself; Mallory ould just

substitute her own data and alulate her own message integrity hek. Or, she

ould �ip some bits in a way that she knows doesn't alter the heksum. What

you're really looking for is some kind of keyed heksum. We all this a Message

Authentiation Code, or MAC. They typially use a hash algorithm as a basis,

and a seret key to ompute the hash. This is almost like a digital signature, but

we use the same key to reate and verify the message, so it's like the symmetri

ounterpart to the publi-key digital signature, whih uses di�erent keys at eah

end.

HMAC Many people have tried to onstrut these in the obvious ways, suh

as prepending a seret to the message, or appending it, or doing both, before

hashing, and they've all been broken. What we're left with was HMAC (see

Figure 1):

HMAC
K

= h((K
⊗

opad)||h(K
⊗

ipad)||m), where

opad = 0x5c5c5c...5c5c

ipad = 0x363636...3636

28.3.7 Digital Signatures

While some lawmakers de�ne a digital signature to mean any eletroni means of

saying �okay� to a doument, ryptographers always mean a publi-key signing

algorithm. This is a way of using the private key of a key pair to sign data suh

that the publi key an verify the signature.

11

http://en.wikipedia.org/wiki/Cyli_redundany_hek

12

http://en.wikipedia.org/wiki/Universal_hashing

127

http://en.wikipedia.org/wiki/Message_Integrity_Check
http://en.wikipedia.org/wiki/Cyclic_redundancy_check
http://en.wikipedia.org/wiki/Universal_hashing


Figure 4: HMAC

What Does A Digital Signature Mean? With data strutures, one must

deide what to sign; if there is more than one way to represent the data, whih

one will you hoose? Generally you need some kind of anonialization and

serialization and enoding (see 28.5.5).

What does it mean to sign some data in an appliation? What does it mean to

sign data going between two points in a network? Should you protet the data

in the appliation or at a lower level (see 28.1.9)?

Generally, a signature or HMAC attests to the integrity of the data between

the point where it is signed to where it is veri�ed. It usually does not mean

that a person sent it to you; that is a mistake humans make that leads to the

sign-then-enrypt problem (see 28.5.2).

28.4 Cryptographi Algorithm Enhanements

These are basially slight hanges to basi algorithms that are not ryptographi

in themselves, but at as a defense against an analytial attak.

28.4.1 Blok Cipher Modes

� Wikipedia on Blok Cipher Modes of Operation (http://en.wikipedia.

org/wiki/Blok_ipher_modes_of_operation)

In these setions, C is the iphertext, P is the plaintext, K is the key, and i is
the index of the blok you are working on; by onvention, we start numbering

them with 1.
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Regarding the blok ipher blok size, if you have a n bit blok size, then you

an only safely enrypt 2
n

2
bloks with the same key (this does not apply to

ECB mode of ourse, whih is weak after one blok).

Eletroni Code Book (ECB) This is the simplest mode; it is the mode

most people think of when �rst doing enryption, and it is the only non-hained

mode. In ECB, you simply enrypt eah blok of the plaintext with the key,

and that forms the plaintext blok. The trouble with ECB is that marosopi

patterns in the plaintext remain undisturbed in the iphertext:

Plaintext image of Tux

ECB-enrypted image of Tux

Image of Tux enrypted in other (hained) modes

Enryption:
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� Ci = EK(Pi)

Deryption:

� Pi = DK(Ci)

Output Feedbak (OFB) Output feedbak mode generates a keystream O

that is independent of the plaintext. It is then XORed with the plaintext. This

makes a blok ipher into a synhronous stream ipher, beause your keystream

an be trunated to the exat length of the plaintext and then XORed in.

Enryption:

� O0 = IV

� Oi = EK(Oi−1)

� Ci = Pi ⊕Oi

Deryption:

� Pi = Ci ⊕Oi

Ciphertext Feedbak (CFB) In CFB, you make a blok ipher into a self-

synhronizing stream ipher.

Enryption:

� C
0

= IV

� C
i

= E
K

(C
i-1

)⊕ P
i

Deryption:

� Pi = EK(Ci−1)⊕ Ci

Cipher Blok Chaining (CBC) Enryption:

� C0 = IV

� Ci = EK(Pi ⊕ Ci−1)

Deryption:

� Pi = DK(Ci)⊕ Ci−1
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Propagating Cipher Blok Chaining (PCBC) Enryption:

� P0 ⊕ C0 = IV

� Ci = EK(Pi ⊕ Pi−1 ⊕ Ci−1)

Deryption:

� Pi = DK(Ci)⊕ (Pi−1 ⊕ Ci−1)

Counter (CTR) CTR mode turns a blok ipher into a stream ipher. This

is a very fast, easy to use blok ipher mode that allows you to enrypt bloks

in parallel, or (equivalently) to enrypt/derypt bloks at random o�sets within

the stream, whih might be useful for things like enrypted storage (however,

there are better modes for that, sine enrypted storage has di�erent threat

models than most enryption use ases; see 28.7).

Enryption:

� Ci = Pi ⊕ EK(c+ i)

� c is an arbitrary onstant

Deryption

� Pi = Ci ⊕DK(c+ i)

In the ase of c = 0, we are using the blok number as a ounter. It is, however,
possible to hose any onstant . In some texts you will see them using a none

onatenated with a ounter, but this is equivalent to piking a non-zero .

Cipher Blok Chaining Message Authentiation Code (CBC-MAC)

Provides authentiation (not enryption) for a message. To perform CBC-MAC,

you enrypt a message in CBC mode and take the last iphertext blok as your

MAC.

� Wikipedia on CBC-MAC (http://en.wikipedia.org/wiki/CBC-MAC)

� ISO/IEC 9797-2:2002 (http://www.iso.org/iso/en/CatalogueDetailPage.

CatalogueDetail?CSNUMBER=31136&ICS1=35&ICS2=40&ICS3=)

� The Seurity of the Cipher Blok Chaining Message Authentiation Code

(http://www.s.udavis.edu/researh/teh-reports/1997/CSE-97-15.

pdf)
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Cipher-Based MAC (CMAC) This algorithm also uses blok iphers to

reate a MAC.

� Wikipedia on CMAC (http://en.wikipedia.org/wiki/CMAC)

� RFC 4493: AES-CMAC (http://tools.ietf.org/html/rf4493)

One-key MAC (OMAC) This algorithm also uses blok iphers to reate a

MAC. Patent-free.

� Wikipedia on OMAC (http://en.wikipedia.org/wiki/One-key_MAC)

� OMAC Homepage (http://www.nuee.nagoya-u.a.jp/labs/tiwata/oma/

oma.html)

Parallelizable MAC (PMAC) This algorithm takes a blok ipher and

produes a MAC. Patent pending.

� Wikipedia on PMAC (http://en.wikipedia.org/wiki/PMAC_(ryptography))

� PMAC Homepage (http://www.s.udavis.edu/~rogaway/ob/pma.

htm)

Counter With CBC-MAC (CCM) This is an �authentiated enryption

with assoiated data� mode, beause it provides both authentiation and en-

ryption. It ombines the CTR mode enryption with CBC-MAC to aomplish

these goals. The third link below is the proof of seurity, based on the seurity

of the underlying blok ipher. It requires two blok ipher operations per blok

of plaintext.

� Wikipedia on CCM (http://en.wikipedia.org/wiki/CCM_mode)

� RFC 3610 on CCM with AES (http://tools.ietf.org/html/rf3610)

� On the Seurity of CTR + CBC-MAC (http://sr.nist.gov/groups/

ST/toolkit/BCM/douments/proposedmodes/m/m-ad1.pdf)

� A Critique of CCM (http://sr.nist.gov/groups/ST/toolkit/BCM/

douments/omments/800-38_Series-Drafts/CCM/RW_CCM_omments.pdf)

� NIST Speial Publiation 800-38C (http://sr.nist.gov/publiations/

nistpubs/800-38C/SP800-38C_updated-July20_2007.pdf)
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CWC Mode This algorithm is also an authentiated enryption mode. The

homepage laims is patent-free, parallelizable, and provably seure and laims

it unique among its kind.

� Wikipedia on CWC (http://en.wikipedia.org/wiki/CWC_mode)

� CWC Mode Homepage (http://www.zork.org/w/)

� CWC: A high-performane onventional authentiated enryption mode

(http://eprint.iar.org/2003/106)

Galois/Counter Mode (GCM) This mode uses CTR mode and the Galois

method of authentiation to reate an authentiated enryption algorithm. It

was designed as an improvement to the CWC mode. It requires one blok ipher

enryption and one 128-bit multipliation in the Galois �eld per 128-bit blok

of plaintext. Patent-free.

� Wikipedia on GCM (http://en.wikipedia.org/wiki/Galois/Counter_

Mode)

� NIST Speial Publiation 800-38D (November, 2007) (http://sr.nist.

gov/publiations/nistpubs/800-38D/SP-800-38D.pdf)

EAX Mode This mode is an authentiated enryption with assoiated data

(AEAD) algorithm. It was designed as a replaement to CCM. It requires two

passes over the data. It is publi-domain, patent free.

� Wikipedia on EAX (http://en.wikipedia.org/wiki/EAX_mode)

� NIST: proposed modes of operation (http://sr.nist.gov/CryptoToolkit/

modes/proposedmodes/index.html)

� EAX: A Conventional Authentiated-Enryption Mode (http://eprint.

iar.org/2003/069)

� The EAX Mode of Operation (http://www.s.udavis.edu/~rogaway/

papers/eax.html)

� ANSI C12 22 site (http://www.1222.net/)

O�set Codebook (OCB) This mode provides authentiated enryption as

well. It is patented, but the patent has a speial exemption for ode released

under the GNU General Publi Liense.

� Wikipedia on OCB (http://en.wikipedia.org/wiki/OCB_mode)

� OCB Homepage (http://www.s.udavis.edu/~rogaway/ob/)

� OCB FAQ (http://www.s.udavis.edu/~rogaway/ob/ob-faq.htm)
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LRW This is a mode for disk enryption.

� Wikipedia on LRW (http://en.wikipedia.org/wiki/Disk_enryption_

theory#LRW)

XEX This is a mode for disk enryption.

� Wikipedia on XEX (http://en.wikipedia.org/wiki/Disk_enryption_

theory#XEX)

CMC This is a mode for disk enryption.

� Wikipedia on CMC (http://en.wikipedia.org/wiki/Disk_enryption_

theory#CMC_and_EME)

EME This is a mode for disk enryption.

� Wikipedia on EME (http://en.wikipedia.org/wiki/Disk_enryption_

theory#CMC_and_EME)

ESSIV This is a mode for disk enryption.

� Wikipedia on ESSIV (http://en.wikipedia.org/wiki/Disk_enryption_

theory#ESSIV)

XTS This is a mode for disk enryption.

� Wikipedia on XTS (http://en.wikipedia.org/wiki/Disk_enryption_

theory#XTS)

28.4.2 Speed of Algorithms and the Hybrid Enryption Sheme

A hash routine with a given output size is usually muh slower than an en-

ryption routine with the same blok size. However, publi-key operations are

almost always muh more expensive (slower) than symmetri operations. Even

the fast ECC enryption routines may take several hundred times (200-400x)

longer than symmetri operations suh as AES-256.

Therefore, a good engineer may do more symmetri operations and fewer PK

operations, and some CSPRNGs suh as Yarrow use blok iphers rather than

hashes. In fat, every major asymmetri ryptosystem that the author is aware

of uses asymmetri algorithms to either enrypt a symmetri key, or digitally

sign a hash of a message, rather than operate on the message itself.
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28.4.3 Hashing Stored Authentiation Data

When storing authentiation data suh as a password or passphrase, it usually is

neither desirable nor neessary to store it in the lear, beause then an intruder

who pilfered the list ould use it to authentiate himself diretly. It is better

to store the result of an appliation of a one-way-funtion (OWF) on the data,

whih people frequently refer to as hashing. Sine I lak a verb for �apply a

OWF to� I will sometimes all it hashing as well. The input is alled the pre-

image, and the result is alled the image. To authentiate the person, you apply

a OWF to the input they send and ompare it to the image. That way, they

will �nd it di�ult to generate the input whih generates the orret output.

This property is alled pre-image resistane.

This also has the nie side e�et of not giving the adversary in this ase the

ability to use that authentiation string (passphrase) on other systems, whih

enhanes the user's privay, whih is a good example of storing only what you

need. Note however that if the adversary gets ontrol of the system, they an

reord all the authentiation data. Thus this tehnique only protets the end

user against loss of on�dentiality, not all attaks.

Note that this does not help prevent eavesdropping attaks on network protools;

if the protool sends the authentiation string in the lear, then the adversary

sees the pre-image, and an simply replay it to generate the appropriate image.

If you apply the OWF on the lient side prior to sending, then it is the image

that authentiates a person, and he sees the image, and an merely replay it

over the network. If you apply the OWF on both the lient side and the server

side, the adversary an still replay the network data (the results of the �rst

OWF) and when run through the seond OWF it would generate the desired

value. In summary, applying a OWF to provided authentiation data does not

help if the adversary an see the input to the system (violating on�dentiality),

and replay it. Ideally you should never send reusable authentiation data aross

the network (see 11.9).

28.4.4 O�ine Ditionary Attaks and Iterated Hashes

If you are storing the hash of data whih was supplied by a human, it may be

somewhat preditable in the sense that it is hosen from the set of all possible

passphrases non-uniformly. For example, people tend to pik easy-to-remember

things, like ditionary words. Thus, the o�ine ditionary attak involves ob-

taining the hashes and hashing eah ditionary word, and omparing them to

see if any math. This is annoying beause it an be done without interat-

ing with the system, and is therefore undetetable. This also works against

when someone sends hashes of authentiation data sent over the network; the

adversary aptures them, and then attaks them o�ine.

One ountermeasure is to iterate the hash a number of times, to make attempt-

ing possible inputs take longer. If your iterated algorithm uses only the output
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from the last round as the input to the next round, then by storing the iteration

ount as part of the hash you an inrease it in the future as omputers get

faster, without having the original input (just hash N more times, and add N

to the iteration ount).

Ideal hashes are modeled as random funtions; that is, they have no disernible

pattern, and you an think of them as a giant lookup table, where the input

is used as an index, and whose ontents were randomly-generated. This means

that they are not likely to be one-to-one, and so repeated hashing will ause

you to enter a yle of some kind, but this is unlikely to be a problem (onsult

the Handbook of Applied Cryptography, http://www.ar.math.uwaterloo.

a/ha/, for more details). The traditional Unix rypt(3) funtion used the

input as a key to DES, and enrypted a onstant (the null vetor) as its �hash�.

I believe OpenBSD may do something similar for its password enryption, but

using Blow�sh. In either ase, blok iphers are believed to be stronger than

hashes, beause the ommunity has had more time to analyze them, and they

are de�nitely faster, but it seems like the design riteria of a hash is a more

natural �t for this problem.

28.4.5 Salts vs. O�ine Ditionary Attaks and Rainbow Tables

Another problem is that an adversary may go through the hashing proess one

for a given word, and ompare it to multiple hashes. A rainbow table (http://

en.wikipedia.org/wiki/Rainbow_tables) is essentially a lever way to store

a bunh of hashes of a ertain ditionary (or harater set). It still takes the

same amount of time to reate as a full table, but is smaller, at a small run-time

expense.

To prevent these kind of attaks, we make eah hash a slightly di�erent oper-

ation, whih means that eah must be attaked independently. This is easily

done by inorporating an individuating datum known as a salt, so named due

to the analogy with adding salt to a food produt when ooking it. This datum

should be (relatively) unique to di�erent entries, but it an't remain on�den-

tial, sine it must be known in order to perform the authentiation funtion.

Using a ounter is easy, but if an adversary gets lists from di�erent omputers,

there will be a signi�ant overlap between the salts, so he may attak the lists

in parallel. An easy way to prevent this is to simply use random data for the

salt. This has a very small hane of a ollision; due to the birthday paradox,

if you have n

2
possible salts, you will statistially have a dupliate 50% of the

time after n entries. Another method is to a blok ipher in CTR (�ounter�)

mode, whih simply involves enrypting a ounter. This will not repeat until

the ounter repeats. You should obviously use a di�erent key on eah system, or

they will generate the same sequene. With di�erent keys, the sequenes should

be statistially unrelated to eah other.
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28.4.6 O�ine Ditionary Attaks with Partial Con�dentiality

Even if you do all of this, an adversary may still try ommon hoies against eah

hash. Sine an authentiation system is a deterministi system whih generates

a simple yes or no to a given input, there's nothing you an do to inrease the

unpreditability of the input. However, if it were possible to keep a ertain

amount of data away from an adversary (for example, by storing it separately

from the hashes, perhaps in a hardware seurity module), then you ould use

that data as the key for HMAC instead of using a hash. Sine the adversary has

no idea whih of the n values you've hosen, you've multiplied the work fator

by n.

28.4.7 Passphrase Handling

Human beings are very poor at piking high-entropy values. If you use passphrases

(or worse, passwords), you need to hash them before using them as keys beause

otherwise you will have a very small keyspae; you've probably already redued

it to the printable subset of the keyspae. You should think of keys as needing

to have a nearly perfet Shannon entropy (see 29.6), and a simple way to do

that is to hash a long passphrase down to a small hash image.

But there are substantially better ways of doing this. RSA has a nie standard

on how to deal with passwords in ryptographi appliations:

� PKCS #5 v2.1 Password Based Cryptography Standard (ftp://ftp.rsaseurity.

om/pub/pks/pks-5v2/pks5v2_1.pdf)

� PBKDF2 - Password-Based Key Derivation Funtion (http://en.wikipedia.

org/wiki/PBKDF2)

� srypt (http://www.tarsnap.om/srypt.html)

28.4.8 Run Algorithm Inputs through OWF

If the adversary disovers that a given algorithm input an break the seurity

of the system, you an prevent him from ontrolling inputs diretly. If you

run everything through a one-way funtion (OWF), the adversary annot feed

that number to the system diretly; he must �rst invert the one-way funtion

to �gure out what to give it. So a heap way of adding seurity would be to

hash all inputs from untrusted soures before use, sine a hash is an available

one-way funtion.

28.5 Cryptographi Combinations

These are how the algorithms are ombined. Their proper onstrution from

algorithms, rules of thumb, pitfalls to avoid. This is where you stak the bloks
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together to aomplish some higher-level task. This should not be an experi-

mental siene; the rules of ombination should be lear and unambiguous; it

should be as simple as building a mahine with Legos, or simplifying a logi

expression. Unfortunately, it's not. . . yet.

28.5.1 Combiners

Combine two eight bit hunks of data and have eight bits of data as output,

but the ombination is still in there. Pull one out and the other is what's left.

Look at how Feistel networks work, it's a trip! Of ourse it's not just XOR that

an do it; XOR is just addition (without arry) modulo 2, and you ould do it

with any other modulus, like 2

8

(add otets without arry) or 2

32

. Latin squares

an be used too, as an some other �nite �eld operations (see network oding

http://en.wikipedia.org/wiki/Network_oding/). They are the simplest

element of an enryption sheme and may be used inside ertain iphers.

28.5.2 The Sign then Enrypt Problem

Basially, if you (Alie) sign then enrypt something to Bob, he an strip o�

the enryption (like an �envelope�), then re-enrypt the still-signed message

to Charlie, making it look like you sent it (see http://world.std.om/~dtd/

sign_enrypt/sign_enrypt7.html). Really, the problem is not a tehnial

one, but interpretation; we assume that the entity whih enrypted it to us is

the same as the entity who signed it, when that is not neessarily the ase.

28.5.3 Enrypt-then-MAC

� Colin Perival's blog post on Enrypt-then-MAC (http://www.daemonology.

net/blog/2009-06-24-enrypt-then-ma.html)

Using HMAC to authentiate prior to deryption also neatly avoids the PKCS#7

Padding Orale attak (see 30.5).

28.5.4 Key Derivation Funtions

Key derivation funtions (KDFs) involve taking a single datum and deriving

several independent keys from it. Typially you might use one for signing and

one for enryption, or you might use them for di�erent data streams. Many

people get this wrong, sine there aren't any standards for it. They are typi-

ally very similar to omputationally-strong pseudo-random number generators

(CSPRNGs), in that you need both sides to generate the same values given the

initial seed, and you don't want a person who gets aess to one to be able to

determine anything about any other key that was derived from the same soure.

Simple answers involve using the datum as a key for CTR mode enryption, or

using it as a MAC key on some �xed strings.
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28.5.5 Serialization, Reord Layers and Enoding

Whenever you protet the integrity of data (using MIC, MAC, or digital signa-

tures), you will have data about the data, or metadata (data about the data).

This extra information is distint from the data. They are fundamentally dif-

ferent things, and if you want to put them together in a single stream, you'll

have to hop it up and use a reord (data struture, message, et.) with at least

two �elds; the data and the metadata. Sine most ryptographi systems are

about the integrity of the data, they also have to perform operations on reords

of data, instead of streams. That means that if you're using streams of data,

like a �le or a TCP onnetion, you'll have to implement a reord layer on top

of it.

And if you have a reord with at least two types of data in it, and you want to

put it in a stream, you'll need to �gure out how to serialize it, or deide whih

�eld goes �rst. When there are just two kinds of data, this is simple. However,

when you're dealing with large data strutures, perhaps with data related to

data related to data, this an get triky.

For example, you may want to use an asymmetri algorithm to enrypt a sym-

metri key for the message, and then use that symmetri key for enrypting

the message (see 28.4.2), and then you may want a MAC (see 28.3.6). Now

you'll need to start thinking about mixing di�erent kinds of data. If you're

never going to hange the data format or protool, then you an just pik an

order to serialize them in, and stik with that. However, most forward-thinking

ryptographers know that they may want to hange the format of the data, so

you need a way to enode the data so that your software knows whether it is

looking at a MAC, or a symmetri key, or so on.

A ommon way to mix di�erent kinds of data is with type-length-value (see

http://en.wikipedia.org/wiki/Type-length-value), and it has the nie

feature that you an add optional setions later that earlier implementations

may skip. Other methods inlude KLV, or key-length-value (http://en.wikipedia.

org/wiki/KLV).

ASN.1 (http://en.wikipedia.org/wiki/ASN.1) is a ommon but very om-

plex system for serializing and enoding data. It is an abstrat notation, meaning

that it spei�es that ertain objets are enoded as sequenes of other kinds of

objets, but it doesn't give a way to enode these primitive objets. That is

the job of the enoding rules suh as BER and DER. Two of its enoding rules

are TLV-based and two are not. Cryptographers tend to use DER, beause

it gives an unambiguous way to enode data. It is used in everything from

SNMP to X.509 erti�ates. It has the advantage of being very ompat, and

the disadvantage of not being human-readable. If you wish to beome versed in

the arana of ASN.1, it may help to start with this (give yourself two readings

before you give up):

� A Layman's Guide to a Subset of ASN.1, BER, and DER (http://lua.

ntop.org/Teahing/Appunti/asn1.html)
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XML (http://en.wikipedia.org/wiki/XML), partiularly the XML Signature

(http://en.wikipedia.org/wiki/XML_Signature), seems like a good ontender

to displae ASN.1 but it is still too ompliated. Its original job was to mark

up text, but it's muh easier to debug sine it's all printable, but it is by no

means ompat.

28.5.6 Polymorphi Data and Ambiguity

Just as an image may be represented in a bitmap, a GIF, or a JPEG, so too may

data appear in many forms. It may be neessary, for example, to use printable

enoding tehniques a la base64 to pass in an HTTP request. Suh polymorphi

data shemes produe two problems; one, it is neessary to speify (and onvert

to) a anonial form for authentiation (see 28.6.7) and another in that some

hoies of enoding may be ambiguous.

Some very fasinating work is being done on this right now in the XML Signature

group (http://www.w3.org/Signature/), but anonialization is turning out

to be full of pre-authentiation omplexity, whih provides a large anonymous

attak surfae (see 7.5).

28.6 Cryptographi Protools

This is an evolution of the former setion to over freshness and other ommu-

niation seurity onepts.

28.6.1 DoS and Anti-Clogging Tokens

So most of the time, one of the �rst things a protool will do is a publi-key ryp-

tographi operation of some kind, whih is expensive. So this opens up a DoS

vetor; the lient onnets to the server, osting little or nothing, and the server

has to do a PK operation. The same is possible the other way, but it's usually

more di�ult to fore a lient to onnet to you. Regardless, the answer to this

is to fore the peer to have to reeive and respond to a paket, whih Photuris

(http://en.wikipedia.org/wiki/Photuris_%28protool%29) alled an anti-

logging ookie; this requires that the �rst paket to the peer be unpreditable

(see 29). A normal TCP/IP handshake may often �ll this purpose sine the

sequene number should be unpreditable, but it is not required to be so, nor

may it be relied upon to be so, and so a very autious designer would avoid

using it as suh.

28.6.2 The Problemwith Authentiating within an Enrypted Chan-

nel

Suppose you use Di�e-Hellman to enrypt a hannel. Trillian does just this,

whih is �ne against a passive eavesdropper but doesn't prevent MITM (see
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10.9) sine you have no idea to whom you're enrypting your messages. The

naive ountermeasure is to authentiate within the hannel, but again this does

not prevent a MITM; the adversary simply establishes an enrypted hannel

with you and the remote end, then passes your authentiation messages bak

and forth like the messages themselves. So the authentiation messages must

also be tied to the parameters of the enrypted tunnel. This is isomorphi to

the sign-then-enrypt problem (see 28.5.2).

28.6.3 How to Protet the Integrity of a Session

In his exellent book Pratial Cryptography (http://www.shneier.om/book-pratial.

html), Brue Shneier suggests that the sender should send a hash of everything

it has sent so far with every message. With most hash onstrutions (i.e. Merkle-

Damgård) this is easy, sine you an maintain a �xed-size ontext, and send a

�nalization every message. The reeiver should hek the hash every time it re-

eives a message. You do this regardless of whether or not you have negotiated

a seure session already. This very simple design priniple allows you to detet

tampering at the earliest opportunity.

28.6.4 Freshness and Replay Attaks

Suppose you had a protool whih allowed for ertain operations, like �transfer

$1000 from my aount to paypal�subspae�eld.org�. If Mallory was able to

reord this message, she ould send it a seond time to perform what is alled

a replay attak, even if she wasn't able to read the message. This may be just

an annoyane, but imagine that the messages were atually tatial diretives

sent to military units; the onfusion they aused would be dramati indeed. If

the messages have less ontext, like �yes�, or �transation authorized�, then the

potential for mishief goes up signi�antly. What we want to do is ensure fresh-

ness, or liveness, of the onnetion. All of the methods involve a none (short

for �number used one�), and require that the reipient be able to determine if

the number has been used before. All of them also detet re-ordering. Further,

the nones must be ombined with the message suh that the integrity of both

is proteted, or else the adversary ould simply attah a new none to an old

message.

global timestamps The obvious method used on military diretives is to

inlude a timestamp in eah one. You generally want to inlude a timestamp

that is unambiguous, so human-readable dates generally don't work due to leap

years, daylight savings time and time zone di�erenes; I prefer to use a normal

Unix timestamp, whih is measured in seonds sine the epoh.

13

This is the

13

The epoh is the beginning of Jan 1, 1970, universal oordinated time (UTC), and is the

de fato standard for Unix timekeeping.
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only method whih does not require keeping state about the peer between mes-

sages, but it does require everyone to have an aurate lok. This is also the

only method whih an detet a delayed message, but if you are about this

usually you'd solve this by putting a timestamp in the message itself, and not

doing it in the protool.

loal timestamps In this method, you don't need everyone to have an a-

urate lok, but merely have one that never goes bakwards, whih is alled

monotonially inreasing. In this ase, eah node has to keep the last timestamp

from eah peer to make sure that eah new timestamp is greater to the last,

and you need enough resolution to make sure that you don't send two messages

with the same stamp.

serial numbers This is basially a derivative of loal timestamps, but instead

of using a lok you just use a ounter. It seems preferable to loal timestamps

in every way.

haining Eah message inludes some piee of information derived from prior

messages that varies unpreditably. For example, you ould use the hash of all

previous messages.

hallenge-response In this method, the peer hallenges you with a none,

and you send it bak with the message. This does not require any persistent

storage, but does require an interative protool (instead of �store and forward�),

and a soure of unpreditable numbers, and requires an extra half round-trip

(whih I all a half-trip) in the exhange. This lateny may be masked sometimes

by overlapping this handshake with another stage of the protool.

28.6.5 Preventing Feedbak

In order to prevent feedbak from one part of the protool to another, the input

to eah hash funtion, PRF funtion, KDF funtion and signature operation

should be extended with a �eld that uniquely identi�es that stage of the protool.

28.6.6 Identi�ation

For a regular lient-server opening, all mutual �authentiation� protools involve

at least three half-trips. A simultaneous-open between two peers an our in

two half trips (i.e., a single round trip), but these are rare.

142



28.6.7 Authentiation

The protool should authentiate what is meant, not what is said.

� The Horton Priniple (http://www.shneier.om/paper-ssl.

html)

This quote suggests that you should authentiate plaintext, not iphertext. In

fat, if the plaintext has more than one enoding (see 28.5.5), you should pik

one to be anonial and authentiate that. Having to onvert the data to anon-

ial form before authentiation is unfortunate but one of the onsequenes of

multiple enodings.

Mutual Authentiation Protools I one took all the mutual authentia-

tion protools in Shneier's Applied Cryptography and fatored out the trusted

third party to reate simple two-party mutual authentiation protools (ap-

parently those are so trivial he didn't bother to mention them). It was an

interesting exerise, and I notied that all of the results had three half-trips (1.5

RTTs). Exept in the ase of a mutual open, it seems like this is the minimum,

and probably not oinidentally is the number of half trips needed in the TCP

three-way handshake. It seems pretty intuitive to me, but I haven't seen a proof

that this is indeed the minimum.

Simplest MAP: A->B Ch1, B->A R1Ch2, A->B R2.

28.6.8 Eshew Multiple Enoding Shemes Unless Neessary

Polymorphi data (data having multiple enoding shemes) is quite di�ult

to �lter properly; this ame up when people learned you ould use HTML

entity enoding to bypass �lters for deteting �bad� things on web servers.

Anything, espeially middle-boxes like NIDS, have trouble when the number

of enodings is too high, and inevitably the false positive goes up. This is

also what Ptaek desribed in Insertion, Evasion, and Denial of Servie: Elud-

ing Network Intrusion Detetion (http://erberus.sourefire.om/~jeff/

papers/Ptaek_and_Newsham/idspaper.html).

28.6.9 Key Exhange and Hybrid Enryption Shemes

Typially at some point the peers will do some publi key operations in a key

exhange order to get some session keys. By analogy, in data formats suh

as OpenPGP, they use a hybrid enryption sheme whih does a single PK

operation to enrypt or derypt a symmetrimessage key. One engineering trik

is that if you use a KDF to generate two independent keys for eah diretion

during your key exhange, you an use one for MAC and one for enryption,

whih means that you an do heap symmetri MAC operations instead of digital

signatures, whih are expensive publi-key operations.
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28.7 Enrypted Storage

I think it's a good idea, so you don't have to worry about someone opying or

tampering with your data as they sit on the storage media. If you take this

step before using media, apart from the inonveniene of entering a passphrase

(possibly as infrequently as one every time you reboot, whih an be as little

as one a year on Unix), you won't ever have to worry about �seure deletion�,

or losing physial possession of it due to any of the following reasons:

� Theft, loss, or on�sation (see http://www.shneier.om/blog/arhives/

2007/12/how_to_seure_y.html)

� Drive failure and disposal or returning it under warrantee

� Fire, hurriane, �ood, or any other disaster

� Owner runs short on funds and wants to liquidate some assets quikly

In this ase, the on�dentiality guarantee is the greater of the on�dentiality

levels on the key and the media. A randomly-generated key is useless, and the

media alone gives a on�dentiality guarantee equal to that of the ipher used.

Just think of the peae of mind you'll have not having to worry about loss of

physial possession of your storage devies!

If you want more information on how to atually set this up, I have given

a presentation on it (http://www.subspaefield.org/seurity/enrypted_

storage_slides.pdf).

Note that while network enryption protets the data between to positions in

spae, enrypted storage is proteting the data between two positions in time;

in essene, you are enrypting it to your future self.

28.7.1 Key Esrow for Enrypted Storage

In orporate environments it's often a requirement that you be able to reover

the data if the employee forgets their passphrase, leaves the ompany, and so on.

Even with individuals, the idea of losing all your data an be intimidating. The

naive and error-prone way of handling this is to simply ask them to submit the

passphrase to an esrow aount of some kind, and make a poliy against not

doing so; this makes reminding them to do so sound less like being the seurity

Nazi and more like you are proteting them. However, there is a lever method

for avoiding having to do this that uses key indiretion (see 28.9.7). In this ase

the data enryption key is randomly generated, and it is enrypted with the

user's passphrase. However, the tool also enrypts it with a publi key for the

organization and stores the result of that omputation as well. An individual

ould use the same tehnique and simply store the private half of the reovery

key in a seure seond loation, like a safety deposit box. This worries some

people, but it's de�nitely better than not using enryption at all.

144

http://www.schneier.com/blog/archives/2007/12/how_to_secure_y.html
http://www.schneier.com/blog/archives/2007/12/how_to_secure_y.html
http://www.subspacefield.org/security/encrypted_storage_slides.pdf
http://www.subspacefield.org/security/encrypted_storage_slides.pdf


28.7.2 Evolution of Cryptographi Storage Tehnologies

1. Userland appliations whih require user to manually run them, whih are

tedious to use and prone to human error.

2. File systems whih enrypt �les and diretories individually and automat-

ially, whih turn out to be overly omplex due to the omplex �lesystem

APIs in most operating systems.

3. Blok devies whih enrypt bloks of data, whih allow you to put any

�lesystem on them.

28.7.3 Filesystem Crypto Layers

These basially enrypt the data before storing it on the disk. They are often

reated as layers over a regular �lesystem. If layered over a network �le system

like NFS, you an store stu� on a remote system without having to trust the

on�dentiality of the remote system.

� CFS

� TCFS

One advantage of this kind of design is that you an build seure delete into the

system, as in Radia Perlman's paper File System Design with Assured Delete

(http://ieeeia.org/sisw/2005/PreProeedings/09.pdf).

28.7.4 File Systems with Optional Enryption

� Mirosoft's Enrypting File System (EFS) is a bit of a blak box; the only

analysis I have seen of it is in a Blak Hat presentation (http://www.

blakhat.om/presentations/bh-europe-03/bh-europe-03-malyshev.

pdf)

� ZFS will have some optional enryption

28.7.5 Blok Devie Crypto

Not long ago the US had a SIGINT plane whih was fored down in China.

They tried to destroy the data they had olleted, but were unable to. If only

they had used one of these free alternatives, they wouldn't have had to worry:

� TrueCrypt (highly reommended) (http://www.truerypt.org/)

� FreeOTFE (http://www.freeotfe.org/)
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The Debian installer (and Ubuntu alternate install CD) now let you enrypt the

root partition, so only /boot is left in the lear.

For more disussion, please read these artiles:

� Marus Ranum reviews TrueCrypt (http://www.ranum.om/seurity/

omputer_seurity/editorials/diskrypt/index.html)

� Brue Shneier reommends PGP Disk (http://www.shneier.om/blog/

arhives/2007/12/how_to_seure_y.html)

� US Government to require full disk enryption (http://www.full-disk-enryption.

net/fde_govt.html)

� Wikipedia on Disk Enryption Theory (http://en.wikipedia.org/wiki/

Disk_enryption_theory)

28.7.6 The Cryptographially-Strong Pseudo-random Quik Fill

Many plaes tell you to pre-�ll the lower layer of your enrypted disk devie with

pseudo-random (/dev/urandom) output before mounting the upper layer, but

this is VERY slow, sine SHA-1 only generates 160 bits of output per iteration.

It's muh faster and almost as good in this ontext to mount with a random key,

write zeroes (/dev/zero) to the upper layer, unmount, remount with another key,

then use that as your �le system, beause then you're using a ipher to generate

your data, and iphers are quite fast.

28.7.7 Bakups

Why don't you just pipe your bakups through something like gpg or any other

enryption �lter before writing them to tape? Then you ould store them

anywhere, even a publi FTP site. You ould also use the program dupliity

(http://www.nongnu.org/dupliity/) for seure remote bakups.

28.7.8 Threat Models Against Enrypted Storage

Remote Aess While Mounted The adversary raks the system's seu-

rity while the drive is mounted and thus available in unenrypted form.

Physial Seizure The adversary seizes or steals the system, but has to power

it o� to do so. This is equivalent to one-time physial aess.

Physial Aess While Mounted The adversary gains physial aess to

the omputer while the enrypted storage is mounted (or shortly there-

after) and performs a old boot attak or diret memory aess to reover

the enryption keys (see 8.2.2, 8.2.2).
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Watermarking The adversary gets your system to store a spei� hunk of

plaintext on your enrypted disk, and then an prove from the enrypted

image that you have that data stored.

28.8 Deniable Storage

Deniable storage is a system for hiding the fat that ertain data exists. This is

similar to, but di�erent from, enrypted storage whih merely makes the data

unintelligible. This enompasses deniable enryption and steganographi �le

systems.

28.8.1 Deniable Enryption

In ryptography and steganography, deniable enryption is enryp-

tion that allows its users to onviningly deny the fat that the data

is enrypted or, assuming that the data is obviously enrypted, its

users an onviningly deny that they are able to derypt it. Suh

onvining denials may or may not be genuine, e.g., although suspi-

ions might exist that the data is enrypted, it may be impossible

to prove it without the ooperation of the users. In any ase, even

if the data is enrypted then the users genuinely may not have the

ability to derypt it. Deniable enryption serves to undermine an

attaker's on�dene either that data is enrypted, or that the per-

son in possession of it an derypt it and provide the assoiated

plaintext.

� Wikipedia

� Wikipedia artile on Deniable Enryption (http://en.wikipedia.org/

wiki/Deniable_enryption)

� Ran Canetti, Cynthia Dwork, Moni Naor, Rafail Ostrovsky - Deniable

Enryption (http://eprint.iar.org/1996/002)

28.8.2 Plausibly Deniable Storage

� TrueCrypt Plausible Deniability (http://www.truerypt.org/dos/?s=plausible-deniability)

28.8.3 Steganographi File Systems

� Wikipedia artile on Steganographi File Systems (http://en.wikipedia.

org/wiki/Steganographi_file_system)

� StegFS - A Steganographi File System for Linux (http://www.mdonald.

org.uk/StegFS/)
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� Wikipedia artile on StegFS (http://en.wikipedia.org/wiki/StegFS)

� Rubberhose (http://en.wikipedia.org/wiki/Rubberhose_%28file_system

%29)

28.8.4 Threats Models Against Deniable Storage

These are taken from Brue Shneier's paper titled Defeating Enrypted and

Deniable File Systems: TrueCrypt v5.1a and the Case of the Tattling OS and

Appliations (http://www.shneier.om/paper-truerypt-dfs.html).

One-Time Aess The adversary gets a single image of the disk. This might

happen if the adversary seizes or steals the omputer.

Intermittent Aess The adversary gets multiple snapshots of the disk at

di�erent times. This an happen if you ross a border and the border

guards are adversaries who take images of the disk eah time.

Regular Aess The adversary gets many images of the disk taken at short

intervals. This may happen if the adversary gets repeated aess to the

drive; for example, the seret polie may break into someone's residene

and take a drive image eah time.

28.9 Key Management

Three Rings for the Elven-kings under the sky,

Seven for the Dwarf-lords in their halls of stone,

Nine for Mortal Men doomed to die,

One for the Dark Lord on his dark throne

In the Land of Mordor where the Shadows lie.

One Ring to rule them all, One Ring to �nd them,

One Ring to bring them all and in the darkness bind them

In the Land of Mordor where the Shadows lie.

� J.R.R. Tolkien, The Fellowship of the Ring (http://en.wikipedia.

org/wiki/One_Ring)

Key management is a term that enompasses a wide variety of problems and

solutions:

� Key generation

� Key distribution or exhange
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� Key veri�ation

� Key storage & protetion

� Key validity heks

� Key esrow (sometimes)

� Key reovery (sometimes)

� Key destrution

For more information, see:

� Peter Gutmann's Tutorial on Key Management (http://www.ypherpunks.

to/~peter/T2_Key_Management.pdf)

� OASIS Enterprise Key Management Infrastruture (EKMI) Tehnial Com-

mittee (http://www.oasis-open.org/ommittees/t_home.php?wg_abbrev=ekmi)

28.9.1 Key Generation

For symmetri keys, key generation usually amounts to the random generation of

a �xed number of bits. You ould use a password for a key, sine all bitstrings are

valid symmetri keys, but you want these bits to be ompletely unpreditable

to an adversary (see 29). Therefore, I reommend using randomly-generated

keys unless a human must enter them. For example, it may require a human to

enter a key to derypt an enrypted storage devie (see 28.7). In that ase you

should use a ryptographi hash of suitable size (equal to or greater than the

key size) to hash a user-supplied passphrase, and then use (as many as possible

of) those bits as a key. In many ases where passphrases are used, it may be

wise to use a level of key indiretion (see 28.9.7) to allow for the passphrase to

be hanged without hanging the underlying key.

For asymmetri keys, the proess is more involved, usually involving muh larger

quantities of random numbers in number-theoreti algorithms.

28.9.2 Key Distribution

One you have generated keys, you need to share them, in whole (symmetri)

or part (asymmetri) with anyone you wish to ommuniate with. This has

always been the part of ryptography whih involves the most handwaving and

impratial solutions.
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Distributing Symmetri Keys In symmetri ryptography, you have to

share the key with any intended reipients while not dislosing the key to any-

one else (i.e. on�dentially). One you have done this, you will be able to

ommuniate with them seurely. Unfortunately, this su�ers from a bootstrap-

ping problem; you need a on�dential hannel in order to distribute the keys.

One thing you ould do is send them the key and simply hope nobody eavesdrops

on it. You ould do this via an out-of-band ommuniation hannel suh as the

phone. One ould also trade keys on a portable storage medium via the postal

servie, trusted ouriers, or in person. Fortunately, portable data storage devies

have suh large apaity now that one need only do a physial exhange of keys

one.

In theory, one ould give multiple parties the same key material. Also, sine

more than one system has the redential, this violates the Priniple of Least

Privilege (34.1), and now one system may impersonate another, whih violates

the Priniple of Unique Identi�ers (see 34.5). Thus, you will usually want to

share a separate key with every party with whih you wish to ommuniate.

This means that for n parties, there must be n2
keys.

Distributing Asymmetri Keys Enter asymmetri ryptography. In asym-

metri ryptography, you have to share the publi key with your intended re-

ipients; by design, you an share the same key with all parties. In this ase,

you do not need the key exhange to be on�dential; your publi key may be

dislosed to the world; only your private key need be kept on�dential. In some

ases, people may post a GPG key on their web page. It is also possible to

publish those keys into global key servers, whih an store and retrieve keys as

needed. However, these systems have a �aw; how does one know that the key

one retrieved from a web page or key server is the orret key? An adversary

ould ondut a MITM attak (see 10.9) by substituting his own key for the one

you intended to download. That would set up the preonditions for onduting

other MITM attaks against enrypted ommuniations later on. Note that this

is a detetable attak, sine it is not passive.

Dukling Model In this model, keys are exhanged upon the �rst ommu-

niation, muh like a dukling imprints on the �rst objet it sees as its mother

(i.e. trusted). It is hoped by the parties involved that the adversary is not on-

duting a MITM attak during this �rst ommuniation. This model is often

used with key ontinuity heks (see 28.9.3).

� http://www.l.am.a.uk/~fms27/papers/2001-Stajano-dukling.pdf

On-Air Keying (OAK) On-Air Keying is a method for key exhange that

involves signalling the next key to use during a seure transmission. This allows

for key exhange without a separate, seure key distribution hannel. Needless
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to say, if the adversary has that signal and an �nd the urrent key, the next

one an be derypted. It also means that one must get positive veri�ation that

the other end got the transmission, lest you lose them forever.

Normally on-air keying is onsidered unsafe, beause it uses the ommuniation

hannel as a key exhange hannel. However, these onditions may make it

aeptable:

� Integrity proteted: Double-hek that other side got information properly

� Tatial information: information may be valuable for an amount of time

smaller than the time it takes to guess the key

� Enemy may not be reeiving the information at the key exhange time

(mostly for radio nets)

� Key exhange times are laid out in advane with initial, seure key ex-

hange time (mostly for radio nets)

� There is nothing else available

The Broadast Channel One method for doing this is to publish the key

(or its �ngerprint) as widely as possible. For example, you ould put your GPG

�ngerprint in your email headers or .signature �le, so that anyone an hek

the key they retrieved against any email they may have reeived from you. The

theory here is that any adversary wishing to ondut a MITM attak (see 10.9)

would have to have started suh an attak before you sent the email ontaining

the �ngerprint to the reipient.

If the reipient has never reeived an email from you, they ould in theory

retrieve one from the web, under the theory that an adversary would not be

onduting MITM attaks against the reipient by substituting his own �nger-

prints for yours while he is doing this.

Web of Trust

� http://www.gnupg.org/gph/en/manual.html

� http://en.wikipedia.org/wiki/Web_of_trust

28.9.3 Key Veri�ation

This term refers to the proess of asertaining whether a given (publi) key

orresponds to the person we believe it to.
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Key Continuity In this ase, the ryptographi protool ahes the keys

(usually publi) from a remote system between uses, and informs the user if

they ever hange, sine that is indiative of a man-in-the-middle attak (either

in progress or up until now). This is usually done when using the Dukling

model of key distribution (see 28.9.2).

Certi�ation Authorities Software like web browsers often ome with a

ahe of erti�ates (whih inlude publi keys) from various CAs (http://en.

wikipedia.org/wiki/Certifiate_authority). Upon onneting to an SSL-

seured web server, the web server's erti�ate is sent to the browser. The CA

keys bundled with the browser an then be used to hek signatures on the web

server's erti�ate. This is just a form of key indiretion (see 28.9.7); instead of

having to seurely obtain keys from all possible endpoints, you merely have to

seurely obtain the CA's key whih signed the keys of the endpoints.

It turns out that CAs and PKI are very omplex subjets, and I annot do them

justie here.

It's worth noting that anyone an generate a erti�ate; what CAs are really

doing is selling the proess of erti�ation, so I've hosen to all them this rather

than �erti�ate authorities�; be warned that I am in the minority.

Out-of-Band Comparison One an ompare �ngerprints of keys over a dif-

ferent, low-bandwidth ommuniation medium (i.e. the phone, postal mail).

CAs are basially this but done through middlemen.

Parallel Paths OOB omparison is really an example of reating two disjoint

paths between two entities and making sure that they give the same results. This

an our in multiple ontexts. For example, it an be used for the bootstrapping

problem; how an I trust the �rst onnetion? By reating two paths I an

ompare the identities of the peer both plaes. I one used this to hek the

integrity of my PGP downloads by downloading it from home and from another

loation, and omparing the results.

Formatting Imagine that the adversary is onduting a MITM against, say,

an SSH session, so instead of A<->B it is A<->O<->B. Your ountermeasure

as A may be to hek the IP addresses of the peer at B, so that the adversary

would have to spoof IPs in both diretions (this is often printed automatially

at login). Another tehnique is to hek the host key �ngerprint as part of

your login sequene, sending the �ngerprint through the tunneled onnetion.

The adversary may modify the data at the appliation layer automatially, to

hange the �ngerprint on the way through. But what if you transformed (e.g.

enrypted) the �ngerprint using a ommand-line tool, and represented it as

printable haraters, and printed them through the tunnel, and inverted the
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transformation at the loal end? Then he'd have a very di�ult time writing

a program to detet this, espeially if you kept the exat mehanism a seret.

You ould run the program automatially through ssh, so it isn't stored on the

remote system.

28.9.4 Key Management and Salability

Key management is a salability issue. In a single-person organization, you an

trust yourself with all the data. As the organization grows, your risk inreases

proportionally, and so you want to enfore need-to-know. Then you enrypt

data and only give the keys out to those who need them, and tightly ontrol the

keys.

A key server entralizes and hands out keys. A ryptologi server holds the

keys and performs enryption or authentiation on data provided by other sys-

tems. There are hardware seurity devies like this and they all them hardware

seurity modules, or HSMs.

If N partiipants had to use symmetri ryptography, eah person would have

to have a key for talking to every other person, or O(N

2) keys. Asymmetri

ryptosystems let us bring this under ontrol and have only N keys again.

28.9.5 One Key, One Purpose

Reusing keys in di�erent algorithms may lead to weaknesses. For example, if

an enryption algorithm is so weak that (e.g.) a known-plaintext attak ould

reover the key, then it ould ompromise every other seurity property ensured

by that key.

Alternately, a person may be able to use one part of a protool to at as an

orale to perform ryptographi operations using a key, and then use the result

in another part of the algorithm. There is an attak known as the mirror attak

where the server takes a hallenge, enrypts it with a key, and sends the result

bak as a response (to prove it knows the key without atually showing it), with

its own hallenge. The lient then reates a seond onnetion, and sends the

server's hallenge as its own hallenge, and take the response and use it in the

original onnetion. If the same key is used in both diretions, you lose. Similar

problems exist when the keys are strongly related (i.e. only one bit di�erent),

or other trivial modi�ations.

In general, if you are using the same key in two di�erent ryptographi algo-

rithms, that is usually a mistake. You should probably be using a KDF (see

28.5.4) to derive multiple keys from the datum you're urrently using diretly.

Furthermore, by using di�erent keys in di�erent plaes, you limit the value of

obtaining one key, so that the amount of resoures required to reover it exeed

its value. If this is known, then it will redue the total number of attaks on
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the system and thus the amount you have to spend defending it (or analyzing

the intrusions).

Finally, key should be used in as few plaes as possible to allow for easy revo-

ation or rotation.

This is similar to the priniple of unique identi�ers (see 34.5).

28.9.6 Time Compartmentalization

Forward seurity in symmetri ipher by running keys through a OWF period-

ially, and destroying old value. For asymmetri, renegotiate enryption keys

in a way that annot be reonstruted later, even with the authentiation keys

(e.g. anonymous Di�e-Hellman session key negotiation).

28.9.7 Key Indiretion

A ommon problem has to do with key revoation; how do we revoke a key whih

must be used by many people? I am told that in one part of Fort Meade, eah

day employees swipe their badges through a sort of vending mahine whih dis-

penses physial keys. The physial keys are used by many people, and re-keying

a physial lok is hard, so this system allows them to revoke the authorization

on the badge without re-keying the loks. By analogy, if the end-user enters one

key whih unloks a (seret) enryption key whih an derypt the data (whih

ould be done with a hardware seurity module), then we an hange or revoke

the �rst key without having to hange the seond. This �rst key is alled a

key-enrypting-key (KEK). It is partiularly useful in storage rypto, where it

may be di�ult or impossible to re-enrypt all the enrypted data in a timely

manner.

The same thing ours in most publi key systems beause PK algorithms are

so slow. Publi key is too slow to perform on all but very small messages; thus,

they enrypt a message key with the publi-key algorithms, and then use the

message key to enrypt the bulk of the data using a fast symmetri ipher. This

is alled a hybrid rypto system. Almost all network protools do the same

thing, only there the symmetri key is alled a session key.

You an imagine attaking a KEK system like this; there are two loked doors

made of di�erent substanes, arranged in parallel (see 34.8). Behind the �rst

door is a key that unloks the seond. The prize is behind the seond door.

Obviously, you an either attak the �rst door or the seond and get the prize.

However, sine PK is usually weaker than symmetri enryption, and sine users

generally pik poor passwords, the �rst door is usually easier. Also, sine there

will be other pairs of doors with the same lok on the �rst door, �nding the key

for the �rst door is more valuable than the seond. However, if the �rst door is

made of adamantine and the seond door is made of wood, then you might be

able to smash through all the seond doors without keys, in whih ase you need
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never bother with the adamantine doors. If the doors are arranged vie-versa,

you an always smash through the �rst door and get the key to the seond.

28.9.8 Seret Sharing

Seret sharing (http://en.wikipedia.org/wiki/Seret_sharing) involves re-

quiring a ertain number of shares to be ombined to reonstrut any of the

information. The easiest way to do this is with one-time pads. However, if you

wish to do this more than one, you usually have to have a dealer whih reon-

struts the seret out of the reah of any of the partiipants (a well-proteted

system, or perhaps a hardware seurity module).

28.9.9 Threshhold Cryptography

� Wikipedia Threshhold Cryptosystem (http://en.wikipedia.org/wiki/

Threshold_ryptosystem)

� Intrusion Tolerane via Threshhold Cryptography (http://www.stanford.

edu/~dabo/ITTC/)

There are, however, shemes similar to seret sharing that do not require trusted

dealers; these are alled threshhold ryptosystems.

28.10 Cryptographi Standards

28.10.1 RSA Seurity Publi Key Cryptography Standards

More ommonly known as PKCS, these standards are the most important to

anyone implementing publi key ryptographi systems.

� http://en.wikipedia.org/wiki/PKCS

� http://www.rsa.om/rsalabs/pks/

� PKCS #1: RSA Cryptography Standard (http://www.rsa.om/rsalabs/

node.asp?id=2125)

� PKCS #3: Di�e-Hellman Key Agreement Standard (http://www.rsa.

om/rsalabs/node.asp?id=2126)

� PKCS #5: Password-Based Cryptography Standard (http://www.rsa.

om/rsalabs/node.asp?id=2127)

� PKCS #6: Extended-Certi�ate Syntax Standard (http://www.rsa.om/

rsalabs/node.asp?id=2128)
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� PKCS #7: Cryptographi Message Syntax Standard (http://www.rsa.

om/rsalabs/node.asp?id=2129)

� PKCS #8: Private-Key Information Syntax Standard (http://www.rsa.

om/rsalabs/node.asp?id=2130)

� PKCS #9: Seleted Attribute Types (http://www.rsa.om/rsalabs/node.

asp?id=2131)

� PKCS #10: Certi�ation Request Syntax Standard (http://www.rsa.

om/rsalabs/node.asp?id=2132)

� PKCS #11: Cryptographi Token Interfae Standard (http://www.rsa.

om/rsalabs/node.asp?id=2133)

� PKCS #12: Personal Information Exhange Syntax Standard (http://

www.rsa.om/rsalabs/node.asp?id=2138)

� PKCS #13: Ellipti Curve Cryptography Standard (http://www.rsa.

om/rsalabs/node.asp?id=2139)

� PKCS #15: Cryptographi Token Information Format Standard (http://

www.rsa.om/rsalabs/node.asp?id=2141)

28.10.2 Federal Information Proessing Standards

More ommonly known as FIPS, these are government standards, some of whih

over seurity-relevant material.

� Wikipedia entry on FIPS (http://en.wikipedia.org/wiki/Federal_

Information_Proessing_Standard)

� Wikipedia entry on FIPS-140 (http://en.wikipedia.org/wiki/FIPS_

140)

� Federal Information Proessing Standards Publiations (http://www.itl.

nist.gov/fipspubs/)

� FIPS 140-2 Seurity Requirements for Cryptographi Modules (http://

sr.nist.gov/publiations/fips/fips140-2/fips1402.pdf)

� FIPS 180-3 Seure Hash Standard (SHA) (http://sr.nist.gov/publiations/

fips/fips180-3/fips180-3_final.pdf)

� FIPS 181 Automated Password Generator (APG) (http://www.itl.nist.

gov/fipspubs/fip181.htm)

� FIPS 185 Esrowed Enryption Standard (EES) (http://www.itl.nist.

gov/fipspubs/fip185.htm)
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� FIPS 186-2 Digital Signature Standard (DSS) (http://sr.nist.gov/

publiations/fips/fips186-2/fips186-2-hange1.pdf)

� FIPS 196 Entity Authentiation Using Publi Key Cryptography (http://

sr.nist.gov/publiations/fips/fips196/fips196.pdf)

� FIPS 197 Advaned Enryption Standard (AES) (http://sr.nist.

gov/publiations/fips/fips197/fips-197.pdf)

� FIPS 198-2 The Keyed-Hash Message Authentiation Code (HMAC) (http://

sr.nist.gov/publiations/fips/fips198-1/FIPS-198-1_final.pdf)

28.10.3 National Institute of Standards Speial Publiations

This inludes the NIST 800 series. There are too many to list individually, so

here is the link:

� NIST Speial Publiations (800 series) (http://sr.nist.gov/publiations/

PubsSPs.html)

28.10.4 PGP and GPG

� PGP Attak FAQ (http://axion.physis.ub.a/pgp-attak.html)

� TODO - add relevant RFCs, et. here

29 Randomness and Unpreditability

�The generation of random numbers is too important to be left to

hane.�

� Robert R. Coveyou of Oak Ridge National Laboratory

� http://en.wikipedia.org/wiki/Random_number_generator

� Cryptographi Random Numbers (http://www.std.om/~me/P1363/ranno.

html)

� The E�ient Generation of Cryptographi Confusion Sequenes (http://

www.iphersbyritter.om/ARTS/CRNG2ART.HTM)

� RFC 4086: Randomness Reommendations for Seurity (http://www.

ietf.org/rf/rf4086.txt)

� DavidWagner'sRandomness for Crypto (http://www.s.berkeley.edu/

~daw/rnd/)
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29.1 Types of Random Number Generators

A pseudo-random number generator (PRNG) is an algorithm that starts with

a �seed� of unpreditable bits and generates a stream of bits using a determin-

isti algorithm. These an ome in varying strengths, so those meant for use

in ryptography are sometimes alled ryptographially strong pseudo-random

number generators (CSPRNG)

PRNGs are opposed to �true� random number generators (TRNG), whih is

one that reates bits via some (analog) noise soure. These are sometimes

alled hardware random number generators (HWRNG), sine they usually exist

as hardware to be attahed to a regular, deterministi omputer system.

� Wikipedia artile on PRNGs (http://en.wikipedia.org/wiki/Pseudo-random_

number_generator)

� Wikipedia artile on CSPRNGs (http://en.wikipedia.org/wiki/Cryptographially_

seure_pseudorandom_number_generator)

� Wikipedia artile on HWRNGs (http://en.wikipedia.org/wiki/Hardware_

random_number_generator)

29.2 Pseudo-Random Number Generators

One day I'll expand this setion signi�antly to over many pseudo-random

number generator designs.

29.2.1 Yarrow

Yarrow is a pretty neat CSPRNG beause it uses a blok ipher to �streth� a

seed signi�antly. This introdues some slight preditability, but is very fast.

� Yarrow: A seure pseudorandom number generator (http://www.shneier.

om/yarrow.html)

29.3 An Ideal Random Number Generator

Periodially, some event happens within an ideal random number generator

(IRNG); for example, a photon is shot at a half-silvered mirror. The outome

of eah event is one of a �nite number of states n; in this example, it is re�eted

or transmitted through the mirror. The RNG represents measures the outome,

and then enodes it for use by a disrete-logi omputer.

In an ideal random number generator, the outputs are independent and uni-

formly distributed among the states. Furthermore, it is unpreditable. Just

what onstitutes unpreditability? That is the subjet we shall now over.
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29.4 De�nitions of Unpreditability

[W℄e will be able to interpret the laws of probability and quantum

physis as being the statistial results of the development of om-

pletely determined values of variables whih are at present hidden

from us . . . The idea of hane . . . omes in at eah stage in the

progress of our knowledge, when we are not aware that we are on

the brink of a deeper level of reality whih still eludes us.

� De Broglie (http://www.eequalsmsquared.aukland.a.nz/sites/

em2/tl/philosophy/die.fm)

Assume there is no information that is available to help anyone predit the

outome of an event prior to the event's ourrene, and the event outomes are

independent and uniformly distributed. Then if there are n states, then anyone's

hane of guessing the outome prior to the event is exatly

1
n
. It obviously must

not be more, but neither an it be less, beause if the probability of one guess

being orret were worse than that, then another must neessarily be greater.

This is what I all ideally unpreditable.

In ryptography, we really only are if the adversary an predit the outomes.

If it is impossible for the adversary to improve his odds at guessing the outome

over pure hane, then the RNG is e�etively unpreditable, even if it were

possible for us to guess the state (perhaps by observing some physial proess

hidden from the adversary).

The famous physiist De Broglie suggests in the quote above that unpreditabil-

ity and hane are illusions aused by our ignorane (epistemology), and not

related to the nature of the universe itself (ontology). When two people an

�nish eah other's sentenes but someone else annot, we have proof that what

is unpreditable to one person may not be unpreditable to another. Similarly,

a randomly-generated number may be stored, as in the RAND orporation's

famous book �A Million Random Digits with 100,000 Normal Deviates�. The

transmission of random outomes may be delayed as in the motion piture The

Sting (http://en.wikipedia.org/wiki/The_Sting), and anyone with aess

to the generated value may know it whereas it remains unpreditable to everyone

else.

29.5 De�nitions of Randomness

There are many de�nitions of randomness, but the only one that matters is the

de�nition of e�etive unpreditability given above. Other �elds of thought, suh

as physis or philosophy, may deal with issues suh as determinism (http://en.

wikipedia.org/wiki/Determinism). There are multiple kinds of determinism,

suh as ausal determinism (an ontologial argument that �what omes before

auses what omes after�), and preditive determinism (the universe is ausally

deterministi, and furthermore we an use our knowledge about the universe
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and its present state to predit the future). Thus, we an have an IRNG if

the universe is ausally deterministi, but not if it is preditively deterministi.

However, we an have e�etive unpreditability even if the universe is predi-

tively deterministi.

� The Several Types of Random (http://www.iphersbyritter.om/NEWS3/

GLOSRAND.HTM)

29.6 Types of Entropy

If you're an aspiring ryptologist, the measures of entropy are worth studying,

beause they are appropriate in di�erent situations and analyses.

It's worth noting that information theoreti alulations of entropy are based

on �ensembles� (in�nite numbers of streams) of in�nite length, for mathematial

reasons. This makes reading the works somewhat intimidating for those without

adequate mathematial training, and leads to minor problems when applying

them to single streams of symbols (espeially those of �nite length). They also

require a priori knowledge about �the soure� - one annot stritly derive a

model for a soure based on the output (see 29.10).

� Entropy vs Work (http://www.s.berkeley.edu/~daw/my-posts/entropy-measures)

29.6.1 Shannon Entropy

When most omputer sientists or ryptologists talk about entropy, they nor-

mally are referring to the so-alled Shannon Entropy (http://en.wikipedia.

org/wiki/Information_entropy). It is useful for disussing one-time pads,

seret sharing, ompression, and some other aspets of omputer siene.

It is alulated by the following formula:

H(X) = −
n∑

i=1

p(xi)lg p(xi)

Where p is the probability mass funtion (see http://en.wikipedia.org/

wiki/Probability_mass_funtion) for random variable X .

More links about Shannon and Entropy:

� A Mathematial Theory of Communiation by Claude E. Shannon (http://

m.bell-labs.om/m/ms/what/shannonday/paper.html)

� The Many Faes of Entropy (http://m.bell-labs.om/m/ms/what/

shannonday/talks/JZ.ps.gz)

� Shannon Theory and Contemporary Cryptology (http://m.bell-labs.

om/m/ms/what/shannonday/talks/JLM.ps.gz)
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29.6.2 Min-entropy

There is another type of entropy measurement alled min-entropy (http://

en.wikipedia.org/wiki/Min-entropy). This is useful for analyzing random

number generators. This entropy measure has the following formula:

Hinf (X) = −lgmaxipi

29.6.3 Rényi Entropy

Rényi entropy (http://en.wikipedia.org/wiki/R%C3%A9nyi_entropy) is yet

another way to measure entropy. It has the following formula:

Hα(X) =
1

1− α
lg (

n∑

i=1

pαi )

The Rényi entropy is a generalized form of the Shannon (α = 1) and Min-

entropy (α = infinity). This measure of entropy (with α = 2) is useful when
analyzing the possibility of hash ollisions.

The Rényi entropy is a non-inreasing funtion of α, so min-entropy is always

the most onservative measure of entropy and usually the best to use for ryp-

tographi evaluation.

� Luby, M., �Pseudorandomness and Cryptographi Appliations�, Prine-

ton University Press, ISBN 0691025460, 8 Jan 1996 (http://press.

prineton.edu/titles/5154.html)

29.6.4 Guessing Entropy

The �guessing entropy� is the work required by an adversary who knows the

distribution of your keys to guess the orret key. It is assumed that the prob-

abilities are summed from largest (i = 0) to smallest (i = n). It is useful when
�guring out the amount of work neessary when the keys are non-uniformly

distributed.

HG(X) = lg
∑

i

i p(i)

� Christian Cahin, Entropy Measures and Unonditional Seurity in Cryp-

tography, PhD thesis, ETH Zurih, May 1997 (ftp://ftp.inf.ethz.h/

pub/publiations/dissertations/th12187.ps.gz)

161

http://en.wikipedia.org/wiki/Min-entropy
http://en.wikipedia.org/wiki/Min-entropy
http://en.wikipedia.org/wiki/R%C3%A9nyi_entropy
http://press.princeton.edu/titles/5154.html
http://press.princeton.edu/titles/5154.html
ftp://ftp.inf.ethz.ch/pub/publications/dissertations/th12187.ps.gz
ftp://ftp.inf.ethz.ch/pub/publications/dissertations/th12187.ps.gz


29.7 Why Entropy and Unpreditability Are Not the Same

Sometimes people use the term entropy to mean unpreditability (information,

the amount of surprise we have at seeing the symbol), and it is nie that it is

quantitative, however it is not really the best term to use. There are several

problems with using this term to mean unpreditability:

1. The term is widely used in physis and is overloaded with a a number of

assoiations that are rather onfusing (see http://en.wikipedia.org/

wiki/Entropy). There is strong debate as to whether the onepts are

related in any useful way.

2. Most omputer sientists use the term in the same sense as Claude Shan-

non (http://en.wikipedia.org/wiki/Information_entropy), but there

are several other measures of entropy in information theory (see 29.6).

3. It takes preise and quanti�able terminology (that is, jargon), and uses it

in a general, unquanti�ed, impreise way.

4. See next setion.

29.7.1 An Argument Against Entropy as Unpreditability

What is the information ontent of soure generating an alternating series of

two symbols?

If one uses the Shannon entropy formula, one uses a probability mass funtion

(PMF), and the way this is tallied in many ases is to simply ount the propor-

tion of events that have a given outome (the other entropy measurements give

idential answers in this ase).

Thus, if the random number generator had a binary event (n = 2), and it

always ame up alternating ones and zeroes (i.e. it is ompletely orrelated),

the probability mass funtion would still be uniform, and entropy would be

maximized (H = 1).

If, on the other hand, we de�ne a symbol to be represented by �01�, then we

an do a simple hange of symbols (or binning) and ome up with a ompletely

di�erent measurement (H = 0). Thus, the measurement is not stable aross a
simple substitution of symbols; equating the two would imply hanging symbols

drastially a�ets the amount of information in the sequene, whih goes against

my intuition about the meaning of �information�.

In other words, probability mass funtion is generally ignorant of the adversary's

ability to predit the outome beyond simple unigram frequenies. Even ama-

teur ryptanalysts use bigrams (Markov models) or higher-powered preditive

models to solve the ryptograms in newspapers.
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Even Shannon uses the term loosely; in one study he measures the entropy

of English to be about 1-2 bits per harater, beause humans an guess the

letter 25-50% of the time. However, this is not the result of appliation of strit

appliation of his formula using the PMF, but instead he is using the human

as an orale to estimate a tighter lower bound on the entropy. This suggests

that the measure of entropy is not a ompletely objetive measure, but rather

depends on the ability of something to predit the next symbol. He did note

that it varies with the intelligene of the person making the preditions (and,

presumably, the similarity of the person to the author, in terms of writing style

and knowledge of the subjet).

For another example, the digits (deimal or binary) of π are easily omputable in

non-sequential order (see the BBP formula, http://rd.lbl.gov/~dhbailey/

pi/), and thus totally preditable, but would also have maximal entropy. In-

deed, mathematiians believed the digits not to have a pattern for a very long

time.

29.8 Unpreditability is the Sine Qua Non of Cryptogra-

phy

If you an't pik rypto keys your adversary an't guess, there's little point in

using ryptography.

29.9 Preditability is Provable, Unpreditability is Not

There is no suh thing as a random number, only a randomly-

generated number.

For an adversary who only has aess to the output of the random number

generator (RNG), one assumes that preditability takes the form of a pattern

in the output. Any pattern at all means that it is somewhat preditable; for

example, if it generates slightly more ones than zeroes, the �DC bias� is o� and

it is not entirely preditable. But how an we prove there are no patterns, when

the number of patterns is in�nite? We annot do this through testing any �nite

number of patterns at a time.

This is what lawyers mean by not being able to prove a negative, but it's easy

to prove some negatives; to prove that there aren't any pennies in my hand, you

an look. It's negations of laims of existene (it's not the ase that there exists

an x suh that x is a uniorn) that are hard to prove, beause they are universal

laims (for all things x, x is not a uniorn). It's just as di�ult to prove a simple

positive universal laim, suh as �bodies in motion stay in motion�, or that the

normal physial laws hold the same everywhere and in all situations.

This quandary was summed up in a pithy way in a Dilbert omi (http://web.

arhive.org/web/20011027002011/http://dilbert.om/omis/dilbert/arhive/

images/dilbert2001182781025.gif).
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29.10 Randomly-Generated Samples Are No Di�erent Than

Any Other Sample

A monkey hitting keys at random on a typewriter keyboard for an

in�nite amount of time will almost surely type the omplete works

of William Shakespeare.

� In�nite Monkeys Theorem (http://en.wikipedia.org/wiki/Infinite_

monkey_theorem)

Suppose the output is 01110011; is that more or less random than 00000000?

Eah sequene is just as likely if the soure is random (1 in 256). Looking at

either, an we tell whether the soure is random? No, we annot. The output

alone says nothing de�nitive about the soure. However, if we have a model of

the soure, and an output, we an say how likely the soure would be to generate

that output, but we annot say how likely an output was to be generated by a

partiular model of a soure, sine the number of potential models is in�nite.

XKCD did a funny omi about this (http://xkd.org/221/).

29.11 Testing Samples For Preditability

So we've established that you an't prove something is randomly-generated, nor

an you prove that something is not randomly-generated. However, you an test

to see if it is unlikely to be randomly-generated. A good suggestion to test your

own random numbers is to upload them to the random number testing servie

(http://www.aert.at/random/) and see how they ompare to other RNGs

(http://www.aert.at/gi-bin/rngresults).

� Randomness Tests: A Literature Survey (http://www.iphersbyritter.

om/RES/RANDTEST.HTM)

29.12 Testing Noise Soures

� Allan Variane and Deviation (http://www.iphersbyritter.om/NEWS6/

ALLANVAR.HTM)

� Experimental Charaterization of Reorded Noise (http://www.iphersbyritter.

om/NOISE/NOISCHAR.HTM)

� Measuring Juntion Noise (http://www.iphersbyritter.om/RADELECT/

MEASNOIS/MEASNOIS.HTM)

� Juntion Noise Measurements I (http://www.iphersbyritter.om/RADELECT/

MEASNOIS/NOISMEA1.HTM)
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29.13 Ways to Fail

29.13.1 Letting Humans Pik Things

Humans are awful at piking things unpreditably. If they didn't, password

guessing and ditionary attaks wouldn't work. Here are some links on how bad

people are at produing random data:

� http://sieneblogs.om/ognitivedaily/2007/02/is_17_the_most_

random_number.php

� http://www.shneier.om/blog/arhives/2007/04/more_random_num.

html

� http://query.nytimes.om/gst/fullpage.html?res=9406E4D61F38F937A3575BC0A96E958260

29.13.2 Looking Only at 0/1 Bias

How you ount the values matters. For example, if the RNG always generates

one of the otets (�bytes�) 00000000 or 11111111 with equal probability, then

the bit distribution is uniform, but the distribution of otets is not. A number

of things may be happening here:

1. The RNG is performing some event and sampling an analog result with

eight (or more) bits of preision. However, the distribution is not uniform

(�at), so there's only two observed outomes, eah with 50% probability.

This may happen if the analog portion has the gain set too high on the

ampli�er, or there is some other problem sampling the analog event.

2. The RNG is performing some binary event and the outomes are orre-

lated, meaning that they are not independent of eah other. This may

happen if there is a resonane or yle inside the analog portion, if the

analog portion is piking up an external signal (i.e. a radio station), or

if the outputs of the generator are being inorretly proessed (for exam-

ple, they may have been transferred as text �les between mahines with

di�erent end-of-line onventions).

3. Nothing is wrong, it is just a oinidene, and if you wait long enough, it

may stop happening. Or maybe not.

29.13.3 Trying to Corret Bias or Correlation

These two things are related and I really need to researh this again so I an

remember all the issues.

One method is to ombine (e.g., via XOR) the HWRNG with a PRNG, suh as

the Mersenne Twister (http://en.wikipedia.org/wiki/Mersenne_twister).
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This is sometimes alled whitening. However, in that ase, you need to keep

the other soure unpreditable to the adversary, or else he an anel out the

e�ets. I advise anyone reating a HWRNG not to do this in a way that is

hidden from the end user, lest the biases be hidden from the user but not an

intelligent adversary.

See also 29.15.5.

29.14 Soures of Unpreditability

The seret to reativity is hiding your soures.

� Albert Einstein

So what do we do? We try to understand the soure of the output. We model

it, theorize about it, quantify it.

� Really Random Number Generators (http://www.iphersbyritter.om/

GLOSSARY.HTM#ReallyRandom)

� Really Random Generators (http://www.iphersbyritter.om/REALRAND/

REALRAND.HTM#RandGen)

� Essential Randomness (http://www.iphersbyritter.om/REALRAND/REALRAND.

HTM#EssenRand)

� Random Number Mahines: A Literature Survey (http://www.iphersbyritter.

om/RES/RNGMACH.HTM)

� The Hardware Random Number Generator (http://www.iphersbyritter.

om/NEWS4/HARDRAND.HTM)

� The Pentium III RNG (http://www.iphersbyritter.om/NEWS4/PENTRAND.

HTM)

� Random Numbers From A Sound Card (http://www.iphersbyritter.

om/NEWS4/RANDSND.HTM)

� FM Radio Noise (http://www.iphersbyritter.om/NEWS5/FMRNG.HTM)

29.14.1 Random Numbers From Deterministi Mahine Measure-

ments

Anyone who attempts to generate random numbers by deterministi

means is, of ourse, living in a state of sin.

� John von Neumann
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Sine hardware random number generators are expensive, most people do with-

out them. There are a few ways of doing this, involving making measurements of

internal state of the system that should be di�ult or impossible for the adver-

sary to guess. There is some ontroversy over the pratie (hene my inlusion

of the quote above), as the adversary may have some insight into some of these

soures, and we don't know how random they really are.

� Software Generation of Pratially Strong Random Numbers (http://

www.s.aukland.a.nz/~pgut001/pubs/usenix98.pdf)

Unix /dev/random Most Unix systems have something similar to /dev/random.

� Wikipedia on /dev/random (http://en.wikipedia.org/wiki//dev/random)

Linux /dev/random The Linux /dev/random driver manages an area of

kernel memory known as the entropy pool. It gathers measurements of low-

level system funtions suh as the amount of time between interrupts and other

di�ult-to-predit events. It mixes these measurements into the pool in a non-

destrutive way. It also maintains an estimate of the amount of entropy in the

pool. When a program reads from /dev/random, it gets a one-way hash of part

of the pool's ontents, and the estimate of the amount of entropy left is redued

by the number of bits read. If the estimated entropy in the pool does not allow

for a full hash of data to be read, it bloks until it an gather more information.

This is designed to be used as a true random number generator (TRNG).

The /dev/random devie has a ounterpart, alled /dev/urandom. This devie

will not blok; instead, if the entropy of the pool runs low, it degrades into a

pseudo-random number generator.

� Wikipedia artile on Linux /dev/random (http://en.wikipedia.org/

wiki//dev/random#Linux)

� /dev/random (http://everything2.om/title/%252Fdev%252Frandom)

Linux /dev/erandom This is a provably seure PRNG urrently for Linux.

As part of improving the PRNG, Seth Hardy is also rewriting the PRNG frame-

work to make it separate from the entropy harvester and to allow for it to be

muh more extensible and �exible.

� Soure ode link (http://www.aulei.net/~shardy/projets/erandom-0.

1.tgz)

Linux /dev/frandom

� frandom (http://www.billauer.o.il/frandom.html)
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FreeBSD /dev/random

The FreeBSD operating system implements a 256-bit variant of the

Yarrow algorithm to provide a pseudorandom stream � this re-

plaed a previous Linux style random devie. Unlike the Linux

/dev/random, the FreeBSD /dev/random never bloks. It is similar

to the Linux /dev/urandom, intended to serve as a ryptographi-

ally seure pseudorandom number generator rather than based on

a pool of entropy (FreeBSD links urandom to random).

�Wikipedia (http://en.wikipedia.org/wiki//dev/random#FreeBSD)

For more information on Yarrow, see 29.2.1. This is not a TRNG, but rather a

CSPRNG.

Entropy Gathering Daemon EGD is used on systems that don't have a

onvenient soure of random bits. It is a user-spae program that runs programs

like vmstat, w, and last to gather information whih may not be knowable by

an adversary. It stirs the information it gathers into a pool of entropy, muh

like the Linux /dev/random, and allows other programs to read out of this pool.

It is meant to be used with GPG, but an be used with other programs. It is

written in Perl.

� EGD: The Entropy Gathering Daemon (http://egd.soureforge.net/)

Pseudo Random Number Generation Daemon This piee of software

(PRNGD) o�ers the same interfae as EGD and is designed to be used as a

randomly-generated number soure for other programs, espeially OpenSSL.

Like EGD, it alls system programs to ollet unpreditable information. Un-

like EGD, it does not reate a pool of random bits that an be tapped by

other software. Instead, it feeds the unpreditable bits diretly to OpenSSL's

PRNG whih other tools an all to get randomly-generated bits. This way,

the PRNGD is never drained and an never blok, so it is also suitable to seed

inetd-started appliations. It saves its state aross reboots so that it an start

up fully ative on reboot.

� PRNGD - Pseudo Random Number Generator Daemon (http://prngd.

soureforge.net/)

29.14.2 CCD Noise

LavaRND is a ryptographially strong random number generator. It appears

to use a CCD with the gain all the way up in a darkened hamber they all

the �LavaCan�. The name is a holdover from the original model whih used a

amera pointed at a lava lamp.

� LavaRND (http://www.lavarnd.org/what/index.html)

168

http://en.wikipedia.org/wiki//dev/random#FreeBSD
http://egd.sourceforge.net/
http://prngd.sourceforge.net/
http://prngd.sourceforge.net/
http://www.lavarnd.org/what/index.html


29.14.3 Eletrial Noise

� Random Eletrial Noise: A Literature Survey (http://www.iphersbyritter.

om/RES/NOISE.HTM)

� Random Noise Soures (http://www.iphersbyritter.om/NOISE/NOISRC.

HTM)

� Juntion Noise Experiments (http://www.iphersbyritter.om/NEWS3/

RANDOM.HTM)

� Turbid (http://www.av8n.om/turbid/paper/turbid.htm)

29.14.4 Quantum Mehanial Random Number Generators

Perhaps the leanest solution is to use a single quantum event to reate your

bits. That is what these HWRNGs do:

� Quantis (http://www.idquantique.om/produts/quantis.htm)

� QRBG121 (http://qrbg.irb.hr/)

29.15 The Laws of Unpreditability

Shannon's entropy experiments showed that the entropy of English was about

one bit per letter, but it varies depending on the intelligene of the speaker.

So the entropy is de�ned relative to a preditive model (in the person's head).

What most people all Shannon entropy is the entropy relative to a memory-less

preditive model, or zero-order Markov model. Essentially this means that eah

symbol is treated as the outome of an independent trial, with no ontext based

on prior symbols. By using bigram or trigram frequenies, or word lists, one an

get muh better. An intelligent person is the best preditor that we have so far,

but that doesn't prove it is the best. Let me put it to you another way; unless

I tell you the algorithm and key, you will probably not be able to distinguish a

strongly-enrypted version of the Holy Bible from a random data stream. That

is, if you don't know the hidden pattern, it seems ompletely unpreditable

to you, but that doesn't mean it's randomly-generated, nor does it mean it's

unpreditable to someone who is intelligent enough to see the pattern.

I will all the lowest limit the absolute entropy, and I will measure it in unbits,

whih are absolutely unpreditable bits. The absolute entropy never hanges,

no matter what you do to the output of your RNG; if your unpreditability

soure an only pik n of m states, then enrypting its output (or hashing, or

any other deterministi operation) an't inrease the number of states it ould

be in.
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Let me illustrate this point by an example. Suppose I have a very poor random

number generator; it gets into one of two states upon power-up with equal

probability; in one state, it always generates ones, and in the other, it always

generates zeroes. Sine there are two equally-probable states, then it produes

one unbit. Regardless of how many bits I have it generate, they must all be

either ones or zeroes. If I then enrypt or hash that data, it an still be in only

one of two states, though I no longer know what states those are. Thus, it is

unpreditable to someone who does not know the transformation, but it still

has only one unbit. In a sense, the enryption or hashing obsures the initial

state (by making it on�dential with a omputational level of seurity), but it

does not inrease the number of streams the random number ould produe.

That is beause enryption and hashing are deterministi operations, and that

deterministi operations annot introdue unpreditability.

29.15.1 The First Law of Unpreditability

In a losed, deterministi system, unpreditability never inreases.

Thus, my �rst law of unpreditability (by analogy with the seond law of ther-

modynamis) states that in a deterministi system, unpreditability never in-

reases. Put another way, the unpreditability of a ompletely deterministi

system tends to derease over time; if my pseudo-random number generator is

seeded with a ertain amount of unpreditability, unless it is arefully designed,

it may lose unpreditability over time by mapping n states at time t to the

same state at time t+1. For example, if you repeatedly hash a value, sine hash

funtions are designed to be indistinguishable from random funtions, and sine

random funtions tend to not to be one-to-one, this system will tend degrade

in unpreditability over time and eventually enter a yle; see The Handbook

of Applied Cryptography for an analysis. The analogy we may use here is that

mapping n states to a smaller number in a random number generation system

is a wasteful operation, analogous to frition, and should be avoided.

29.15.2 Landauer's Priniple

Any logially irreversible manipulation of information, suh as the

erasure of a bit or the merging of two omputation paths, must be

aompanied by a orresponding entropy inrease in non-information

bearing degrees of freedom of the information proessing apparatus

or its environment.

� Landauer's Priniple (http://en.wikipedia.org/wiki/Landauer

%27s_priniple)

It is probably no aident that only reversible omputations (http://en.wikipedia.

org/wiki/Reversible_omputing) maintain the unpreditability of the sys-

tem, and any time we destroy unpreditability (information) by reduing the
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number of states of the system, we must dissipate energy (in the literal physis

sense). This does imply some kind of fundamental onnetion between entropy

and unpreditability (but see 29.7).

29.15.3 The Seond Law of Unpreditability

Unpreditability may rise in a deterministi system, but by no more

than the amount added, nor may it exeed the state apaity of the

deterministi system to whih it is added.

By extension, when we feed unbits into a deterministi system, we may inrease

the unbits of the output, but only up to the number of bits total. That is,

if I have a sample whih has x unbits and y bits total (where x ≤ y) then I

may enrypt it using a key of k unbits, and the output may still have y bits,

but the number of unbits x' may have inreased by up to k unbits (that is,

x ≤ x′ ≤ x + k ≤ y). Thus, the seond law of unpreditability is that an

inrease in the unpreditability of a deterministi system is less than or equal

to the amount of unpreditability added. It is ertainly possible to throw away

unpreditability by mapping two input states onto a single output state, but if

we hoose our operations arefully, we may retain most of it.

29.15.4 Mixing Unpreditability

Common ways to mix the unpreditability of multiple inputs into a single output

involve using:

� hash funtions

� a ombiner like XOR (or addition modulo some other onvenient power of

two)

� a ipher, beause enryption is one-to-one (making it onserve unpre-

ditability better than a hash), whih has an avalanhe e�et (making

it better than simple XOR)

I am ontemplating doing something like this in a on�gurable userland daemon.

The Linux /dev/random (29.14.1) does an interesting thing; it mixes unpre-

ditability by XORing into the �entropy pool� at multiple loations (alled taps)

whose position within the pool hanges irregularly.

29.15.5 Extrating Unpreditability

It is also possible to extrat the randomness from weakly-random soures. This

is sometimes referred to as ompression. There are a few ways to do this:
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Compression Algorithm You an ompress a large sample of the randomly-

generated numbers using a ompression algorithm. However, if you do this,

make sure that your ompression routine is not adding some non-random headers

or �magi numbers� to the output (many ompression tools do this to identify

the ompression sheme in use, or identify the stream as a ompressed stream).

Cryptographi Hashing You an take a large pool of weakly-random num-

bers and run a hash algorithm over it; this is what most Unixes do for their

/dev/random and related RNG �devies�. This works but ryptographi hashes

are relatively slow in terms of CPU time for the amount of output they reate.

Von Neumann's Corretor In Von Neumann's approah, you take two bits

from the RNG at a time. If they math, no output is generated. If they are

di�erent, the �rst bit is used. This produes a uniform output even if the

distribution of the input bits is not uniform so long as they have the same

hane of being 1 and there is no orrelation between them. However, those are

important onditions; if there is orrelation between the bits, you will magnify

the orrelation.

� Von Neumman Corretor (http://everything2.om/title/von+Neumann+orretor)

� RFC 4086 Setion 4.2 (http://www.ietf.org/rf/rf4086.txt)

Other Randomness Extrators You an take many weakly-random bits

and some strongly-random bits and produe more strongly-random bits. This

is done through the use of extrators:

� Wikipedia artile on extrators (http://en.wikipedia.org/wiki/Extrator)

� Wikipedia artile on randomness extrators (http://en.wikipedia.org/

wiki/Randomness_extrator)

� David Zukerman's papers on extrators (http://www.s.utexas.edu/

users/diz/pubs/#extrator)

30 Cryptanalysis

30.1 Cryptographi Attak Patterns

1. Known iphertext attaks assume only that the adversary an obtain (en-

rypted) iphertext. All ryptographi systems must prevent these at-

taks.
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2. Known plaintext attaks assume that the adversary knows that the en-

rypted data orresponds to a known piee of plaintext. All ryptographi

systems should prevent these attaks.

3. Chosen plaintext attaks assume the adversary an hoose plaintext; this

may happen if he an manage to send data over an enrypted link, or

give a statement to a diplomat who will neessarily transmit it bak to his

home ountry verbatim.

4. Adaptive hosen plaintext attaks assume the adversary an hoose plain-

texts at will in an attempt to break the seurity of the system; suh attaks

are present in smart ards or any orale

14

, where the orale will respond

with the iphertext assoiated with any plaintext.

30.2 A Priori Knowledge

The more you know about the plaintext, the less you have to guess. For example

the entropy (29.6) of the data might be a lue as to the soure; key material

generated by omputers, enrypted, hashed, and ompressed data have a Shan-

non entropy (H) nearly equal to one, whereas spoken languages and ompiled

programs have di�erent ranges.

In lassi ryptanalysis, a knowledge of the language gives you symbol frequen-

ies of various kinds, and ertain patterns that may be useful for breaking lassi

iphers. Alan Turing one imagined that one would be able to have a omputer

�make guesses� about the iphertext and go on until it reahed a ontradi-

tion, at whih point it would stop and alter one of the guesses. That would be

worthless for a modern ipher, but it is essentially still how people solve sim-

ple substitution ryptograms like you �nd in the newspaper. Where do those

guesses ome from? They ome from a priori knowledge. The more of it you

have, the better your guesses are.

A few laws may help.

Zipf's Law (http://en.wikipedia.org/wiki/Zipf's_law) states that many

types of data studied in the physial and soial sienes an be approxi-

mated with a Zip�an distribution, one of a family of related disrete power

law probability distributions. For ryptanalysis in partiular, it suggests

that the frequeny distribution of words in a language may be approxi-

mated with one of these urves.

Benford's Law (http://en.wikipedia.org/wiki/Benfords_law) states that

in a table of statistis, a given statisti has a 30% hane of starting with

a 1, whih is a great way to derypt enrypted betting reords made by

bookies using simple substitution. It also says that you should drop o� the

14

In omputer seurity irles, an orale is an entity that an perform a omputation that

the adversary annot.
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�rst digit if you want to get really random data, but that will be disussed

in the setion on Randomness (see 29).

30.3 Length Extension Attaks

Many modern hash funtions have a weakness against something known as the

length-extension attak. For ryptographi hashes with this weakness, if you

are given the hash (h(m)) and length of the message, but not the message m
itself, it is possible to selet another message m′

and ompute h(m|m′).

This attak an be used to break many naive authentiation shemes based on

hashes, suh as those that attempt to use h(S|m) as an unforgeable value:

� Thai Duong, Juliano Rizzo - Flikr API Signature Vulnerability (http://

netifera.om/researh/flikr_api_signature_forgery.pdf)

� Travis H. -Web 2.0 Cryptography (http://www.subspaefield.org/seurity/

web_20_rypto/web_20_rypto.pdf)

These our beause Merkle-Damgård hashes typially have a ��nalization� of

just appending some known padding and a 64-bit length to the blok before

running it through the ompression funtion.

Other shemes have been proposed, suh as h(m|S) and even h(S|m|S), but
those are overly malleable; one an often substitute either partner to a hash

ollision (see 30.4) with eah other.

The HMAC funtion (see 28.3.6) works around these problems.

Brue Shneier suggests always using h2(x) ≡ h(h(x)) instead of a regular hash

funtion; it essentially says �hash it again� as part of the �nalization.

30.4 Hash Collisions

As disussed in the setion on ryptographi hash funtions (see 28.3.4), one

of the properties of ryptographi hash funtions is ollision-resistane, namely

that it is di�ult to �nd two inputs that have the same hash value. This setion

inludes links to work that �nds or applies hash ollisions.

30.4.1 Mis

� HashClash (http://www.win.tue.nl/hashlash/)
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30.4.2 MD5

� How to Break MD5 and Other Hashing Funtions (http://www.infose.

sdu.edu.n/uploadfile/papers/How%20to%20Break%20MD5%20and%20Other

%20Hash%20Funtions.pdf)

� MD5 To Be Considered Harmful Someday (http://www.doxpara.om/

md5_someday.pdf)

� Chosen Pre�x Collisions (http://www.win.tue.nl/hashlash/ChosenPrefixCollisions/)

� Herding hash funtions and the Nostradamus attak (http://www.s.

washington.edu/homes/yoshi/papers/EC06/herding.pdf)

� Vulnerability of software integrity and ode signing appliations to hosen-

pre�x ollisions for MD5 (http://www.win.tue.nl/hashlash/SoftIntCodeSign/)

� Colliding X.509 Certi�ates for di�erent Identities (http://www.win.tue.

nl/hashlash/TargetCollidingCertifiates/)

� Prediting the winner of the 2008 US Presidential Eletions using a Sony

PlayStation 3 (http://www.win.tue.nl/hashlash/Nostradamus/)

� Creating a Rogue CA Certi�ate (http://www.win.tue.nl/hashlash/

rogue-a/)

� Colliding X.509 Certi�ates based on MD5-ollisions (http://www.win.

tue.nl/~bdeweger/CollidingCertifiates/)

30.4.3 SHA-1

� SHA-1 Collision Searh (http://www.iaik.tugraz.at/ontent/researh/

krypto/sha1/)

30.5 PKCS Padding Orale Attak

� Vaudenay - Seurity Flaws Indued by CBC Padding Appliations to SSL,

IPse, WTLS... (http://www.iar.org/arhive/eurorypt2002/23320530/

b02_e02d.pdf)

� Blak, Urtubia - Side-Channel Attaks on Symmetri Enryption Shemes:

The Case for Authentiated Enryption (http://www.s.olorado.edu/

~jrblak/papers/padding.pdf)

� V. Klima and T. Rosa - Side Channel Attaks on CBC Enrypted Messages

in the PKCS#7 Format (http://eprint.iar.org/2003/098.pdf)
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� Rizzo - ekoparty 2010 slides - Padding Orales Everywhere - The ASP.NET

Vulnerability (http://netifera.om/researh/poet/PaddingOralesEverywhereEkoparty2010.

pdf)

� Rizzo - WOOT 2010 (http://usenix.org/events/woot10/teh/full_

papers/Rizzo.pdf)

� Rizzo - Blakhat 2010 (http://netifera.om/researh/poet/PaddingOraleBHEU10.

pdf)

� Slashdot -New Crypto Attak A�ets Millions of ASP.NET Apps (http://

it.slashdot.org/story/10/09/13/167239/New-Crypto-Attak-Affets-Millions-of-ASPNET-Apps)

� Threatpost -New Crypto Attak A�ets Millions of ASP.NET Apps (http://

threatpost.om/en_us/blogs/new-rypto-attak-affets-millions-aspnet-apps-091310)

The root ause of the problem, like Neti�ra's earlier Flikr API Signature

Forgery vulnerability (see 30.3), is web developers used enryption when they

should have used MAC.

MAC prevents a lient from forging a valid value. You an think of it like a

digital signature, exept that it's muh faster and the same key reates and

veri�es the data. Given an orale, this vulnerability does make derypting a

token - and thus getting the plaintext - O(n), instead of O(2n) as brute fore
would ditate. It doesn't require plaintext, just a iphertext, and the attak

�nds the plaintext a byte at a time, from the end. Their paper doesn't atually

desribe the attak (it refers to Vaudenay), but rather just desribes how to test

for the presene of the vulnerability.

Anyway, the orale ondition typially ours when you hand something to

the lient and hek it later, whih is really a sign you should be using MAC

(spei�ally HMAC). You an also use enryption if you want to hide the value,

but for random nones and session IDs, it doesn't usually matter (doesn't hurt,

either). You'll want to enrypt-then-MAC if you do both.

PKCS#5 Padding If your input is a multiple of the blok length, add a

full blok of padding. Otherwise, add enough otets to pad to a blok length.

Eah otet of the pad always has the number of otets of padding used. So for

example, the plaintext ALWAYS ends with either 01, 02 02, 03 03 03, and so

on.

In CBC mode Flipping bits in the previous iphertext blok �ips the same

bits in the next plaintext blok after deryption (see http://www.subspaefield.

org/seurity/web_20_rypto/web_20_rypto.pdf for a good piture).
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PKCS#5 Orale Attak Suppose your plaintext ends in 04 04 04 04. If

I twiddle the last otet of the (previous blok of) iphertext, only one value

will give valid padding in the plaintext (01). Now I �x the last otet to 02 (by

�ipping the two least signi�ant bits), and go to work on the previous otet,

trying to make the plaintext end in 02 02. As a side e�et, if I know what bits

I had to �ip to get the valid padding values, I know that your plaintext di�ers

from the valid padding value in exatly those bits. This disloses your plaintext

to me, but as a side-e�et of being able to forge iphertexts that will be aepted

as valid.

Optimization One you learn one padding otet, you know them all (and

their value).

For Fun If the padding was not 01, then there are two �nal otets whih are

valid, but if it was 01, then there is only one. For fun, try and speify the above

algorithm formally, then ompare to Vaudenay.

30.6 Cryptanalysis of Random Number Generators

� Wikipedia artile on Random Number Generator Attaks (http://en.

wikipedia.org/wiki/Random_number_generator_attak)

� Cryptanalyti Attaks on Pseudorandom Number Generators (http://

www.shneier.om/paper-prngs.html)

30.6.1 Netsape SSL �aw (1995)

� Randomness and the Netsape Browser (http://www.ees.berkeley.

edu/~daw/papers/ddj-netsape.html)

30.6.2 MS CryptGenRandom (Nov 2007)

� Wikipedia artile (http://en.wikipedia.org/wiki/CryptGenRandom#Hebrew_

University_Cryptanalysis)

� Cryptanalysis of the Random Number Generator of the Windows Operat-

ing System (http://eprint.iar.org/2007/419.pdf)

30.6.3 Dual_EC_DRBG (Aug 2007)

� Wikipedia artile (http://en.wikipedia.org/wiki/Dual_EC_DRBG

� Cryptanalysis of the Dual Ellipti Curve Pseudorandom Generator (http://

eprint.iar.org/2006/190)
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� Did NSA Put a Seret Bakdoor in New Enryption Standard? (http://

www.wired.om/politis/seurity/ommentary/seuritymatters/2007/

11/seuritymatters_1115)

� On the Possibility of a Bak Door in the NIST SP800-90 Dual E Prng

(http://rump2007.r.yp.to/15-shumow.pdf)

30.6.4 Debian OpenSSL (May 2008)

� Debian Seurity Advisory DSA-1571-1 (http://lists.debian.org/debian-seurity-announe/

2008/msg00152.html)

� HD Moore's page on the bug (http://metasploit.om/users/hdm/tools/

debian-openssl/)

30.6.5 Linux /dev/random

� Analysis of the Linux Random Number Generator (http://www.pinkas.

net/PAPERS/gpr06.pdf)

30.7 Cryptanalysis of Wireless Protools

30.7.1 Wired Equivalent Privay

I know there are a number of papers on WEP raking. I need to �ll this setion

out one day.

30.7.2 Wireless Keyboards

� Researhers hak and rak Mirosoft wireless keyboards (http://www.

omputerworld.om/s/artile/9051480/Researhers_hak_and_rak_

Mirosoft_wireless_keyboards_)

� 27MHz Wireless Keyboard Analysis Report aka �We know what you typed

last summer� (http://www.dreamlab.net/download/artiles/27_Mhz_

keyboard_inseurities.pdf)

31 Lateral Thinking

An optimist sees the glass as half full.

A pessimist sees the glass as half empty.

An engineer sees the glass as twie as big as it needs to be.

� Sott Adams, reator of Dilbert omi strip
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One of the signs of genius is when a person an look at a previously-intratable

problem in a new and pro�table way. There is a legend that an orale prophesied

that the person who ould untie an espeially knot (http://en.wikipedia.

org/wiki/Gordian_Knot) would beome king of all of Asia Minor. It is said

that Alexander the Great, unable to �nd the ends of the rope, pulled out his

sword and ut the knot, produing the required ends.

31.1 Tra� Analysis

The �eld of tra� analysis (http://en.wikipedia.org/wiki/Traffi_analysis)

onerns itself with everything exept the ontent of the ommuniation. If you

just take a regular human-readable protool and enrypt it, the length of the

messages ould give it away (�yes� and �no� are of di�erent length). This has

been done to �ngerprint enrypted web onnetions:

� Fingerprinting Web Sites with Tra� Analysis (http://guh.nu/projets/

ta/safeweb/safeweb.html)

Here are a ouple of ideas:

� Many people use tor (http://en.wikipedia.org/wiki/Tor_(anonymity_

network)) for anonymity.

� Posting enrypted messages to Usenet (provides for reeiver anonymity)

� Sending messages disguised as spam (see spam mimi)

� Broadasting them on a numbers station, for reipient anonymity.

� Keeping a onstant enrypted stream �owing at maximum bandwidth all

the time to prevent analysis.

� Time orrelation; if Alie sends a message every Sunday at 4-5pm, and

Bob reeives one every Sunday evening, they might just be related!

� Timing Analysis of Keystrokes and Timing Attaks on SSH (http://www.

s.berkeley.edu/~daw/papers/ssh-use01.pdf)

31.2 Side Channels

Sometimes an adversary may have a method to obtain information from your

system whih you did not antiipate, whih allows him to infer things about the

system. These are alled side-hannel attaks in that they di�er from the ex-

peted methods of ommuniation that an adversary would have with a system.

In essene, they reate an unexpeted hannel of ommuniation to the adver-

sary from your monitor, your modem, your power line, or some other omponent

of your system.
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31.2.1 Physial Information-Gathering Attaks and Defenses

Misellaneous

� Reading RAM with Firewire (http://md.hudora.de/presentations/#

firewire-pase, http://www.storm.net.nz/projets/16)

Eletrial Emanations

� Sni�ng Keystrokes with Lasers/Voltmeters (http://ansewest.om/sw09/

sw09-barisani-biano.pdf)

� Di�erential Power Analysis (http://en.wikipedia.org/wiki/Differential_

power_analysis)

Optial Emanations

� Information Leakage from Optial Emanations (http://applied-math.

org/optial_tempest.pdf)

� Optial time-domain eavesdropping risks of CRT displays via di�use re-

�etions (http://www.l.am.a.uk/~mgk25/ieee02-optial.pdf)

Radio Frequeny Eletromagneti Emanations

� Eletromagneti Eavesdropping Risks of Flat-Panel Displays (http://www.

l.am.a.uk/~mgk25/pet2004-fpd.pdf)

� Protetive Measures Against Compromising Eletromagneti Radiation Emit-

ted by Video Display Terminals (http://www.phrak.org/phrak/44/

P44-10)

� Soft Tempest (http://www.l.am.a.uk/~mgk25/ih98-tempest.pdf)

� Van Ek style eavesdropping on CRTs (http://ryptome.org/emr.pdf,

http://ryptome.org/bits.pdf)

� RS-232 remote intereption (http://jya.om/rs232.pdf)

� Tempest for Eliza (http://www.erikyyy.de/tempest/)

� Real Live TEMPEST-erti�ed Equipment (http://www.hetraseure.om/)
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Aousti Emanations

� Researhers reover typed text using audio reording of keystrokes (http://

www.berkeley.edu/news/media/releases/2005/09/14_key.shtml)

� Keyboard Sound Aids Password Craking (http://it.slashdot.org/artile.

pl?sid=05/09/13/1644259)

� Keyboard Aousti Emanations (http://rakesh.agrawal-family.om/

papers/ssp04kba.pdf)

� Snooping on Text by Listening to the Keyboard (http://www.shneier.

om/blog/arhives/2005/09/snooping_on_tex.html)

� Keyboard Aousti Emanations Revisited (http://www.s.berkeley.edu/

~zf/papers/keyboard-s05.pdf)

� Aousti Cryptanalysis (http://en.wikipedia.org/wiki/Aousti_ryptanalysis)

of general omputer noise (http://people.sail.mit.edu/tromer/aousti/)

� Room audio modulated onto A/C power via inandesent lights (http://

en.wikipedia.org/wiki/Mirophonis)

� Aousti analysis of dot-matrix printers: R. Briol, Emanation: How to

keep your data on�dential, In Symposium on Eletromagneti Seurity

for Information Protetion, SEPI'91, Rome, Italy, Nov 1991

31.2.2 Signal Injetion Attaks and Defenses

This does not have to be a read-only hannel; many smart ard attaks are

based on modifying these parameters to a�et the system adversely. Glithing

the power to a smart ard, or putting it in the mirowave...

� Tamper Resistane: A Cautionary Note (http://www.l.am.a.uk/~mgk25/

tamper.pdf)

� Tamper Resistane (http://en.wikipedia.org/wiki/Tamper_resistane)

� Di�erential Fault Analysis of Seret-Key Cryptosystems (http://www.s.

tehnion.a.il/users/wwwb/gi-bin/tr-info.gi?1997/CS/CS0910)

� On the Importane of Cheking Cryptographi Protools for Faults (http://

rypto.stanford.edu/~dabo/abstrats/faults.html)
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31.2.3 System-Loal Side-Channel Attaks

� Hyperthreading Considered Harmful (http://www.daemonology.net/hyperthreading-onsidered-harmful/)

� Perival, Cahe Missing for Fun and Pro�t (http://www.daemonology.

net/papers/htt.pdf)

� Bernstein's 2004Cahe-Timing Attaks on AES (http://r.yp.to/antiforgery/

ahetiming-20050414.pdf)

31.2.4 Timing Side-Channels

Often an be done remotely. Timing attaks don't neessarily have to be related

to ryptography. Bak in the 1970s, some hakers on the TENEX system notied

that one ould tell if the system paged in something from disk by measuring the

amount of time it took to aess a page; by arranging a password to ross a page

boundary and then alling the system ommand whih heked the password

(with a linear san of the haraters), they ould tell if the password was orret

up until the page boundary (http://www.seuritytehnique.om/2003/11/

passwords.html, http://www.st.s.uni-sb.de/edu/sedesign/oding.pdf).

In a modern ontext, a database lookup or ryptographi operation may be suf-

�iently time-onsuming as to provide a �tell�, so one ould determine if a given

web appliation had performed suh an operation or not; suh things ould tell

you if a username or password (but not both) were orret, despite getting an

unhelpful error message.

� TENEX Password Timing Attak Hak (see Pratial Unix and Internet

Seurity)

� Exeution Path Timing Analysis (of Unix Daemons) (http://ouah.org/

epta.pdf)

� CAN-2003-0190OpenSSH timing �aw with PAM (http://lab.mediaservie.

net/advisory/2003-01-openssh.txt)

� CAN-2003-0078 OpenSSL timing vulnerabilities in CBC mode (http://

www.openssl.org/news/seadv_20030219.txt)

� Side Channel Cryptanalysis of Produt Ciphers (http://www.shneier.

om/paper-side-hannel.html)

� Reent timing attak versus AES (see AES timing attak: http://r.yp.

to/antiforgery/ahetiming-20050414.pdf, AES timing attak dis-

ussion: http://www.shneier.om/blog/arhives/2005/05/aes_timing_

atta_1.html, AES timing variability at a glane: http://r.yp.to/ma/

variability1.html)
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� Koher's 1996Timing Attaks on Implementations of Di�e-Hellman, RSA,

DSS and Other Systems (http://www.ryptography.om/timingattak/

paper.html)

� Felten & Shneider (2000) Timing Attaks on Web Privay (http://www.

s.prineton.edu/sip/pub/webtiming.pdf)

� Brumley & Boneh (2003) Remote Timing Attaks are Pratial (http://

rypto.stanford.edu/~dabo/abstrats/ssl-timing.html)

� Chris Karlof , David Wagner , Chris Karlof , David Wagner (2003) Hidden

Markov Model Cryptanalysis (http://iteseer.ist.psu.edu/696493.

html)

� Bortz (2007) XSRT (Cross-Site Request Timing)

� Bortz, Boneh, Nandy (2007) Exposing Private Information by Timing Web

Appliations (http://rypto.stanford.edu/~abortz/papers/timingweb.

pdf)

� Lawson 2009, Timing Attak in Google Keyzar Library (http://rdist.

root.org/2009/05/28/timing-attak-in-google-keyzar-library/)

How do we avoid leaking information?

�xed time implementations are invulnerable to timing side hannels, but

very hard to do, depending on the resolution of the measurement and the

ontrol over the omputing environment that the adversary has. The most

important part of this is to write branh-free ode (note that omparisons

for equality are almost always implemented as branhes).

Dan Bernstein's AES timing attaks show that table lookups are not onstant-

time, and with su�ient number and auray of measurements and powerful

statistial tools in the hands of the adversary, it would be hard to really know

that one has atually performed this task su�iently well. Therefore, here are

some ideas that may or may not be good, but attempt to address this di�ulty

at the risk of adding omplexity:

add randomly generated delays whih, unfortunately, the adversary an

average out over time. This inreases number of samples neessary, mak-

ing attak take longer.

quantize delay makes the amount of time a multiple of some value, reduing

the amount of information gained with eah measurement. This is the

general ase of �wait after omputation so that everything takes the same

amount of time�. This is hard sine preise measurements are hard, sleep-

ing a preise amount of time is hard, and knowing how long is the longest

it ould take is hard.
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add unpreditable delays by adding to the delay a ryptographi funtion

of the guess made by an adversary whih must be onstant over time,

yet unpreditable by the adversary (for example, td = g(x, k), where per-
haps g(x, k) = HMAC(x, k)/c). This is the logial improvement over a

randomly-generated value, sine it annot be averaged out by repeated

measurements with the same guess. If we represent the delay seen as

t = tf(x) + tg(x,k) + td, then it seems lear that the adversary has two,

possibly three unknowns in one linear equation. This might be soluble if

the omputed delay has a high enough granularity or low enough range

(it is a disrete variable) that it ould be separated from the other delays.

blinding involves not operating on the data, but instead a funtion of the

data, then omputing some sort of inverse on the results. Similar to un-

preditable delays. Tends to be done with RSA due to the multipliative

identity; unlear if it ould be done with other algorithms (possibly Di�e-

Hellman).

hashing involves never operating on user data diretly, but instead taking the

hash of it before, say, a omparison to a known value (whih is also hashed

�rst). Similar to blinding.

It's worth noting that many of the obvious ideas, suh as adding delay, are

somewhat di�ult to do aurately (due to timer availability and sheduling).

It also presents problems when the distribution has a long tail (for example, 1%

of the time, it takes 100x longer than average); that is why I suggest quantizing

the delay rather than waiting for the maximum possible time. Also many of the

long output times would be in ases where the mahine is in a strange state,

suh as overloaded by a surge of requests, or in the proess of rashing, et. It

is often hard to reprodue these states in testing.

31.2.5 Other

� Construtive Use of Side Channels (http://rypto.stanford.edu/selab/

sem-09-10/beker.html)

32 Information and Intelligene

One gathers data in a proess alled olletion, and signi�ant data is alled

information (�information is a di�erene that makes a di�erene�, as the saying

goes). That may further be proessed or re�ned into stu� you an use alled in-

telligene, or more generally produt. Confusingly, intelligene has also ome to

mean the entire lifeyle (http://en.wikipedia.org/wiki/Intelligene(information_

gathering)), from gathering to distributing the produt. Sometimes intelli-

gene is referred to as �the great game�, but this should be taken in the sense of

184

http://crypto.stanford.edu/seclab/sem-09-10/becker.html
http://crypto.stanford.edu/seclab/sem-09-10/becker.html
http://en.wikipedia.org/wiki/Intelligence(information_gathering)
http://en.wikipedia.org/wiki/Intelligence(information_gathering)


game theory (http://en.wikipedia.org/wiki/Game_theory), and not trivi-

ality. In wartime, intelligene an equate to tens of thousands of deaths, pos-

sibly more. Spies, saboteurs, terrorists and other riminals an look forward

to lifetime imprisonment or exeution if aught. In the exellent book Between

Silk and Cyanide (http://books.google.om/books?id=I4zP8hSxIFIC&dq=&

pg=PP1&ots=Jisjo9wtgm&sig=tJlaJ77oqyz3r2Th8QNeKo0CNi0), Marks of the

UK's SOE states that during WWII the average operational lifetime of a spy in

oupied Europe was approximately two weeks.

Some people see a natural synergy between omputer seurity and warfare,

or between omputer seurity and terrorism. The general de�nitions of in-

formation warfare (http://en.wikipedia.org/wiki/Information_warfare)

and yberterrorism (http://en.wikipedia.org/wiki/Cyberterrorism) denote

the fat that a network intrusions are almost inidental to the atual goal.

However, the ombination of omputer seurity and espionage (http://en.

wikipedia.org/wiki/Cyber-warfare) is a perfet �t, sine one may diretly

attain the goal (olleting intelligene) remotely with a omputer.

In the lassi�ed world, spy is a dirty word, virtually synonymous with traitor.

People like James Bond, were they to exist, would be referred to as agents,

whereas someone on the other side who works for you is alled an asset. When

something happens in seret, it is landestine. When appears to happen for one

reason (the over) but atually happens for a seret (�overt�) reason, it is a

overt operation. The apparent (�overt�) reason is referred to as the over story,

or simply the over. Not using the proper euphemisms is onsidered insensitive,

like referring to killing an enemy soldier as murdering or killing him rather than

�neutralizing� him.

15

32.1 Intelligene Jargon

intel is short for intelligene, obviously

opse is operational seurity, a �ve step proess desribed atWikipedia (http://

en.wikipedia.org/wiki/Operations_seurity)

infose is information tehnology seurity (http://en.wikipedia.org/wiki/

INFOSEC)

omse is ommuniation seurity, overing all non-IT forms of ommuniation

(http://en.wikipedia.org/wiki/COMSEC)

transe is transmission seurity, a sublass of omse, foused on keeping trans-

missions from being interepted by the adversary (http://en.wikipedia.

org/wiki/TRANSEC)

15

I have often wondered why people onsider �liquidation� a euphemism, as it sounds rather

unpleasant to me.
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linese is line seurity, making sure that your ommuniation lines go where

you want and don't ause rosstalk or beome unintentional radiators

eletroni warfare is use of the E/M spetrum to improve your own use of the

spetrum and deny the adversary use of it (http://en.wikipedia.org/

wiki/Eletroni_warfare, http://en.wikipedia.org/wiki/Assoiation_

of_Old_Crows)

sigse is signal seurity, a generi term that inludes both ommuniations

seurity and eletronis seurity

EEFI are the essential elements of friendly information; the things you don't

want to give away to the enemy

32.2 Controlling Information Flow

The only truly seure system is one that is powered o�, ast in a

blok of onrete and sealed in a lead-lined room with armed guards

- and even then I have my doubts.

� Eugene Spa�ord (http://homes.erias.purdue.edu/~spaf/quotes.

html)

If we an prevent an adversary from sending any information to a system (in-

�ltration), then it beomes lear that this is the ultimate seurity from ative

attaks. If we an prevent an adversary from getting any information out of

a system (ex�ltration), then it prevents all passive attaks. Combined, this

amounts to Marus Ranum's Ultimate Firewall (see http://www.ranum.om/

seurity/omputer_seurity/papers/a1-firewall/), whih is also sold un-

der the more ommon name �sissors� (http://www.dumbentia.om/pdflib/

sissors.pdf). Similarly, with ommuniation, if you an keep the ommu-

niation out of reah of the adversary (for example by using wires instead of

radio, or a trustworthy ourier to hand-deliver it), then they an't do a darn

thing to break the on�dentiality. One he has a opy, you have only passive

information defenses suh as ryptography to protet it. Note that passive de-

fenses like ryptography annot alert you to attempts to defeat them, so the

attaks against them are also passive, and thus their failures are silent. Also,

one enrypted information falls into the adversary's hands, you annot perform

key rotations, or meaningfully revoke the key used to enrypt it, or anything

along those lines.

32.3 Labeling and Regulations

In ertain environments, you may �nd that douments, or even IP pakets, are

lassi�ed as �proprietary�, �on�dential�, �seret�, or something like that (for

an example of what those terms mean to the US government, see http://en.
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wikipedia.org/wiki/Classified_information_in_the_United_States). My

�rst reation is to wonder why people would learly mark this data, beause it

makes it easy for an adversaries to identify and ollet something that has ob-

vious value. That is a drawbak, but there are other, less obvious advantages

that dramatially outweigh it.

The �rst advantage of properly labeling information is that it enables a on-

sientious employee to know the information shouldn't be asually disarded,

and thereby end up in the adversary's possession. One annot overstate the

importane of this; if the adversary an get ahold of unenrypted information

in the �rst plae, you have lost your ability to protet it. Simply hoping that

he won't reognize the importane of it is a very weak defense; it's essentially

seurity through obsurity.

The seond advantage of properly labeling information and having well-understood

regulations regarding the disposal of lassi�ed information, they will not be able

to ignore them under the defense that they didn't know it was sensitive; this is

an example of the priniple of removing exuses (see 34.13). Ideally, everyone

who handles the information should have as muh interest in proteting it as

anyone else who has an interest in it. If not, they may deide it's too muh

trouble to handle properly, lose ontrol of it, and someone else winds up paying

the onsequenes. Training should also inlude examples of bad things whih

happened to a person beause an employee failed to follow the regulations. Here

you want to make an impat on the person's onsiene, beause it is far better

to have an employee who truly wants to protet the organization's information

(and other people) than one who merely wants to not get aught failing to

protet it.

The third advantage of properly labeling information is that it deprives a ma-

liious insider of the ability to improperly dispose of the information with the

intention of giving it to the adversary, and then laiming that he didn't know

that it was sensitive. This is sometimes alled the �aidentally on-purpose�

threat. For this to be e�etive, the threat of punishment must be redible, and

that means making it known that you monitor for leaks. In this ase, it is de-

sirable that at least some of your monitoring be done in suh a way that the

employees do not know when it is happening. The eduation about the regula-

tions should inlude examples of punishments given to maliious insiders who

deliberately failed to follow regulations; pitures of unhappy-looking traitors

in stark ells, prison gear, shakles, and leg irons are usually more e�etive at

in�uening a person than repeating the number of years of the sentene. In-

tentionally removing the label from information without going through proper

proedures is obviously a willful violation, puts the person in the �maliious

insider� ategory automatially. I'm not sure why Daniel Ellsberg did this with

the Pentagon papers, beause removing the label doesn't make it unlassi�ed.

Finally, with properly labeled information, it makes it easy to hek for aiden-

tal leaks; you merely look for the labels in any outbound data. The adversary

no better at �nding this data than you are, so proper labeling helps you �nd it
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at least as muh as it helps him.

32.4 Knowledge is Power

Sientia potentia est.

� Sir Franis Baon,Meditationes Sarae, 1597 (http://en.wikipedia.

org/wiki/Sientia_potentia_est)

Understand that information is always on the side of the investigator. One of

the national labs used to reord every paket that ame over their WAN link. It

an also help in unexpeted ways; for example, if someone alls you up on your

VoIP phone, and you reord all your VoIP alls to hard disk (only one side needs

to be informed in some states), you ould happen to reord a threatening phone

all or someone who defrauds you, and use it as evidene against them later.

Note that the person storing the information and the investigator need not be

on the same side; during Mirosoft's anti-trust trial, Bill Gates was impugned

by emails he sent stored on his own ompany's system that ontradited what

his sworn testimony.

32.5 Serey is Power

Oultia potentia est.

There is a purported NSA employee seurity manual on the web

16

, and if it is

orret, the very �rst thing you learn is to remain anonymous. Why? It's hard

for an adversary to target you for anything if he doesn't know you exist, or if

what he knows about you (for example, the name and purpose of your organi-

zation) an't be translated into something he an attak (often an address, like

the geographi loation of your underground ommand enter, or the netblok

for your orporate LAN).

By way of example, if you had a seret FEMA bunker (for use in a national

emergeny) whose loation remains unknown to any adversary, you need only

worry about people stumbling aross it either through uriosity or aident.

Thus, if the address of something you are trying to defend remains seret, then

you only need to worry about asual (untargeted) attaks. You an redue the

hange of aidental intrusion by plaing it in a remote loation and giving it

defenses appropriate to disouraging the passer-by (for example, barbed wire

fenes). You an prevent people from beoming urious about it by giving it a

mundane over. The rumor is that the new airraft test loation now that Area

51 has losed down is loated on a testing range for biologial and hemial

weapons, whih would be a good way of disouraging urious explorers.

16

The NSA manual may be found here: http://www.tsm.om/NSAsemanual1.html or here:

http://www.l.am.a.uk/~rja14/Papers/nsaman.pdf
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Does serey therefore imply that you are doing something you shouldn't? That

depends; are you the sort of person who plays poker with his ards fae up on the

table? Given the hoie between asking people to keep quiet and asking them

to lie, I would prefer they simply keep quiet; having to lie is an unreasonable

request to demand of an ethial person, lying undermines your redibility, and

the more a person lies, heats and steals, the more inured they are to the feelings

they provoke and the more likely they are to do so in the future. It is a slippery

moral slope that ends in disaster. Many revolutionary organizations have self-

destruted beause the partiipants go from stealing to fund the ause to stealing

and killing for personal gain.

So, here are a few questions to onsider:

� Why do you keep passphrases seret?

� Why do you keep your redit ard number a seret?

� Why do you seal letters in envelopes?

� Why do you wear lothes?

� What is your soial seurity number, full name, and address?

� Why are many seurity ameras in �domes of wine-dark opaity� or om-

pletely hidden?

� Why are the loations of data enters, or government o�es, often not

published?

� Why do soldiers wear amou�age?

32.6 Never Con�rm Guesses

People will make speulation about seret information, and publish them. It's

generally a poliy to never on�rm any of them, beause the adversary reads the

same papers, and probably was already aware of the speulation. Intelligene

agenies may well pay people to publish inorret speulation. Also, it's possible

the person who published the speulation is an adversary, and is attempting to

bait you into a publi admission!

32.7 What You Don't Know Can Hurt You

You only get nasty surprises if you don't expet them.

� Thomas Ptaek
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Now that we have established that serey is not immoral, let's disuss pratial

issues. Prior to the advent of the web, there was a world-wide bulletin board

system alled Usenet. They had various forums, alled news groups, whih

numbered in the tens of thousands, depending on how you ounted them. Now,

imagine that you posted under your real name to a support group for dealing

with homosexuality, or reovering from mental illness; you had every reason to

believe that (by and large) only people dealing with those issues would ever see

that artile for the week or so it stayed on the news server. Flash forward ten

years, and now an Internet searh engine like Deja News or Google Groups has

indexed it by your real name, making it trivially aessible to a potential em-

ployer or anyone with a grudge against you. I avoid using personally-identifying

information unless neessary, not beause I'm ashamed of anything I do, but

beause I simply don't know what the unintended onsequenes of information

dislosure will be. It may be taken out of ontext. One disseminated, informa-

tion annot e�etively be revoked, so it's always safer to say nothing than to say

something. Thus, NSA is sometimes said to stand for �Never Say Anything�.

If your opponent knows you know, they an take ation to remediate it (see

34.2). Conversely, if they don't know you know, they an't do anything about

it. Therefore, silent seurity failures are the most dangerous kind. Therefore,

seret attaks are the most dangerous. Therefore, passive attaks are worrisome.

Thus do we �nd poliies suh as �need to know�, �default deny�, and so on (see

34.1).

32.8 How Serey is Lost

Here I should disuss the bit in The Wizard War (http://www.vetorsite.

net/ttwiz.html) where the author desribes how lassi�ed information ends

up in unauthorized hands.

32.9 Costs of Dislosure

Imagine the onsequenes of leaking a lassi�ed doument ontaining the name

of an ative spy or mole within a foreign government. Alternately, imagine the

dislosure of details regarding a landestine tunnel full of monitoring equipment

under the Kremlin; it would be almost impossible to ompensate for the dislo-

sure; apart from millions of dollars in sunk osts, people probably risked their

freedom and possibly lives to make it possible. And the presene of the tun-

nel would not have to be dislosed diretly; it may merely be that intelligene

gained from the tunnel interepts is used in a areless manner, and that they

searh for and �nd the tunnel.
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32.10 Dissemination

Be areful about leaks and dissemination. In the intelligene business, one does

not redistribute information to a third party without expliit permission of the

sender; this is alled seond-souring, is onsidered extremely unprofessional and

downright rude. If the soure would not give it to the third party, and you do,

you're basially taking a present from them and slapping them with it; it's a

betrayal of trust, it seriously damages the relationship, and you may never get

anything from them again. If you were an employee of an intelligene ageny

and did this without orders to do so, you would likely be �red, and possibly

harged with treason.

Suppose you o�er information to ustomers. It's virtually impossible to stop a

ompetitor from using an aount or front and aquiring your information and

using it in some way you didn't desire. The only leverage you have is being

able to be able to terminate the aount, whih isn't muh leverage if it's free.

One possible ountermeasure involves watermarking, or otherwise altering the

data impereptibly so that you an perform traitor-traing if you get a opy of

a leaked doument to determine who leaked it.

32.11 Information, Misinformation, Disinformation

I don't let things slip, Hank... I plae information.

� Dale, King of the Hill (television series)

Your adversary seeks information. Someone who gives him the wrong answers to

his questions is merely spreading misinformation (http://en.wikipedia.org/

wiki/Misinformation), while someone who is atively thwarting him is feeding

him disinformation (http://en.wikipedia.org/wiki/Disinformation). If

your adversary seeks on�dential information, plaing some disinformation will

make them unsure of anything they get through espionage. It is said (http://

en.wikipedia.org/wiki/James_Jesus_Angleton#Inreasing_paranoia) that

James Angleton was so shaken by the revelation that Kim Philby (a hildhood

friend) was a Soviet agent that he beame onvined that every defetor from

the Soviet Union was a plant, and that it essentially prevented the CIA from

making use of anything they ould learn from the defetors, and made many

of his subordinates wonder what they should be doing instead. It is also said

(referene needed) that Einstein spent some time oming up with disinformation

(equations/theory and researh results) about atomi energy that were subtly

designed so that they would waste many resoures before they were revealed

to be bogus. These were then printed in international physis journals. It is

also said that the CIA spends half its budget on disinformation and deeption,

but if that is true, then it is only 50% likely to be true. The only thing I an

say about it is that 50% seems the ideal ratio for an adversary to believe, sine

their gut reation is that any yes/no question is muh heaper to �answer� just
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as reliably with a oin toss. However, I suspet that a deeption operation is

usually muh heaper than a real operation, beause you don't have to really do

something, you just have to appear to do it, so the ratio should be lower. My

suspiion is that the reported interest in psyhi phenomena, mind ontrol, and

remote viewing are likely to be like Einstein's equations; fruitless time sinks for

foreign onsumption.

17

33 Con�it and Combat

Never interrupt your enemy when he is making a mistake.

� Napoleon Bonaparte (1769-1821)

� FAS: Information Warfare and Information Seurity on the Web (http://

www.fas.org/irp/wwwinfo.html)

33.1 Indiators and Warnings

One is happenstane. Twie is oinidene. Three times is enemy

ation.

� Ian L. Fleming, Gold�nger

Suppose you're the seret servie, hartered to protet a president. You ould

do nothing exept saturate the area with snipers and hope to notie someone

pulling a gun and shoot them, but that's not likely to be a safe and e�etive

poliy. Now suppose that someone belonging to a militant anti-government

organization lives in a town the president will visit, buys a hunting ri�e shortly

before the visit, rents a room along the parade route, and so on. These are

not neessarily hard evidene that they will go through with it, but they are

indiators and warnings (I&W) of foul intentions, and you'd be remiss in your

duties if you didn't investigate this a little further, and make some preparations

to stop this partiular event from reahing a point where you might be faed

with only undesirable hoies. This line of reasoning may apply just as well to

network seurity sans or other forms of reonnaissane (see 17).

The same thing happens in seurity all the time. Our �rewalls are being pounded

on, and we do nothing about it.

17

If you doubt this, hek out The Amazing Randi's $1M prize for anyone apable of proving

a supernatural ability; he is an extremely lever fellow when it omes to unovering deeption.

And as for psyhi hanneling, how ome none of these presumably very advaned entities an

provide a proof or disproof of, say, Goldbah's Conjeture http://en.wikipedia.org/wiki/

Goldbah's_onjeture?
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33.2 Attaker's Advantage in Network Warfare

But know this, that if the master of the house had known in what

part of the night the thief was oming, he would have stayed awake

and would not have let his house be broken into.

� Matthew 24:43 (English Standard Version)

In network warfare, there is only one defender (organization), and potentially

a billion independent attakers (for an Internet-faing system). The defender

is assumed to be known (e.g. we know who owns Mirosoft.om), but not the

attaker. The attaker knows, or an trivially enumerate, the attak surfae

(see 7.5) on whih he must make his attak. The attaker need only make one

suessful attak to aomplish his objetive, whereas the defender suessfully

thwart all attaks. I all this the attaker's advantage.

Brue Shneier points out that ryptography is the exeption to the general rule,

in that adding a single bit to your key size doubles the adversary's work fator,

while only inreasing your work slightly. Thus, absent any new ryptanalyti

attaks or advanes suh as quantum omputers (see http://en.wikipedia.

org/wiki/Shor), the defenders may simply pik algorithms with su�iently

large key sizes that a diret attak is infeasible. However, on the Internet they

may still often attak the end point diretly, or use side hannel attaks (31.2).

33.3 Defender's Advantage in Network Warfare

Suspiion always haunts the guilty mind.

� William Shakespeare

The defenders have an advantage in that they are not breaking the law, and

an thus organize openly. To date, I am not aware of ommerial orporations

federating in any way to protet themselves, but it ould be a very powerful

strategy. For example, several organizations ould agree that an attak on

any of them will trigger all of them to shun that network address globally.

Or, they ould share information related to intrusion, perhaps my having a

seurity monitoring ompany whih monitors network tra� for all of them.

Suh an organization ould beome aware of new attaks very early and take

measures to redue or eliminate the vulnerability of all partiipants before the

attak hits them individually. The defenders also have an advantage in that the

attakers may organize openly and share ideas and information. This means

that defenders may reeive the same information at the same time (see 36.10).

Then, we are in a rae to see who an �x it or exploit it �rst (see 33.4).

More generally, if you annot defend everywhere, all the time, you probably want

to defend where and when your adversary attaks. He doesn't want you to know,

and if you want to ath him in the at, you don't want him to know that you
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know. Thus, the attaker wants to keep his targets unknown, and the defender

wants to keep his olletion e�orts unknown. This may have impliations when

deiding between prevention and monitoring (see 35.7).

33.4 OODA Loops

Sun Tzu disussed the importane of reognizing opportunities in battle and

exploiting them quikly, but John Boyd performed a detailed analysis of feed-

bak loops, breaking them down into four stages; observe, orient, deide, and

at. They are alled Boyd loops, or OODA loops (http://en.wikipedia.org/

wiki/OODA), and the basi premise was that if you an make this yle shorter

than your opponent's, you an reat to unfolding events faster than they an,

like a person balaning an upright stik on top of their �nger.

At �rst, this may not seem to have any appliation to omputer seurity. How-

ever, it has a great deal more relevane than one might think. For example,

onsider that you are head of omputer seurity at an online �nanial institu-

tion, and your adversaries are everybody who wants to steal money from it.

Now, you would be inredibly foolish to simply stik your head in the sand

and hope that nobody haks you, right? Anybody with two neurons onneted

together an tell that it would be a good idea to know what the adversaries are

doing so that you ould take ountermeasures.

Also, it should be lear that you want to know as soon as possible; so, you

will want abuse detetion systems (see 16), and it would be ever better for

you to monitor omputer seurity web sites, even the gray-hat and blak-hat

soures, and possibly phishing and fraud-related forums primarily populated by

riminals. The fat of the matter is that respetable groups like CERT often

don't tell you the information as quikly as you would like, beause they don't

want it getting in the wrong hands. But you are the right hands, and you want

to get it as quikly as possible, so it's in your best interest to do so. The people

who will sueed in this endeavor are the ones who are the most onneted.

Finally, you want to be able to evaluate the information and reat quikly to

limit the exposure or damage; thus, this is related to the priniple of agility (see

34.2). Combined, this forms your OODA loop. In an ideal world, you would be

so tapped into your adversary's thinking proess, and so agile, that you ould

deploy a ountermeasure before he was able to �eld the attak. You an't do

that with your eyes losed. You aren't going to be able to do that if all you

know about your adversary is that they hate freedom, or that they are evil,

or similar slogans that subtly imply good people stop thinking at this point.

Understanding is not the problem; understanding is the solution (see the quote

in 6). Ideally you would like to avoid on�it, to win without �ghting, but most

on�its arise beause of lak of understanding or simple allousness.
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33.5 Courses of Ation

A standard military proedure is to develop Courses of Ation (CoA) for per-

sonnel. This aids in making sure that they take appropriate ation in response

to stimuli.

� Course of Ation Development and Analysis (http://www.globalseurity.

org/military/library/report/all/all_93-3_h4.htm)

34 Seurity Priniples

Obey the priniples without being bound by them.

� Brue Lee

Now that we have an understanding of the issues �in the wild�, I an attempt

to extrat from them some ommon lessons, and reformulate them as general

priniples whih may help you build more seure systems.

� OWASP Appliation Seurity Priniples (http://www.owasp.org/index.

php/Category:Priniple)

� Saltzer & Shroeder's The Protetion of Information in Computer Sys-

tems (http://web.mit.edu/Saltzer/www/publiations/protetion/,

http://www.ee.rutgers.edu/~parashar/Classes/03-04/ee572/papers/

protetion.pdf) Setion 1A3

34.1 The Priniple of Least Privilege

One basi and obvious tenet is to give every part of the system just enough

privileges to get its job done, but no more. It takes a number of forms:

least privilege is where you authorize a program or system to do only what

it needs to do to aomplish its objetives (http://en.wikipedia.org/

wiki/Priniple_of_least_privilege)

need-to-know (NTK) is the personnel seurity priniple to protet on�den-

tiality where you only tell people what they need to know to get their job

done

default deny is the aess-ontrol priniple whih states �anything whih is

not expliitly allowed is denied�

anomaly detetion is when you alert whenever something is out of the ordi-

nary (see 16.2)
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arti�ial ignorane is when you remove things you know to be alright from

your log �les and only look at what doesn't math (see 15.2)

The best illustration of this priniple that I have found is in Marus Ranum's The

Six Dumbest Ideas in Computer Seurity (http://www.ranum.om/seurity/

omputer_seurity/editorials/dumb/). It's also quite amusing, so you should

read it now. He says alls the opposite of this priniple �enumerating badness�,

beause you have to pay someone to sit around and guess or researh what bad

guys are doing, and you thus always aught �at-footed by a new kind of bad

thing. This was desribed as a bad idea in omputer seurity as early as 1965,

by E. Glaser. Saltzer & Shroeder all this priniple �fail-safe defaults� or �least

privilege�.

However, there are many problems with implementing suh a design. First,

many systems allow only a ertain granularity of privileges. For example, most

OSes give eah user a privilege set, and any program run as that user inherits

that privilege set. To get �ner-grained permissions, you usually need a hange

to the OS, suh as MAC (see 12.3). This requires a muh deeper level of knowl-

edge than you would need otherwise. Similarly, most �rewalls blok on individ-

ual ports; bloking on the kind of tra� depends on deeper understanding of

the network data (the buzzwords for this hange, but may inlude �layer 7 �re-

walling� and �deep paket inspetion�). But even that may not be enough; some

operations within the protool may be safe, and others not; for example, you

may wish to allow someone to read a �le with FTP, but not to write. With an

undoumented protool like Mirosoft's SMB/CIFS, you generally must blok

it entirely beause it's a blak box and therefore you an't know that it is safe.

With programs, you must urrently grant privileges to the entire program at

one, or not at all; if one part of the ode an do it, so an another. This means

that to remain seure, the program must often be split into multiple piees (this

is the strategy used by the seure mailer Post�x, and it has worked rather well).

Nobody has yet done any work on automatially determining the privileges

software needs automatially, beause it's a ode overage (for appliation se-

urity) and generalization problem. For example, the ode read �/tmp/aaa�,

and �/tmp/aab�; I an reate rules whih allow this, but it won't be able to

read �/tmp/aa�. But how far do I generalize? Does it need to be able to read

�/tmp/bar�?

34.2 The Priniple of Agility

The best system is to use a simple, well understood algorithm whih

relies on the seurity of a key rather than the algorithm itself. This

means if anybody steals a key, you ould just roll another and they

have to start all over.

� Andrew Carol
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My friend does penetration testing, and tells me that having zero-day exploits

(or any exploit with no vendor path) does him no good beause if he reports

the ustomer as being vulnerable, the ustomer an't do anything about it.

Tehnially, they ould, but they'd probably need to swith tehnologies, like

operating systems. Unfortunately, most are too wed to the relevant tehnologies

to be able to do that.

Also, reently some ompanies have tried to make media only playable on ertain

devies, and they all this Digital Rights Management (DRM). This usually

involves having a seret embedded in the devie. Of ourse onsumers wanted

to be able to play media they purhased with whatever player they wanted,

whih is totally reasonable, and so a war ensued. In the �rst few iterations

of this, people extrated the serets from players and then were able to play

the media on whatever they wanted, and the media ompanies were unable to

respond beause all the players had serets in them whih ould not be hanged.

In both of these ases, the subjets were unable to deal with a piee of informa-

tion beause they were not agile; they ould not reat to the new information.

To be agile, you want to avoid lok-in to a vulnerable tehnology. It an happen

when a omponent you depend on has a design vulnerability, or the implementa-

tion of that omponent has a vulnerability but you depend on implementation-

spei� additions. It seems the key here is to write portable ode that adheres

to open, well-de�ned standards, so that you an swith implementations any

time you wish. It also militates against �pakage deals�, or �bundles�, where you

an't hange one omponent without hanging the entire bundle.

Of ourse, greedy vendors hate this, beause having low swithing osts means

they an't harge you nearly as muh. That may well be the drive behind

the Unix workstation fragmentation and Mirosoft's �embrae, extend and ex-

tinguish� priniple (http://en.wikipedia.org/wiki/Embrae,_extend_and_

extinguish). But by being able to swith to a ompeting produt any time

you want, you are �nanially seure. It's not the smart ustomer that made

them self an enemy; it's the fat that the vendor's interest diverged from that

of the ustomer, and so it made the ustomer their enemy. When ompanies

stop trying to take advantage of their ustomers by loking them in, and just

fous on giving the ustomer the best value for their money, they will no longer

see their ustomers, smart or otherwise, as enemies.

Similarly, it would be nie to identify assumptions about the seurity environ-

ment that may be subjet to hange, and pik a solution that is not require this

assumption to be true to give the desired result. Put another way, one should

prefer �exible solutions over brittle ones. In pratie, seurity systems that were

properly designed but failed in pratie often depend on an assumption that was

erroneously believed to be true, or was true initially but eased to be true over

time. So using �exible solutions is also a way to stay agile.

In the anient board game the Japanese all Go (http://en.wikipedia.org/

wiki/Go_(board_game)), there is a strategi onept alled aji, whih literally
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means �taste�, but is best translated as �latent potential�.

18

One an imagine it

being similar to an army you hold in reserve in the rear whih may be quikly

deployed at any loation along the front line. Beause it stays bak there, the

adversary annot easily ommit all his troops to a ertain part of the front line

without you then being able to deploy yours to a weak point along the front

line. Similar onepts an exist within seurity systems; you may not be able

to audit all events within the system, but you may hoose to audit a set whih

you believe to be relevant. If you learn information that auses you to hange

that set, perhaps beause of information gathered by forensi examinations of

adversary ations, it would be desirable to be agile enough to hange it with

minimal e�ort.

By way of example, onsider if you had standardized on a Windows 1.0 mul-

timedia program. How would you run it? You laugh, but I've seen ompanies

with obsolete systems who ontinue to pay exorbitant osts beause the ost of

swithing to (rewriting for) another system is too prohibitive. As long as the

osts inrease gradually, there is never su�ient immediate ause to invest in

the �x that would provide best long-term gains. Database vendors have long

known the vendor lok-in priniple, and if you think it's unimportant, look at

IBM, or Orale (who, as of this writing, reently aquired Sun Mirosystems).

34.3 The Priniple of Minimal Assumptions

Perfetion is reahed, not when there is no longer anything to add,

but when there is no longer anything to take away.

� Antoine de Saint-Exupery

Roughly speaking, the stronger the defense is, the less assumptions are nees-

sary for it to be e�etive. It would be nie to minimize the serey requirements

to keep the defense e�etive. In ryptography, we want to have the system re-

main seure when only the key is unknown; this is Kerkho�'s Seond Priniple

(http://en.wikipedia.org/wiki/Kerkhoffs'_priniple), desribed in la

ryptographie militaire (http://petitolas.net/fabien/kerkhoffs/), and

it's valuable beause on�dentiality is di�ult to maintain, or assure, and loss

of it is often undetetable, and if someone did ompromise the design of the sys-

tem, it would be di�ult or impossible to hange. One an also design a system

starting with the assumption that the system is known to the adversary, and

when stated that way it is known as Shannon's maxim, but was also disussed

in Saltzer and Shroeder as the priniple of open design. In atuality, the real

thrust behind Kerkho�'s Priniple is that of agility (see 34.2); the users an

reat to dislosure merely by hanging keys, and don't have to redesign the sys-

tem. Of ourse if your keys are buried in o�ine devies and you an't seurely

update the keys, then you're still pretty hosed. Seurity or strength built on

18

For more Go terms, see the Wikipedia entry: http://en.wikipedia.org/wiki/Go_terms
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openness are more durable, beause there is no seret whih may be lost whih

may ompromise that strength.

Put another way, seurity whih depends on too many things is built on a shaky

foundation, beause your adversary may target the weakest of those things.

Another formulation of this ould be alled the priniple of small numbers,

whih states that no su�iently large thing is uniformly good. It basially states

that it is di�ult to ensure onsisteny aross large numbers of people or other

omplex systems, and that when the seurity relies on all of them, then it is

best to minimize the number of them involved. My friends who are penetration

testers tell me that the larger the organization, the easier it is to �nd a single

weak link in the perimeter. This ties into the priniple of uniform fronts (see

34.8).

There is a signi�ant analogy in ryptographi and mathematial proofs; that

the more (and stronger) assumptions on whih a proof rests, the less impor-

tant/valuable the result (note that a stronger assumption is one less likely to be

true). It is atually very, very ommon to base proofs on unproven postulates;

a ommon one is that P is not equal to NP. It is often valuable to revisit those

parts of the system and see if we an redue the strength of those assumptions.

It is also valuable to ask if we an design a system whih is no worse than the

urrent system, but whih performs better under additional onditions; one an

say that suh a system weakly dominates (http://en.wikipedia.org/wiki/

Strategi_dominane) the urrent system.

34.4 The Priniple of Fail-Seure Design

It is sometimes suggested that mehanisms that reliably reord that

a ompromise of information has ourred an be used in plae of

more elaborate mehanisms that ompletely prevent loss. For exam-

ple, if a tatial plan is known to have been ompromised, it may

be possible to onstrut a di�erent one, rendering the ompromised

version worthless. An unbreakable padlok on a �imsy �le abinet is

an example of suh a mehanism. Although the information stored

inside may be easy to obtain, the abinet will inevitably be damaged

in the proess and the next legitimate user will detet the loss. For

another example, many omputer systems reord the date and time

of the most reent use of eah �le. If this reord is tamper-proof and

reported to the owner, it may help disover unauthorized use. In

omputer systems, this approah is used rarely, sine it is di�ult

to guarantee disovery one seurity is broken. Physial damage

usually is not involved, and logial damage (and internally stored

reords of tampering) an be undone by a lever attaker.

� Saltzer & Shroeder

If you system an, fail seure; if you an't, fail obviously.
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InA First Tour Like No Other (https://www.ia.gov/library/enter-for-the-study-of-intelligene/

kent-si/dos/v41i5a01p.htm), CIA agent William J. Daugherty reounts

what happened when the US Embassy was overrun in Iran. They were under

orders not to retain more lassi�ed douments than ould be destroyed in 30

minutes, whih was the rating against fored entry of the vault. However, the

doument shredder/ininerator was a �niky beast, and shut down within a few

minutes, and many douments were dislosed

19

.

Thus, the general design priniple is that a system should fail in suh a way

that the desired seurity properties remain intat. For example, if one wants to

preserve on�dentiality, one should keep the data enrypted whenever pratial.

That way, if the system fails in foreseeable ways (power loss, theft, et.) min-

imal amounts of plaintext are dislosed. This is also a wise thing to do given

that emergeny proedures hardly ever work as designed. In a risis, there is

onfusion, and people at unpreditably (or may be dead). Thus, if one an do

a little more work in non-risis situations to redue the amount of work required

in risis situations, as you an with enrypted storage (see 28.7), that is often

an exellent trade-o�.

The onverse of this priniple is that when it an't give seurity, it fails in a

glaringly obvious way. Most programmers work on their ode until it works, and

then stop. Often people assume that if they don't see an indiation of failure,

then it must be safe. You should at least give obvious warnings when something

is unseure (repeated warnings are annoying, whih is why most browsers allow

you to aept a erti�ate whih annot be guaranteed to be safe for one reason

or another; see 34.14).

More generally, if we annot guarantee fail-seure, we should strive to have a

�tamper evident� design; if it fails, the failure is reorded in some way (see 16).

34.5 The Priniple of Unique Identi�ers

Suppose you are setting up a Unix system, and you set up the root aount,

and you give out the password to six people. One day you �nd out that root

logged in and ran something whih ompromised seurity. You an't �gure out

whih user did it unless you have some auxiliary information; if they logged in

over the network, you an hek the logs and see if you an identify who was

logged in there at the time, but you may �nd the same problem there, or that

the aount redentials were stolen. If they logged in on the onsole, you an

hek badge reords for the faility and see who was in the area at the time.

But ultimately, your ability to know what you want to know depends on fators

outside of your ontrol, whih is always a bad state of a�airs.

Similarly, if you have shared aounts on a web server, if someone starts mir-

roring your server (or otherwise ausing mishief), you don't know who is doing

19

The douments seem rather uninteresting to me, but an be found in the series of

books alled Douments From the US Espionage Den: http://www.thememoryhole.om/

espionage_den/index.htm
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it, or if someone shared (or failed to protet) their aount information. Thus,

shared aounts are always bad for audit and aountability. You really want

eah unique identi�er (email address, username, et.) to map to one subjet

(although it's okay for a single subjet to have multiple identi�ers).

With ryptography, it gets even more interesting. Suppose you have a network

with a shared key, like WEP. Now, everyone who is a member of that network

is essentially equal, in the sense that any of them may impersonate the others.

If Alie and Bob and Mallory are on the network, Alie an't know she's talking

to Bob without additional information, beause Mallory has the same privileges

that Bob does (she ould spoof Bob's IP and MAC address, for example). This is

the tehnique used by airpwn (http://soureforge.net/projets/airpwn),

whih is apable of doing some amusing things with unenrypted web tra�

(http://www.evilsheme.org/defon/).

Thus, the set of all subjets (ative parties whih wish to do things with or to

our system) who may obtain a spei� identity should be as small as possible;

ideally, suh sets will always be singletons (http://en.wikipedia.org/wiki/

Singleton_); that is, only one subjet will be able to obtain the identity (see

11.1).

34.6 The Priniples of Simpliity

Everything should be as simple as it an be, but no simpler.

� Albert Einstein

If one looks around at other engineering disiplines, none has the omplexity of

omputer siene. If you told a mehanial engineer that you wanted to have

a reliable, safe ar with a billion moving parts, he'd think that you were nuts,

and yet our CPUs alone have that many transistors. In partiular, the brake

olumn on a ar is made of a single, solid piee of metal. Thus, for reliability

you want as simple a system as possible.

I have heard that in the US embassy in Mosow, they have a onferene room

made of plexiglass alled �the bubble� inside one of the rooms, and they have

their most sensitive disussions there. People who make a living sweeping for

bugs, despite all the fany gadgets, aknowledge that the physial searh is the

foundation of their raft. If you think about this, it makes perfet sense; it is

trivially to visually identify any listening devies plaed within suh a room.

Nobody who goes in there an leave anything without it being easily deteted.

So they an inspet it onstantly, and trivially, without any fany proedures.

Thus, you want a system whose seurity is as easy to verify as possible.

There was a television show about the NSA reently, and one of the employees

was disussing a possible use of virtual mahines to enfore multi-level seurity.

He said they were trying to ome up with a way to make sure that any ommu-

niation between systems only happened in very arefully-ontrolled ways. He
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said, �we have a saying; the more omplex the problem we have, the simpler a

solution we need.� If you think of the US government as the largest orpora-

tion on Earth, then you understand that in order to keep it seure, you need

seurity mehanisms that an be understood by the average eighteen-year-old.

If you have a seurity devie that's ompliated to understand, it won't be used

properly or onsistently. Thus, you want seurity mehanisms that are as easy

to understand and operate as possible.

The earliest desription of this priniple I have found in this appliation is

Saltzer & Shroeder, where they all it �eonomy of mehanism�.

34.7 The Priniple of Defense in Depth

In the middle ages, a astle might have a large set of walls around it, and then

a entral keep inside the outer walls; the adversaries needed to breah the outer

wall, then the walls of the entral keep. Thus, di�erent parts of a seurity system

may be arranged in series, meaning that you have to defeat all of them to defeat

the system; this is alled defense in depth (http://en.wikipedia.org/wiki/

Defene_in_depth). If the seurity of a given resoure R is proteted by two

seurity systems A and B arranged in series, then an adversary must defeat A

and B in order to defeat the system; thus R = AxB. If we'd like to analyze

how often this ombination of systems fail due to random hane, we simply

multiply the probabilities.

However, against an intelligent adversary, we'd like to ensure that a given type of

attak does not bypass both systems, whih we do by making them struturally

di�erent. For example, you may use a normal key to pass through an outer

layer of aess ontrol, and then use a biometri of some kind to pass through

an inner layer of aess ontrol; this prevents someone who an pik loks from

being able to pass through both using the same skill. A similar priniple is

used by those who employ both humans and dogs in ombination as guards;

the senses of dogs neatly omplement those of humans, so the ombination will

likely be better than either humans or dogs alone.

You might onsider defense-in-depth (a/k/a �layered defense�) of the seurity-

ritial systems; if one were able to, say, bypass Kerberos seurity, one might

not want the Kerberos server to depend upon the seurity of Kerberos, beause

that's a little like begging the question (assuming something is true and using

that assumption to prove that it is true). So perhaps only allow people to

SSH into the Kerberos server from one host, and then protet that host with

Kerberos. So now, the adversary must ompromise the Kerberos-proteted host,

then ompromise the Kerberos server over SSH.

34.8 The Priniple of Uniform Fronts

A risk aepted by one is shared by all.
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� USAF IA slogan

Alternately, a astle may have two gates whih grant aess to the inside of a

restrited area, then you have two aess ontrol devies arranged in parallel.

In this ase, either gate is a single point of failure for the proteted area; the

adversary need only defeat one to defeat either, thus R = A + B. If we'd like

to know the rate of failure due to random hane, we simply add the rates of

failure for eah system together.

An intelligent adversary will analyze eah seurity system and pik the one

with whih they will have the most suess. You'd like to make sure that no

partiular system in this ombination is weaker to them than any other, so the

easiest way to do this is to make them homogeneous. I all this the priniple of

uniform fronts.

If you think this is all too simple, ask yourself what priniples are being followed

with the DNS root name servers. The DNS root name servers are heterogeneous,

and all exposed to the publi. Are they violating good design priniples by

applying heterogeneity in parallel?

If you think about it (or even if you don't), the DNS root name servers aren't

defeated by a DoS attak unless the whole system beomes unavailable; in this

respet we see that they are atually in a series arrangement, and that they are

applying defense-in-depth. They are not worried about on�dentiality, beause

they are providing information to the publi. Instead, they want availability,

and the system as a whole is still available as long as a su�ient number of the

root servers are funtioning properly. So again it is important to have in mind

what our seurity goals are, as they a�et our analysis and our de�nitions.

This is a slight tightening of �the priniple of omplete mediation� proposed

by Saltzer and Shroeder, who suggest that all aesses be mediated, and that

any remembered aess deision must be updated systematially if a hange in

authority (authorization) ours.

34.9 The Priniple of Split Control

One of the priniples of reating highly reliable systems is that you shouldn't

allow for a single point of failure (SPOF) in your design. For example, if a disk

drive fails, you want enough redundany (from, e.g. RAID) that the system on-

tinues funtioning properly. When you're developing ode, you generally opy

the ode to a seond loation periodially (suh as a version-ontrol repository

like subversion) so that you don't aidentally lose some of it. I believe that this

general pattern an be usefully applied to some seurity systems as well in a way

that I all split ontrol. Saltzer and Shroeder alled it separation of privilege

though aording to the folks over at CERIAS (http://www.erias.purdue.

edu/weblogs/pmeunier/infose-eduation/post-139/onfusion-of-separation-of-privilege-and-least-privilege/),
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people tend to onfuse it with least privilege (see 34.1), so I try to avoid that

term.

One of my friends performs seurity audits and he had a ustomer who had a

data enter with a red button near the exit whih was the emergeny ut-o�

swith for the power. One of the people leaving the data enter thought it was

to open the door and pressed it, ausing untold losses to their ustomers. Bak

in the days of mainframes, a programmer's toddler daughter named Molly hit

the big red swith (BRS) on an IBM 4341 mainframe twie in one day, so they

reated plexiglass overs for the swith, whih is alled a �molly guard� to this

day. An investment of a few dollars may save many thousands. So by requiring

two hanges to implement one hange, you redue the hane of it happening

aidentally.

You are probably also familiar with this priniple when you've had to wait on

a heker to all another person with a speial key to authorize a transation,

usually removing an item from your purhase. The idea there is that a heker

annot void o� items and poket the ash without getting the attention of the

seond person. Similarly, you may have seen movies of missile silos where two

keys must be turned simultaneously to launh a missile. Banks often require

a manager to authorize transations over a ertain amount. So by requiring

two people to implement one hange, you redue the hane of it happening

fraudulently.

If you had no paket �lters or �rewalls, than any programwhih anybody started

whih listened on a soket would beome immediately vulnerable to anyone on

the Internet. And when you �rst installed a omputer on your network, it

would be similarly vulnerable until you had installed all your pathes, turned

o� servies, and otherwise hardened it. So by applying defense in depth (see

34.7), you derease the hane that someone may get unintended aess to a

network servie.

When authentiating to an online system, they sometimes require more than

one way of verifying the identity of a person (alled two-fator authentiation).

If identifying yourself to the system involves something you have and something

you know, then the adversary must get both in order to authentiate himself as

you. Thus, by splitting the identity information into two piees, you redue the

hane of the adversary getting both piees.

The ryptographi tehnique alled seret sharing (see 28.9.8) involves split-

ting a seret into multiple piees and storing them in di�erent plaes, perhaps

ontrolled by di�erent people. When enrypting �nanial data for storage, in-

stitutions are enouraged to store the enryption keys separately from the infor-

mation itself (even if the keys themselves are enrypted with a master key), so

that loss of one will not ompromise the other. So by splitting the seret infor-

mation into multiple piees, the hanes of an adversary getting the proteted

information are redued.

The obvious drawbak that any ontrolled hange requires manipulating things

in two plaes, and so it inreases the amount of e�ort required to make the
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hange. Sine this is integral to the way it protets the system against aidents,

this is unavoidable. As a result, you usually wouldn't want to use this priniple

on things you will have to hange often.

34.10 The Priniple of Minimal Changes

So suppose you deide to give a DNS slave a new IP address temporarily. You

also have to hange your DNS master server's on�g �le to allow the new IP

address to request zone transfers. Now suppose you hange the IP address bak

on the slave, but forget to hange the name server on�guration �le. You've

now got a hole in your seurity; if another system gets that IP address, it will

be able to do zone transfers.

This is a relatively minor example where your seurity information has to be

updated separately from what you intend to be hanging. Also it's an example

where the aess ontrol is in eah individual appliation, whih is a bad design,

as you an't easily audit your aess ontrol poliies without examining every

possible appliation.

This priniple may appear super�ially to on�it with the priniple of split

ontrol (see 34.9), but there is an important but subtle di�erene. In split

ontrol, both plaes have to be hanged to allow the adversary to ompromise

seurity. In these examples, only one of the hange points needs to allow the

adversary aess. Thus, there is a similar distintion between split ontrol and

minimal hange points as between defense in depth and the priniple of uniform

fronts (see 34.8); when the systems are arranged in series, you want split ontrol,

and when the systems are arranged in parallel you want minimal hange points.

This is essentially the DRY priniple:

� Wikipedia on Don't Repeat Yourself (http://en.wikipedia.org/wiki/

Don%27t_repeat_yourself)

34.11 The Priniple of Centralized Management

When you only have to administer one system, you may think that keeping up

with it in the available amount of time is easy. However, as you start to manage

more and more systems, you will have proportionally less time to spend on

understanding and ontrolling any given system's state. To maintain the same

level of seurity, you need tools that allow you to understand it faster and ontrol

it with less e�ort. Thus, you will probably want to entralize management of

the systems in some way.

One of the hallenges you fae in system administration is making sure people

don't aidentally hange the state of things. For example, you may have a
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publily-writable diretory available via NFS where developers an install li-

braries and other important data, but sooner or later someone will delete some-

thing that another person needs. One strategy is to make the NFS-exported

diretory world-readable, and only allow writes to the �lesystem from a single

mahine, possibly via a di�erent path name. That way, the hanes of someone

aidentally deleting it are slim, and if it is deleted, you will more easily be able

to determine who did so (and thus, why).

There are a number of systems for entralizing ontrol of user aounts, suh

as NIS and LDAP. Systems like Kerberos do this and also allow you to perform

entralized key management for network tra�.

34.12 The Priniple of Least Surprise

The priniple of least surprise states that the system should do what you in-

tended it to do. If you were to turn o� ��le sharing�, you wouldn't expet it to

also turn o� your �rewall; that would be an unpleasant surprise. An impliation

of this is that the system should have a degree of transpareny to the end-user,

suh that they an verify that the e�et of their ations is what they intended. A

ertain software vendor in Redmond keeps adding omplexity to their operating

system, despite no ustomer demand for it, with the sole intention of using this

oult knowledge to drive their ompetitors out of business. As a side e�et of

this, there are many nooks and rannies in whih spyware an hide, and many

ways a user an unknowingly redue their seurity. Also, it means that devel-

opers must ontinue to buy libraries and development tools from that vendor

to make the omplexity manageable. However, at least one of their employees

has a lue; in Kim Kameron's Laws of Identity (http://www.identityblog.

om/?p=354), he suggests that we �thingify� digital identities, and make them

�things� on the desktop that the user an add and delete, selet and share.

That's an exellent idea; the user should be able to see at a glane what she is

doing with her identity. I say that we should go further and make all seurity-

relevant information easily visible and intelligible to the end-user. That ven-

dor reently aquired �sysinternals� (http://tehnet.mirosoft.om/en-us/

sysinternals/default.aspx), a ompany whih was able to develop better

tools for understanding their operating system than they were able to de-

velop themselves. One tool in partiular, alled autoruns (http://tehnet.

mirosoft.om/en-us/sysinternals/bb963902.aspx), is able to �nd all the

programs whih are automatially run when you start the system. If I reall

orretly, there's more than ten ways in whih a program an set itself to be

run automatially at start-up, and if you've ever wondered why it takes so long

for your system to boot, it's beause you have at least a dozen programs start-

ing automatially that don't need to. As a general rule, when your system

is so omplex you need speialized tools to understand it, that's a sign that

you've srewed up, and you need to go bak and refator your system to make

it simpler.
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34.13 The Priniple of Removing Exuses

If you wanted to run a seure faility, you'd want to put restrooms and perhaps

a onferene room up in the front, before the seurity hekpoint. If you didn't

do this, then there may ome a time where the seurity guard must either tell

a person they an't use the restroom, or allow someone to violate the desired

physial seurity properties. It's a good idea to antiipate any needs like this

and allow for them in the design of the system, and therefore avoid any on�it

between the desire to be seure and the desire to be a likeable and deent person.

By putting the restrooms up front, you've also eliminated a possible exuse for

someone who was found in the seure area without the proper redentials that

they were merely lost and looking for the restroom. Proper appliation of this

tehnique has two advantages; it prevents violation of the seurity properties

whether the person is an adversary who seeks a over, or not.

Similarly, if you are onerned that someone may do something heinous and

then deny responsibility, you'd like to take away that exuse. For example, if

you use an aess ard or other devie to protet something very sensitive, then

an employee may use it but laim that it was stolen, and it would be di�ult to

prove otherwise. You'd want to have a amera on the loation or use biometris

to verify his identity to remove his ability to use this exuse.

34.14 The Priniple of Usability

It is essential that the human interfae be designed for ease of use, so

that users routinely and automatially apply the protetion meha-

nisms orretly. Also, to the extent that the user's mental image of

his protetion goals mathes the mehanisms he must use, mistakes

will be minimized. If he must translate his image of his protetion

needs into a radially di�erent spei�ation language, he will make

errors.

� Saltzer & Shroeder

If the system involves human beings at all, whether as diret users, adminis-

trators, implementors, and so on, one should involve a model of a person into

the design. That is, if it relies on a human being to use it, is it usable? There

is a �eld of human-omputer interation alled seurity usability whih deals

with this very issue (see 25). Also, will the humans who have ontrol over it be

tempted to bypass it? It is important to onsider the proedural and adminis-

trative ontrols over this part of the proess. Saltzer & Shroeder alled it the

priniple of psyhologial aeptability.

34.15 The Priniple of Retaining Control

The government an have my rypto key when it pries it from my

old, dead neurons.
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� John Perry Barlow, a. 1991

This priniple states that any deisions a�eting the seurity of the system

should remain in your hands. For example, if your home has no loks on the

door, and you buy a lot of expensive eletroni equipment from a store, and that

store deides to publish ustomer purhasing history and home address, then

you've lost your physial seurity. If you rely on another entity to protet your

seurity, but you have no ability to make sure they do so, you've lost ontrol

(see 27.1). As a re�nement, let me disuss the hierarhy of assurane by whih

one may retain ontrol of the seurity of a system:

1. Absolutely impossible - ompromise of the system requires breaking laws of

physis or mathematis that are urrently onsidered impossible to break,

even in theory. Examples of this level of seurity inlude information-

theoreti seurity in ryptographi systems, and trying to hak into a

omputer on a deep-spae probe travelling away from you at nearly the

speed of light.

2. Tehnially infeasible - ompromise of the system is possible in theory but

requires resoures whih are onsidered well outside the realm of feasibil-

ity. Examples of this level of seurity inlude omputational seurity in

ryptographi systems, and onquering all of Asia with ground fores in a

land war.

3. Pratially unbreakable - ompromise of the system is possible but the

hanes of it are remote. Examples inlude in�ltrating and destroying

NORAD headquarters in Cheyenne mountain, launhing a diret attak

against OpenSSH, and penetrating a very seure network.

4. Punitively seure - ompromise of the system is possible, but you ould

detet the person responsible and punish them, either militarily, physially

or legally. Examples inlude any system whih uses law to enfore it, suh

as Digital Rights Management (DRM). Classi�ed information has this

kind of protetion, as does anything involving international law. This

system osts money to investigate and punish o�enders, so unless the

punishment is su�iently harsh to deter the rime (�punish one, teah a

thousand�), it may not be ost-e�etive. Also, it may be that the person

in question was just areless with their omputer, and the real o�ender

remains untraeable. Most bank robbers use stolen ars for a reason, you

know.

5. Speulatively seure - ompromise of the system is possible, but you don't

think anyone would want to break it and you rely on the good will of

people to protet it. Examples inlude anything whih relies on seurity

through obsurity (see 35.4).
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Now, a few points about retaining ontrol. Basially, anything whih ours

independently of you is outside your ontrol. O�ine abuses (i.e. passive attaks)

are undetetable, and thus you annot reat to them, whih violates the priniple

of agility (see 34.2). Thus, the priniple of retaining ontrol implies that you

should prefer systems whih minimize passive attaks.

Also, this priniple also implies that sine users have varying seurity needs

(sine what they are proteting varies in value to them), then users should not be

�stuk� with a �one size �ts all� seurity mehanism; instead, they should hoose

vendors who allow them to retain ontrol over the deisions of mehanisms (see

34.17).

34.16 The Priniple of Personality

I'm �nding it di�ult to establish a good name for this priniple, but it ties

together a lot of observations about how bad things our in lusters, and about

how the past an sometimes be used predit the future.

� People who ommit riminal ats tend to have riminal reords. This

is why ompanies perform bakground heks on employees before hiring

them.

� People with poor seure programming skills, or ompanies with poor se-

urity awareness, tend to reate software with more vulnerabilities than

those with a more seurity-onsious attitude. For example, ompare the

seurity history of a randomly-seleted program against one written by

Dan Bernstein, Wietse Venema, or the OpenBSD projet.

� Software that has had a poor seurity history tends to have more vulner-

abilities disovered over time. I tend to searh the National Vulnerability

Database (http://nvd.nist.gov/) before I expose any piee of software

to potentially hostile input. If a vulnerability was found every week for

the last month, hanes are that there are many more that lay dormant.

That is, to a ertain extent, you an have some insight into future behavior

based on the past. This is ertainly not a hard and fast rule, and potentially

unfair, but it is an easy one that gives pretty good results.

34.17 The Priniple of Least Common Mehanism

Minimize the amount of mehanism ommon to more than one user

and depended on by all users. Every shared mehanism (espeially

one involving shared variables) represents a potential information

path between users and must be designed with great are to be

sure it does not unintentionally ompromise seurity. Further, any
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mehanism serving all users must be erti�ed to the satisfation of

every user, a job presumably harder than satisfying only one or a

few users. For example, given the hoie of implementing a new

funtion as a supervisor proedure shared by all users or as a library

proedure that an be handled as though it were the user's own,

hoose the latter ourse. Then, if one or a few users are not satis�ed

with the level of erti�ation of the funtion, they an provide a

substitute or not use it at all. Either way, they an avoid being

harmed by a mistake in it.

� Saltzer & Shroeder, The Protetion of Information in Computer

Systems, http://web.mit.edu/Saltzer/www/publiations/protetion/

That pretty muh says it learly. The �rst point has to do with overt hannels,

and the seond has to do with allowing the users to retain ontrol.

34.18 The Priniple of Pratie

Any part of the seurity design whih is not exerised on a regular

basis is not atually part of the seurity system.

If you've ever been in an emergeny situation, you'll know that things don't work

the way you expet; the batteries in the �ashlight haven't been hanged, the

door stiks and won't open, the sript whih is supposed to work has suumbed

to bit rot, seurity alerts don't go out, and so on. This is why people hold �re

drills.

So, for any tehnial seurity feature, it must be exerised periodially, and

ideally in onditions as similar to those as the situation you're trying to test

as possible. This is most important in abuse detetion, response, and alerting

(see 16, 17, 17.1). It is also relevant in aess ontrol; generally, onsider any

ode path whih isn't taken often, and make sure it gets tested - that it gets

taken, and funtions properly. This exerise plan should be onsidered part of

the seurity design.

For any seurity feature involving people, they should be fored to do perform

the required tasks periodially. In some ases, you don't tell them when, but

you probably do want to tell them that it's a drill when it happens. You should

make their ompensation dependent on proper exeution of their emergeny

duties, but always apply ommon sense.

34.19 Work Fator Calulation

Compare the ost of irumventing the mehanism with the resoures

of a potential attaker. The ost of irumventing, ommonly known
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as the "work fator," in some ases an be easily alulated. For ex-

ample, the number of experiments needed to try all possible four

letter alphabeti passwords is 264 = 456 976. If the potential at-

taker must enter eah experimental password at a terminal, one

might onsider a four-letter password to be adequate. On the other

hand, if the attaker ould use a large omputer apable of trying a

million passwords per seond, as might be the ase where industrial

espionage or military seurity is being onsidered, a four-letter pass-

word would be a minor barrier for a potential intruder. The trouble

with the work fator priniple is that many omputer protetion

mehanisms are not suseptible to diret work fator alulation,

sine defeating them by systemati attak may be logially impossi-

ble. Defeat an be aomplished only by indiret strategies, suh as

waiting for an aidental hardware failure or searhing for an error

in implementation. Reliable estimates of the length of suh a wait

or searh are very di�ult to make.

� Saltzer & Shroeder

34.20 Availability Priniples

Obviously, you want to minimize omplexity, whih is good for seurity gen-

erally, beause as humans our brains are very limited in their ability to do

ombinatorial testing. This ould be minimizing the number of moving parts,

minimizing the amount of software, minimizing the amount of ativity on it.

Seondly, you want to minimize hanges to that system. Basially, try to sep-

arate the things that require hanges to other systems. Unfortunately, this

means you an't path the system very frequently, whih may leave it vulnera-

ble. When you do hange, you want to test the hange on another system, and

then do it to the live system. Virtual mahines are very handy for this. This

an be summarized as �test twie, hange one�.

35 Common Arguments

I'm starting to summarize ommon arguments here so that we an just agree,

or agree to disagree, and get on with more interesting disussion.

35.1 Dislosure: Full, Partial, or None?

This is suh a ommon debate, and it has been going on sine at least the 1850s.

The goal here is not to take a position, but to summarize the arguments thus

far so that we an avoid fruitless rehashing of old positions.
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� Full Dislosure Debate Bibliography, by date (http://www.wildernessoast.

org/bib/dislosure-by-date.html)

� Shneier: Full Dislosure and the Window of Exposure (http://www.

shneier.om/rypto-gram-0009.html#1)

� Shneier: Full Dislosure (http://www.shneier.om/rypto-gram-0111.

html#1)

� Shneier: Publiizing Vulnerabilities (http://www.shneier.om/rypto-gram-0002.

html#PubliizingVulnerabilities)

� Parkinson's Law of Triviality (http://en.wikipedia.org/wiki/Parkinson

%27s_Law_of_Triviality)

35.1.1 Terminology

full when you �nd a vulnerability, talk openly about it, even publish exploits

(http://en.wikipedia.org/wiki/Full_dislosure)

limited when you �nd a vulnerability, talk only about the vulnerability and

attempt to help people protet themselves, but try to avoid giving out

details that would help people exploit it (http://en.wikipedia.org/

wiki/Full_dislosure#Various_interpretations)

none never talk about vulnerabilities; disussing them helps the adversaries

seurity through obsurity hoping that nobody knows about, �nds out about,

or disusses vulnerabilities (see 35.4)

time-bounded ontat the vendor, give them a �nite amount of time to �x it

(my term)

time-unbounded ontat the vendor, give them as long as they need to �x it

(my term)

responsible an mean a variety of things, meaning �limited� for some, and

�time-bounded� for others (http://en.wikipedia.org/wiki/Responsible_

dislosure). Controversial beause it suggests that other methods are

irresponsible.

oordinated vulnerability dislosure full dislosure after attaks start, no

dislosure prior to attaks (http://blogs.tehnet.om/b/eostrat/).

Seems likely to shift the debate towards what is being exploited.

35.1.2 Dislosure Poliies

These are simply formal desriptions of what people think are good ideas when

onsidering dislosure.

� RFPoliy (http://en.wikipedia.org/wiki/RFPoliy)
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35.1.3 Arguments For Dislosure

A ommerial, and in some respets a soial doubt has been started

within the last year or two, whether or not it is right to disuss

so openly the seurity or inseurity of loks. Many well-meaning

persons suppose that the disussion respeting the means for ba�ing

the supposed safety of loks o�ers a premium for dishonesty, by

showing others how to be dishonest. This is a fallay. Rogues are

very keen in their profession, and know already muh more than we

an teah them respeting their several kinds of roguery.

Rogues knew a good deal about lok-piking long before loksmiths

disussed it among themselves, as they have lately done. If a lok,

let it have been made in whatever ountry, or by whatever maker,

is not so inviolable as it has hitherto been deemed to be, surely it

is to the interest of honest persons to know this fat, beause the

dishonest are tolerably ertain to apply the knowledge pratially;

and the spread of the knowledge is neessary to give fair play to

those who might su�er by ignorane.

It annot be too earnestly urged that an aquaintane with real

fats will, in the end, be better for all parties. Some time ago, when

the reading publi was alarmed at being told how London milk is

adulterated, timid persons depreated the exposure, on the plea that

it would give instrutions in the art of adulterating milk; a vain fear,

milkmen knew all about it before, whether they pratied it or not;

and the exposure only taught purhasers the neessity of a little

srutiny and aution, leaving them to obey this neessity or not, as

they pleased.

� Loks and Safes: The Constrution of Loks (1853), http://www.

rypto.om/hobbs.html

1. http://www.shneier.om/essay-012.html

2. On Responsible Dislosure: Stripping the Veil From Corporate Censorship

(http://blogs.seuriteam.om/index.php/arhives/133)

3. A Model for When Dislosure Helps Seurity: What is Di�erent About

Computer and Network Seurity? (http://papers.ssrn.om/sol3/papers.

fm?abstrat_id=531782)

Seurity Experts

If this lok is of any value, it should be known; if it has weak points,

let them be pointed out, and they may admit of a remedy; for we

ought not to be led to believe a lok is safe whih is not so.
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� A treatise on �re and thief-proof depositories, and loks and keys,

George Prie

1. If nobody ever dislosed, vendors would never put in the e�ort to make

seure software. Look at the state of seurity before the Morris worm, or

perhaps before about 1997, when stak over�ows and the dot-om boom

onverged. Like physial exerise, it may hurt in the short term, but in

the long term it helps.

2. It keeps life interesting. Without (disussion of) vulnerabilities, there

would be nothing to study in seurity; there would be no industry, no

siene, no magazines or blogs.

3. It keeps us in business.

4. If it exists, then it's possible someone else already knows about it, or

will �nd it. Whether it has been publily-disussed or not is irrelevant.

Attaks are meant to be stealthy, so whether it has been deteted in the

wild or not is irrelevant. If it's possible, it is an unneessary risk.

5. The number of implementation errors in a �nite-sized program is �nite,

so every one we �x will redue the amount left.

6. If we don't know about threats, we an't devise protetion shemes and

ountermeasures.

7. If we don't know about threats, we an't devise a way to detet it.

8. I'd rather everyone know than just a selet few, with vested interests one

way or another; putting everyone on the same footing is more ivi-minded.

Eonomists

1. Without dislosure, there would be no �nanial reason for them to put any

e�ort into seurity, and muh reason against it. O�ers of publily-traded

ompanies in the US must at to maximize pro�t, or else they an be held

personally liable, so if you want seure software, you must make it in their

(vendors and o�ers) �nanial best interest to write seure software.

2. Without perfet information, the market is inherently ine�ient.

End Users

1. If we don't know about threats, we an't avoid the vulnerable software.

2. If we don't know about threats, we an't do a proper risk assessment.

Having an inaurate view of risks an only hurt us, our ustomers, and

shareholders.
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3. I'd rather know it's not seure than mistakenly think it is (similar to risk

assessment argument).

4. In other industries, ompanies are liable if they put out a defetive prod-

ut. A ar ompany an't simply stik an EULA on your ar and say

whatever happens is not their fault.

35.1.4 Arguments Against Dislosure

It is extremely important that the information ontained in this book

be faithfully guarded so as not to fall into the hands of undesirables.

We also suggest after you beome pro�ient in the art of manipula-

tion to destroy this book ompletely, so as to protet yourself and

our raft.

� From Clyde Lentz and Bill Kenton, The Art of Manipulation, (pri-

vately published in 1953), http://www.rypto.om/hobbs.html

� Matt Meham: Why Full Dislosure is Bad (http://ips2.blogs.om/

matts_blog/2004/09/why_full_dislo.html)

Vendor

1. While we both know our produt was defetive, thanks to you everyone

knows about it and so we have to �x it.

2. You didn't give us time to �x it in our normal release yle, so now we

have to ship something fast and an't test it properly.

Vendor's Employees

1. I didn't write this ode and would rather not have had to anel my plans

for the weekend so that I an �gure it out. I'm salaried, so I don't get

paid overtime, so there's no upside to this for me.

2. I an't stop programmers from writing vulnerable ode, but I end up

having to �x it.

3. I didn't make the deision to use this library/ode/program, but I'm stuk

with the vulnerabilities in it.

Eonomists

1. Writing seure software is (impratial, hard, expensive). If you make

vendors do it, you'd (pay more, have less software).

2. Resoures spent defending are not spent on more onstrutive pursuits.
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End User

1. We now have to path our systems but I wanted to sleep tonight. I'm

salaried and don't get paid overtime.

2. The vendor has no solution.

3. The vendor's solution an't be tested thoroughly and may ause our op-

erations to grind to a halt.

4. I didn't hoose these systems, but I have to maintain them and keep them

as seure as I an.

5. I would prefer that nobody know these things. Sine that's impossible,

I want to squash disussion of them. Disussion of these things puts

everyone at risk.

35.2 Absolute vs. E�etive Seurity

In theory there is no di�erene between theory and pratie. In

pratie there is.

� Yogi Berra (or Jan L. A. van de Snepsheut)

20

In the design of ryptosystems, we must design something now for

use in the future. We have only the published fats of the past to

stand against all the seret researh of the past and future for as long

as a ipher is used. It is therefore neessary to speulate on future

apabilities. It is not aeptable to wait for a published attak before

a weakness is onsidered in ipher design. It is instead neessary to

try to pereive weaknesses whih have not yet ontributed to full

attaks, and lose them o�.

� Terry Ritter

When disussing seurity, I �nd two, usually exlusive shools of thought:

theorists or absolute seurity types, believe that we should seure the systems

by proving their orretness, and reviewing their design goals and suh,

and that anything else is doomed to failure, or a waste of time, or a never-

ending arms rae. They believe that we should only run that whih we

know to be safe, and nothing else. They are at home with the �default

deny� poliy (see 34.1). They prefer to fous on what is possible, not what

is probable. When you say �adversary� they think NSA or KGB (or both).

They defend this line of reasoning by pointing out that if you prepare for

the most skilled adversaries, the less skilled are doubly thwarted. They

20

For some humor on theory versus pratie, see: http://www.kettering.edu/~jhuggins/

humor/theory.html
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worry about worst-ase senarios. This shool is popular among aademi-

ians, intelligene agents, ryptographers, and people su�ering from para-

noid delusions (there is signi�ant overlap between these groups). They

sometimes earn niknames like �Dr. No�, or �the seurity Nazi�, beause

their favorite answer for everything is �no�. They believe that whih is

not proven (or tested) may not be assumed to be true. They prefer open-

soure software. Often they are very intelligent or knowledgeable about

seurity, and rarely have an inident, beause they're very areful. They

are prone to false positives, beause they want to err on the side of safety.

pragmatists or e�etive seurity adherents, believe that the theorists will

never run anything but toy programs, and that we should identify the ma-

jor threats or threat agents and deal with them. This shool endorses the

misuse-detetion tehnologies like signature-based NIDS and anti-virus.

When you say adversary, they think of a sixteen-year-old sript kiddie.

They worry about only the most likely senarios. They defend this line

of reasoning by pointing out that the NSA and KGB have no (additional)

reason to spy on them, and that they ouldn't stop them anyway, so there's

no point in worrying about it. They believe that whih hasn't been broken

in pratie may be assumed to be seure. They are omfortable with om-

merial software. They are often suessful with people and in business,

beause they're onerned with helping other people do what they want

to do.

The problem that theorists should understand is that there may not be a per-

fetly seure solution. It's almost impossible to defend a web site against abuse

or DoS, for example, espeially when the adversary may have thousands of zom-

bie omputers at his disposal. The only way to not be vulnerable to DoS would

be to not have a site on the Internet. The only way to be sure you never reeive

unwanted email would be to never reeive any email at all. If you ut o� all

external ommuniation, then you'd have an extremely seure but ompletely

useless system.

And provably seure systems aren't perfet either; most mathematial proofs

start with assumptions, and then how do you prove the proof is orret? Tomor-

row may bring a threat you ouldn't have predited, and whih wasn't a design

goal or seurity property for the system. So, now that we've established that

there's no way to know for sure whether there's a perfet solution or not, it's

out of the blak-and-white realm and into gray sale. Don't worry; if you ould

predit everything in advane, and thus there was no risk, you'd be astoundingly

bored. To eliminate risk entirely, you'd have to start out knowing everything,

so that you never reeived a surprise, and thus you ould never learn anything,

whih would make awfully boring, wouldn't it?

Finally, seurity may simply not be the most important fator; you may are

more about seurity than anyone else. If you're in business, you're there to

provide for other people, whether they be your boss or ustomers. If you have
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to deide between using an AJAX-based but possibly unseure web site, and

not using javasript but having some users experiene delays of ten seonds or

longer, your users and boss may prefer the latter. After all, if you are more

about seurity than anything else, why turn the omputers on at all?

The pragmatists often don't understand that what is merely possible today

may beome ubiquitous tomorrow. Perhaps it just isn't being exploited today

beause nobody is aware of it. Maybe it's being exploited but nobody knows it.

And maybe people don't have the expertise, but all it takes is an expert to use

information tehnology to enapsulate some of their expertise in a program that

anyone an run, or to write a simple �how-to�, and this an happen overnight,

without warning. A bit of study of the history of omputer seurity will show

that this happens all the time. What's worse is that it ould have already

happened, and you don't know it. They should read about the priniple of

retaining ontrol (see 34.15).

If you only plan on defending against today's ommon attaks, you will always

be �ghting the last war, instead of the urrent one. Every new trend and

attak will ath you unaware, merely beause it's new. Sometimes an oune of

prevention is worth a pound of remediation. Plus, you will usually not be able

to get good statistis on intrusions, beause many go undeteted, and most go

unreported.

35.3 Quanti�ation and Metris vs. Intuition

Everything that an be ounted doesn't neessarily ount; everything

that ounts an't neessarily be ounted.

� Albert Einstein

There's no sense in being preise when you don't even know what

you're talking about.

� John von Neumann

Probability is di�ult to apply to seurity. Sometimes people misuse the no-

tion of probability, by asking things like, �what is the probability of that this

system has been ompromised?�. This is a nonsense question; it is either true

or not. Probability refers to a group of similar events. The orret question

would be �knowing nothing else, what is the probability that any given system

on the Internet has been ompromised?�. The impliit assumption here is that

these systems are similar enough that this question is meaningful. Often having

knowledge about the systems helps; for example, we may ask what the proba-

bility that a given objet in the sky will appear again will be, and the answer

depends heavily on whether that objet is a elestial objet, a migratory bird,

or a baseball. Colleting statistis on all objets in the sky as a group wouldn't

be nearly as useful as lassifying them orretly.
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But what is the hane that someone is overtly monitoring your tra�? The

very nature of the event is that it is supposed to remain seret. How an you

get good metris on something like that? You an't quantify most of the risks

you fae, and you probably an't even measure the some that matter (espeially

passive attaks), and in many ases quanti�ation is slower and osts more than

prevention. On the other hand, intuition is highly vulnerable to sampling bias

and various ognitive biases; for example I think about seurity vulnerabilities

and intrusions a lot, so I probably think they are more ommon than they really

are.

There is a fundamental problem with quanti�ation; we don't know about the

intrusions we don't know about (see 18.1), so we always will err on the side

of underestimating the risks. On the other hand, as seurity experts, we are

likely to presume a higher level of �interesting� attaks than there atually are,

beause that's what we think about all day. That all having been said, if you

an get good metris, then by all means use them; otherwise you are likely to be

operating on prejudie. After you do that, put some energy into understanding

their limitations, whih usually means a thorough understanding of how they

are olleted and ounted.

� Seurity Metris Mailing List (http://www.seuritymetris.org/)

35.4 Seurity Through Obsurity

Note to amateur ryptographers: simple analysis is a good thing, if

it doesn't weaken the ipher . . . It's better to be able to prove that

an attak won't work than to have to guess that it won't beause

it's too muh work.

� Colin Plumb

Most arguments involving seurity through obsurity seems to enter around

di�erent de�nitions of what the term means. I believe the meaning intended by

most seurity experts is that the information neessary for the seurity of the

system does not have its on�dentiality proteted other than by being obsure

(that is, not impossible to �nd, but merely di�ult, perhaps beause few people

know it). What this means is that anyone with the interest will probably be

able to �gure it out if they get luky. It ould be that someone posts the

previously-obsure design to the Internet, or it is published in a trade journal,

that it's similar enough to another related system that the adversary �gures it

out, or that they merely experiment with the system until they �gure it out, et.

This does not refer to systems whose strength is proteted with some sort of

tehnial measure, suh as a ryptographi key, port knok sequene (http://

en.wikipedia.org/wiki/Port_knoking), or passphrase (see the disussion of

Kerkho�'s Priniple in 34.3). Nor does it refer to the key or passphrase itself,

whih is proteted from dislosure as part of the design. It does refer to a system

whose seurity depends on adversaries being unluky or unmotivated.
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� Wikipedia on STO (http://en.wikipedia.org/wiki/Seurity_through_

obsurity)

35.5 Seurity of Open Soure vs. Closed Soure

In God we trust; from all others, we need soure ode.

Open soure means defenders and users (who may be ustomers) an all look for

vulnerabilities in the software. Open-soure is to losed-soure what transparent

boxes are to blak boxes. Closed soure impliitly means that you must trust

the vendor that it is seure, but sine you an't hold them liable if it isn't,

so this is what I all �faith-based seurity�. Only in open-soure does an end-

user have the ability, if only theoretial, to make an informed deision on the

quality of the produt before deiding to let his seurity depend on it. Of

ourse, adversaries may also look at the soure, and have more inentive to do

so, but properly designed and implemented ode does not have exploitable bugs

(see 24.1). Cryptographers have long advoated Kerkho�'s (seond) priniple,

whih is to not rely on the serey of the design for the seurity of the system

(see 34.3).

Given the hoie between a system I an inspet to be seure, or one I an't tell,

I'll usually hoose the one I an inspet, even if I don't personally inspet it,

beause of the psyhologial impat; the vendor knows he an't hide any �aws,

and so he generally won't make it open-soure unless he's pretty on�dent he

won't be embarrassed. I feel that withholding soure ode may be slightly

e�etive in pratie, like all seurity through obsurity (see 35.4), but that it's

not as reliable a strategy as looking for and �xing all the problems. Given

the hoie between an open and losed format, the open format or open-soure

provides you more seurity. It's like having a guarantee if the author gets hit

by a bus, or stops making the produt, or deides you're loked in and jaks up

rates (see 34.2).

The other side says that adversaries may have more motivation to look for vul-

nerabilities than a typial end-user. This means the faster bugs are found, the

fewer will remain, so highly-inspeted ode matures more quikly. Code that

isn't inspeted muh may have dormant bugs whih lurk for a long time before

being publiized, or they may never beome publily known, but this does not

hange the fat that they were vulnerable the whole time. Nevertheless, ven-

dors of seurity software seem to be pretty keen to vulnerabilities, and so their

produts are usually solid. It's the vendors who do not know anything about

seurity, or who designed and oded their systems before they learned about

seurity, that are suspet. And most of the time, the kinds of vulnerabilities

that worry seurity agenies and privay advoates (namely bak doors and

trojans) don't appear in ommerial software. The other side also says that if

you use ommerial software, often the vulnerabilities are found internally, and

orreted quietly without publi dislosure.
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Ross Anderson has a paper on this topi (http://www.l.am.a.uk/~rja14/

Papers/toulouse.pdf), and he onludes open-soure and losed-soure have

the same seurity assurane. I haven't read the paper yet but I �gured I'd

inlude it here for balane. In an interesting quanti�ation, the US Department

of Homeland Seurity (DHS) has ommissioned overity to perform a study

whih found that both open-soure software and ommerial software have about

1 seurity bug for every 1000 lines of ode (http://san.overity.om/).

35.6 Insider Threat vs. Outsider Threat

Essentially, perimeter defenses protet against most adversaries, whereas dis-

tributed defenses on eah host protet against all adversaries (that is, remote

systems; loal users are the domain of OS seurity). The idea of pointing out-

ward versus pointing inward is a well-known one in alarm systems. Your typial

door and window sensors are perimeter defenses, and the typial motion dete-

tor or pressure mat an internal defense. As with alarm systems, the internally-

foused defenses are prone to triggering on authorized ativity, whereas the

perimeter defenses are less so.

A hardware seurity module (HSM) basially makes everyone but the vendor

an outsider; insurane ompanies love this beause they defend against insider

threats as well as outsiders. Finanial institutions and the military also fous

on insiders, primarily beause if they an protet against insiders they an also

usually protet against outsiders. However, suh environments are no fun to

work in. Everyone trusts themselves impliitly, and so when employees are told

to implement defenses against themselves, not only does it send the message

that management doesn't trust them, they usually do so with little enthusiasm.

Dave G. of Matasano has published an interesting piee on the insider threat

(http://www.matasano.om/log/984/the-insidious-insider-threat/). So

does Rihard Bejtlih (http://taoseurity.blogspot.om/2009/05/insider-threat-myth-doumentation.

html).

35.6.1 In Favor of Perimeter Defenses

Most organizations onsider the unauthentiated and unauthorized people on

the Internet to be the largest threat (see the de�nition of anonymous attak

surfae in 7.5). Despite hype to the ontrary, I believe this is orret. Most

people are trustworthy for the sorts of things we trust them for, and if they

weren't, soiety would probably ollapse. The di�erene is that on the Internet,

the pool of potential adversaries is muh larger, and while a person an only hold

one job, they an easily hak into many di�erent organizations. The veterans

(and ritis) of Usenet and IRC are well aware of this, where the unbalaned

tend to be most voal and most annoying. Some of them seem to have no goal

other than to irritate others.
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In the real world, people learn to avoid these sorts, and employers hoose not to

hire them, but on the Internet, it's a bit more di�ult to �lter out the ha�, so

to speak. Also, if we detet a misbehaving insider, we an usually identify and

therefore punish them; by ontrast, it is di�ult to take a simple IP address

and end up with a suessful lawsuit or riminal ase, partiularly if the IP is

in another ountry. Furthermore, most people feel some loyalty towards their

employer, and it is easier for an outsider to avoid humanizing the people who

work there.

35.6.2 What Perimeter?

The perimeter is not here nor there, but it is inside you, and among

you.

An interesting point is that when a user on a lient mahine inside our network

aesses a maliious web page, or loads a maliious �le, and the system gets

ompromised, and now that internal node beomes an attaker.

Another important issue to onsider is series versus parallel defenses (see 34.8).

Suppose the gateway, �rewall, and VPN endpoint for your organization's main

o�e uses the pf �rewall (IMHO, the best open-soure �rewall out there). Now,

suppose a remote o�e wants to onnet in from Linux, so they use iptables.

Now, should there be an exploitable weakness in iptables, then they might be

able to penetrate the remote o�e, making them inside the perimeter. Courtesy

of the VPN tunnel, they are now inside the perimeter of the main o�e as

well, and your perimeter seurity is worthless. Given the trend towards a more

omplex and onvoluted perimeter, I think this suggests moving away from

perimeter defenses and towards distributed defenses; we an start by reating

onentri perimeters, or �rewalls between internal networks, and move towards

(the ideal but probably unreahable goal of) a paket �lter on every mahine,

implementing least privilege on every system.

Spei�ally, the notion of a seurity perimeter is hallenged by the following

developments in our omputing environments:

� Client-side attaks by maliious servers

� Data-driven attaks by maliious �les or web pages

� Running untrustworthy ode

� Tunnelling protools (Skype)

� Web servies all o�ered over port 80

� Enryption (SSL, IPse)

� Wireless networks
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� Mobile omputing (i.e. your laptop got infeted at home, and you brought

it into work)

� VPNs

35.6.3 Performane Issues

I am beginning to think that perimeter defenses are insu�ient. As we beome

more networked, we will have more borders with more systems. End-to-end pro-

tool enryption and VPNs prevent any sort of appliation-layer data inspetion

by NIDS devies loated at hoke points and gateways. High-speed networks,

partiularly �ber to the desktop, hallenge our ability to entralize, inspet, and

�lter tra�, and requires expensive, high-performane equipment. Enryption

(SSL) and �rewall-penetrating tehnologies like skype reate tunnels (some may

say overt hannels) through the �rewall. Put simply, the perimeter is every-

where, and the forward-looking should onsider how to distribute our seurity

over our assets. For example, everything that is done by a NIDS an be done

on the endpoint, and it doesn't su�er from many of the typial problems that

a separate devie does (inluding evasion tehniques and interpretation ambi-

guities). Also, this means eah internal node pays for its own seurity; if I am

downloading 1Gbps, I am also inspeting it, whereas an idle system isn't spend-

ing any yles inspeting tra�. With the proper design, no pakets get lost,

dropped, or ignored, nor is it neessary to limit bandwidth beause of limited

inspetion apaity at the perimeter. And we an use ommodity hardware (the

hardware we already have) to do the work.

35.7 Prevention vs. Detetion

See also 5.2.

35.7.1 Prevention over Detetion

An oune of prevention is worth a pound of ure.

� Henry de Braxton

Those who emphasize monitoring and intrusion detetion make the point that no

matter how muh e�ort you put into prevention, some (fration of the) attaks

will sueed, and so you should put some e�ort into detetion. I agree with

the premise. I would go farther with the argument, and say that no matter

how muh you put into detetion, some suessful intrusion will go undeteted,

espeially if the detetion system involves human judgment (see the motion

piture Andromeda Strain as a good example). So let me use a very ontrived

numerial example to show that putting resoures into detetion may not always

improve your seurity. Consider two ases:
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1. I prevent 99% of the intrusions, and detet 0% of the remainder. For every

100 attempts, one is suessful and it always remains undeteted.

2. I prevent 50% of the intrusions, and detet 50% of the remainder. For

every 100 attempts, 50 are suessful and 25 remain undeteted.

In this ase, had you hosen the alloation whih favors prevention, you do no

inident response and you got 25 times fewer undeteted intrusions, even though

you did no detetion. This is an appliation of the base-rate fallay (see 4.1.2).

So it's not lear what is the right mix.

I would say that the relative value of monitoring depends in part on how e�etive

your prevention mehanisms are. If you are not in the business of providing net-

work servies then you should spend almost all of your resoures on prevention,

and a very little on monitoring (but make sure you monitor those systems very

losely). On the other hand, if there are a number of servies with bad seurity

histories that you are not able to turn o� for business reasons, or you run an

intelligene ageny, then perhaps the alloation should be reversed. I �nd this

position to be undesirable, though, beause if you only detet intrusions, you're

going to spend a lot of resoures leaning up after them, and seond-guessing

yourself about what they may have done. On the other hand, preventative sys-

tems like a paket �lter require almost no resoures to maintain (in reality you

have to adjust them from time to time, but the resoures neessary are small

by omparison).

Additionally, in operating system seurity, all bets are o� one the adversary

gets full privileges. At that point, any loal logs and tools are suspet. I believe

there are often mahines whih an be similarly ritial to network seurity,

suh as authentiation servers and �le servers, but they are less learly so. My

ontention is that you should do your best to keep the adversary out, as one

they're in you're on even terms and thus have lost the most important advantage

you have - namely, having more privilege than they.

35.7.2 Detetion over Prevention

The more of these are true in your partiular situation, the more you'll want to

emphasize detetion over prevention.

� Prevention is hard, expensive, or impossible

� Detetion is easy

� Cleanup is relatively easy (i.e. reimage the system)

� Losses are minimal or limited (i.e. you have no interesting assets or serets

to protet)

224



35.7.3 Impat on Intelligene Colletion

If you are a typial business, you probably want to prevent attaks and intru-

sions, beause you aren't interested in the motivations of your adversaries, or if

you were, you wouldn't have time to do forensis and analyze their intentions,

so you'll almost always want to blok �rst and ask questions later. But if you

were an intelligene ageny with lots of resoures and were very interested in

adversary intentions, you might allow an attak against a non-ritial system

to our just to analyze their olletion goals and intentions. For example, if

India were to allow an intrusion to happen, and learned that the adversary was

after fore deployments in the disputed region of Kashmir, they ould reason-

ably onlude that Pakistan might have some sort of intention to move into the

region, and thus ould ready themselves for a rapid response. It is not likely to

be important who the atual intruder was, if the information they are after is

only useful to one entity. In this ase, knowing the adversary's intentions ould

be muh more valuable than the information the intruder would obtain.

35.8 Audit vs. Monitoring

If you have leverage, even after a seurity breah takes plae, you ould sub-

stitute audit for monitoring. Banks, the IRS, and other �nanial institutions

may deide to do audits rather than monitoring, beause auditing samples takes

muh less e�ort than ontinual monitoring. For example, the IRS requires forms

for ash transations over a few thousand dollars, whih is one reason why you

an't pay ash for a new ar. Even if you monitor everything, you probably

don't have the human resoures to review it all, so you neessarily deide what

samples to hek. If your adversary knows what rules you use to sample, he

will probably try to not be in your sample, so you should probably do a little

random sampling too, looking for people trying to �y under the RADAR.

It also works with physial seurity; if I know that I an see whatever went on

in a faility at any later time, I may only do spot-heks.

If you do want a human to monitor or audit something, it's a good idea to

make sure they know what to look for. I reall a story by a seurity guru

who one saw a terminal with a US Marine guarding it. He wondered if the

Marine knew what to look for. However, I think the Marine was there to prevent

physial tampering with the omputer and not tasked with understanding what

the person was doing when typing. In any ase, if you're paying someone to

monitor something, it would help if they knew what they're looking for.

35.9 Early vs. Late Adopters

It seems that di�erent ryptographers have di�erent risk thermostats, espeially

when it omes to how early to adopt. For example, suppose a new ipher XYZ
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omes out to replae ipher ABC. The best attaks against it are muh less

suessful than the best attaks against the old ipher. However, there is a

disrepany here; the old ipher has probably had muh more study. The early

adopters are essentially hopeful that the new ipher will prove to be stronger,

often due to a larger key size, due to the fat that it is designed against the known

attaks, or simply due to the fat that it's less well-studied, though the latter

is a form of seurity through obsurity (see 35.4). The late adopters let other

people take the risk that the new ipher will be disovered to be weak, knowing

that it is muh less likely to have a new, devastating attak disovered against it

suh as the one disovered against Shamir's knapsak algorithm demonstrated

at CRYPTO '83 (http://www.is.ui.edu/~mingl/knapsak.html). No one

will argue that the unertainty is often greater in the new ipher than the old,

espeially when they are struturally di�erent.

35.10 Sending HTML Email

I'm sorry, you sent me a web page instead of an email. I don't use

a browser to read email. Please re-submit.

The people who don't understand seurity (see 23) see no problem with sending

HTML email. �Get in the right entury�, they say. The people who understand

seurity hate it, but they also tend to appreiate aesthetis less. Certainly it

auses a problem with phishing (see 22.2).

36 Editorials, Preditions, Polemis, and Personal

Opinions

This is basially where I put all the stu� that's not quite as objetive as every-

thing else.

36.1 So You Think You're Old Shool?

Computer rime has beome the �glamor rime� of the 1970s - and

experts agree most failities are unprepared to stop it. Reviewing

more than 100 major ases, John M. Carroll onludes that known

omputer rime is only the tip of the ieberg. And he adds, �There

is no omputer system in existene that has not been penetrated.�

� book �ap for Computer Seurity, John M. Carroll, 1977
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36.2 Seurity is for Polymaths

When hakers are haking, they don't mess around with the super�-

ial world of Metaverses and avatars. They desend below this sur-

fae layer and into the netherworld of ode and tangled nam-shubs

that support it, where everything that you see in the Metaverse, no

matter how lifelike and beautiful and three-dimensional, redues to

a simple text �le: a series of letters on an eletroni page. It is a

throwbak to the days when people programmed omputers through

primitive teletypes and IBM punh ards.

� Neal Stephenson, Snow Crash

A human being should be able to hange a diaper, plan an invasion,

buther a hog, onn a ship, design a building, write a sonnet, balane

aounts, build a wall, set a bone, omfort the dying, take orders,

give orders, ooperate, at alone, solve equations, analyze a new

problem, pith manure, program a omputer, ook a tasty meal,

�ght e�iently, die gallantly. Speialization is for insets.

� Robert A. Heinlein

The best �ghter is not a Boxer, Karate or Judo man. The best

�ghter is someone who an adapt on any style. He kiks too good

for a Boxer, throws too good for a Karate man, and punhes too

good for a Judo man.

� Brue Lee (http://en.wikiquote.org/wiki/Brue_Lee)

� Wikipedia artile on polymaths (http://en.wikipedia.org/wiki/Polymath)

If you've read up until here, you will likely notie the breadth of topis overed,

and it's far from omprehensive. This started as a paper, but wound up a

book; if you inlude all the papers and pages it referenes, it would probably

end up being a library. Almost every tehnology has a seurity omponent to

it, and so if you are to be a master of seurity you must master all of the

�elds in whih you pratie. To be able to write shellode, you need to know

assembly language, even mahine language, whih is extremely rare knowledge,

even among professional programmers. To master ryptology, you will have to

understand disrete mathematis. To �nd bugs, you will need to be an extremely

areful programmer. To reverse engineer, you will have to understand ompilers.

To be able to grok an appliation, you need to be able to look through the GUI

that most people reognize and imagine the ode behind it, like the haraters in

The Matrix. A true haker realizes that the GUI is a side-e�et of the ode, and

not vie-versa, and that therefore, a GUI an deeive. Thus, it is an exellent

plae for people who like to learn and truly understand.

Just as water seeks its own level, system rakers (that is, �blak hats�) often

seek the easiest way to ompromise a system, organization, network, et. To
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speialize in one sub�eld of seurity is akin to being able to just build moats,

walls, arrow slits, or murder-holes. To fous on one area of seurity to the

exlusion of others is akin to building a tall fenepost, rather than a wall.

36.3 A Proposed Perimeter Defense

I believe the following design would be a useful design for perimeter defenses

for most organizations and individuals.

First, there would be an outer layer of reative prevention that performs de-

tetion of abuse (16) with a very liberal de�nition of �abuse� (anything that

ould be abuse is onsidered one), and then marks the soure tainted (17.2.2).

Seond, there is an inner layer of prevention and detetion that ats as a fail-

safe mehanism; if the outer preventative defense should fail for some reason

(hardware, software, on�guration) then inoming onnetions will be stopped

(prevented) by the inner layer and the detetion system will alert us (see 17.1)

that something is very wrong.

This way, the outer layer may taint the soure if it looks slightly hostile. We only

get noti�ed if the outer layer failed in some unexpeted way; we do not have to

worry about the outer layer bloking or deteting adversaries. In other words, it

doesn't require having a human monitor tra� bloked by the outer layer, and

therefore the outer layer does not have to put any e�ort into validating that it

is a valid attak.

The idea of a dual layer of �rewalling is already beoming popular with �nan-

ial institutions and military networks, but really derives itself from the lessons

learned trying to guarantee high availability and spei�ally the goal of elim-

inating single points of failure. However, if the outer layer were not reative,

then we would e�etively be disarding any useful intelligene that is gained by

deteting probes (that is, a failed onnetion/query/probe/attak is still valu-

able in determining intent). With a reative �rewall as the outer layer, when an

adversary probes our defenses looking for holes or weak spots, we take appropri-

ate ation, usually shunning that network address, and this makes enumeration

a muh more di�ult proess. With a little imagination, we an onstrut more

deeptive defensive measures, like returning random responses, or rediretion to

a honey-net (whih is essentially just a onsistent set of bogus responses, plus

monitoring). Sine enumeration is stritly an information-gathering ativity,

the obvious ountermeasure is deeption. The range of deeptive responses runs

from none (that is, omplete silene, or lak of information) through random

responses (misinformation) to onsistent, strategi deeption (disinformation).

Stronger responses are out of proportion to the provoation (network sans are

legal in most ountries), and often illegal in any irumstanes.

228



36.4 Linear Order Please!

I personally think that diretives should be proessed in the order they are listed

in ases like Apahe's on�g �le, and that would eliminate a need for the order

diretive at all. Certainly there is room for onfusion if it is not near the allow

and deny diretives that it so expliitly ontrols, and I suspet it might be easy

to pay attention to the �rst order diretive in a stanza, and not a seond one

whih appeared later in the stanza. Already we have an ordering issue, that

either defaults to �earlier takes preedene� vs. �later takes preedene�. Let's

not make interpreting the rule sets more omplex than that.

36.5 Computers are Transending our Limitations

A human being should be able to hange a diaper, plan an invasion,

buther a hog, onn a ship, design a building, write a sonnet, balane

aounts, build a wall, set a bone, omfort the dying, take orders,

give orders, ooperate, at alone, solve equations, analyze a new

problem, pith manure, program a omputer, ook a tasty meal,

�ght e�iently, die gallantly. Speialization is for insets.

� Robert Heinlein

The future masters of tehnology will have to be lighthearted and

intelligent. The mahine quikly masters the grim and the dumb.

� Marshall MLuhan

At one time, a single person ould know all of the ode in the Unix kernel.

Now, operating systems may have several million lines of ode. At one time, a

human ould perform enryption; now it is too time-onsuming to do anything

of signi�ane. At one time, people memorized IP addresses, but with IPv6,

they will be too long to remember, or even type omfortably. At one time,

a password ould be something simple. Now, you need a passphrase. Soon,

anything that a human an imagine and remember is going to be too preditable;

it will be possible to simply enumerate most, if not all, of the possibilities. Our

symmetri iphers have 256-bit keys, whih would require (on average) a 256-

harater English passphrase to be hashed to give enough unpreditability to

max out the input spae. Our hashes are so long that it takes at least 40 hex

digits to represent the smallest one onsidered seure, and we're already using

512-bit hashes whih will take 128 hex digits. And some algorithms like RSA

use keys whih are 8192 bits long, whih would take 2048 hex digits to represent.

My point in all this is that if a human an reliably do it, remember it, generate

it, enter it without a mistake, or tell it to someone else, it is probably not seure.

Furthermore, though no single thing is inomprehensible, the whole system is

probably already too omplex for one person to understand it all. This doesn't

mean that we don't ontrol them, or that we will inevitably lose ontrol, any
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more than a manager who annot lift heavy objets will be replaed by a worker

who an. It simply means that you need to stop thinking of people as being

partiipants in the system, and think more of the partiipant as a omputer and

a human being forming a symbioti relationship, eah omplementing the other.

Stop pratiing arithmeti and start studying mathematis. If a omputer an

do it, it's not an e�etive use of your time, and it's probably boring. Further-

more, you need to stop thinking of typing seurity data to a omputer, sine it

will be too long.

36.6 Password Length Limits Considered Harmful

Your password must be seven haraters in length, inlude an prime

number greater than three of the following harater lasses; digits,

upperase letters, lowerase letters, white spae, and unprintable

haraters. It must not begin with a digit, end with a letter, have

an even number of letters, have a prime number of digits greater

than the sum of the number of white spae and unprintable hara-

ters, or have a non-dereasing number of elements from the lasses

mentioned before, were they to be listed in reverse alphabetial or-

der.

Look, if you hash your darn passphrases, I an pik a normal English sentene

whih will have plenty of unpreditability (one unbit per letter), and you an

stop omplaining that it's too long beause hashes an be stored in �xed-size

�elds, and if the password database is stolen it won't ompromise my passphrase.

36.7 Everything Will Be Enrypted Soon

When ryptography is outlawed, bayl bhgynjf jvyy unir evinpl.

� Anonymous, ourtesy of Cryptography Quotes (http://www.amk.

a/quotations/ryptography/)

Aidents happen, and data is leaked. You're going to want that to be enrypted.

Already this is required in many plaes, but I predit that enryption will be

ubiquitous very soon. Right now most storage devies are unenrypted; that will

be a thing of the past. Data will be enrypted on the disk, and the douments

or emails themselves may be enrypted, with the appliations merely requesting

keys temporarily. Even bus lines will be enrypted, if the Trusted Computing

folks have their way; this may worry reverse-engineers, but it also means that

you have less to worry about some ompromising emanations. I suspet even

data in memory will be enrypted soon. Plaintext will be the exeption, not the

norm. I suggest you learn to be your own key master.
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36.8 How Universal Digital Signing Will A�et Things

Everything will be digitally signed, but what do those signatures mean? I

propose that we think of objets as having lifetimes, and that they are born

unsigned, and get signed with one of several kinds of signatures

provenane signatures mean that the signator is the author

transmission signatures mean that the signature assures us that the objet

hasn't been manipulated by later-ating fores

erti�ation signatures bind a key to some other kind of identity (for example,

a ompany name, domain name, email address, legal name)

Eah signature is made at a ertain time. Provenane signatures would tend

to not inlude other signatures, whereas transmission signatures would tend to

inlude other signatures. Note that a signature an only inlude another one if

it is made after the �rst one.

36.9 Error Propagation Charateristis Usually Don't Mat-

ter

Disussion of blok ipher modes often inludes an analysis of error propagation

properties. Who ares? On the Internet and most modern networks, error

detetion and orretion is done at another layer, even if it's a very weak 16-bit

heksum. If you are about your data, you should do a real integrity hek, and

not rely on half-baked measures like trying to derypt something and hoping

that a orrupted iphertext will not derypt to a valid plaintext.

Usually, it's safer for omputers to disard orrupted messages than to try

to guess about what they're supposed to say. Only if the ost of transmis-

sions is so high that you would rather deal with partial plaintext than retrans-

mit do you want to proess inomplete messages. In that ase you'd prob-

ably want some forward-error orretion (http://en.wikipedia.org/wiki/

Forward_error_orretion), so that you'd have some redundany and be able

to orret errors.

I reommend you think of integrity protetion, error orretion, and enryption

as ompletely separate operations, and don't mix them all together in your head.

If you an't identify these three things as having di�erent goals, you shouldn't

be designing ryptographi systems. However, I won't leave you hanging in

suspense.

integrity protetion involves deteting any orruption, however minor, by an

intelligent adversary

231

http://en.wikipedia.org/wiki/Forward_error_correction
http://en.wikipedia.org/wiki/Forward_error_correction


error orretion attempts to orret any hanges aused by a noisy hannel,

and is almost the opposite of integrity protetion

enryption attempts to keep your adversary from understanding the meaning

of what he interepts

36.10 Keep it Legal, Stupid

In the days when Sussman was a novie, Minsky one ame to him

as he sat haking at the PDP-6.

�What are you doing?� asked Minsky.

�I am training a randomly wired neural net to play Ti-ta-toe,"

Sussman replied.

�Why is the net wired randomly?", asked Minsky.

�I do not want it to have any preoneptions of how to play," Sussman

said.

Minsky then shut his eyes.

�Why do you lose your eyes?" Sussman asked his teaher.

�So that the room will be empty."

At that moment, Sussman was enlightened.

� AI koan in The Jargon File (http://www.atb.org/~esr/jargon/

html/index.html)

I have held what many would onsider to be respetable jobs doing omputer

seurity in the defense, �nanial, and information tehnology industries, yet at-

tended DEF CON (http://www.defon.org/) frequently, and still read 2600

(http://www.2600.om/), and I don't �nd it anything to be ashamed of. I have

been reading about omputer seurity sine Out of the Inner Cirle (http://

en.wikipedia.org/wiki/Out_of_the_Inner_Cirle) was published in 1985

(by Mirosoft Press, if you an believe that), I know people who were onvited

of felonies and banned from using the Internet, and yet I've never broken a

omputer rime law, nor have I ever vitimized anyone. Tehnology and in-

formation, like skill with martial arts, or dut tape (http://theory.ls.mit.

edu/~rivest/duttape.txt), is a tool that an be used for good or evil.

Fortunately I'm in a position that I an reasonably and ethially justify seeking

and having this information, but I fear that ynial fear-mongers, the ignorant

and easily-sared fools whih follow them, and the minions of greed are already

attempting to quash open disussion of seurity topis. The list of examples

is growing long, but inludes the MPAA's suppression of DeCSS (http://en.

wikipedia.org/wiki/DeCSS), the DMCA (http://en.wikipedia.org/wiki/

DMCA), the AACS key ontroversy (http://en.wikipedia.org/wiki/AACS_enryption_

key_ontroversy), and so on. In some ases it's illegal to put a URL to ertain
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information on your web site, even though you have no ontrol the information

at the other end of the URL. It is only a short step away to making it illegal to

disuss these things outside of ertain tightly-regulated areas, and ountries with

a history as polie states seem to be fond of this kind of this speeh suppression.

It's a sign of inseurity, and by that I mean psyhologially and not in the teh-

nial sense. The irony is that further suppression will only make it more di�ult

to seure the systems, whih will make the adversary even more threatening,

and thus justify more draonian laws, and take away more freedoms, earn the

enmity of more people, and we end up with a very polarized situation that

should be familiar to most people. Not trusting your fellow human beings, and

seeking to oere them is a very ontagious attitude, and it will not make you

more seure in the long run. Tyrants live with a sword of Damoles (http://

en.wikipedia.org/wiki/Damoles) hanging over their head. Where will this

madness end? I think the ombination of the DMCA and Trusted Comput-

ing may end up something like the movie Brazil (http://en.wikipedia.org/

wiki/Brazil_(film)), where the government stritly regulates air ondition-

ing repairmen, all of whom are inompetent, and unliensed HVAC workers who

simply want to �x the things are labeled and treated as terrorists.

How do you think we learn what the threats are that we need to defend against?

How do we learn any lessons from past failures if we an't openly disuss them?

How do you think anyone gains the information, eduation, and skill to get their

�rst job defending against rime in the �rst plae? How an we test our systems

to see if they are vulnerable to something if we an't get a opy of it?

The problem is not information; information is the solution. That's why I'm

publishing this paper. If we know that the systems are not seure, we an pos-

sibly �x them. If they an't be made seure, we an stay eduated about those

risks to manage them properly. Demoray an't funtion if the people voting

aren't allowed to have make informed hoies. Capitalism an't funtion e�-

iently unless the parties involved have full information about their purhasing

deision. Information is on the side of the people making deisions; when you

vote to withhold information, you are depriving people of the ability to make

informed deisions, whih is a way to take power away from them. It atually

behooves the defenders to know exatly what the adversaries are doing; it allows

us to get inside their OODA loop (see 33.4).

Note that I'm not saying anything about punishing or not punishing pikpokets

and leg-breakers, but when it's merely a matter of disussing something without

diretly vitimizing anyone, I think you should appeal to their onsiene and

not to a judge. On the other hand, if you're thinking about publishing detailed

plans that ould be used to vitimize someone, just stop and think about how

bad you'll feel if it really is used to vitimize someone. You don't want that

on your onsiene. What exatly onstitutes �detailed plans� isn't so muh the

question as how you would feel about it.
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36.11 Should My Employees Attend �Haker� Conferenes?

Well �rst o� you should know that these are not riminal events. Penetration

testing is a legitimate areer, and the talks are typially given by people who

do that for a living. Generally speaking, there are not many rimes being

ommitted there; intelligent riminals are too paranoid of being busted, and

so tend to remain quiet. Unintelligent riminals don't attend onferenes. Law

enforement is usually fully aware of the onferenes, is often present, and would

never allow haos to reign. They have the power to shut them down at a

moment's notie, or arrest people on the spot. There is some allure there of

being able to disuss normally-forbidden topis, but that's about it. This allure

often brings the media as well. There's plenty of openness about it.

So if you are about seuring your systems, the answer is yes. What, exatly,

are you afraid of?

The people who attend these events fully expet the defenders to be there. They

have a vested interest in keeping apprised of their adversaries. I have made a

point of using the term �adversary� instead of �enemy�, beause that's the way

you should think about them. If you have no presene there, it makes your

organization look ignorant, and if you do have people there, it makes you look

savvy. Many of them have no intention of stealing from anyone, and one day

aspire (perhaps seretly) to work at savvy ompanies. The rest are typially no

more maliious than your typial �merry prankster�. If there are no people there

to provide positive role-models, no �upgrade path� for them, they may beome

frustrated. It's no oinidene that a lot of the adversaries on the Internet seem

to be oming from Eastern European ountries, and seem to have a lot of time

on their hands.

36.12 I'm a Young Haker, Should I Sell Out and Do Se-

urity for a Corporation?

I reall hearing someone say, �if you're twenty and you work for a orporation,

you're a loser, but if you're thirty and you don't work for a orporation, you're a

loser�. I'm not sure I'd put it quite like that, but let me spell out some ommon

onerns and trade o�s for you.

Firstly, if it's what you love, then you're going to want to spend time on it.

Who would want to spend eight hours a day doing telemarketing if they ould

spend it doing something they loved? And if you don't like what you're doing

for a living, you're not going to be good at it, and so you will �nd yourself

saying �would you like fries with that?� far more than anyone should have to.

Seondly, a person who wants to get good at something and an do it at work

and home will be muh better at it than someone who does it only at home.

I reall hearing of someone working for an Allied spy ageny who had to get

fake douments made to move around in Europe during WWII; his forger was a
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doument examiner prior to the war, and his douments were superb, absolutely

�awless. In most ontexts, professionals usually beat amateurs.

Sometimes the person is paranoid that one day he'll pull o� the ultimate heist

and he's onerned that the proseution would be able to prove he knew some-

thing about seurity. In most ases, all it would take to establish that you

knew something about seurity would be for some asual aquaintane to say

that you were really good with omputers. It would be di�ult to make the

ase that you atually knew nothing about omputers when there'd be so muh

irumstantial evidene supporting it; you'd have to show it was misleading,

and would likely involve a lot of lying. But really, if there's evidene against

you, pretending to not understand omputers is unlikely to help. But what you

need to do most is stop worrying. In theory, the ultimate heist wouldn't have a

suspet. It wouldn't have evidene.

Furthermore, most haker fantasies about ultimate heists avoid thinking about

vitims. A good ultimate heist fantasy has some evil, faeless organization as the

enemy who has the valuable objet. It's important to the fantasy that you not

be stealing a Rembrandt from a feeble but kind senior itizen who has had it in

his family for three generations, or a valuable heirloom from a person's deeased

parent, beause humanizing the vitim allows you to atually feel about it.

Generally, if a person did something like that, it's either for the money, or for

the hallenge of it. In 1978, a omputer programmer named Stanley Rifkin who

worked for Seurity Pai� Bank (http://en.wikipedia.org/wiki/Seurity_

Paifi_Bank) managed to transfer $10,200,000 out of the bank and use it to

buy Russian diamonds. In the version of the story I heard, he ontated a lose

friend and told him about the rime, but the friend turned him in.

21

The rux of the story was that he had apparently done it more for bragging rights

than for the money, and by not knowing why he was doing it, he managed to

get himself aught. It's typial for system rakers to get onvited by their

own statements (�loose lips sink ships�, as the wartime OPSEC poster says). So

either you are ontemplating the ultimate heist for the hallenge and bragging

rights, in whih ase you should pik something legal, or you're doing it for the

�lthy lure. And if you're doing the ultimate heist for the money, then what

exatly is your objetion to getting a job doing seurity in the �rst plae?

Trust me, you're better o� staying legit, and if you plan on staying legit, then

you should get a job and some respet. Not just any job, but one for a ompany

that appreiates your talents. If you an't �nd one, you may have to start it

yourself, but there are many seurity ompanies out there these days. Computer

seurity is a pretty high-demand talent.

21

That's not the version desribed here, though: http://www.bookrags.om/biography/

stanley-mark-rifkin-ws/
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36.13 Anonymity is not a Crime

It's people like that who give anonymity a bad name.

Almost every riminal wants to remain anonymous, but so should non-riminals.

Would you publish the name of your eight-year-old daughter, whih shool she

attends, when it gets out, and what her favorite andy is? I ould put my

full name, soial seurity number, home phone number and address on my

emails and web pages, but the world is full of spammers, stalkers, sammers

and sik people who really don't need to have it. Simson Gar�nkel tells me

he gets death threats for writing books on omputer seurity not unlike this

one. Many of the people who write about a ertain Internet worm are having

their web sites DoSed in retaliation (http://www.networkworld.om/news/

2007/102407-storm-worm-seurity.html). I know that ultimately they will

see judgment, but I'd still rather not be one of their vitims. I understand

your onnotation of anonymity with riminality, but I don't think it applies

in all ases. Nevertheless, the Supreme Court has ruled numerous times that

anonymous speeh is onstitutionally proteted, and for seurity reasons I give

out personally-identifying information on a need-to-know basis (see 34.1, 32.5

and 32.7). If you have a lawful need for it, you'll be able to get it.

36.13.1 Example: Sears Makes Customer Purhase Information Avail-

able Online, Provides Spyware to Customers

Why should you are? Well, in a reent ase, it turns out that Sears made

its ustomer purhase information available to anyone online who an obtain

your name and address (http://www.managemyhome.om/). Aside from the

simple invasion of privay, in one blog's omments (http://reddit.om/goto?

rss=true&id=t3_64jye), a poster laiming to be a professional burglar states

that he �nds it rather handy as a way of �nding homes with all the latest

applianes (and gives name and address information for a person who has suh).

This is a well-known example of the fat that you an't trust other parties to

protet your seurity (see 27.1). What an you do about it? Well, one person

mentioned that you an pay ash, or simply not shop at Sears. This is an

example of ontrolling information �ow (see 32.2); if you never give out your

home address, nobody an disseminate it. However, if you give it out to even

one party, suh as Sears, or your redit ard ompany, then they an disseminate

it to third parties (see 32.10) and suh dissemination is done �o�ine� relative

to you, in that you an't approve or disapprove. You ould potentially rely on

legal remedies to punish someone who got aught violating an agreement, but

most of the time you wouldn't know about it, and most of the remainder you

wouldn't be able to quantify damages.
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36.14 Monitoring Your Employees

Of all the possible defenses, the heapest and most e�etive is to

be loved. The best way to be loved is to vanquish your own fear of

trusting people.

The most e�etive monitoring involves only hiring people you trust, and who

you feel are willing to understand and internalize ompany poliies. Usually, the

feeling that your employees might be doing something nefarious online says more

about the work environment and the manager than the employee. The manager

is inseure beause he does not know how his employees spend their time, and

he feels that there is a ertain amount of hostility between management and

employee, and he probably feels like he doesn't pay them enough to make them

want to work there. He feels that the employees, left to themselves, would rob

the ompany, and that he must keep them in fear to keep them in line. This

is a self-ful�lling attitude; if you treat them that way, you will �nd your fears

justi�ed. Do managers keep trak of what their subordinates spend their time

on, and do they get it done, and do they spend enough time them to make

sure they aren't goo�ng o�? Is the environment one where peer pressure would

prevent someone from goo�ng o� extensively? Apart from your fears, have there

been no inidents where online ativity has hurt the ompany in any signi�ant

way? Then do some spot heks, maybe review the web proxy logs oasionally,

and otherwise spend your energy on more important things, like making money.

Why reate a problem where there isn't one?

36.15 Trust People in Spite of Counterexamples

If, while building a house, a arpenter strikes a nail and it proves

faulty by bending, does the arpenter lose faith in all nails and stop

building his house?

� The Kung Fu Book of Wisdom

Throughout most of this book, I'm sure I've given the impression that I don't

trust anyone. Were you to try to not trust anyone, you would never be able

to do anything; it's as futile as trying to ompletely eliminate risk. There

are signi�ant but non-obvious advantages to trust. Humanity as a whole,

orporations, and individuals have a limited amount of resoures available to

them. Lak of trust is like frition, or antagonisti tension in a musle; it fores

us to spend resoures proteting ourselves from others, instead of what we'd

really like to be doing. Thus, the logial strategy is to strive to be trustworthy,

and to promote and otherwise help those that demonstrate themselves to be so.

To the extent that an organization is omposed of trustworthy people who look

out for eah other, the people within it may expend their full resoures on the

tasks at hand. In short, the bene�ts of trust vastly outweighs the risks.
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36.16 Do What I Mean vs. Do What I Say

One Sabbath he was going through the grain�elds, and as they made

their way, his disiples began to pluk heads of grain. And the

Pharisees were saying to him, �Look, why are they doing what is

not lawful on the Sabbath?� And he said to them, �Have you never

read what David did, when he was in need and was hungry, he and

those who were with him: how he entered the house of God, in the

time of Abiathar the high priest, and ate the bread of the Presene,

whih it is not lawful for any but the priests to eat, and also gave it

to those who were with him?� And he said to them, �The Sabbath

was made for man, not man for the Sabbath.�

� Mark 2:23-27

Most of the seurity people I know are people who try to understand the reason-

ing behind things, and spend most of their time trying to �gure out how doing

what a programmer said (in the form of software) di�ers from doing what the

programmer meant for it it do. Thus, I believe that it is natural for them to

assume that everyone thinks the same way. A reent onversation I overheard

illustrates the opposite viewpoint.

The onversation ourred between two US military personnel, who shall go

nameless. One of them was explaining that he had alled the troops under him

together for a readiness inspetion; apparently in this drill, they were to pretend

that they were preparing to go into the �eld and rapidly put together all of their

gear and present it for inspetion. He explained that one of the people under

him shaved his head, and that during this inspetion he had failed to inlude his

omb and shampoo, and that he (the speaker) had punished him for this. The

other speaker asked the obvious question as to why he would punish a person

for failing to bring something he obviously didn't need, and the speaker stated

that, �it's a test to see if you an follow simple instrutions, and he did not�.

There may be good reasons why the �do what I say, not what I mean� attitude

prevails; it may be that the o�ers don't give the enlisted people enough infor-

mation to understand the meaning, or they may not be mature or intelligent

enough, or it may be that the o�ers don't trust the people under them enough

to give them any �wiggle room�. However, I think the reason is simpler; the

speaker simply wanted people below him to obey him. My view is that if you

teah people that trying to understand and optimize is a punishable o�ense, you

will end up with people who will never try to understand or improve anything,

and the entirety of the organization will su�er.

From my experiene, the US military and government is dominated by these

kinds of thinkers. I have been told that not all militaries are like this; in par-

tiular, the Israeli Defense Fores are said to teah their reruits to try to un-

derstand and observe the spirit of their instrutions, where they di�er from the

letter, and they seem to be able to improve upon any military hardware that

the US sells them, perhaps for just that reason.
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36.17 You Are Part of the Problem if You. . .

If you're not part of the solution, you're part of the preipitate.

� Henry J. Tillman (http://www.quotationspage.om/quote/1141.

html)

You are part of the problem if you:

� Use a mail lient that an't read ryptographially signed email (look Out

for a ommon one) beause this prevents people from doing sensible things

like using S/MIME to seurely sign their emails. This goes double if you

reeive email for a ompany.

� Don't sign emails. This enourages phishing; it would be easy to link into

the hrome to show if a message from, say, E-Bay is legit or not. If you

don't sign your emails, people do not expet signatures, and so they fall

for phishing. This an be done with S/MIME or Domain Keys, whih is

probably best if you want all emails signed.

� Let your system stay haked. This allows system rakers to send SPAM

and host malware on your system, so that other people get a�eted. Clean

up your at and get unhaked. Saying �it doesn't hurt me so I don't are�

is not a valid response here. You are part of the problem.

� Make software that isn't seure. Doing things like allowing exeutables

in too many plaes makes it di�ult to give seurity advie. Seurity

should be a simple ritual, but if you've ever seen a highly-infeted Windows

mahine you'll know that's not true.

� Don't have a webmaster or postmaster email address. You are required to

have a postmaster address.

� Send exeutables to friends. Don't inure them to the danger of running

programs.

Many of these have to do with network e�ets (http://en.wikipedia.org/

wiki/Network_externality)

36.18 What Do I Do to Not Get Haked?

36.18.1 For Computer Users Running Mirosoft Windows

Everyone who uses a Mirosoft Windows omputer should probably read this.

It is quite thoughtful, although I'm not sure it is desribed at a basi enough

level for everyone.

� Terry Ritter's Basi PC Seurity (http://www.iphersbyritter.om/

COMPSEC/BASPCSEC.HTM)
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36.18.2 For System Administrators and Advaned Users

Before you start running software, look it up in the National Vulnerability

Database (http://nvd.nist.gov/). Look up a few ompeting solutions. Filter

out any whih don't have all the features you need. Pik the one with the lowest

rate of vulnerability disovery. If it has none, it is either written by a seurity

guru, or it simply hasn't had enough attention yet. You an tell how popular

they are by searhing for them on Google and seeing how many hits there are.

You might also look at CVE (http://ve.mitre.org/).

37 Resoures

I make no attempt to be fair or omprehensive here; these re�et my personal

biases as to what I think is interesting, useful, omprehensive, or simply the

�rst that ome to mind. If you want a omprehensive list, you an just searh

the web and read every link or book you �nd; it should only take a entury or

two.

37.1 My Other Stu�

http://www.subspaefield.org/seurity/

37.2 Publiations

Here's an outstanding list of important publiations:

� Wikipedia's List of Important Publiations in Networks and Seurity (http://

en.wikipedia.org/wiki/List_of_important_publiations_in_networks_

and_seurity)

37.3 Conferenes

Even if you an't go, you an learn a lot by searhing the web for proeedings

from these onferenes. You should try to go though, they're fun. Seriously,

the �rst seurity onferene I went to, I was so intelletually stimulated, I was

buzzing the whole time.

� DEF CON (http://www.defon.org/) is best when you want to get the

low-down on how to defeat seurity systems. You an view some of them

on Google video or youtube. In my opinion, the best presentation I've

ever seen is �No-teh Haking� by Johnny Long (http://video.google.
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om/videoplay?doid=-2160824376898701015), and the wonderful part

of it is that even someone who knows nothing about omputer seurity

an enjoy it.

� USENIX Symposium on Seurity (http://www.usenix.org/events/bytopi/

seurity.html) is best when you want to know about utting-edge om-

puter seurity defense researh. All their proeedings are free online, so

de�nitely hek those out.

� USENIX Symposium on Hot Topis in Seurity (http://www.usenix.

org/events/bytopi/hotse.html) is a forum for lively disussion of

aggressively innovative and potentially disruptive ideas in all aspets of

systems seurity.

� USENIX Workshop on O�ensive Tehnologies (http://www.usenix.org/

events/bytopi/woot.html) aims to bring together researhers and pra-

titioners in system seurity to present researh advaning the understand-

ing of attaks on operating systems, networks, and appliations.

� Blak Hat (http://www.blakhat.om/) whih is the ommerial version

of DEF CON, whih makes it more appealing to employers.

37.4 Books

When I get a little money, I buy books. And if there is any left over,

I buy food.

� Deiderius Erasmus

I annot live without books.

� Thomas Je�erson

Books are fairly ommon, and have a lot of useful information, but an't be

shared, are hard to grep, an't easily be referred to, and take up spae. If

you're a younger reader, they're like PDFs, but printed onto �attened piees of

dead trees. Nevertheless, I �nd them indispensable.

� Free Computer Seurity Books (http://freeomputerbooks.om/ompsspeialSeurityBooks.

html)

37.4.1 Publishers

You an't judge a book by it's over, but you an often get a good approximation

from its publisher.

SAMS and QUE waste of money/spae/trees/time
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O'Reilly my favorite for in-depth overage of pratial stu�

Addison-Wesley and Prentie-Hall Tehnial Referene good for theory

or tehnial material

Springer-Verlag the prestige publisher among aademis

No Starh Press a reent entrant whih is now publishing some exellent se-

urity titles

37.4.2 Titles

I should probably start a webpage on this, sine I have so many (http://www.

subspaefield.org/~travis/reommended_books.jpg).

One day I'll link to plaes to buy these, but until then I will assume you know

how to loate and purhase books.

� Pratial Unix and Internet Seurity - the de fato standard for defensive

operations

� Silene on the Wire - the most novel book on seurity, overing infor-

mation dislosure and network forensis (http://lamtuf.oredump.x/

silene.shtml)

� Haking Exposed - the de fato standard for penetration testing

� Pratial Cryptography - this should be your �rst book on ryptography

� Applied Cryptography - the de fato standard on ryptology; the setion

on protools and blok ipher modes are outstanding

� Handbook of Applied Cryptography - arguably more useful than AC, and

available free online (http://www.ar.math.uwaterloo.a/ha/)

37.5 Periodials

Oddly, the only one I read regularly is 2600 (http://www.2600.om/), though

Hakin9 (http://hakin9.org/) shows some promise.

37.6 Blogs

These are often where experts read of stu� �rst.

� Uninformed Journal (http://www.uninformed.org/) has got a lot of stu�

about reverse engineering
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� Matasano Chargen (http://www.matasano.om/log/) is a good all-around

tehnial blog on seurity

� Shneier on Seurity (http://www.shneier.om/blog/) is about the in-

tersetion of tehnology and seurity, espeially �Homeland Seurity�

� Matt Blaze's Exhausive Searh (http://www.rypto.om/blog/)

� My seurity blog list (http://www.subspaefield.org/seurity/seurity_

feeds.opml) in OPML format suitable for import into akregator

37.7 Mailing Lists

Do not meddle in the a�airs of wizards, for they are subtle and quik

to anger.

� J. R. R. Tolkien

This is where experts disuss and develop things. Lurk, but if I were you I

wouldn't speak unless you're spoken to.

� BUGTRAQ (http://www.seurityfous.om/arhive/1/desription)

� Full-Dislosure (https://lists.grok.org.uk/mailman/listinfo/full-dislosure)

� dailydave (http://lists.immunityse.om/mailman/listinfo/dailydave)

� ryptography�metzdowd.om

� ryptography�randombit.net

� ypherpunks (does this list still exist?)

� oderpunks (ditto)

I've reated a few mailing lists for speial topis:

Random Number Generation http://lists.bitrot.info/mailman/listinfo/

rng

One Time Pads http://lists.bitrot.info/mailman/listinfo/otp
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37.8 Computer Seurity Movies

I thought about reating a list, but Google already had several answers:

� http://netforbeginners.about.om/od/haking101/a/hakermovies.

htm

� http://www.betaversion.net/movies.html

� http://tehspotting.org/top-geek-films-haking-movies/

� http://www.linuxhaxor.net/?p=432

� http://www.shoutmeloud.om/top-10-hollywood-movies-on-haking.

html

� http://en.wikipedia.org/wiki/List_of_films_about_omputers

And, if you �gure out the right searh term, you an �nd some more tehnial

videos.

38 Unsorted

Here is where I keep all my links that I haven't �gured out how to organize yet.

I thought they might be useful for further reading.

� Cha�ng & Winnowing (http://en.wikipedia.org/wiki/Chaffing_and_

winnowing)

� Information Leakage (http://en.wikipedia.org/wiki/Information_leakage)

� Tra� Analysis (http://en.wikipedia.org/wiki/Traffi_analysis)

� Communiation Seurity (http://en.wikipedia.org/wiki/Communiations_

seurity)

� SIGINT (http://en.wikipedia.org/wiki/SIGINT)

� Intelligene Colletion Management (http://en.wikipedia.org/wiki/

Intelligene_olletion_management)

� Intelligene Cyle Management (http://en.wikipedia.org/wiki/Intelligene_

yle_management)

� ACOUSTINT - Aousti Intelligene (http://en.wikipedia.org/wiki/

ACOUSTINT)

� Hidden Markov Model (http://en.wikipedia.org/wiki/Hidden_Markov_

model)
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� Military Cryptanalytis (http://en.wikipedia.org/wiki/Military_Cryptanalytis)

� Zendian Problem (http://en.wikipedia.org/wiki/Zendian_Problem)

� Soial Network Analysis (http://en.wikipedia.org/wiki/Soial_network#

Soial_network_analysis)

� Soial Network Analysis Software (http://en.wikipedia.org/wiki/Soial_

network_analysis_software)

� OPSEC - Operations Seurity (http://en.wikipedia.org/wiki/Operations_

seurity)

� TRANSEC - Transmission Seurity (http://en.wikipedia.org/wiki/

TRANSEC)

� Eletroni Counter-measures (http://en.wikipedia.org/wiki/Eletroni_

ounter-ountermeasures)

� Eletroni Warfare (http://en.wikipedia.org/wiki/Eletroni_warfare)

� Cyber Operations (http://en.wikipedia.org/wiki/Cyber_Operations)

� Cyber Eletroni Warfare (http://en.wikipedia.org/wiki/Cyber_eletroni_

warfare)

� Eletroni Warfare Support Measures (http://en.wikipedia.org/wiki/

Eletroni_warfare_support_measures)

� Tarpit (http://en.wikipedia.org/wiki/Tarpit_(networking))

� Anti-spam Tehniques (http://en.wikipedia.org/wiki/Anti-spam_tehniques_

(e-mail))

� Perfet Forward Serey (http://en.wikipedia.org/wiki/Perfet_forward_

serey)

� Forward Anonymity (http://en.wikipedia.org/wiki/Forward_anonymity)

� Malleability (http://en.wikipedia.org/wiki/Malleability_(ryptography))

� Deniable Authentiation (http://en.wikipedia.org/wiki/Deniable_authentiation)

� Prisoner's Dillema (http://en.wikipedia.org/wiki/Prisoner%27s_dilemma)

� Superrational (http://en.wikipedia.org/wiki/Superrational)

� Nash Equilibrium (http://en.wikipedia.org/wiki/Nash_equilibrium)

� Perfet Rationality (http://en.wikipedia.org/wiki/Perfet_rationality)

� Dominant Strategy (http://en.wikipedia.org/wiki/Dominant_strategy)
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� Transient-Key Cryptography (http://en.wikipedia.org/wiki/Transient-key_

ryptography)

� Trusted Timestamping (http://en.wikipedia.org/wiki/Trusted_timestamping)

� Loation Privay

� anomos (http://anomos.info/)
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