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Preface

Technology must be sustainable in the sense of efficiency, not only to satisfy quality
requirements, but to obtain the same objectives with the minimum resources. Qual-
ity satisfaction has been an interesting issue to engineers as an objective of target
technology, and technologies are continually evolving to optimize and fulfill the
required qualities. The satisfaction objectives of quality can be quantitatively mod-
eled in many cases. There had been continuous improvement of the satisfaction
level on the modeled spaces, because the modeled problem is rather concrete and
resolvable analytically within the artificially configured world. However, the sus-
tainability relevant to the minimum resources is suggested by a higher layer than
typical engineering, and it is rather an abstract topic for social movement and eco-
political campaigns. Subsequently, while the engineers devote their time and efforts
in the narrow concept of quality optimization, there have been growing concerns
about whether the engineering development and relevant results are really contribu-
tive sustainably for mundane usages or simply for the progressing toward endless
goals. Observing that global resources are becoming more scarce, it would be
greatly beneficial if engineers really understand the issues of sustainability to imple-
ment technologies and systems.

Communications is an indispensable technology to process and transmit infor-
mation. Obviously, communication technology needs to be sustainable in the sense
of efficiency, not only to preserve the information within the quality requirements,
but also to express the same contents with the minimum resources. Observing that
the global resources of communication technology, such as frequencies and energy,
are diminishing further and further, it will be greatly beneficial if engineers really
understand the issues of sustainability to implement communication systems and
satisfactory system performance. The communication resources can be represented
by virtue of capacity, and quantitative expressions of capacity can be implemented
by such sentences as:

• How many users can be included in a communication system as an indication
of the capacity of the system?

• How many calls can be handled by a communication system as an indication
of the capacity of the system?

By pondering the capacity issues of communication systems, along with various
quality requirements such as transmission error rate, transmission speed, necessary
bandwidth, and required power, we may develop sustainable systems, optimized
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mundane technologies beneficially both for technology consumers and for
producers.

The code division multiple access (CDMA) communication system is a well-
established technology in the sense that it is one of technically proven methods to
transmit voice information for multiple users via wireless communications during
the last decade. Further, CDMA is an emerging technology for next generation mul-
timedia information of real-time and nonreal-time traffic and various multisource
multitraffic communications environments. We have envisioned that CDMA is a
key technology to satisfy the mundane usage of information transmission, and we
are devoted to refining the definitions of capacity of the CDMA systems as the
proper analytic measure to optimize the resources. At first, we need to observe the
behavior of the voice and multimedia traffic to relate the simple measure of capacity
and the characterizing parameters of traffic, where we specifically concentrated on
the traffic activity and activity factor of the traffic. Also, sensitivity, a key issue in
system engineering, is reinterpreted for the system capacity of the CDMA system to
understand the nonideal parametric environment of system design. Once the capac-
ity represents the objective for the system resource, while activity is the key parame-
ter to represent traffic, the well-known capacity formula of an IS-95-type voice-only
CDMA system can be revisited by our language. Naturally, we can extend the
known results to general cases, including:

1. Multiple traffic cases;
2. Imperfect power control environment;
3. Delay requirements;
4. Limited system hardware resources;
5. Systems with multiple sectors and multiple frequency allocation (FA).

The CDMA system capacity is limited by the call processing algorithm and
resource management, which is further analytically investigated for practical
applications into traffic engineering, along with emerging environments. We
consider that a service may be provided efficiently under hybrid frequency division
multiple access (FDMA)/CDMA systems and the overlaying multiaccess systems,
respectively.
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C H A P T E R 1

Introduction

Since the telephone was invented in the late nineteenth century, there has been a
steady development of telephone services, and the number of subscribers has con-
tinuously increased. One of the most revolutionary developments in telephone serv-
ice in the late twentieth century was the introduction of the cellular variety of
mobile phone services. As the number of subscribers has explosively grown in the
wireless communication systems, provision of the mobility in telephone service was
made possible by the technique of wireless cellular communication. As the band-
width over the wireless link is a scarce resource, one of the essential functions of
wireless communication systems is multiple access technique for a large number of
users to share the resource.

Conceptually, there are mainly three conventional multiple access techniques:
FDMA, time division multiple access (TDMA), and CDMA, as illustrated in Figure
1.1. The multiple access technique implemented in a practical wireless communica-
tion system is one of the main distinguishing characteristics of the system, as it
determines how the common transmission medium is shared among users. FDMA
divides a given frequency band into many frequency channels and assigns a separate
frequency channel on demand to each user. It has been used for analog wireless
communication systems. The representative FDMA wireless cellular standards
include Advanced Mobile Phone System (AMPS) in the United States, Nordic
Mobile Telephones (NMT) in Europe, and Total Access Communications System
(TACS) in the United Kingdom [1]. TDMA is another multiple access technique
employed in the digital wireless communication systems. It divides the frequency
band into time slots, and only one user is allowed to either transmit or receive the
information data in each slot. That is, the channelization of users in the same fre-
quency band is obtained through separation in time. The major TDMA standards
contain Global System Mobile (GSM) in Europe and Interim Standard 54/136
(IS-54/136) in North America [2]. GSM was developed in 1990 for second genera-
tion (2G) digital cellular mobile communications in Europe. Systems based on this
standard were first deployed in 18 European countries in 1991. By the end of 1993,
it was adopted in nine more European countries, as well as Australia, Hong Kong,
much of Asia, South America, and now the United States.

CDMA is another multiple access technique utilized in the digital mobile com-
munication systems. In CDMA, multiple access is achieved by assigning each user a
pseudo-random code (also called pseudo-noise codes due to noise-like autocorrela-
tion properties) with good auto- and cross-correlation properties. This code is used
to transform a user’s signal into a wideband spread spectrum signal. A receiver then
transforms this wideband signal into the original signal bandwidth using the same
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pseudo-random code. The wideband signals of other users remain wideband signals.
Possible narrowband interference is also suppressed in this process. The available
spectrum is divided into a number of channels, each with a much higher bandwidth
than the TDMA systems. However, the same carrier can now be used in all cells,
such that the unity resource factor can be achieved in CDMA systems. It assigns each
user a unique code, which is a pseudo-random sequence, for multiple users to trans-
mit their information data on the same frequency band simultaneously. The signals
are separated at the receiver by using a correlator that detects only signal energy
from the desired user. One of the major CDMA standards is IS-95 in North America
[3]. The use of CDMA technology in wireless cellular systems began with the devel-
opment of the IS-95 standard [3], one of the 2G systems, in the early 1990s. At that
time, the focus was to provide an efficient alternative to systems based on the AMPS
standard in providing voice services, and only a low bit rate of 9.6 Kbps was pro-
vided. The main markets of IS-95 are the United States, Japan, and Korea, the latter
being the largest market, with over 25 million subscribers. The success of IS-95 in
Korea is based on the adoption of IS-95 as a national standard in the early 1990s.
Now, CDMA is considered as one of the fastest growing digital wireless technolo-
gies. CDMA has been adopted by almost 50 countries around the world. Further-
more, CDMA was selected as a multiple-access scheme for the third generation (3G)
system [4–6].

In addition to FDMA, TDMA, and CDMA, orthogonal frequency division mul-
tiplexing (OFDM), a special form of multicarrier modulation, can be used for multi-
plexing for multiple users. In OFDM, densely spaced subcarriers with overlapping
spectra are generated using fast Fourier transform (FFT), and signal waveforms are
selected in such a way that the subcarriers maintain their orthogonality despite the
spectral overlap. One way of applying OFDM to the multiple access is through
OFDM-TDMA or OFDM-CDMA, where different users are allocated different time
slots or different frequency spreading codes. However, each user has to transmit its
signal over the entire spectrum. This leads to an averaged-down effect in the pres-
ence of deep fading and narrowband interference. Alternatively, one can divide the
total bandwidth into traffic channels (one or a cluster of OFDM subcarriers) so that
multiple access can be accommodated in a form of the combination of OFDM and
FDMA, which is called orthogonal frequency division multiple access (OFDMA).
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An OFDMA system is defined as one in which each user occupies a subset of subcar-
riers, and each carrier is assigned exclusively to only one user at any time. Advan-
tages of OFDMA over OFDM-TDMA and OFDM-CDMA include elimination of
intracell interference and exploitation of network/multiuser diversity.

Space division multiple access (SDMA) is also recognized as a promising multi-
ple access technology for improving capacity by the spatial filtering capability of
adaptive antennas. SDMA separates the users spatially, typically using beam-
forming techniques such that in-cell users are allowed to share the same traffic chan-
nel. SDMA is not an isolated multiple access technique, but it can be applied to all
other multiple access schemes [7]. In other words, a system that provides access by
dividing its users in frequency bands, time slots, codes, or any combination of them,
can also reuse its resources by identifying the user’s positions so that under a given
criterion, they can be separated in space.

CDMA techniques offer several advantages over other multiple access tech-
niques, such as high spectral reuse efficiency, exploitation of multipath fading
through RAKE combining, soft handoff, capacity improvements by the use of cell
sectorization, and flexibility for multirate services [8–10]. The use of the CDMA
techniques in wireless cellular communications commenced with the development
of the IS-95A standard [3], of which IS-95A has been designed to achieve higher
capacity than the first generation (1G) systems in order to accommodate rapidly
growing subscribers. Further development of IS-95A toward higher bit rate services
was started in 1996. This led to the completion of the IS-95B standard in 1998.
While the IS-95A standard uses only one spreading code per traffic channel, IS-95B
can concatenate up to eight codes for the transmission of higher bit rates. IS-95B
systems can support medium user data rates of up to 115.2 Kbps by code aggrega-
tion without changing the physical layer of IS-95A. The next evolution of CDMA
systems has led to wideband CDMA.

Wideband CDMA has a bandwidth of 5 MHz or more. Several wideband
CDMA proposals have been made for 3G wireless systems. The two wideband
CDMA schemes for 3G are WCDMA, which is network asynchronous, and
cdma2000, which is synchronous. In network asynchronous schemes, the base sta-
tions (BSs) are not synchronized; in network synchronous schemes, the BSs are syn-
chronized to each other within a few microseconds. Similar to IS-95, the spreading
codes of cdma2000 are generated using different phase shifts of the same M
sequence. This is possible because of the synchronous network operation. Because
WCDMA has an asynchronous network, different long codes rather than different
phase shifts of the same code are used for the cell and user separation. The code
structure further impacts how code synchronization, cell acquisition, and handover
synchronization are performed. The race of the high-speed packet data in CDMA
started roughly in late 1999. Before then, WCDMA and cdma2000 systems sup-
ported packet data, but the design philosophy was still old in the sense that system
resources such as power, code, and data rate were optimized to voice-like applica-
tions [11]. There has been a change since late 1999, as system designers realized that
the main wireless data applications will be Internet protocol (IP)–related; thus, opti-
mum packet data performance is the primary goal for the system designers to
accomplish. With the design philosophy change, some new technologies have
appeared, such as 1x radio transmission technology evolution for high-speed data
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only (1xEV-DO) and high-speed downlink packet access (HSDPA). Key concepts of
these systems include adaptive and variable rate transmission, adaptive modulation
and coding, and hybrid automatic repeat request (ARQ) to adapt the IP-based net-
work for a given channel condition and workload with the objective of maximizing
the system performance by using various adaptive techniques while satisfying the
quality of service (QoS) constraints. First, HSDPA is a major evolution of WCDMA
wireless network, where the peak data rate and throughput of the WCDMA down-
link for best effort data is greatly enhanced when compared to release 99.

In March 2000, a feasibility study on HSDPA was approved by 3GPP. The study
report was part of release 4, and the specification phase of HSDPA was completed in
release 5 at the end of 2001. By contrast, cdma2000 is followed by 1xEV-DO for the
first phase, in the sense of deployment schedule, and high-bit-rate data and voice
(1xEV-DV) for the second phase. It is noteworthy that 1xEV-DVdoes not necessar-
ily follow 1xEV-DO. Both 1xEV-DO and 1xEV-DV allow data rates of up to 2.4
Mbps in 1.25-MHz bandwidth, compatible with the frequency plan of 2G and 3G
CDMA systems based on IS-95 and cdma2000. Figure 1.2 illustrates the evolution
of 2G/3G cellular and the revolutionary step toward future wireless systems.

It is not hard to see the reasons for the success of CDMA. Its advances over other
multiple-access schemes include higher spectral reuse efficiency due to the unity
reuse factor, greater immunity to multipath fading, gradual overload capability, and
simple exploitation of sectorization and voice inactivity. Moreover, CDMA has
more robust handoff procedures [12–15].

Because wireless systems have limited system resources and multimedia services
have various QoS requirements, the evaluation of the network system capacity is
one of important issues for facilitating multimedia communications among multiple
users. The capacity of CDMA systems is closely related to traffic characteristics,
power control, sectorization, and other factors. It is an interesting topic to evaluate
the capacity of CDMA systems supporting mixed services, focusing on the charac-
teristics of various kinds of traffic. In this book, we tackle this issue especially for
IS-95-like and cdma2000-like CDMA systems where the BSs are all synchronized.
All contents in the book, however, can be applied to WCDMA-like systems that
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have an asynchronous network if the asynchronous aspects such as code synchroni-
zation, cell acquisition, and handover synchronization are properly considered
when evaluating the capacity.

Before we deal with CDMA capacity issues in more detail, let’s consider some
basic elements of CDMA systems. Figure 1.3 shows the basic elements required to
process a call in the CDMA system, including the mobile switching center (MSC),
the BS controller (BSC), and mobile stations (MS). Their proper combination is
essential for the efficient deployment of a CDMA system toward a tradeoff in the
cost of each subsystem and its scalability for future expansion.

The MSC is the core of the CDMA systems, the main functions of which include
switching functions between mobile calls; switching calls between a mobile and the
outside networks, such as the public switched telephone network (PSTN), public
data network (PDN), or integrated service digital network (ISDN); as well as net-
work maintenance, such as MS user location registration, MS equipment registra-
tion, authentication, and roaming. The BSC includes all of the radio transmission
and reception equipment, namely base transceiver subsystems (BTS), to handle a
wireless call from the MS according to the given wireless protocol within the proper
cell range, and the control functions of cell configuration, handover, power control,
and supervision of multiple BTSs. Under the wireless protocol, each call signal is
processed on the channel element (CE) in the BTS, the processing of which can be
classified into two phases: chip-rate processing and symbol rate processing.

On the CE, there is a complex mix of the dataflow and control processing, and
as a call proceeds from the antenna towards the backhaul of the system, the control
processing has more significance than the dataflow processing in the sense of
resource utilization. Typically, the dataflow processing of a call is very hardware
intensive and is well suited to dedicated programmable hardware solutions, while
the call processing is better suited for implementation using either hardware state
machines or software on a control processor. While the mobile communications
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evolve, the channel card in the BTS—which includes a set of channel ele-
ments—needs to be flexible to address the flexibility requirements driven by the
diverse standards and various communication signal-processing techniques, such as
multiuser detection (MUD) and beamforming. For example, MUD, also called joint
detection and interference cancellation, provides means of reducing the effect of
multiple access interference where all signals would be detected jointly or interfer-
ence from other signals would be removed by subtracting them from the desired sig-
nal such that MUD increases the system capacity. The capacity of CDMA systems is
related to the interference level such that adopting SDMA in the CDMA systems will
produce an overall performance enhancement. In certain SDMA, beamforming
technologies are adopted to implement smart antennas. Smart antennas are multi-
beam or adaptive array antennas without handover between beams. Multibeam
antennas use multiple fixed beams in a sector, while in an adaptive array the
received signals by the multiple antennas are weighted and combined to maximize
the signal-to-noise ratio (SNR). A multibeam antenna with M beams can increase
the capacity by a factor of M by reducing the number of interferences, while adap-
tive arrays can provide some additional gain by suppressing interferes further.

Implementations would be based on field-programmable gate arrays (FPGAs)
for the dataflow processing and programmable digital signal processors (DSPs) for
the control processing, while application-specific integrated circuits (ASICs) are an
attempt to reduce costs. Thus, all the chip-rate processing and some symbol-rate
processing in the CE card resides on the FPGA, and the rest of the symbol-rate proc-
essing and some layer 1 control resides on the DSP, as shown in Figure 1.4.

1.1 Capacity Issues

The capacity of CDMA systems is an extremely important issue in terms of its eco-
nomic viability because the overall revenue of the operator is proportional to the
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system capacity. For example, in the simplest case, where all users are provided with
the same service offering for the same cost, the revenue of the operator will be maxi-
mized if the operator maximizes the number of users in the system, even though the
revenue certainly depends on economic factors such as the price and competing
operators or services and on the technical limitation of the systems [16, 17].
Another useful application of the system capacity is the system dimensioning. For
example, when capacity is evaluated as a function of various system parameters, we
may dimension the required size of the target system parameters to accommodate
the target offered traffic load.

The capacity of a CDMA system can be defined in several ways. One of its typi-
cal definitions is the maximum number of simultaneous users that can be supported
by the system while the service quality requirements of each user, such as the data
rate, bit error rate (BER), and outage probability, are being satisfied. In the case of
FDMA or TDMA systems, the number of frequency slots or the number of time
slots corresponds to the system capacity, respectively, as TDMA and FDMA sys-
tems tend to run out of frequency channels or time slots before they become capac-
ity or coverage limited. On the other hand, in the case of CDMA systems, transmit
power constraints and the system’s self-generated interference ultimately restrict
CDMA capacity, as CDMA systems tend to be capacity or coverage limited before
they run out of codes and such. For example, the reverse link reaches capacity when
a mobile station has insufficient transmit power to overcome the interference from
all other mobile stations to meet the required ratio of bit energy to interference
power density at the intended BS. Similarly, in the forward link, capacity is reached
when the total power required to successfully transmit to all mobile stations hosted
by the cell exceeds BS power in order to meet the required ratio of bit energy to
interference density at all intended mobile stations.

Lots of research exists to find the maximum number of simultaneous users that
CDMA systems can support while maintaining desired QoS. The capacity of voice-
only CDMA systems can be found [18]. In [19], V. K. Paulrajan et al. investigated
the capacity of CDMA systems for multiclass services in single cell case and visual-
ized the resulting capacity. Further, J. Yang et al. expanded the approach of [19] to
the case of multicells [20].

The capacity of CDMA systems with respect to the possible number of support-
able users can be utilized for radio resource management, such as call admission
control (CAC) or resource allocation for ongoing calls as well as for a measure of
revenue of the operator. For example, when a new user requests a service, the sys-
tem resource required by the user can be expected. If the system resource required
by the user is smaller than the remaining system resources, then the user is accepted.
Otherwise, it will be blocked. In such a case, the evaluated system capacity bounds
can be used as a reference for the threshold of CAC. Furthermore, the capacity
bound can be used for system resource management. If current users in the system
do not use all of the system resources, the remaining system resources may be allo-
cated to the current users to increase system throughput or quality until a new user
requests a service and the system allocation is newly configured to accept the user.

For the purpose of controlling the system, rather than estimating the support-
able size of the system, alternatively the capacity measure is the average traffic load
that can be supported with a given quality and with availability of service as

1.1 Capacity Issues 7



measured by the blocking probability. The average traffic load in terms of the aver-
age number of users requesting service and further resulting in the target blocking
probability is called as the Erlang capacity. Regarding the evaluation of Erlang
capacity, Viterbi and Viterbi reported the Erlang capacity of CDMA systems only
for voice, based on outage probability where the outage probability is defined as the
probability that the interference plus noise power density Io exceeds the noise power
density No by a factor 1/ , where η takes on typical values between 0.25 and 0.1
[21]. In [22], Sampath et al. extended the results of Viterbi to CDMA systems sup-
porting voice and data calls.

Viterbi’s model for Erlang capacity is a M/M/ queue with voice activity factor,
ρ(ρ � 0.4) (i.e., a queue model with Poisson input and with infinite service channels
that are independent and identically distributed. Exponential service time distribu-
tion is considered, where M and M means that each user has exponentially distrib-
uted interarrival times and service times, and ∞ means infinite number of available
servers. More fundamental explanations on M/M/ queue are available in Appen-
dix A. Because the capacity of a CDMA system is soft, Viterbi and Viterbi prefer
outage probability to blocking probability. The resulting expression for outage
probability is simply the tail of the Poisson distribution.
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and υj is the binary random variable indicating whether the jth voice user is active at
any instant. For example, for a process gain of 128, = 0.1, and Eb/N0 = 5, K 0 = 23.
If voice activity factor is 1, the maximum number of users supported is m = K 0 +1 =
24.

Viterbi and Viterbi basically presumed outage probability to call blocking prob-
ability. However, the outage probability does not directly correspond to the call
blocking, as call blocking is mainly caused when a call is controlled by a CAC rule.
That is, blocking and outage should be distinguished when evaluating the Erlang
capacity because blocking occurs when an incoming mobile cannot be admitted in
the system, while outage occurs when a mobile admitted in the cell cannot maintain
the target QoS requirement.

One approximate method to evaluate the Erlang capacity of CDMA systems is
to use an M/M/m loss model [23–25] (i.e., m server model with Poisson input and
exponential service time such that when all of the m channels are busy, an arrival
leaves the system without waiting for service), where M and M means that each user
has exponentially distributed interarrival times and service times, and m means
there is m finite number of available servers. More fundamental explanations on
M/M/m queue are available in Appendix B. The blocking probability of the M/M/m
model is simply given by the Erlang B formula, rather than the Poisson distribution,
but the Poisson distribution and Erlang B formula practically arrive at the same
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results when number of servers in the system is larger than 20 [23]. Unlike the
approach of [21], this approach allows for the provision of different grades of serv-
ice for different types of calls. This is made possible by the introduction of a new
grade of service metric, the blocking probability in addition to the outage probabil-
ity [25].

This Erlang analysis of the CDMA systems can be performed in two stages. In
the first stage, we determine the number of available servers, or available virtual
trunk channels. In the second stage, we calculate the Erlang capacity from the
number of virtual trunk channels. The trunk channels are not physical trunk chan-
nels but rather virtual ones. Noting that the limitation of the underlying physical
system is taken into account when evaluating the number of available trunk chan-
nels, we can refer to the trunking capacity as the maximum possible number of
simultaneous users that can be supported by the system while the QoS requirements
of each user (e.g., data rate, BER, and outage probability) are being satisfied.

This approximate analysis method is simpler when calculating the Erlang
capacity of CDMA systems than Viterbi’s one due to the following reasons:

• First stage. As a trunk capacity, we can utilize the capacity analysis results
regarding the possible number of simultaneous users that can be handled in
the system for given QoS requirements, such as data rate, BER and target out-
age probability, which have been researched in many other papers [18–20].

• Second stage. When determining the Erlang capacity from the number of vir-
tual trunk channels, we can utilize the loss network model and its results,
which are already well developed in the circuit-switched network.

Another alternative definition of the system capacity is the sum of throughput
and the Erlang capacity [26]. This measure is particularly useful when the data users
have best effort applications and further share the network resources with real-time
traffic like voice. Best effort applications such as file transfer and electronic mail can
adapt their instantaneous transmission rate to the available network resources and
thus need not be subject to admission control. On the other hand, real-time applica-
tions need some guaranteed minimum rate as well as delay bounds, which require
reservation of system capacity such that real-time traffic is subject to CAC. In [26],
Sato et al. analyzed the capacity of an integrated voice and data system over a
CDMA unslotted ALOHA with channel load sensing protocol (CLSP) and investi-
gated the effect of the threshold for the number of data transmissions on the capac-
ity of CDMA unslotted ALOHA systems.

1.2 Overview and Coverage

The commercial CDMA systems are mainly classified into two groups. One group is
the synchronized CDMA systems, such as IS-95-like and cdma2000-like systems.
The other group is the unsynchronized CDMA systems, such as WCDMA-like
systems.

In this book, we are mainly concerned with evaluating the capacity of the syn-
chronized CDMA systems in various aspects of capacity definition. All contents in
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the book, however, can be applicable to WCDMA-like systems that have an asyn-
chronous network if the asynchronous aspects such as code synchronization, cell
acquisition, and handover synchronization are properly considered when evaluating
the capacity. The remaining part of this book consists of 11 chapters. In this section,
we present the organization of this book and, outline the important contributions of
each chapter.

In Chapter 2, the capacity of CDMA systems supporting various service classes
is analyzed with respect to the maximum number of simultaneous users where each
user is characterized by its own QoS requirements. In the multiclass CDMA systems,
the QoS requirements are composed of a quality (Eb/N0) requirement and a transmis-
sion rate requirement [27, 28]. Different services require different received signal
power levels; thus, the amount of interference generated by one service user is differ-
ent from that generated by another service user. The upper limit for the number of
users of one service subsequently is limited by the numbers of users in the other serv-
ices. To fully utilize the multimedia CDMA system resources, the system capacity
must be identified, and correct tradeoffs are required between the number of users in
each service. In this chapter, we tackle analyzing the capacity of a CDMA system
supporting multiclass services such that a simple upper-limit hyperplane concept is
formulated to visualize the capacity of a multimedia CDMA system. Further, the
tradeoffs between the level of system resources needed for a certain user and that
needed for others are illustrated analytically within the concept of resource manage-
ment. The results of this chapter will be utilized in remaining chapters of this book
to evaluate the Erlang capacity and propose the resource management schemes of
CDMA systems.

In Chapter 3, sensitivity analysis of capacity parameters on CDMA system
capacity is presented. CDMA system capacity can be expressed as a function of vari-
ous parameters such as required Eb/N0, traffic activity factor, processing gain, sys-
tem reliability, frequency reuse factor, and power control error. The sensitivity of
respective parameters on the CDMA system capacity can afford a proper tool to
design CAC scheme, particularly when the capacity limit is utilized for a reference to
threshold for CAC schemes. In this chapter, we adopt the sensitivity analysis meth-
odology and present the sensitivity of the system capacity with respect to the system
reliability, as an example of sensitivity analysis in CDMA systems such that the
effects of the system reliability as well as the imperfection due to the imperfect power
control on the reverse link system capacity of multimedia CDMA systems are evalu-
ated in explicit way.

In Chapter 4, the effect of traffic activity on the system capacity is analyzed. As
the capacity of a CDMA system is interference limited, any reduction of the interfer-
ence improves the system capacity [18]. One of the techniques to reduce the interfer-
ence is to operate the system in a discontinuous transmission mode (DTX) for the
traffic with ON/OFF traffic activity [29]. In the DTX mode, the transmission can be
suppressed when there is no data to be sent (i.e., the user is in an idle, or OFF, state,
which causes the interference to be reduced). The simplest way to include this reduc-
tion of the interference due to the traffic activity in the capacity analysis is to con-
sider the long-term average interference, in which the random characteristics of
traffic activity are assumed to be simplified to the mean of traffic activity, (i.e., the
traffic activity factor). For instance, the interference was assumed to be averaged out
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and reduced by a factor of the reciprocal of the voice traffic activity factor for a pre-
liminary capacity analysis for a voice-only CDMA system [18]. In Chapter 2, the
same assumption was used to analyze the capacity of a voice/data CDMA system.
However, because the probability that the interference is above the average interfer-
ence is not negligible, a more practical way is to statistically consider the fluctuation
of the interference due to the traffic activity by modeling the traffic activity as a
binomial random variable [18, 25]. In this chapter, we subsequently compare the
capacity analyzed with the latter way with that analyzed with the former way. We
further investigate the overall dependency of the system capacity on the traffic activ-
ity under the same transmission rate and under the same average rate. According to
the activity factor, the average rate and the transmission rate are changed under the
same transmission rate and under the same average rate, respectively.

With the growing demands for multimedia services and the high degree of user
mobility, radio resource management (RRM) plays an important role in CDMA
systems to efficiently utilize the limited radio resources and to provide more mobile
users with guaranteed QoS. Major RRM schemes can be divided into CAC and
resource allocation for ongoing calls [17, 30, 31]. CAC involves control of both
new calls and handoff calls, and the resource allocation for ongoing calls is to dis-
tribute the radio resources among existing users so that the system objective func-
tions, such as the throughput, can be maximized while maintaining the target QoS.
This book also addresses the RRM in CDMA systems supporting multiclass serv-
ices from these two perspectives. First, Chapter 5 proposes a resource allocation
scheme with which we can find the optimum set of data rates for concurrent users
and further maximize the system throughput while satisfying the minimum QoS
requirements of each user for ongoing connected calls. Second, Chapter 6 presents
a CAC scheme for CDMA systems supporting voice and data services to accommo-
date more traffic load in the system, where some system resources are reserved
exclusively for handoff calls to have higher priority over new calls, and queuing is
allowed for both new and handoff data traffic that is not sensitive to delay. More
details on Chapters 5 and 6 are as follows: In Chapter 5, an efficient resource allo-
cation scheme is proposed to efficiently utilize the remaining system resources. In
most cases, the system is not being situated on the capacity limit in terms of the
number of concurrent users, and thus there exist some remaining resources. For the
efficient use of the system capacity, the system could be designed to allocate the
remaining system resources. As the capacity of a CDMA system is interference lim-
ited, the remaining system resources can be interpreted as power (Eb/I0) or data
rate. For dual-service classes composed of a constant bit rate (CBR) service class
and a variable bit rate (VBR) service class, a resource allocation scheme has been
proposed to maximize the throughput by allocating the remaining system
resources to the limited number of users rather than all users in the VBR service
class [32]. In this chapter, for CDMA systems supporting multiclass services, the
relationship between the data rates of VBR service classes is investigated under the
condition that all users’ QoS requirements are satisfied, and a simple scheme opti-
mally allocating the remaining system resources by selecting a VBR class is pre-
sented to maximize the throughput. We further observe to which group the
remaining system resources should be allocated so as to maximize the throughput,
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according to the parameters of the VBR service class, such as the number of users
and the QoS requirements.

In Chapter 6, we propose a CAC scheme for the CDMA systems supporting
voice and data services taking into account user mobility and traffic characteristics.
Moreover, we analyze the Erlang capacity under the proposed CAC scheme. In the
proposed CAC scheme, some system resources are reserved exclusively for handoff
calls to have higher priority over new calls. Additionally, queuing is allowed for
both new and handoff data traffic that is not sensitive to delay. The proposed CAC
scheme is based on the idea of reservation and queuing, and there are many relevant
papers [33–37]. Particularly, the scheme in [37] seems to be very similar to the pro-
posed scheme. However, noting that [37] considered the buffer for handoff voice
calls, and that voice traffic is delay sensitive, it is not efficient to utilize the buffer for
handoff voice calls. In the proposed scheme, we consider the buffer for new data
calls rather than voice calls, as the data traffic is more tolerable to the delay require-
ment. Furthermore, the Erlang capacity of CDMA under the proposed CAC is
evaluated, and the procedure for properly selecting the CAC-related parameters,
such as the number of reservation channels and queue lengths, is presented.

In FDMA and TDMA systems, traffic channels are allocated to calls as long as
they are available. Incoming calls are blocked when all channels have been assigned.
The physical parallel in CDMA systems is for a call to arrive and find that the BS has
no receiver processors left to serve it. However, often a more stringent limit on the
number of simultaneous calls is determined by the total interference created by the
admitted users exceeding a threshold. Outage in CDMA systems is said to occur
when the interference level reaches a predetermined value above the background
noise level. In a CDMA system, a CE performs the baseband spread spectrum signal
processing of a received signal for a given channel (pilot, sync, paging, or traffic
channel). Practically, CDMA systems are equipped with a finite number of CEs,
which is afforded by cost-efficient strategies, as the CE is a cost part of the BS, which
introduces inherently hard blocking in CDMA systems.

Subsequently, Erlang capacity is determined not only by the maximum number
of simultaneous active users but also by the maximum number of CEs available for
traffic channels. In this book, we analyze the Erlang capacity of CDMA systems
with the consideration of the limited number of CEs in BSs as well as without the
limitation on the CEs in BSs. First, Chapter 7 tackles the Erlang capacity of CDMA
systems supporting multiclass services for the case of no limitation of the CEs in BSs,
based on a multidimension M/M/m loss model. For an IS-95-type CDMA system
supporting voice/data services, the Erlang capacity limits are depicted in conjunc-
tion with a two-dimensional Markov chain. Further, the channel reservation scheme
is considered to increase total Erlang capacity by balancing the Erlang capacities
with respect to voice and data services. Chapter 8 is also devoted to evaluating the
capacity of CDMA systems supporting voice and data services under the delay con-
straint. To achieve higher capacity using the delay-tolerant characteristic, data calls
can be queued until the required resources are available. The blocking probability
and the average delay have been typically considered performance parameters for
the delay-tolerant traffic [38, 39]. In Chapter 8, we introduce a new performance
measure, the delay confidence, as the probability that a new data call is accepted
within the maximum tolerable delay without being blocked. The Erlang capacity is
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defined as a set of average offered loads of voice and data traffic that can be sup-
ported while the required blocking probability for voice traffic and the required
delay confidence for data traffic are satisfied. To analyze the Erlang capacity with
the first-come first-served service discipline, a two-dimensional Markov model is
used where the waiting is allowed in the queue with a finite size for the data calls.
Based on the Markov model, we develop the procedure to analyze the delay confi-
dence of data calls.

After that, the remaining chapters deal with the capacity evaluation of CDMA
systems with consideration to both the limitation on the maximum number of CEs
available in BS and the limitation on the maximum number of simultaneous active
users in the air link. More specifically, Chapter 9 presents the effect of the limited
number of CEs in BSs on the Erlang capacity of CDMA systems supporting multi-
class services as an expansion of Chapters 7 and 8. In addition, a graphic interpreta-
tion method will also be presented for the multiple FAs case, where the required
calculation complexity of the exact method is too high to calculate the Erlang
capacity of CDMA systems with high FAs. Chapter 10 presents an approximated
method to calculate the Erlang capacity of CDMA systems with multiple sectors
and multiple frequency allocation bands, in order to overcome the complexity prob-
lem of the exact calculation method proposed in the previous chapter. The proposed
approximate analysis method reduces the exponential complexity of the old method
[40] down to linear complexity for calculating the call blocking probability, and the
results calculated by the proposed approximate method provide a difference only a
few percent from the exact values, which makes the proposed method practically
useful.

Future CDMA networks will combine with different radio access technologies
such as WCDMA/UMTS, WiFi (IEEE 802.11), WiMax (IEEE 802.16), and even
IEEE 802.20, and further will evolve into the multiaccess systems where several dis-
tinct radio access technologies coexist, and each radio access technology is called a
subsystem. In multiservice scenarios, the overall capacity of multiaccess networks
depends on how users of different services are assigned on to subsystems, as each
subsystem has distinct features from each other with respect to capacity. For exam-
ple, IS-95A can handle voice service more efficiently than data service, while
1xEV-DO can handle data service more efficiently than voice service.

In this book, we also tackle the Erlang capacity evaluation of multiaccess sys-
tems in two cases. First, in Chapter 11, we consider the case that each subsystem
provides similar air link capacity. As a typical example, we consider hybrid
FDMA/CDMA, where like FDMA the available wideband spectrum of the hybrid
FDMA/CDMA is divided into a number of distinct bands. Each connection is allo-
cated to a single band such that each band facilitates a separate narrowband CDMA
system, whose signals employ direct sequence (DS) spreading and are transmitted in
one and only one band. Subsequently, it can be assumed that each carrier will pro-
vide similar air link capacity. For evaluating the Erlang capacity for hybrid
FDMA/CDMA systems, we consider two channel allocation schemes: independent
carrier channel assignment (ICCA) scheme and combined carrier channel assign-
ment (CCCA) scheme. In the ICCA scheme, traffic channels of each carrier are han-
dled independently so that each MS is allocated a traffic channel of the same carrier
as it used in its idle state. By contrast, the CCCA scheme combines all traffic
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channels in the system so that when a BS receives a new call request, the BS searches
the least occupied carrier and allocates a traffic channel in that carrier. In [41], Song
et al. analyzed and compared performances of the hybrid FDMA/CDMA system
under ICCA and CCCA schemes. However, they focused only on the voice-oriented
system and considered the call-blocking model in which the call blocking is caused
only by a scarcity of CEs.

In this chapter, we consider the expanded blocking model, where call blocking is
caused not only by a scarcity of CEs in the BS but also by insufficient available chan-
nels per sector. For each allocation scheme, the effect of the number of carriers of
hybrid FDMA/CDMA systems supporting voice and data services on the Erlang
capacity is observed, and the optimum values of the system parameters such as CEs
are selected with respect to the Erlang capacity. Furthermore, the performances of
ICCA are quantitatively compared with those of CCCA.

Second, in Chapter 12, we consider the case that each subsystem provides differ-
ent air link capacity, as in the case with coexisting GSM/EDGE-like and WCDMA-
like subsystems. In this case, the overall capacity of multiaccess networks depends
on the employed service assignment (i.e., the way of assigning users of different serv-
ices onto subsystems). In Chapter 12, two user assignment schemes are considered:
the service-based assignment algorithm [42] as a best case reference, which roughly
speaking assigns users to the subsystem where their service is most efficiently han-
dled, and the rule opposite the service-based assignment as a worst case reference.
These two cases will provide lower and upper limits of Erlang capacity of multiac-
cess systems under common operation method.

References

[1] Lee, W. C. Y., Mobile Cellular Telecommunications, New York: McGraw-Hill, 1995.
[2] Rappaport, T. S., Wireless Communications, Englewood Cliffs, NJ: Prentice-Hall, 2002.
[3] IS-95-A, “Mobile Station-Base Station Compatibility Standard for Dual-Mode Wideband

Spread Spectrum Cellular System,” 1995.
[4] Prasad, R., W. Mohr, andW. Konhauser, Third Generation Mobile Communication Sys-

tems, Norwood, MA: Artech House, 2000.
[5] IS-2000, “Physical Layer Standard for cdma2000 Spread Spectrum Systems,” 2000.
[6] 3GPP, “Physical Channels and Mapping of Transport Channels onto Physical Channels

(fdd),” 3G TS 25.211, 1999.
[7] Ojanpera, T., and R. Prasad, WCDMA: Towards IP Mobility and Mobile Internet, Nor-

wood, MA: Artech House, 2000.
[8] Prasad, R., CDMA for Wireless Personal Communications, Norwood, MA: Artech House,

1996.
[9] Adachi, F., M. Sawahashi, and H. Suda, “Wideband DS-CDMA for Next-Generation

Mobile Communcations Systems,” IEEE Communications Magazine, 1998, pp. 56–69.
[10] Dehghan, S., et al., “W-CDMA Capacity and Planning Issues,” Electronics & Communica-

tion Engineering Journal, 2000, pp. 101–118.
[11] Qiu, R., W. Zhu, and Y. Zhang, “Third-Generation and Beyond (3.5g) Wireless Networks

and its Applications,” IEEE Proc. of ISCAC, 2002, pp. I-41–I-44.
[12] Hernando, J. M., and F. Perez-Fontan, Introduction to Mobile Communications Engineer-

ing, Norwood, MA: Artech House, 1999.

14 Introduction



[13] Hammuda, H., Cellular Mobile Radio Systems (Designing Systems for Capacity Optimiza-
tion), New York: John Wiley & Sons, 1997.

[14] Lee, W., “Overview of Cellular CDMA,” IEEE Trans. on Vehicular Technology, 1991,
pp. 291–302.

[15] Kohno, R., R. Meidan, and L. Milstein, “Spread Spectrum Access Methods for Wireless
Communications,” IEEE Commun. Mag., 1995, pp. 58–67.

[16] Zander, J., “On the Cost Structure of Future Wideband Wireless Access” IEEE Proc. of
Vehicular Technology Conference, 1997, pp. 1773–1776.

[17] Zander, J., and S. L. Kim, Radio Resource Managment for Wireless Networks, Norwood,
MA, Artech House, 2001.

[18] Gilhousen, K. S., et al., “On the Capacity of a Cellular CDMA System,” IEEE Trans. on
Vehicular Technology, 1991, pp. 303–312.

[19] Paulrajan, V. K., J. A. Roberts, and D. L. Machamer, “Capacity of a CDMA Cellular Sys-
tem with Variable User Data Rates,” Proc. of IEEE Global Telecommunications Confer-
ence, 1996, pp. 1458–1462.

[20] Yang, Y. R., et al., “Capacity Plane of CDMA System for Multimedia Traffic,” IEE Elec-
tronics Letters, 1997, pp.1432–1433.

[21] Viterbi, A. M., and A. J. Viterbi, “Erlang Capacity of a Power-Controlled CDMA System,”
IEEE Journal on Selected Areas in Communications, 1993, pp. 892–900.

[22] Sampath, A., N. B. Mandayam, and J. M. Holtzman, “Erlang Capacity of a Power Con-
trolled Integrated Voice and Data CDMA System,” IEEE Proc. of Vehicular Technology
Conference, 1997, pp. 1557–1561.

[23] Jacobsmeyer, J., “Congestion Relief on Power-Controlled CDMA Networks,” IEEE Jour-
nal on Selected Areas in Communications, 1996, pp. 1758–1761.

[24] Koo, I., et al., “Analysis of Erlang Capacity for the Multimedia DS-CDMA Systems,”
IEICE Trans. on Fundamentals, 1999, pp. 849–855.

[25] Matragi, W., and S. Nanda, “Capacity Analysis of an Integrated Voice and Data CDMA
System,” IEEE Proc. of Vehicular Technology Conference, 1999, pp. 1658–1663.

[26] Sato, T., et al., “System Capacity of an Integrated Voice and Data CDMA Network in
Channel Load Sensing Protocol,” IEEE Proc. of GLOBECOM, 1997, pp. 899–903.

[27] Wu, J. S., and J. R. Lin., “Performance Analysis of Voice/Data Integrated CDMA System
with Constraints,” IEICE Trans. on Communications, Vol. E79-B, 1996, pp. 384–391.

[28] Sampath, A., P. S. Kumar, and J. M. Holtzman, “Power Control and Resource Manage-
ment for a Multimedia CDMA Wireless System,” IEEE Proc. of International Symposium
on Personal, Indoor and Mobile Radio Communications, 1995, pp. 21–25.

[29] Timotijevic, T. and J. A. Schormans, “ATM-Level Performance Analysis on a DS-CDMA
Satellite Link Using DTX,” IEE Proc.—Communications, 2000, pp. 47–56.

[30] Tripathi, N. D., J. H. Reed, and H. F. VanLandingham, Radio Resource Management in
Cellular Systems, Boston, MA: Kluwer Academic Publishers, 2001.

[31] Hong, D., and S. Rappaport, “Traffic Model and Performance Analysis for Cellular Mobile
Radio Telephone Systems with Prioritized and Nonprioritized Handoff Procedures,” IEEE
Trans. on Vehicular Technology, 1986, pp. 77–92.

[32] Ramakrishna, S., and J. M. Holtzman, “A Scheme for Throughput Maximization in a
Dual-Class CDMA System,” IEEE Journal on Selected Areas in Communications, 1998,
pp. 830–844.

[33] Hong, D., and S. Rappaport, “Traffic Model and Performance Analysis for Cellular Mobile
Radio Telephone Systems with Prioritized and Nonprioritized Handoff Procedures,” IEEE
Trans. on Vehicular Technology, 1986, pp. 77–92.

[34] Del Re, E., et al., “Handover and Dynamic Channel Allocation Techniques in Mobile Cel-
lular Networks,” IEEE Trans. on Vehicular Technology, 1995, pp. 229–237.

1.2 Overview and Coverage 15



[35] Hong, D., and S. Rappaport, “Priority Oriented Channel Access for Cellular Systems Serv-
ing Vehicular and Portable Radio Telephones,” IEE Proc. of Communications, 1989,
pp. 339–346.

[36] Pavlidou, F., “Two-Dimensional Traffic Models for Cellular Mobile Systems,” IEEE Trans.
on Communications, 1994, pp. 1505–1511.

[37] Calin, D., and D. Zeghlache, “Performance and Handoff Analysis of an Integrated Voice-
Data Cellular System,” IEEE Proc. of PIMRC, 1997, pp. 386–390.

[38] Koo, I., E. Kim, and K. Kim, “Erlang Capacity of Voice/Data DS-CDMA Systems with
Prioritized Services,” IEICE Trans. on Communications, 2001, pp. 716–726.

[39] Bae, B. S., K. T. Jin, and D. H. Cho, “Performance Analysis of an Integrated Voice/Data
CDMA System with Dynamic Admission/Access Control,” IEEE Proc. of Vehicular Tech-
nology Conference, Spring 2001, pp. 2440–2444.

[40] Kim, K. I., Handbook of CDMA System Design, Engineering, and Optimization, Upper
Saddle River, NJ: Prentice Hall, 2000.

[41] Song, B., J. Kim, and S. Oh, “Performance Analysis of Channel Assignment Methods for
Multiple Carrier CDMA Cellular Systems,” IEEE Proc. of VTC (Spring), 1999, pp. 10–14.

[42] Furuskar, A., “Allocation of Multiple Services in Multi-Access Wireless Systems,” IEEE
Proc. of MWCN, 2002, pp. 261–265.

16 Introduction



C H A P T E R 2

System Capacity of CDMA Systems

The maximum number of simultaneous users satisfying QoS requirements, a typical
capacity definition in CDMA systems, should be evaluated in both single cell and
multiple cell environments, as system capacity is a basic problem to research
resource management and CAC. In this chapter, we tackle this issue in a CDMA sys-
tem supporting multiclass services such that a simple upper-bounded hyperplane
concept is formulated to visualize the capacity of a multimedia CDMA system. The
tradeoffs between the level of system resources needed for a certain user and that
needed for others are illustrated analytically within the concept of resource
management.

2.1 Introduction

In recent years, communication systems for multimedia services such as voice,
image, and data have been researched and developed in the wired communication
system. The demand for multimedia services is expected to increase in the wireless
communication system as well. The CDMA scheme has been proposed for a next
generation wireless system that will offer multimedia services. In the wireless com-
munication system, the system capacity, resource management, and CAC are to be
considered for facilitating multimedia communications among multiple users [1–5].
The system capacity is a basic problem to research resource management and CAC
schemes.

In a CDMA system for multimedia services, each service is specified by QoS
requirements such as a target BER and an information data rate. Different types of
services are characterized by their different channel quality requirements or differ-
ent information data rate requirements [5, 6].

In general, different types of services require different received signal power lev-
els, and the amount of interference generated by one service user is different from
that generated by another service user. The upper limit for the number of users of a
certain service group should be limited by the numbers of users in the other service
groups. To fully utilize multimedia CDMA system resources, the system capacity
must be identified, and correct tradeoffs are required between the number of users
in each service group. Recently, the relationship between the numbers of users in
various service groups for a multimedia CDMA has been implicitly addressed [5]
and further visualized for a single cell environment [7]. In this chapter, the relation-
ship between the numbers of supportable users in various service groups is
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investigated for a practical multiple cell environment, and the possibility of using the
concept of the capacity plane for resource management design is presented.

This chapter is organized as follows: Following this introduction, the system
model is described with the assumptions, and the problem to be analyzed is formu-
lated in Section 2.2. Based on the model, the capacities of CDMA systems for multi-
media services in a single cell and a multiple cell environment are evaluated in
Sections 2.3 and 2.4, respectively. Finally, concluding remarks are made in Section
2.5.

2.2 System Model and Analysis

The reverse link of single cell and multiple cell systems is considered. To model vari-
ous services, N user groups are assumed. One group is for voice service, and the
other groups are for various data services. Users in one group have the same quality
requirement and information data rate requirement. Define the power received by
the BS as Sv,i for the ith voice user in the voice user group and Sdj,h

for the hth user in
the data user group j (j = 1, 2, …, N – 1), and define the information data rates as Rv

for the voice user group and Rdj
for the data user group j. For the ith voice user, the

received Eb/N0 is represented as follows [5, 8].
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where W is the spreading bandwidth; Nv and Ndj
represent the number of users in the

voice user group and the data user group j in a sector, respectively; α is the voice
activity factor; I is the other cell interference; and η0 is the level of the background
noise power spectral density. For the simplicity of the analysis, there are some
assumptions:

1. Each BS is assumed to use three ideal directional antennas.
2. The path loss attenuation between the user and the BS is proportional to

10ξ/10r–4, where r is the distance from the user to the BS and ξ is a Gaussian
random variable with zero mean and standard deviation σ = 8 dB. Fast
fading is assumed not to affect the power level.

3. Perfect power control mechanism is assumed.

According to the perfect power control, we have Sv,k = Sv and Sdj,h
= Sdj

for all k

and h. From the fact that the background noise η0 can be negligible compared to the
user interference, (2.1) is approximately modified to
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Similarly, the received Eb/N0 for the data user group j is
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for any certain case of Nv 0 and Ndj
0. From (2.2) and (2.3), the relation

between the received signal powers of user groups is achieved for the case (Eb/N0)v ≠
0 (Nv ≠ 0) and (Eb/N0)dj

≠ 0 (Ndj
0).
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To satisfy the quality requirement, which is one of factors characterizing vari-
ous services for all user groups, the received Eb/N0s should be greater than the
required Eb/N0s.
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To satisfy the information data rate requirement for all user groups, the follow-
ing relations should be satisfied:

R R R Rv v d dreq j j req
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(2.7)

According to (2.6) and (2.7), the received Eb/N0s represented in (2.2) and (2.3)
are limited as follows:
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From these equations, the numbers of users, (Nv, Nd1
, Nd2

, …, NdN–1
) are upper

bounded as follows:
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Applying the relation between the received signal powers of the user groups, as
in (2.4)–(2.10), we can derive the relation between the user numbers and the
required SIRs.
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2.3 Single Cell CDMA Capacity

For a single cell system, the other cell interference has no effect on the capacity, and
the term z of (2.11) is set to zero. Therefore, (2.11) is simplified to the following
equation for a single cell case:
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This equation specifies a capacity plane in the N dimensional space. All points
(Nv, Nd1

, Nd2
, …, NdN–1

) under the hyperplane represent possible numbers of support-
able users in voice and data user groups in a sector. In (2.13), total resource amount
of the system, the resource amount used by one voice user, and the resource amount
used by one data user in the group i correspond to 1, γv, and γdi

, respectively. Equa-
tion (2.13) also means that the resources used by users should not exceed total sys-
tem resource.

Let’s consider a system with two user groups, voice and data. The system
parameters are shown in Table 2.1. The capacity regions are plotted for several
cases. In Figure 2.1, upper limits for the number of users are plotted using several
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quality requirements for data user group ((Eb/N0)dreq
= 12, 10, and 5). In Figure 2.2,

upper limits for the number of users are plotted using several data rates for the data
user group (Rd = 9.6, 7.2, 4.8, and 2.4 Kbps). In Figures 2.1 and 2.2, different lines
represent the different service cases, and all points (Nv, Nd) under the line represent
the possible numbers of supportable users of the voice and data user groups per sec-
tor where Nv and Nd are integer. It is observed that the ratio of the system resource
used by one voice user to the system resource used by one data user corresponds to
the slope of the line, γv / d.

Figures 2.1 and 2.2 also show that the user group that requires higher quality or
information data rate has a lower limit of the maximum number of users, and this
means that the user in that group uses more system resources. As another example,
let’s consider a system with three user groups. One group is for voice users who have
(Eb/N0)vreq

= 5 (7 dB) and Rv = 9.6 Kbps. Another group is for data users who have
(Eb/N0)d1 req

= 10 (10 dB) and Rd1
= 9.6 Kbps. The other group is also for data users

who have (Eb/N0)d2 req
= 10 and Rd2

= 4.8 Kbps.
Figure 2.3 shows a three-dimensional capacity plane. As in Figures 2.1 and 2.2,

all points (Nv, Nd1
, Nd2

) under the plane represent the possible numbers of support-
able users in the voice and two data user groups, where Nv, Nd1

, and Nd2
are integers.
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Table 2.1 Parameters of a CDMA System Supporting Voice and Data Services
Item Symbol Value

Bandwidth W 1.25 MHz
Voice activity factor α 0.375
Information data rate for the voice group Rv 9.6 Kbps
Information data rate for the data group Rdi

2.4, 4.8, 7.2, and 9.6 Kbps
Quality requirement for the voice group E
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Figure 2.1 Capacity lines for the number of voice users versus the number of data users in a single
cell case when (Eb/N0)dreq

is given as 12, 10, or 5.



The maximum numbers of supportable users are found to be 70 for the voice user
group, 14 for data user group 1, and 27 for data user group 2, as in Figure 2.3.

2.4 Multiple Cell CDMA Capacity

For a multiple cell system, users in the other cells generate additional interference
compared with a single cell case, where the other users in the same cell generate the
interference to the desired user. The effect of the other cell interference on the

22 System Capacity of CDMA Systems

N
um

be
r

of
da

ta
us

er
s/

se
ct

or

Number of voice users/sector

Rv = 9.6 Kbps

( (
v

=5
(7 dB)req

( (
d

=10
(10 dB)req

0

5

10

15

20

25

30

35

40

45

50

0 10

Rd 9.6 Kbps=

Rd 4.8 Kbps=

Rd 2.4 Kbps=

20 30 40 50 60 70

Rd 7.2 Kbps=

Eb

N0

Eb

N0

Figure 2.2 Capacity lines for the number of voice users versus the number of data users in a single
cell case when Rd is given as 9.6, 7.2, 4.8, or 2.4 Kbps.

0
0

15
60

40

20

0

10

5

5

10

15

20

25

30

N
per sector

N (9.6 Kbps)
per sector

N
(4

.8
Kb

p
s)

p
er

se
ct

or

vd1

d2

Figure 2.3 Capacity plane for three user groups in a single cell case where (Eb/N0)vreq
and Rv are given

as 5 and 9.6 Kbps for voice user group, (Eb/N0)d1 req
and Rd1

are given as 10 and 9.6 Kbps for data user
group 1, and (Eb/N0)d2 req

and Rd2
are given as 10 and 4.8 Kbps for data user group 2.



capacity is included as the term z in (2.11). In the multicell case, it is necessary to
characterize the other cell interference I before characterizing z.

The other cell interference in the CDMA system for the voice service has been
modeled as a Gaussian random variable [9], where the mean and variance can con-
tribute to characterize the capacity of the system. To analyze the mean and variance,
there have been additional assumptions of a uniform distribution of users in the
service area, the use of the smallest distance rather than the smallest attenuation to
determine home cell and spatial whiteness. Similarly, the other cell interference to
the multimedia service environment is also modeled as a Gaussian random variable:
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where φ is the voice activity variable, a binomial random variable whose mean is the
voice activity factor α. r0 is the distance from a user in another cell to the desired BS,
and rm is the distance from that user to its BS (see Figure 2.4). m is the BS index,
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ρv is the voice user density, and ρ di
is the user density in the data user group i.

Following the similar procedure in [9], and assuming the service area is consid-
ered up to the second ring—the integral in (2.15) is over the shaded area in Figure
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Figure 2.4 Cellular model.



2.4—and there is no overlapping user at the same spatial point, the mean and vari-
ance of the other cell interference I are obtained as
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Using (2.12) and (2.17) to characterize z, z is also modeled as a Gaussian ran-
dom variable with mean and variance such as

( )

( )

E z N N

z N

v v d d
i

N

v v

i i
≤ +

≤ +

=

−

∑0 659 0 659

0 555 0 1

1

1

2

. .

var . .

γ γ

γ 83 2

1

1

γ d d
i

N

i i
N

=

−

∑
(2.18)

For the capacity of a multiple cell CDMA system, (2.11) is used to include the
effect of the other cell interference.
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By comparing (2.13) with (2.19), we know that total system resource is
decreased as much as z due to other cell interference. Assuming that the performance
requirements are achieved, P is lower bounded by the required system reliability,
which is usually given by 99% [9] such that P is given as like
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As the random variable z is a Gaussian random variable with mean and variance
given in (2.18), (2.20) is easily calculated to be
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where E(z) and var(z) are the functions of Nv and Ndi
. Thus, compared with the

results of the single cell system, the resource used by a voice user is greater than γv

(for voice user in a single cell system) and the resource used by a data user in group i
is also greater than γdi

(for group i data user in a single cell system), while total sys-
tem resource (regarded as 1) is same as that of the single cell system.

For example, let’s consider a system with two user groups, including one voice
user group and one data user group. The system parameters in Table 2.1 are also
used.
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Figure 2.5 shows the upper bounds for the number of voice users versus the
number of data users for several (Eb/N0)req values of a data service group.

Figure 2.6 also shows the upper bounds for the number of voice users versus the
number of data users for several bit rate constraints for a data user group. As
another example, let’s consider a system with three user groups as with the previous
single cell case.

Figure 2.7 shows the three-dimensional capacity region for the multicell case,
where the maximum possible numbers of users are found to be 36 for the voice user
group, 5 for data user group 1, and 12 for data user group 2.

Particularly, a vertex value of (Nv, Nd1
, Nd2

), (36.08, 0, 0) corresponds to the
voice-only user capacity of the IS-95 CDMA system.

2.5 Conclusions

In this chapter, the capacities of single cell and multiple cell CDMA systems sup-
porting multimedia services have been evaluated. Both capacities are confined by a
deterministic hyperplane (namely, a capacity plane), whose dimension is deter-
mined by the number of service groups. The amount of system resources required by
one service user is compared with that required by another service user based on the
slope of capacity lines in figures that are presented in Sections 2.3 and 2.4. As
expected, the user who requires higher quality or a higher information data rate
uses more system resources. Comparing the capacity of a single cell case with that of
a multiple cell case, we know that the capacity of the multiple cell case is confined
by a lower hyperplane than that of the single cell system due to the effect of the other
cell interference.

The concept of the capacity plane can be used for CAC schemes in multimedia
service environments. For example, when a new user requests a service, the system
resource required by the user can be expected. If the system resource required by the
user is smaller than the remaining system resource, then the user is accepted.
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However, if the required system resource is greater than the remaining system
resource, then the user is blocked [5]. For such applications, in this book, we will
utilize the evaluated capacity plane as a reference for the threshold for CAC when
evaluating the corresponding Erlang capacity of CDMA systems. Particularly in
Chapters 7 through 10, we tackle such applications to evaluate the Erlang capacity.

In addition, the capacity plane can be used for system resource management
[10]. For example, if current users in the system do not use all of the system
resources, the remaining system resources may be allowed to go to the current users
to increase the throughput or the quality until a new user requests a service and
resource allocation is newly made to accept the user. On the other hand, some kinds
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of smart blocking/acceptance mechanism [11] can be devised where we can accept a
user with diminished but tolerable QoS, even though the remaining system
resources are not enough to accept the request call. For such applications of
resource allocation, in Chapter 5 we will present an efficient resource allocation
scheme to fully utilize the remaining resources in the system with which we can find
the optimum set of data rates for concurrent users and further maximize the system
throughput while satisfying the minimum QoS requirements of each user.
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C H A P T E R 3

Sensitivity Analysis in CDMA Systems

In CDMA systems, the number of simultaneous users occupying resources should
be limited so that an appropriate level of communication quality can be maintained.
In this aspect, CAC plays a very important role in CDMA systems because it directly
controls the number of users. CAC schemes are usually based on a threshold mecha-
nism whose purpose is to ensure that the performance of users in the system satisfies
their specified QoSs. In particular, CACs for the CDMA system can be classified
into two schemes: interference-based CAC (ICAC) and number-based CAC
(NCAC) [1]. The NCAC admits a new connection if total number of existing con-
nections in the system is less than a predefined value, while the ICAC admits a new
connection if total interference in the system is less than a certain threshold. As a ref-
erence to such thresholds for CAC in CDMA systems, one of the capacity bounds
explained in previous sections can be utilized.

In practice, however, even if a fixed frequency band is used in a cell, the capacity
bounds may vary with the loading of home and neighboring cells, mainly because
co-channel interference changes according to the loading. For the design of robust
and stable CAC schemes, it is important to consider the effect of the disturbance of
system parameters on the threshold for CAC schemes, which directly corresponds
to the effect of disturbance of the capacity parameters on the system capacity.

A typical way to quantitatively describe the change in the system capacity due to
the variation of system capacity parameters is the sensitivity analysis, which relates
the elements of the set of the parameter deviations to the elements of the set of the
parameter-induced errors of the system function. Such sensitivity analysis has been
applied to many system analyses for:

1. Guiding future research by highlighting the most important system
parameter;

2. Estimating parameters by obtaining the combination of system parameters
that leads to optimum system operation point with respect to the system
operator;

3. Evaluating the magnitude of the effect of system parameters errors on the
system performance.

In most cases, imperfections encountered in the CDMA systems are due to
imperfect power control. The imperfection effect due to imperfect power control on
the reverse link capacity of a CDMA system was studied in many papers [2–4]. In
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addition, the system reliability, defined as the predetermined value of probability
that the received signal-to-interference ratio (SIR) is larger than the required SIR, is
one of the most important system parameters, as the reverse link capacity is usually
limited by a prescribed lower bound of system reliability. In [2], traffic capacity esti-
mation under the power control imperfections in conjunction with the system reli-
ability was presented through simulation. Furthermore, a theoretical analysis of the
effect of system reliability on the reverse link capacity was implicitly presented [3].
However, none of these works [2–4] present analytical close-form expression of sys-
tem reliability on system capacity. Furthermore, only voice-oriented CDMA systems
are discussed in the previous works.

As stated in the previous section, CDMA system capacity can be expressed as a
function of such system parameters as the required Eb/N0, traffic activity factor,
processing gain, and frequency reuse factor. In addition, the sensitivity of respective
parameters on CDMA system capacity can afford a proper measure to design CAC
schemes. However, as an example of sensitivity analysis in CDMA systems, in this
chapter we focus on the sensitivity of system capacity with respect to system reliabil-
ity, such that the effects of system reliability as well as the imperfection due to the
imperfect power control on the CDMA capacity are considered explicitly through
sensitivity analysis. Further, an accurate, simple analytical close-form expression for
the limitation of the capacity is shown. However, it is noteworthy that even though
only the sensitivity of system capacity with respect to system reliability is presented,
the sensitivity of other parameters on the CDMA system capacity can be easily
evaluated with the presented analysis method.

3.1 System Model and System Capacity

Let’s consider the reverse link of multicell CDMA systems where K user groups are
assumed to model various services in the multimedia environment. One group is for
voice service, and the others are for various data services. Users in the same group
have the same information data rate requirement R, R Rreq and system reliability
requirement β%, Pr(SIR ≥ SIRreq) = β% where SIRreq = (Eb/N0)req⋅R Wreq / . The received

SIR of each user depends on the power control mechanism that attempts to equalize
the performance of all users. It is well known to be approximately log-normally dis-
tributed with a standard deviation 0.5–2 dB. Furthermore, it is assumed that the
allocated frequency bandwidth W, the standard deviation of the received SIR σx, and
the system reliability β% are the same for all service groups.

To satisfy the requirements of all users, the numbers of users in the system are
confined by following equation, which was derived in [5].

γ γv v d d
i
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N N
i i

+ ≤
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(3.1)

where
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Nv and Ndi
denote the number of users in the voice user group and the ith data

user group, respectively, and rv and rdi
can be defined as the normalized effective

bandwidth of voice and data user in the ith data group, respectively. Q-1 is the

inverse Q-function where Q-function is defined as Q(x) = ( )1 2
2 2/ /πe yx −

−∞∫ dy.

Equation (3.1) means that the numbers of users in the system, (Nv, Nd1
, Nd 2

, …,
NdK–1

), are limited in the range that the sum of the normalized effective bandwidth of
active users of each service group does not exceed the unit.

From (3.1), we can look at several variables that determine CDMA capacity.

• W is the spreading bandwidth.
• Rireq

for i = v, d1, …, dK–1 is the required information data rate.
• ( / )E Nb i req0 for i = v, d1, …, dK–1 is the required bit energy-to-interference

power spectral density ratio.
• f is the other cell interference factor with which the interference contribution

from other cells relative to the carrier on the serving cell can be considered.
• is the voice activity factor, so α = 1 represents channels that are always on,

and α = 2/3 represents channels that are powered off one-third of the time.
• β% is system reliability, which is defined as the predetermined value of prob-

ability that the received SIR is larger than the required SIR.
• σx is the effect of power-control delays and errors, so perfect power control is
σx = 0 dB, and values less than 1 reflect lower performance. In particular, the
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σ σ.
indicates the effect of the imperfect power con-

trol error and the system reliability % on the system capacity. It is notewor-
thy that γv and γdi

have a similar form of (2.14) when the imperfect power
control error σx goes to zero, which is mainly because (2.14) has been derived
under the condition of the perfect power control.

In practice, the capacity bounds may change with variations of the system
capacity parameters. Particularly when the capacity bound is utilized for the thresh-
old of the CAC scheme, it is important to consider the effect of the disturbance of
system parameters on system capacity. Imperfections encountered in CDMA sys-
tems in most cases are due to imperfect power control error, the effect of which on
CDMA capacity is practically linked to system reliability. In this chapter we focus
on quantitatively describing the change of system capacity due to the disturbance of
power control error, with consideration of system reliability through sensitivity
analysis, as an example of sensitivity analysis in CDMA systems.
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3.2 The Significance and Definitions of Sensitivity Analysis

A typical way to quantitatively describe the change in the system capacity due to the
variation of system capacity parameters is the sensitivity analysis, which relates the
elements of the set of the parameter deviations to the elements of the set of the
parameter-induced errors of the system function. Such sensitivity analysis has been
applied by many system analyses for:

1. Guiding future research by highlighting the most important system
parameter;

2. Estimating parameters by obtaining the combination of system parameters
that leads to optimum system operation point with respect to the system
operator;

3. Evaluating the magnitude of the effect of system parameters error on system
performance.

Before applying the sensitivity analysis to our case, we present the basic defini-
tions and significance of sensitivity analysis in the next section.

3.2.1 The Significance of Sensitivity Analysis

The sensitivity of a system to variations of its parameters is one of the basic aspects in
the treatment of systems. The question of parameter sensitivity particularly arises in
the fields of engineering where mathematical models are used for the purposes of
analysis and synthesis. In order to be able to give a unique formulation of the mathe-
matical problem, the mathematical model is usually assumed to be known exactly.
This assumption is unrealistic because there is always a certain discrepancy between
the actual system and its mathematical model. For this reason, the results of mathe-
matical syntheses need not necessarily be practicable. They may even be very poor if
there are considerable parameter deviations between the real system and the mathe-
matical model. This is of particular importance if optimization procedures are
involved because it is in the nature of optimization to make extreme a certain per-
formance index for the special set of parameters. Furthermore, there are many other
problems where sensitivity considerations are either useful or mandatory. Some
examples are the applications of gradient methods, adaptive and self-learning sys-
tems, the design of insensitive and suboptimal control systems, the determination of
allowed tolerance in the design of networks, the calculation of optimal input signals
for parameter identification, and analogy and digital simulation of dynamic systems.

3.2.2 Basic Definitions of Sensitivity

There are several ways to define quantities for the characterization of the parameter
sensitivity of a system. Here, some definitions are summarized. Let the behavior of
the system be characterized by a quantity C = ζ(α), called a system function, which is
a function of the parameter vector α = [α1 α2 … r]

T. Let the nominal parameter vector
be denoted by α0 = [α10 α20 … r0]

T and the nominal system function by C0 = ζ(α0).
Then, under certain continuity conditions, the following general definitions hold [6].
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Definition 3.2.2-1: Absolute Sensitivity Function

( )S S j r
j j

j

α α α
∂

∂ α
αC CC≡ = =| , ,

0 0 1 2for K (3.2)

The subscript α0 indicates that the partial derivative expressed by ∂ is taken at nomi-
nal parameter values.

Definition 3.2.2-2: Parameter-Induced Error of the System Function
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(3.3)

Definition 3.2.2-3: Maximum Error of the System Function
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The vertical bars in combination with a vector shall indicate that the absolute values
of the elements of the corresponding vector are to be taken.

Definition 3.2.2-4: Relative (Logarithmic) Sensitivity Function
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Note that lnC means the vector of the logarithms of the elements of C. Hence,
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where S
j

iC
α is the ith element of the absolute sensitivity function S α j

C
.

Definition 3.2.2-5: Relative Error of the System Function

The ith element of the relative error of the system function is defined as
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Definition 3.2.2-6: Maximum Relative Error of the System Function

The ith element is defined as
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3.3 Sensitivity of System Capacity with Respect to System Reliability in
CDMA Cellular Systems

For sensitivity analysis in CDMA systems, a capacity equation that has been driven
in many other papers [5, 7–10] can be used. Here, we adopt the result of [5], which
includes the effects of imperfect power control error and system reliability on the
system capacity whose main result is described in (3.1).

In order to consider the effect of system reliability on the numbers of users in the
all service groups simultaneously, equivalent telephone (or voice) capacity (ETC) is
specified as a capacity unit, which is defined as the equivalent number of telephone
(or voice) channels available in the reverse link [11]. Noting that ETC is the capacity
equivalent to the number of voice users, in our case, we have ETC as in (3.9) by
referring (3.1) and considering the normalized effective bandwidth of each service
group.

$C N NETC v
d

vi

K

d
i

i
≡ +

=

−

∑
γ

γ1

1

(3.9)

For sensitivity analysis, the relative sensitivity in (3.6) is here adopted among
various definitions because it provides a unitless measure over a wide range of
parameters, and further we set $CETC as a system function, C and β as parameter vec-

tors, with α to follow the notations of (3.6). Then, the sensitivity of ETC with
respect to the system reliability β% is written as

( )( )
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∂

∂ β
σ

β π β
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≡

= − −
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2 1 2

(3.10)

where the subscript of “o” denotes the normal value of each system parameter for
the system operation.

Note that the sensitivity of ETC with respect to the system reliability β% is
expressed in terms of system reliability and the standard deviation of the received
SIR. It means that the variation of the received SIR degrades the performance of the
system capacity and the degree of degradation depends on the system reliability.

Figure 3.1 depicts the sensitivity of ETC with respect to system reliability as a
function of the standard deviation of the received SIR and the system reliability.
Here, the IS-95-type CDMA system supporting voice and data services is considered
for a numerical example. The interference caused by other users is modeled as an
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additive white Gaussian noise. The amount of interference caused in other cells is
assumed to be 0.45 times the interference caused in the home cell. The spreading
bandwidth is 1.2288 MHz. The voice activity factor is 3/8. The adequate BER per-
formances of voice and data traffic are required BERv≤ 10–3((Eb/N0)vreq

= 7 dB) and
BERd ≤ 10–5((Eb/N0)dreq

= 10 dB), respectively. Figure 3.1 shows that system capacity
is very sensitive to system reliability. More specifically, sensitivity with respect to
system reliability on system capacity, especially between 95% and 99%—the range
in which we are interested—has a value ranging from 5 to 50 when σx = 2 dB, which
is relatively high compared with the sensitivity of parameters such as the required
Eb/N0, traffic activity factor, the processing gain, and frequency reuse factor, all of
which is near 1 [12]. Figure 3.1 also indicates that a greater variation of the received
SIR results in greater sensitivity of system reliability on the ETC. Hence, the limita-
tion of the ETC caused by the system reliability is more increased at the high varia-
tion of the received SIR.

Another important task is to estimate the magnitude of change in the system
capacity due to the disturbance of the system parameters. In sensitivity theory, it is
easy to calculate the change in the system behavior due to the given parameter varia-
tions when the sensitivity is known. If the system reliability is given as βo% and the
disturbance of the system reliability is ∆β%, then in our case the change of the sys-
tem capacity caused by the disturbance of the system reliability is given as

∆
∆$ $$

C S CETC

C

o

ETC
ETC

o
=

β

β

β
(3.11)
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Figure 3.1 Sensitivity with respect to system reliability on system capacity: (a) the standard devia-
tion of the received SIR = 0.5 dB, (b) the standard deviation of the received SIR = 1 dB, (c) the stan-
dard deviation of the received SIR = 1.5 dB, and (d) the standard deviation of the received SIR = 2 dB.



For example, 1% change of the system reliability (i.e., from 98% to 99%)
results in the capacity reduction of 2.2 when the system reliability and the standard
deviation are given as βo% = 98% and σxo

= 1 dB. In Figure 3.2, curve (c) shows the
capacity line degraded by a 1% change of system reliability while the normal value
of the system reliability varies between 90% and 99%. Note that the same variation
of the system reliability induces a higher change of the system capacity at the high
system reliability than at the low system reliability.

Furthermore, the effect of system reliability on system capacity caused by the
disturbance of the standard variation of the received SIR is also considered because
the limitation of system capacity by system reliability is related with the standard

deviation of the received SIR. It is given as ∆
∆$ $

$

C S CETC

C x

x
ETCx
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= σ
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σ
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0024 10 . Similarly, the 10% change of the stan-

dard deviation of the received SIR, ∆ x = 0.1 dB, results in $CETC = 0.3. In Figure 3.2,

curve (b) shows the change of ETC caused by the 10% change of the standard devia-
tion of the received SIR, as the normal value of system reliability varies between
90% and 99%. For certain normal values of system reliability, the 1% variation of
the system reliability from the normal value induces much higher change in the sys-
tem capacity than the 10% variation of the standard deviation of the received SIR.
This is because system capacity is more sensitive to system reliability than the varia-
tion of the received SIR.

The capacity from the viewpoint of the number of voice users has been consid-
ered so far. However, the definition of the capacity to consider the number of users
in the ith data group can be changed. Based on (3.1), it is also clear that one data

user in the ith data group is equivalent to Ki voice users where Ki
d

v

i≡
γ

γ
. Then, the
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new capacity with respect to the number of the ith data users, CED Ci
, can be

expressed as $ /C KETC i where the subscript EDiC means the equivalent data capacity

with respect to the ith data group. Using the sensitivity quotient rule, sensitivity
with respect to system reliability in the number of ith data users S

CEDi C

β
can be given

as S S
C KETC i

β β

$

− for all i where S
KK ii

β β

∂

∂ β
=

ln
ln

|
0

[6].

For practical values of system parameters, Ki does not change due to system reli-
ability, such that S

Ki

β
can be negligible. Furthermore, intuitively, the sensitivity of

the system capacity is a relation between the relative change of the system capacity

and the system reliability. Hence, S
CETC

β

$

and S
CEDi C

β
should have similar values. For

this reason, S
CETC

β

$

has been considered only as a practical measure of the sensitivity

of system reliability on system capacity.

3.4 Conclusion

As an example of sensitivity analysis in CDMA systems, in this chapter an accurate
and simple analytical close-form expression on the limitation of system capacity due
to system reliability is shown for the reverse link of multimedia CDMA systems. As
a result, the effect of system reliability on system capacity can be expressed in terms
of system reliability and the standard deviation of the received SIR. The effect of
system reliability on system capacity is proportional to the variation of the received
SIR. In a numerical example, sensitivity with respect to system reliability on system
capacity, especially in the range between 95% and 99%, has a value ranging from 5
to 50 when σx = 2 dB, which is relatively high compared with the sensitivity of
parameters such as the required Eb/N0, traffic activity factor, processing gain, and
frequency reuse factor, all of which have a value of about 1 [12]. Furthermore, an
estimated value of the magnitude of the change in system capacity due to the distur-
bance of system reliability and the standard deviation of the received SIR was
presented.
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C H A P T E R 4

Effect of Traffic Activity on System
Capacity

Drs. J. Yang and K. Kim

It is well known that CDMA systems are interference limited, which implies that the
multiaccess interference (MAI) is a key parameter that governs system performance
and capacity. Fading and the random activity of users are two fundamental ingredi-
ents of the MAI. In this chapter, we focus primarily on investigating the effect of
traffic activity on the capacity of CDMA systems, based on ON/OFF traffic models.

In CDMA systems, the interference can be suppressed by monitoring the traffic
activity of users, which corresponds to improving the system capacity because
CDMA systems are interference limited. The simplest way to take into account the
effect of traffic activity on system capacity is to consider the long-term average
interference, which simplifies the random characteristics of traffic activity into the
mean of traffic activity. A more practical way is to statistically consider the fluctua-
tion of interference due to the traffic activity by modeling the traffic activity as a
binomial random variable. In this chapter, the capacity of a CDMA system support-
ing multiclass services with ON/OFF activity is analyzed based on the latter way,
and the corresponding capacity is compared with the capacity analyzed the former
way. The influence of traffic activity on the system capacity is further investigated
under the same transmission rate and under the same average rate. According to the
traffic activity factor, the average rate changes under the same transmission rate,
while the transmission rate changes under the same average rate. From the investi-
gation under the same average rate, it is shown that the system capacities for users
with different traffic activities are different from each other, even though the aver-
age amount of information data to be transmitted in a certain time duration is same.

4.1 Introduction

As the capacity of a CDMA system is interference limited, any reduction of the
interference corresponds to improve the system capacity [1]. One technique to
reduce the interference is to operate the system in a DTX mode for traffic with
ON/OFF traffic activity [2].

Figure 4.1 shows an example of time-based ON/OFF trajectory of traffic activ-
ity. In the DTX, the transmission can be suppressed when there is no data to be sent
(i.e., the interference can be suppressed when the user is on an idle, or OFF, state).
The simplest way to consider the reduction of interference due to traffic activity in
capacity analysis is to consider the long-term average interference, where the
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random characteristics of traffic activity is assumed to be represented by the mean of
traffic activity, called the traffic activity factor [1, 3, 4]. For instance, the interference
was assumed to be averaged out and reduced by a factor of the reciprocal of the voice
traffic activity factor for a preliminary capacity analysis for a voice-only CDMA sys-
tem [1]. In [3, 4], the same assumption was used to analyze the capacity of a
voice/data CDMA system. However, because the probability that the interference
exceeds the average interference cannot be negligible, a more practical way is needed
to statistically consider the fluctuation of the interference due to the traffic activity.
Thus, in this chapter, we model the traffic activity as a binomial random variable [1,
5]. For convenience, we name the former and latter ways as the average interference
limited method (AILM) and the statistical interference limited method (SILM),
respectively. In [5], the capacity of one service was assumed to have a linear relation-
ship with that of the other service for a voice/data CDMA system, where the capacity
of each service was analyzed independently with the SILM. In this chapter, we more
precisely analyze the system capacity by considering different services together and
further extend this analysis to a CDMA system supporting multiclass services. The
capacity analyzed with the SILM is also compared to that analyzed with the AILM.

Because the investigation on the effect of traffic activity was originated in a
voice-only system with the same transmission rate, most studies have focused on
capacity improvement for several specific values of the traffic activity factor under
the same transmission rate [1, 6–8]. However, in the system supporting multiclass
services, each service group has different transmission rates, or different activity fac-
tors. Another investigation on the effect of traffic activity was performed for several
specific values of the activity factor under the same average rate [4]. Under the same
average rate, the transmission rate changes according to the traffic activity factor. In
this chapter, we investigate the overall dependency of system capacity on traffic
activity under the same transmission rate and under the same average rate.

This chapter is organized as follows: Following this introduction, the system
capacity is analyzed with the SILM and compared to the capacity analyzed with the
AILM with respect to the outage probability in Section 4.3. In Section 4.4, the
dependency of system capacity on traffic activity is investigated under the same
transmission rate and under the same average rate, and the capacities analyzed with
the AILM and the SILM are compared with each other with respect to the traffic
activity. Finally, concluding remarks are made in Section 4.5.

4.2 Traffic Modeling

Although traffic characteristics of cellular networks are hard to predict, a
number of voice and data models are reported as ON/OFF source models [9, 10] (see
Figure 4.2).
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Regarding voice source traffic modeling, it is well known that the process of a
voice call transitioning an ON state to an OFF state can be modeled as a two-state
Markov chain [9]. The state transition diagram shown in Figure 4.2 depicts how the
state transition occurs in such a way that the amount of time spent in each state is
exponentially distributed and, given the present state of source traffic, the future is
independent of the past. If we assume that the OFF and ON rate from ON to OFF is

, and from OFF to ON is λ, then the ON period endures for a random time with
exponential distribution of parameter λ and then jumps to a silence state with an
exponential distribution of parameter , and further the average length of the ON
and OFF periods is 1/ and 1/λ, respectively. When a source is ON, it generates
packets with a constant interarrival time. When the source OFF, it does not generate
any cells.

From the ON/OFF model, the voice activity factor defined as the probability
that the state is ON, α, also can be calculated from the balance equations where in
this case the activity factor is given as
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[ ] [ ]
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µ λ
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+

=
+

=

E ON duration

E ON duration E OFF duration

1
1 1

/
/ / λ µ+
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Acceptable values for 1/ and 1/ for voice calls, the mean ON and OFF times,
are 0.35 and 0.65 seconds, respectively. This results in a voice activity factor α of
approximately 0.4 [11].

For data traffic such as Web traffic, it has been shown that the probability of
large file sizes is not negligible and that the ON duration is effectively characterized
by heavy-tailed models. The OFF duration is determined by the user’s think time,
which is also modeled as heavy tailed [12]. A random variable X can be said to have
a heavy-tailed distribution if its complementary cumulative distribution function
(CDF) has

{ }P X x xr > −~ σ (4.2)

as x → ∞ where 0 < σ < 2. Roughly speaking, the asymptotic shape of the distribu-
tion follows a power law, in contrast to exponential decay. Heavy-tailed distribu-
tion, by definition, implies that a large portion of the probability mass moves to the
tail of distribution as σ decreases.
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One of the simplest heavy-tailed distributions is the Pareto distribution, which is
power law over its entire range. Along this line, we can assume that the data traffic
of each user can be an ON/OFF process where both ON and OFF periods are Pareto
distributed such that

{ } ( )P X x k xr > = /
σ

(4.3)

where the positive constant k denotes the smallest possible value of the random vari-
able X. Several parameters in ON and OFF processes of real data traffic, for exam-
ple, are specified in [13]:

• kmin,on: This is the minimal ON duration, which is determined by the minimum
file size and transmission rate. When the minimal file size for Web traffic is
about 2k bytes, and CDMA systems provide an average service of about 100
Kbps for each user, then kmin,on is about 0.2 second for each burst transmission.

• kmin,off: This is the minimal OFF duration, which is mainly determined by the
user’s think time. It varies from about 1 second to 30 seconds. It is reasonable
to choose kmin,off as 2 seconds.

• σon: This is determined by the slope of file size distribution, and its typical value
is 1.3.

• σoff: This is determined by the slope of think time distribution, and its typical
value is 1.5.

Similarly to the case of voice traffic, the activity factor of data traffic α, defined
as the probability that the state is ON, can be given as

[ ]
[ ] [ ]

α =
+

E ON duration

E ON duration E OFF duration
(4.4)

4.3 Outage Probability and System Capacity

In CDMA systems, although there is no hard limit on the number of concurrent
users, there is a practical limit to control the interference between users having the
same pilot signal; otherwise, the system can fall into the outage state where QoS
requirements cannot be guaranteed. In order to analyze the system capacity of a
CDMA system supporting multiclass services in terms of the number of concurrent
users with the SILM, and to further investigate the effect of traffic activity on the
capacity, the following assumptions are taken:

1. Reverse link is considered.
2. There is perfect power control.
3. Background noise can be neglected.
4. There are N distinct service classes in the system. Each class is characterized

by its own QoS requirements composed of the transmission rate and the
required bit energy-to-interference power spectral density ratio. Users in the
same class have the same QoS requirements.
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5. Each user has an ON/OFF traffic activity represented by a binomial random
variable such as

φ
α

α
=

−




1

0 1

,

,

with probability

with probability
(4.5)

where α corresponds to the mean of traffic activity, or the traffic activity
factor, which can be calculated based on (4.1) and (4.4) in the case of voice
and data, respectively. The traffic activity variables of users in the same class
are assumed to be independent and identically distributed (IID), and those of
users in different classes are also assumed to be independent.

6. Users transmit information data at a transmission rate in active (ON) state
and stop transmitting information data in idle (OFF) state.

When all concurrent users are in active state or the activity factors of the users
are equal to one, the number of concurrent users that can be accommodated by the
system under nonoutage condition while the QoS requirements of all users are satis-
fied is limited as [3]

γ n n
n

N

l ≤
=

∑ 1
1

(4.6)

where n is the index for service class, ln is the number of active users in the service
class n, and
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W is the allocated frequency bandwidth, Rn is the transmission rate of active users,
and (Eb/I0)n is the required bit energy-to-interference power spectral density ratio of
users in the service class n. In the system supporting N distinct services, the number
of active users is defined as a vector, (l1, l2, …, lN) where ln is an integer for n = 1, 2,
…, N. Equation (4.6) specifies a capacity plane confining the number of possible
active users in the N dimensional space, where it is noteworthy that the capacity per
service changes linearly with respect to the capacity variation of the other services.
All points (l1, l2, · · · , lN) under the capacity plane represent acceptable numbers of
active users in the system. Total system resources and the resources used by one
active user in the service class n correspond to 1 and γn, respectively, and γn has dif-
ferent values according to the QoS requirements of the class. Equation (4.6) means
that the resources used by active users should not exceed total system resources.

4.3.1 AILM

With the traffic activity of users, the number of concurrent users in CDMA systems
is confined not generally by the bound for active users in (4.6) but by a looser
bound for capacity improvement due to traffic activity. In the AILM, it is assumed
that the interference from concurrent users is reduced by the mean of traffic activity
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(i.e., the random characteristics of traffic activity are simply considered as the mean
of traffic activity). By using the assumption, the capacity bound in (4.6) can be
modified to [3, 4]

γ n n
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1
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where kn is the number of concurrent users in the service class n, and
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Comparing (4.7) with (4.9), it is observed that the instantaneous rate φ ⋅ R in
the AILM is assumed to be averaged out such that its average term, α ⋅R is only con-
sidered in the capacity analysis, as in Figure 4.3. For the case of AILM, the instanta-
neous amount of resources used by one user in the system becomes deterministic,
and (4.8) becomes a deterministic bound on the number of concurrent users.

4.3.2 SILM

In the SILM, traffic activity is modeled as a binomial random variable to consider
capacity influence of traffic activity property. When modeling the activity of concur-
rent users as binomial random variables, the number of active users ln in (4.6)
becomes a random variable as follows.

( )l n n i
i

kn

=
=
∑ φ

1

(4.10)

where kn is the number of concurrent users in the service class n and φn(i) is a binomial
random variable with P{φn(i) = 1} = αn representing the traffic activity of the user i in
the service class n.

If the number of active users out of concurrent users becomes larger than the
bound in (4.6), the outage occurs and QoS requirements of users are not guaranteed.
The outage probability can be expressed as
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With the assumption that the traffic activity variables of users in the same class
are IID, and the traffic activity variables of users in different classes are independ-
ent, (4.11) can be modified to
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where l denotes the number of active users, (l1, l2, …, lN), and Pkn
(ln) represents the

probability that the ln users out of kn concurrent users are in active state:
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In (4.12), the Ω represents the set of number of active users in which the outage
does not occur, and it can be expressed as

{ }Ω = ⋅ ≤l l T: γ 1 (4.14)

where γ = (γ1, γ2, …, γN).
For example, let’s consider a system supporting two service classes: the service

class 1 is for voice service, and the service 2 is for data service. Under the spreading
bandwidth W = 1.25 MHz and the given transmission rate and required bit energy-
to-interference power spectral density ratio in Figure 4.4, the solid line represents
the bound on the number of active users under the nonoutage condition.

The set of the number of active users under the bound corresponds to Ω. If the
number of active users in the system exceeds the bound, then the outage occurs. For
the case that there are 10 and 9 concurrent users in the voice and data service
classes, respectively, the number of active users can vary within the rectangular
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area, and the shadowed area corresponds to the set of the number of active users in
which the outage occurs. Then, the outage probability is the sum of the probabilities
of all numbers in the shadowed area.

The system capacity is determined under the condition that the outage probabil-
ity does not exceed the required threshold [1, 5]. The capacity bound on the number
of concurrent users can be expressed as

( )P l Pk n
n=

N

l
n req

1
0∏∑ 







≤

∉ Ω

(4.15)

where P0req
is the required outage probability.

Figure 4.5 shows capacity bounds on the number of concurrent users for differ-
ent values of the required outage probability, where the traffic activity factors for
service class 1 and 2 are given as 3/8 and 1/8, respectively. The lower capacity line
represents the bound on the number of active users under the nonoutage condition.
It also corresponds to the bound on the number of concurrent users under the
nonoutage condition because the number of active users can exceed the bound when
the number of concurrent users is out of the bound. In Figure 4.5, it is observed that
more capacity improvement can be achieved by allowing the outage constraint to be
looser. It means that the capacity improvement from the traffic activity is achieved
at the expense of the outage probability. By allowing a 1% outage probability, the
maximum number of concurrent voice users becomes about twice from 26 to 49,
and the maximum number of concurrent data users becomes about three and a half
times from 7 to 25. About twofold capacity improvement from voice traffic activity
is the same as the result in [1] with the 1% outage probability.

4.3.3 Comparison of AILM and SILM

In the AILM, it is assumed that the traffic activity can be simply considered by the
mean value of traffic activity, which implies that the transmission of users is
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regarded as the average rate. From the assumption, interference from concurrent
users is reduced by a factor of the mean of traffic activity. However, the outage
could occur when the instantaneous interference from concurrent users exceeds the
average interference. Because the probability that the instantaneous interference
from concurrent users is above the average interference cannot be negligible, the
SILM where the traffic activity is modeled as a binomial random variable is a more
realistic way to analyze the capacity.

Figure 4.6 shows capacity bounds on the number of concurrent users analyzed
with the AILM and the SILM, respectively. The solid line represents the capacity
bound with the AILM, and the dotted lines represent the capacity bounds with the
SILM for different values of the required outage probability. Comparing the capac-
ity bounds with the AILM and those with the SILM, it is observed that the bound
with the AILM places between the bounds with the SILM for 30% and 50% of the
required outage probability. It means that the probability that the instantaneous
interference from concurrent users exceeds the average interference is about
30–50%. Although the capacity is analyzed under the nonoutage condition with the
AILM, 30–50% of the outages are actually due to the simplified assumption on the
traffic activity in capacity analysis. The capacity analyzed with the AILM can be
said to be more optimistic. Consequently, if the system is operated with the capacity
bound analyzed with AILM, then the outages could occur very frequently. Another
comparison in terms of the traffic activity will be discussed in the next section.

4.4 Effect of Traffic Activity on System Capacity

In this section, we investigate the effect of traffic activity on system capacity from
two points of view. One viewpoint is to analyze the effect of traffic activity under
the same transmission rate, and the other is to analyze the effect of traffic activity
under the same average rate.
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4.4.1 Analysis Under the Same Transmission Rate

Under the same transmission rate, the average rate is proportional to the activity fac-
tor, as shown in Figure 4.7(a). In this case, the average amount of data to be trans-
mitted increases as the activity factor gets increased such that it can be easily
expected that the system capacity increases as the activity factor becomes smaller.

A good example of this approach is the capacity improvement with the help of
voice activity detection in the CDMA systems supporting voice.

Figure 4.8 shows the maximum number of concurrent users according to the
traffic activity factor for the system supporting a single service class with 9.6 Kbps of
the transmission rate. In both the AILM and the SILM, it is observed that the maxi-
mum number of concurrent users exponentially increases as the traffic activity fac-
tor decreases. In the case of AILM, as the interference generated by concurrent users
is assumed to be reduced by a factor of the mean of the traffic activity, the capacity
improvement is inversely proportional to about α. In particular, the capacity
improvement is about 8/3 from 26 to 70 for the voice traffic with α = 3/8. However,
the net improvement in capacity due to the traffic activity might be smaller than 1/α
due to the randomness of traffic activity. Subsequently, we can observe that in the
case of SILM with a 1% outage probability, the capacity improvement from voice
traffic activity is about 2 from 26 to 49.

For a system supporting multiclass services, we consider two service classes:
voice and data. Figure 4.9 shows the capacity bounds on the number of concurrent
voice and data users, which is analyzed with the SILM for different traffic activity
factors of data users under the same transmission rate. As the traffic activity factor
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of data users decreases, more voice and data users can be accommodated by the sys-
tem as with the single service case.

4.4.2 Analysis Under the Same Average Rate

Under the same average rate, the transmission rate changes according to the activity
factor, as shown in Figure 4.7(b). The effect of traffic activity on the system capacity
under the same average rate is not easily expected because the average amount of
information data to be transmitted is the same, regardless of the activity factor.
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Figure 4.10 shows the maximum number of concurrent users according to the
activity factor for the system supporting a single service class with 3.6 Kbps of the
average rate. In the case of the AILM, it is observed that the maximum number of
concurrent users is not dependent on the traffic activity factor. It is mainly because
the traffics in the AILM have the same average rate and the required bit energy-to-
interference power spectral density ratio are treated as the same traffic, regardless of
the random characteristics of traffic activity. On the other hand, in the case of the
SILM, it is observed that the maximum number of concurrent users tends to increase
as the traffic activity factor becomes larger. The partial decrease in the maximum
number of concurrent users is caused by the fact that the number of users should be
an integer. For the system supporting a single service class, the outage probability in
(4.11) becomes
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where  x represents the largest integer that is smaller than or equal to x. As the traf-
fic activity factor α becomes larger, 1/ linearly increases, but  1 / γ does not change
abruptly to the next integer. Until  1 / γ increases to the next integer, the increment
of α influences only the random variable l representing the number of active users
and increases the outage probability for a certain number of concurrent users, which
eventually results in the partial decrease in the maximum number of concurrent
users. However, it is noteworthy that the overall effect of the traffic activity under
the same average rate results in increased capacity as the traffic activity factor
increases. The capacity increment stems from the fact that as the activity factor gets
larger under the same average rate, the variance of the interference generated by a
certain number of concurrent users decreases, although the average interference is
almost the same, which eventually results in a decreased outage probability. In this
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case, the system can support about 32 users and 70 users for data traffics with α ≈
0.1 and 1, respectively, while supporting about 50 users for voice traffic with α ≈
3/8. With the observation of the overall effect of traffic activity on the capacity, it
can be said that users with smaller activity factors require more system resources in
the case of the same average. From Figure 4.10, it can also be observed that the
capacity analyzed with the AILM is the same as that analyzed with the SILM when
α = 1. It means that the capacity analyzed with AILM corresponds to the upper
bound for users with the same average rate.

For a system supporting multiclass services, we consider voice and data service
classes. Figure 4.11 shows the capacity bounds on the number of concurrent voice
and data users that are analyzed with the SILM for different traffic activity factors
of data users under the same average rate. As the traffic activity factor of data users
increases under the same average rate, more voice and data users can be accommo-
dated in the system. The capacity bound analyzed with the SILM when αd = 1.0 in
Figure 4.11 is equivalent to the capacity bound analyzed based on the AILM.

Figure 4.12 shows the capacity bounds on the number of concurrent voice and
data users for different transmission rates of data users when the traffic activity fac-
tor of data users is fixed to 1/8. As expected, the capacity bound decreases as the
transmission rate of data users gets larger for a fixed traffic activity factor.

By comparing the capacity bounds analyzed with the AILM with those with the
SILM, we can observe that the capacity bound based on the SILM gets closer to the
capacity bound based on the AILM as the activity factors of both voice and data
users increase under the same average rate.

4.5 Conclusions

In this chapter, the capacity of a CDMA system supporting multiclass services with
ON/OFF traffic activity has been investigated by modeling the traffic activity as a
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binomial random variable, a method called the SILM. The corresponding capacity
according to the outage probability shows that the capacity improvement due to the
traffic activity is achieved at the cost of the outage. It is also observed that tens of
percent of outage could occur practically if system capacity is analyzed by simplify-
ing the traffic activity just as its mean value, a method known as the AILM. The
effect of traffic activity on the system capacity under the same transmission rate and
under the same average rate has also been investigated. As the traffic activity factor
gets larger, the system capacity increases under the same average rate, while it
decreases under the same transmission rate. In the case of the same average rate, it is
also observed that users with smaller traffic activity factors make use of more system
resources, although the users transmit the same amount of information data in a cer-
tain duration. The capacity analyzed by the AILM is able to represent the trend of
capacity variation according to the traffic activity factor under the same transmis-
sion rate. However, the AILM is unable to represent the trend of capacity variation
under the same average rate, and the capacity analyzed by the AILM corresponds to
the upper bound of the capacity for the traffic with the same average rate.
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C H A P T E R 5

A Dynamic Resource Allocation Scheme
to Efficiently Utilize System Capacity

With today’s growing demands for multimedia services and high degree of user
mobility, RRM plays a important role in future CDMA systems to efficiently utilize
limited radio resources and to provide more mobile users with guaranteed QoS any-
where at any time.

Further, the performance of a system with given physical resource (e.g., given
bandwidth of radio spectrum) heavily depends on RRM scheme. Even though the
effectiveness and efficiency of the RRM are affected by system characteristics at the
physical, link, and network layers, the major objective of RRM is to enhance the
capacity (i.e., the maximum number of users or the throughput that can be sup-
ported in a given band for a given QoS).

Major radio resource management schemes can be divided into CAC and
resource allocation for ongoing calls [1–3].

1. CAC involves the control of both new calls and handoff calls. A new call is a
call that originates within a cell and that requests access to the cellular
system. A handoff call is a call that originated in one cell but requires and
requests resources in another cell. At the network layer, CAC can decide
whether a new or handoff connection should be admitted into the system.
Admitting more connections than the capacity of lower layers can handle
will result in network congestion and the inability to guarantee QoS
performance. On the other hand, admitting fewer connections than the
capacity of lower layers will underutilize the system resources.

2. Resource allocation for ongoing calls is the distribution of the radio
resources among existing users so that the system objective function (e.g.,
the throughput) can be maximized while maintaining the target QoS (e.g.,
good voice quality). Power distribution and rate allocation are the basis to
achieve this objective in CDMA systems, where system resources are shared
by all active users.

The RRM in a voice-centric cellular system is relatively simple. A voice call is
admitted if there are any free channels, and speech quality is maintained by preserv-
ing a predetermined SIR through power control and handoff. However, emerging
next generation cellular systems aim to service both voice users and data users. The
RRM in such systems is complex and must be designed carefully.

This book addresses RRM in CDMA systems supporting multiclass services
from two perspectives. First, this chapter describes a resource allocation scheme
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with which we can find the optimum set of data rates for concurrent users and fur-
ther maximize the system throughput while satisfying the minimum QoS require-
ments of each user for ongoing connected calls. Second, Chapter 6 presents a CAC
scheme for CDMA systems supporting voice and data services to accommodate
more traffic load in the system, where some system resources are reserved exclu-
sively for handoff calls to have higher priority over new calls, and additionally queu-
ing is allowed for both new and handoff data traffic not sensitive to delay.

5.1 Introduction

Because wireless systems have limited system resources, and multimedia services
have various QoS requirements, the system resources must be carefully managed to
achieve high efficiency. In order to fully utilize the system resources of multimedia
CDMA systems, we should identify the system capacity, which can be evaluated in
terms of the number of concurrent users with various kinds of traffic [4, 5].

In most cases, the system is not fully loaded, and some extra remaining resources
exist. For the efficient use of system resources, resource allocation methods should
be properly designed to allocate remaining resources to current users in the system
for better performance. In the case of CDMA systems, such remaining system
resources can correspond to the power or data rate because the capacity of CDMA
systems is interference limited. As a study to utilize remaining resources efficiently in
CDMA systems, Ramakrishna et al. proposed an efficient resource allocation
scheme with the objective of maximizing the throughput for dual traffic case: CBR
traffic and VBR traffic [6]. It is also shown that the throughput can be improved by
allocating the remaining resources to a limited number of VBR users rather than all
VBR users, and eventually it can be maximized when the remaining resources are
allocated to one VBR user. However, Ramakrishna et al. considered only the case
where there are only single VBR and CBR service groups, where users in one group
have the same QoS requirements. In multimedia environments, multiple VBR and
CBR groups should be considered in the resource management of CDMA systems.
In this chapter, as an expended work of [6], we consider multiple service groups of
CBR and VBR traffic in order to include more generalized cases where users in each
VBR service group demands different BERs and minimum transmission rate require-
ments while users in each CBR service group requires distinct BERs and constant
transmission rates. Further, we present a dynamic resource allocation scheme with
which we can maximize system throughput while satisfying QoS requirements of all
VBR and CBR users.

This chapter is organized as follows: In Section 5.2, we review the capacity of
multimedia CDMA systems under the system model being considered in order to
quantify system resources. In Section 5.3, the system throughput is defined, and the
throughput maximization problem is addressed and formulated. With the observa-
tions of the previous section, in Section 5.4 we propose the dynamic resource alloca-
tion scheme that maximizes the system throughput while satisfying all QoS
requirements of users. In Section 5.5, we present some case studies for the operation
of the proposed scheme. Finally, we draw some conclusions in Section 5.6.
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5.2 System Capacity and Remaining Resources

We consider the reverse link of a CDMA system under perfect power control
assumption. For various services in the system, it is assumed that there are M CBR
service groups and N VBR service groups. Users in one group have the same QoS
requirements. The QoS requirements of a CBR service group are composed of a
BER and a constant transmission rate, while those of a VBR service group are com-
posed of a BER and a minimum transmission rate. It is also assumed that the BER
requirement can be mapped into an equivalent Eb/I0 requirement.

In order to satisfy the QoS requirements for all concurrent users, the capacity of
the CDMA system is limited as [5]
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kci
and kv j

denote the number of users in the ith CBR service group (i = 1, …, M)
and the jth VBR service group (j = 1, …, N), respectively. W is the spreading band-
width. qci

and qvj
are the required bit energy-to-interference spectral density ratio of

the ith CBR service group and the jth VBR group, respectively. Rci
and Rvj

are the
transmission rate of the ith CBR service group and jth VBR service group, respec-
tively. Rci

is a constant rate while Rvj
is a variable rate and should be greater than the

required minimum transmission rate.
If Rvj,min

is defined as the required minimum transmission rate, and aj of the jth
VBR group is defined as a rate factor to control the transmission rate of the jth VBR
group, then the transmission rate, Rvj

can be expressed as

R a Rv j vj j
=

,min
(5.3)

where aj ≥ 1. In (5.1), γci
and γvj

correspond to the amount of system resources used
by one user in the ith CBR group and that used by one user in the jth VBR group,
respectively. Equation (5.1) means that the system resources used by concurrent
users should not exceed total system resources.

The system capacity in (5.1) can be regarded as a bound confining the number
of supportable concurrent users. In order to reach the maximum bound of the
number of supportable concurrent users, the resources being utilized by a user
should be the minimum amount that is needed to satisfy QoS requirements. It can be
simply achieved by setting the rate factor, aj 1 for all VBR groups because CBR
groups use a fixed resource. The bound on the number of concurrent users is a
hyperplane in (M + N) dimensional space. All points (kc1

, kc2
, …, kcM

, kv1
, kv2

, …, kvN
)

under the hyperplane represent the possible number of users.
In most cases, the system is not always fully loaded, which implies that there

may exist some remaining resources from time to time. Subsequently, efficient
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resource allocation schemes are needed to readjust system resource and further to
utilize the remaining resources more efficiently. The remaining resources can be
defined as

Γ = − −
==
∑∑C k kc c v v
j

N

i

M

i i j j
γ γ

,min

11

(5.4)

where C represents total amount of system resources, and its maximum value is 1,
and γvj,min

is given as γvj
when aj = 1 for j = 1, …, N. Under the multiple cell environ-

ment, we can consider the effect of intercell interference on the remaining resources
by adjusting the value of C.

5.3 Service Rates for Throughput Maximization

One way to efficiently utilize the remaining resources is to allocate the remaining
resources to VBR users for the improvement of the throughput. Intuitively, we can
increase the transmission rate of VBR users until the remaining resources are
exhausted. However, it is a remaining question how to allocate the remaining
resources to multiple VBR users. Before approaching the problem, we must consider
the relation between the transmission rate and the allocated resources.

Figure 5.1 shows the first derivative of the transmission rate with respect to the

allocated resources,
∂

∂ γ

R
for different values of required Eb/I0, q, which is expressed as

follows:
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It is noteworthy that the transmission rate R exponentially increases as the allo-
cated resources r increases, and the increment rate of R gets larger as the required
Eb/I0, q decreases. The transmission rate does not have a linear relation with the
allocated resources. Therefore, it can be expected that the achievable throughput
depends on the way of allocating the remaining resources to VBR users.

Figure 5.2 shows an example of system resource status with three service
groups. In the figure, three shadowed areas show the resources being utilized by
users in one CBR service group and two VBR service groups, respectively, where the
resource utilized by one user is the minimum amount needed to satisfy QoS require-
ments. The blank area represents the remaining resources of the system, and it can
be allocated to VBR users in several ways.

Figure 5.3 illustrates an example of allocating the remaining resources to users.
Figure 5.3(a) shows the impartial allocation of the remaining resources to all VBR
users in the system, while Figure 5.3(b, c) represents the allocation of the remaining
resources to users in only a certain VBR service group. The throughput, which can
be obtained from each allocation in Figure 5.3(a–c), could be different from one
another due to the nonlinear relation between the transmission rate and the allo-
cated resources.

In order to maximize the throughput by allocating remaining resources to mul-
tiple VBR users properly, we need to find the optimum transmission rate set for
VBR service groups, which corresponds to the optimum resource allocation. Noting
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Figure 5.2 System resource status for three service groups: one is a CBR group, and the others are
VBR groups.



that the transmission rate of VBR service groups is represented by the rate factor, the
throughput maximization problem can be formulated as follows:

Find the optimum set (a1, a2, …, aN)opt that maximizes the throughput T,

T R k a R kc c j v v
j

N

i

M

i i j j
= +

==
∑∑ ,min

11

(5.6)

subject to

γ γc c v v
j

N

i

M

i i j j
k k C+ ≤

==
∑∑

11

(5.7)

a jj ≥1 for all (5.8)

Here we have set C = 1 by ignoring the effect of intercell interference on the
system.

Under the constraint in (5.7) on the rate factors, it can be shown that the shape
of T in (5.6) has a convex form as a function of the rate factors, which can be easily
proved by taking the second derivative of T with respect to the rate factor, al as
follows:
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where Qvl = Rvl,min
qvl

. Noting that kvN
≥ 1 and all other terms in (5.9) have a positive

value, we know ∂ ∂2 2 0T a j/ > for all j. As the constraint in (5.7) confines a feasible
region of aj, aj has a value between 1 and a j

vertex , where a j
vertex is limited by (5.7) and

further occurs when ai = 1 for all i ≠ j. As T takes a part of the convex shape as
shown in (5.9), then the maximum of T occurs at either aj = 1 or aj = a j

vertex . Noting
that T has minimum value when aj = 1 for all j, although this is obviously much
smaller throughput in the sense that γ γc c v vj

N

i

M

i i j j
k k C+ <

== ∑∑ ,min11
, we can get

the maximum throughput at aj = a j
vertex . It is also noteworthy that the aj = a j

vertex was
derived from (5.7) and aj = a j

vertex means that ai = 1 for all i ≠ j. So, we need to test
only vertices points to find the maximum throughput.

To visualize these facts, we consider a system with four service groups com-
posed of one CBR group and three VBR groups with distinct QoS requirements.
More specific parameters are summarized in Table 5.1. Figure 5.4 shows the rela-
tion between the rate factors based on (5.7) and (5.8) when system resources are
fully utilized (i.e., C = 1). All points (a1, a2, a3) on the surface represent the set of pos-
sible rate factors to improve the throughput by using the remaining resources. Fig-
ure 5.5 shows the corresponding throughput T according to the set of rate factors of
Figure 5.4, where we omit a3 because a3 is determined by a1 and a2. As previously
pointed out, Figure 5.5 shows that T takes a convex shape and Tmax is obtained at
one of the vertices. In this case, the optimum rate factor set $aopt is (5.033, 1, 1) with
which the throughout T is maximized to 280 Kbps.

5.4 The Proposed Resource Allocation Scheme

From the fact that the maximum throughput Tmax can be obtained at one of the verti-
ces, we can reduce the infinite number of the rate factor sets to N candidate sets.
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Table 5.1 Parameters of a CDMA System for One CBR Service Group and Three VBR Service Groups
Parameters Symbol Value

Bandwidth W 1.25 MHz
Constant transmission rate for CBR group Rc 9.6 Kbps
Minimum transmission rate for the jth VBR service group Rvj,min

9.6, 4.8, 2.4 Kbps for j = 1, 2, 3
Required bit energy-to-interference spectral density ratio
for CBR group

qc 5

Required bit energy-to-interference spectral density ratio
for the jth VBR service group

qvj
5, 7, 10 for j = 1, 2, 3

Number of concurrent users in CBR service group kc 2
Number of concurrent users in the jth VBR service group kvj

5, 3, 2 for j = 1, 2, 3



Further, the optimum transmission rate set for the system with M CBR groups and
N VBR groups can be found through the following general procedure:
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• Step 1: Calculate N candidate rate factor sets.
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where the element of matrix A, Ak (for k = 1, …, N) is calculated with follow-
ing equation.

A k kk c c
i

M

v v
j
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j k

A j k

i i j j
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= = =
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In the matrix A, the nth row vector corresponds to the nth candidate rate
factor set.

• Step 2: Calculate the throughput for VBR groups generated by N candidate
rate factors.

T A Rv v= ⋅
min

(5.12)

where [ ]T T T Tv
t

v v v N
=

1 2
, , ..., and [ ]R R R Rv

t
v v v Nmin ,min ,min ,min

, , ...,=
1 2

• Step 3: Select the rate factor set generating the maximum throughput.

[ ]A Al l= 1 1 1 1, ..., , , , ..., (5.13)

where

{ }l T j N
j j= =arg max , , ...,for 1 (5.14)

• Step 4: Determine the transmission rate set for N VBR groups.

R A Rv l v= ⋅ min (5.15)

where [ ]R R R Rv
t

v v v N
=

1 2
, , ..., .

In the proposed procedure, the main objective is to select VBR service groups to
have nontrivial transmission rates. It can be simplified by considering the amount of
throughput increments for each VBR service group. By allocating the remaining
resources to the jth VBR service group, we obtain corresponding throughput incre-
ments as follows:
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Noting that the constant term W ⋅ Γ in (5.16) is of no consequence in selecting
the group and it can be ignored, we can simplify the group selection as follows:

Select the service group $j which satisfies

( )$ arg min
,min ,min

j q
kj v v

v

vj j

j

j
= − −











 −








1 1γ γ

Γ




(5.17)

With this simplified group selection rule, we propose a simple scheme dynami-
cally allocating the remaining resources according to the change of the number of
concurrent users. Figure 5.6 shows the overall flow chart of the proposed dynamic
resource allocation scheme. In this scheme, the remaining resources are reallocated
when a new call is accepted or a call is completed. When a new call attempt is gener-
ated, it is determined whether the call is accepted or blocked by comparing the mini-
mum resources required by the user with the remaining resources. If the call is
blocked, the reallocation of the remaining resources is not needed because there is
no change in the system status. When a call is accepted or completed, the user
number set and the remaining resources are updated.

5.5 Group Selection According to the Parameters of VBR Service
Groups

In this section, we investigate the trends of group selection of the proposed resource
allocation scheme in a system supporting two VBR service groups and the corre-
sponding throughput variations according to the change of the parameters of VBR
service groups, such as kv, Rvmin

, and qv. VBR service groups are assumed to be dis-
tinct from each other in the sense of the parameters kv, Rvmin

, and qv.
Figure 5.7 shows the group selection and the contour of corresponding through-

put according to the difference in the number of concurrent users, kv. In this case, the
same values of Rvmin

and qv are used for both service groups in order to investigate the
group selection trends according to kv. The capacity bound in the figure confines the
number of concurrent users that can be supportable in the system.
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From Figure 5.7, it is observed that the group with smaller number of concur-
rent users is selected. For example, if there are eight users in service group 1 and two
users in service group 2 in the system, then eight users in service group 1 will get the
minimum transmission rate and the remaining resources will be fully allocated to
two users in the service group 2 to maximize the system throughput. Figure 5.7 also
shows that the smaller the number of concurrent users in the system, the more
throughput is achieved. Further, we know that the more uneven the number of con-
current users in the service group, the more throughput is obtained, which is the
same result as in [6].

Figure 5.8 shows the group selection and the contour of corresponding through-
put according to the difference in the required minimum transmission rate, Rv min

. In
this case, the same values of kv and qv are set for both service groups in order to
observe group selection trends according to Rvmin

. The capacity bound in the figure
confines the maximum value of Rvmin

that can be allowable in the system with given
kv and qv. From Figure 5.8, it is observed that the service group with the larger value
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Figure 5.6 The proposed dynamic resource allocation scheme.



of Rv min
is selected; further, as the value of Rv min

get smaller, we can get more through-
put. However, the minimum transmission rate of one group does not have an influ-
ence on the throughput in the selection region of the group for the fixed minimum
transmission rate of the other group. The reason it has no influence is that the incre-
ment of the rate factor by using the remaining resources is equivalent to the incre-
ment of the minimum transmission rate. Therefore, the transmission rate supported
by the system for one group is the same as another, irrespective of the minimum
transmission rate in the selection region of the group.

Figure 5.9 shows the group selection and the contour of corresponding through-
put according to the difference in the required bit energy-to-interference spectral
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density ratio, qv. In this case, the same values of kv and Rv min
are used for both service

groups in order to observe group selection trends according to qv.
The capacity bound in the figure confines the value of Eb/I0 that can be allow-

able in the system. From Figure 5.9, it is observed that the group with the smaller
value of Eb/I0 is selected. Further, we know that as the required Eb/I0 gets smaller,
more throughput is achieved.

The trend of group selection of the resource allocation scheme is summarized in
Table 5.2. The resource allocation scheme tends to select a group with a smaller
number of concurrent users, a larger minimum transmission rate, and smaller
required Eb/I0 when allocating the remaining resources. For smaller kv, more
resources can be allocated to each user by using a certain amount of remaining
resources. As Rv min

becomes larger, users utilize more resources. The selection of a
group with smaller kv and larger Rvmin

is reasonable, as Rv exponentially increases as
more resources are allocated, as observed in the previous section. The selection of a
group with smaller qv is also rational, because the increment rate of R becomes
larger as q decreases.

5.6 Conclusions

In this chapter, a dynamic resource allocation scheme is proposed to maximize the
throughput for multimedia CDMA systems. Because the throughput takes a convex
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Table 5.2 Group Selection of the Resource Allocation Scheme
for Maximizing the Throughput
Comparison Parameters The ith Group Selected

Number of concurrent users, kv kvi
kvj

Minimum transmission rate, Rvmin
Rvi,min

Rvj,min
Required Eb/I0, qv qvi

qvj



shape as a function of data rates, more precisely rate factors, the maximum through-
put is obtained at one of the cases where the remaining resources are fully allocated
to a certain VBR group. This fact reduces the infinite number of possible data rate
sets to N possible candidate data rate sets, where N is the number of VBR groups,
and makes it feasible to present a simple resource allocation scheme. The proposed
allocation scheme provides more average throughput than a scheme allocating the
remaining resources to all or several VBR groups and also requires smaller amount
of calculation. Thus, this work can be utilized as a method to efficiently utilize the
limited system resources.
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C H A P T E R 6

Voice/Data Mixed CDMA Systems with
Prioritized Services

To tackle the RRM issue in CDMA systems supporting multiclass traffic, in this
chapter we propose a CAC scheme for CDMA systems supporting voice and data
services and analyze the Erlang capacity under the proposed CAC scheme. Service
groups are classified by their QoS requirements, such as the required BER and infor-
mation data rate, and grade of service (GoS) requirements, such as the required call
blocking probability. Different traffic types require different system resources based
on their QoS requirements. In the proposed CAC scheme, some system resources
are reserved exclusively for handoff calls to have higher priority over new calls.
Additionally, queuing is allowed for both new and handoff data traffic that are not
sensitive to delay. As a performance measure of the suggested CAC scheme, Erlang
capacity is introduced. For the performance analysis, a four-dimensional Markov
chain model is developed. As a numerical example, Erlang capacity of an IS-95B-
type system is depicted, and optimum values of system parameters, such as the
number of the reservation channels and queue lengths, are found. Finally, it is
observed that Erlang capacity is improved more than two times by properly select-
ing CAC-related parameters under the proposed CAC scheme. Also, the effect of
handoff parameters on the Erlang capacity is observed.

6.1 Introduction

Because future wireless applications will also be more bandwidth intensive and the
radio spectrum allocated to wireless communication is hardly able to be extended,
the CAC has become an essential network function of wireless networks supporting
mixed services. Under a mixed-media CDMA environment, CAC is not a trivial
problem.

In [1–3], CAC schemes favoring handoff calls by means of queuing and channel
reservation are presented, where some channels are exclusively designated for hand-
off calls, and a delay-nonsensitive handoff call is put in the queue if the BS finds all
channels in the target cell occupied. All of these references focus on voice-oriented
FDMA cellular systems. In [4], Pavlidou proposed a mathematical model to analyze
the call blocking probability of the mixed voice and data systems when a number of
channels is reserved exclusively for handoff calls and only data handoff calls are
queued. Furthermore, Calin and Zeghlache suggested a scheme allowing handoff
voice calls also to be queued [5]. However, [1–5] are not directly applicable to
CDMA systems. Furthermore, it is assumed that voice and data traffic have the
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same QoS requirements and require same system resources, which is not suitable for
the multimedia environments where multimedia traffic requires different system
resources based on their QoS requirements.

In this chapter, a CAC scheme for the mixed voice/data CDMA systems sup-
porting the different QoS requirements is proposed. In addition, the Erlang capacity
under the proposed CAC scheme is analyzed, where voice and data calls require dif-
ferent system resources based on their QoS requirements, such as the required BER
and data transmission rate, respectively. In the proposed CAC scheme, some system
resources are reserved exclusively for handoff calls to have higher priority over new
calls, and queuing is allowed for both new and handoff data traffic that are not sen-
sitive to delay.

As a performance measure of the proposed CAC scheme, Erlang capacity,
defined as a set of the average offered traffic loads of each service group that the
CDMA system can carry while the QoS and GoS requirements for all service groups
are being satisfied, is utilized so as to consider the performances of all service groups
simultaneously. For the performance analysis, we have identified a capacity thresh-
old for voice and data traffic to meet QoS requirements for each kind of traffic and
developed a four-dimensional Markov chain model, based on the capacity threshold
and the proposed CAC scheme. Furthermore, we have presented the procedure for
properly selecting the CAC-related parameters with which the CDMA system can be
optimally operated with respect to the system Erlang capacity. As a practical exam-
ple, an IS-95B-type CDMA system that supports a medium data rate by aggregating
multiple codes in the reverse link is considered, and a procedure to select the opti-
mum values of CAC-related parameters, such as the number of the reservation chan-
nels and queue size with respect to the Erlang capacity, is illustrated.

The remainder of this chapter is organized as follows: In Section 6.2, we
describe the system model. In Section 6.3, a CAC scheme for mixed voice/data
CDMA systems is proposed and analyzed, based on the multidimensional Markov
model. In Section 6.4, a numerical example is taken into consideration and discus-
sions are given. Finally, conclusions are drawn in Section 6.5.

6.2 System and Traffic Models

6.2.1 System Model

In the case of CDMA, although there is no hard limit on the number of mobile users
served, there is a practical limit on the number of simultaneous users in a cell to con-
trol the interference between users having the same pilot signal. More specially, in
[6–9] the maximum number of current users that CDMA systems can support with
QoS requirements was found. As described in (3.1), the system capacity bound of
CDMA systems supporting voice and data traffic in the reverse link is expressed as
[9]:

γ γv v d dN N+ ≤1 (6.1)

where
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All relevant parameters are defined and described in Section 3.1.
The inequality of (6.1) is the necessary and sufficient condition satisfying the

system QoS requirements and indicates that calls of different types of services take
different amounts of system resources according to their QoS requirements (e.g.,
information data rate and the required bit energy-to-inference power spectral den-
sity ratio). In the following analysis, based on (6.1), we assume that one call attempt
of the data service group is equivalent to Λ call attempts of voice service. is defined
as  γ γd v/ , where  x denotes the greatest integer less than or equal to x. Then,
(6.1) can be rewritten as follows.

N N Cv d ETC+ ≤Λ $ (6.2)

where  $ /CETC v≡ 1 γ is the total number of basic channels within a cell and sub-

script of “ETC” denotes equivalent telephone (voice) channel (i.e., the voice chan-
nel is presumed to the basic channel). Equation (6.2) will be utilized to determine
the admission set for the proposed CAC scheme in Section 6.3.

6.2.2 Traffic Model

The considered system employs a circuit switching method to deal with traffic trans-
mission for voice and data calls. Each user shares the system resources with the
other users, and it competes with them for use of the system resources. Once a call
request is accepted in the system, the call occupies a channel and transmits the infor-
mation without any delay during call duration. We also assume that two arrivals of
voice and data traffic are distributed according to independent Poisson processes
with average arrival rate λv and λd, respectively. In order to consider the fraction of
handoff call in a cell, we introduce Λh defined as the ratio of handoff traffic to total
arrival traffic, and Λh is assumed to be controlled as a parameter value. Then, the
arrival rates of new voice and handoff voice calls are given by:

( )λ λ λ λnv h v hv h v= − =1 Λ Λ, (6.3)

Similarly, the arrival rates of new data and handoff data calls are given by:

( )λ λ λ λnd h d hd h d= − =1 Λ Λ, (6.4)

Furthermore, we consider rather a simple model to focus on the impact of hand-
off on the call level QoS and system Erlang capacity, and the handoff control
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mechanism is not considered in detail. That is, for each call, the mobility of the
mobile station is modeled by using such parameters as the unencumbered service
time and the residence time. The unencumbered service time (the time for which an
assigned channel would be held if no handoff is required), T , is assumed to be expo-
nentially distributed with mean 1/ . Here, can be µv for voice calls or µd for data
calls. In addition to the unencumbered service time, we also need to define the resi-
dence time that a call spends with any BS before handing off to another BS; Tn is the
residence time of a new call, and Th is the residence time of a handoff call. The chan-
nel assigned to a call will be held until either the service is completed in the cell of the
assignment or the MS moves out of the cell before service completion.

Hence, the channel holding time of a new call, THn, and the channel holding time
of a handoff call, THh, are given as follows:

( ) ( )T T T T T THn n Hh h= =min , , min ,µ µ (6.5)

where “min” indicates the smaller of the two random variables.
Noting (6.5), we can derive the distribution functions of THn and THh as follows:

( ) ( ) ( )[ ]F t F t F t FT T T THn n
= + −

µ µ
1 (6.6)

( ) ( ) ( )[ ]F t F t F t FT T T THh h
= + −

µ µ
1 (6.7)

Now we assume that T and Th are exponentially distributed with means T n =
1/µn andT h = 1/µh. Then, THn and THh are also exponentially distributed with µHn = µ +
µn and µHh = µ + µh. Here , Hn, and Hh can be v, vHn, and µvHh for voice calls, or d,
µdHn, and µdHh for data calls.

Hence, the distribution function of total channel holding time, TH, in a cell is

( ) ( ) ( )
F t

F t F t
T

T

c

c T

c
H

Hn Hh=
+

+
+1 1γ

γ

γ
(6.8)

where γc is the ratio of the average handoff attempt rate to the average new arrival
attempt rate, and it is given as γc = Λh / (1 – Λh).

Then, the distribution and density functions of TH are given by:

( ) ( ) ( )( ) ( ) ( )
F t F t F t

F t F t
T T T

T c T

c
H

n h= + −
+

+µ µ

γ

γ
1

1
(6.9)

( ) ( ) ( ) ( )f t e eT
n

c

t c

c
h

t

H

n h= +
+

+
+

+− + − +µ µ

γ

γ

γ
µ µµ µ µ µ

1 1
(6.10)

Here, and TH can be v and TvH for voice traffic, or d and TdH for data traffic.
For the following analysis, the distribution of TH is approximated by an expo-

nential distribution with mean T H [1, 3]. The mean value of TH, T H, is chosen such
that the following condition is satisfied:
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where FC

TH is the complementary function of FTH.
Then, T H is given as:
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Especially, the mean values of TvH and TdH for voice and data calls are given as

T vH
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T dH
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1 1
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µ µ
(6.14)

6.3 Erlang Capacity Analysis Under the Proposed CAC Scheme

In the previous section, we have stipulated a capacity threshold for voice and data
traffic in CDMA systems with the concept of the effective bandwidth in order to
meet QoS requirements for each kind of traffic, especially in physical layer. In this
section, we will propose a CAC scheme based on that capacity threshold. Consider-
ing that there are $CETC basic channels available in a cell, and one call attempt of data
traffic is quantitatively equivalent to the Λ times call attempts of voice traffic in
aspects of the system resource, we can design the call admission based on the ideas
of reservation and queuing. We propose a CAC scheme as a modification of that in
[5], as with Figure 6.1. In Table 6.1, some differences are compared between the
proposed scheme and the referred CACs [4, 5]. In particular, [5] considered the
buffer for the handoff voice call. However, voice traffic is delay sensitive, and it is
not efficient to consider the buffer for the handoff voice call. Subsequently, in the
proposed scheme, we consider the buffer for new data call rather than voice call
because data traffic is more tolerant of the delay requirement such that some system
resources are reserved exclusively for handoff calls to have higher priority over new
calls. Queuing is allowed for both new and handoff data traffic that are not sensitive
to delay. The full description of the proposed scheme is given as following: Among
$CETC basic channels, $CETC – CR basic channels are available for new voice, new data,
handoff voice, and handoff data calls, while CR basic channels are reserved exclu-
sively for handoff voice and handoff data calls. In addition, two respective queues
with the length of Qn and Qh are utilized for new data and handoff data calls, which
are not sensitive to time delay, with the principle of first in first out (FIFO). That is,
if no channel is available in the cell, a new voice call attempt is blocked, and a hand-
off voice call is forced into termination. On the other hand, new data and handoff
data calls go into respective queues with finite length Qn and Qh. They will wait until
a channel becomes available as long as their associated terminals are in the area cov-
ered by the BS of the target cell.
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Because the waiting time in the queue is restricted only by the mobile residence
time in the corresponding cell, the maximum queuing time, Tq, for queued data traf-
fic has the same density function as the mobile residence time in a cell. Hence, Tq has
an exponential distribution with 1/ q. Here, µq can be nq(= n) for the queued new
data calls or hq(= h) or the queued handoff data calls, respectively. Finally, Figure
6.2 summarizes the proposed CAC scheme.

The system performance of the proposed CAC scheme can be analyzed by the
birth-death process. For the performance analysis, it is useful to define the occupa-
tion state of the cell, S, characterized by the occupation numbers of cells, as a state in
the birth-death process such that
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Figure 6.1 Queue system model and channel allocation for the proposed CAC scheme.

Table 6.1 CAC Schemes Based on Reservation and Queuing

CAC Schemes
Pavlidou’s CAC
Scheme [4]

Calin and Zeghlache’s
CAC Scheme [5] Proposed CAC Scheme

New voice call No reservation and no
queuing

No reservation and no
queuing

No reservation and no
queuing

New data call No reservation and no
queuing

No reservation and no
queuing

Calls are queued with
finite buffer if the
resource is not available

Handoff voice call Some resources are
reserved

Some resources are
reserved and calls are
queued with finite buffer
if the resource is not
available

Some resources are
reserved

Handoff data call Some resources are
reserved and calls are
queued with infinite
buffer if the resource
is not available

Some resources are
reserved and calls are
queued with finite buffer
if the resource is not
available

Some resources are
reserved and calls are
queued with finite buffer
if the resource is not
available



( )S i j m n i j i j C

m Q n Q
ETC

n n

= ≥ ≥ + ≤

≤ ≤ ≤ ≤

, , , , , $ ,

,

0 0

0 0

Λ

and
(6.15)

where the state variables i and j denote the number of voice and data users in the sys-
tem, and m and n indicate the number of new and handoff data users in the respec-
tive queues.

According to the proposed CAC scheme, a state in the birth-death process falls
among the four different admission sets as follows:
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The set of all allowable states is given as

Ω Ω Ω Ω Ωall non res res nd buf hd buf= ∪ ∪ ∪− − − (6.17)
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Once a call is attempted:

IF (sum of used channels after accepting the incoming call £ -C CETC R

Incoming call is accepted

ELSE /*not enough basic channels*/

IF (new call) /*incoming call is new call*/

IF (new voice call) /*new voice call*/

Incoming call is blocked

ELSE /*new data call*/

IF (number of new data cells in the queue )<Qn

Incoming call is inserted in queue

ELSE
Incoming call is blocked

IF /*incoming call is handoff call*/

IF (sum of used channel after accepting incoming call )£ CETC

Incoming call is accepted

ELSE /*reservation channel is not enough*/

IF (handoff voice call) /*handoff voice call*/

Incoming call is blocked

ELSE /*handoff data call*/

IF (number of handoff data calls in the queue < )Qh

Incoming call is inserted in queue

ELSE
Incoming call is blocked

)

Figure 6.2 The proposed CAC algorithm.



Let P(i,j,m,n) be the probability that four-dimensional Markov chain is in the state S
= (i, j, m, n). Then, there is a flow equilibrium balance equation for each state (i.e.,
the total rate of flowing into a state will be equal to the total rate flowing out from
it).

That is,
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where the state transitions involved in (6.18) are summarized in the Tables 6.2 and

6.3. The state transition parameters
r
a,

r
b,

r
c , and

r
d in Table 6.2 occurs when a service

is completed, while the parameters
r
e,

r
f ,

r
g, and

r
h occur when a call is admitted in the

system. Similarly, the state transition parameters
r
i ,

r
j ,

r
k, and

r
l in Table 6.3 occur

when a service is completed, while the parameters
r
m,

r
n,

r
o, and

r
p occur when a call is

admitted in the system.
If the total number of all allowable states is ns, there are (ns – 1) linearly inde-

pendent flow equilibrium balance equations. Based on these (ns – 1) flow equilib-
rium balance equations and the normalized equation, ( )( )

p i j m ni j m n all
, , ,, , , ∈∑ Ω

= 1, a
set of linear equations of the Markov chain in the form of πQ = P can be formed,
where is vector of all states, Q is the coefficient matrix of the linear equations, and
P = [0, …, 1]. The dimension of π, Q, and P are 1×ns, ns×ns, ns×1, respectively. By
solving π = PQ–1, we obtain all steady-state probabilities.

Based on the proposed CAC scheme, the call attempts of new data and handoff
voice calls are blocked if there is no channel available. Hence, the call blocking prob-
abilities for new voice and handoff voice calls are given as follows:
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On the other hand, new and handoff data calls are blocked if there is no channel
available, and the respective queue is also full. That is, if all channels are busy, but
there is at least one place unoccupied in the queue, then new and handoff calls are
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inserted into the respective queues to wait for service. However, if the waiting time
exceeds the maximum queuing time before they get a channel, they will be blocked.

Let P(full,nd) and P(full,hd) denote the probability that new and handoff data calls find
the respective queues are full, respectively. Then, P(full,nd) and P(full,hd) are given as
follows:
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P P
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(6.21)
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(6.22)

where

( ) ( ){ }Ω Λ< +Λ
full nd ETC R ETC n hi j m n C C i j C m Q n Q

,
, , , | $ $ , ,= − ≤ = ≤ ≤0

( ) ( ){ }Ω Λ< +Λ
full hd ETC ETC n hi j m n C i j C m Q n Q

,
, , , | $ $ , ,= − ≤ ≤ ≤ =0
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Table 6.2 The State Transition Rates Related with Rate-In Flow

Parameter Definition Value
ra ( ) ( )i j m n i j m na+  →1, , , , , ,

r

( ) ( )
( )ra

i i j m n

i i i i
vH non res

vH vHh=

+ + ∈

+ + − +
−1 1

1 1

µ

µ µ

if

if

, , ,
$ $

Ω

( ), , ,

$ $

j m n

i C C j

res

etc R

∈








= − − ⋅

Ω

Λ

0 otherwise

where
r
b ( ) ( )i j j m n i j m nb, , , , , , ,+  →1

r

( ) ( )
( )r

b

i i j m n

j j j i j
dH non res

dH dHh=

+ + ∈

+ + −
−1 1

1

µ

µ µ

if

if

, , ,
$ $ ,

Ω

( )

( ) 

+ ∈








= − −

1

0

, ,

$ $

m n

j C C i

res

ETC R

Ω

/ Λ

otherwise

where
rc ( ) ( )i j m n i j m nc, , , , , ,+  →1

r ( ) ( ) ( )rc j j j m i j m ndH dHh qn nd buf= + − + + + ∈ −
$ $ , , ,µ µ µ1 1

0

if Ω

otherw

( ) 
ise

where





= − −$ $j C C iETC R / Λ
r
d ( ) ( )i j m n i j m nd, , , , , ,+  →1

r

( ) ( ) ( )r
d j j j n i j m ndH dHh qh hd buf= + − + + + ∈ −

$ $ , , ,µ µ µ1 1

0

if Ω

otherw

( ) 
ise

where





= − −$ $j C C iETC R / Λ
re ( ) ( )i j m n i j m ne−  →1, , , , , ,

r ( )
( )re

i j m n

i j m n
nv hv non res

hv res=
+ ∈

∈
−λ λ

λ

if

if

, , ,

, , ,

Ω

Ω

0 otherwise








r
f ( ) ( )i j m n i j m nf, , , , , ,−  →1

r

( )
( )

r
f

i j m n

i j m n
nd hd non res

hd res=
+ ∈

∈
−λ λ

λ

if

if

, , ,

, , ,

Ω

Ω

0 otherwise








rg ( ) ( )i j m n i j m ng, , , , , ,−  →1
r

( )rg
i j m nnd nd buf= ∈




−λ if , , , Ω

0 otherwise



Also, the handoff failure probability for the new and handoff data calls due to
their time outs are provided respectively by the following equations.
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Finally, total call blocking probabilities for all new and handoff data traffic are
given as:

( ) ( ) ( )( ) ( )P P P P
B nd F nd full nd full nd, , , ,

= − +1 (6.25)

( ) ( ) ( )( ) ( )P P P P
B hd F hd full hd full hd, , , ,

= − +1 (6.26)
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Table 6.3 The State Transition Rates Related with Rate-Out Flow

Parameter Definition Value
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In this chapter, as a performance measure for the proposed CAC scheme, Erlang
capacity is introduced. It is defined as a set of average loads of voice and data traffic
that can be supported with a given quality and availability of service. In this case,
Erlang capacity is given as:
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where ρv = λv/µvH, ρd = λd /µdH, λv and λd are the call arrival rates of voice and date calls
per cell, respectively; 1/µvH and 1/µdH are the average total channel holding times of
voice and data calls, respectively; and P(B,nv)req

, P(B,nd)req
, P(B,hv)req

, and P(B,hd)req
are the

required call blocking probabilities of new voice, new data, handoff voice, and
handoff data calls, respectively.

The system Erlang capacity is the set of values of ( ){ }$ , $ρ ρv d that keeps the

call-blocking probability experimented by each traffic less than the required call
blocking probability of each traffic call, which is typically given as 1% for new calls
and 0.1% for handoff calls. In this situation, the Erlang capacity, with respect to
each call, can be calculated as a function of offered loads of voice and data traffic,
by contouring the call blocking probability experimented by each traffic at the level
of the required call blocking probability. Furthermore, total system Erlang capacity
is determined by the overlapped region of Erlang capacities with respect to each call.
An easy way to visualize total system Erlang capacity is to consider the overlapped
Erlang capacity region as total system Erlang capacity.

A general goal of the proposed CAC scheme is to carry the largest Erlang capac-
ity for a given amount of spectrum and further to find the optimum values of system
parameters, such as the number of the reservation channels and queue size with
respect to the Erlang capacity.

6.4 Numerical Example

As a numerical example, let’s consider a typical IS-95B CDMA system supporting
voice and data traffic. IS-95B systems support medium data rates by aggregating
multiple codes in both directions, to and from the mobile devices, without changing
the IS-95 air interface, and maintaining compatibility with existing BS hardware
[10]. The system parameters under the consideration are shown in Table 6.4. In the
case of numerical example, Λ and $CETC are given as 4 and 27, based on (6.2). It
means that there are 29 basic channels, and one call attempt of data traffic is quanti-
tatively equivalent to four call attempts of voice traffic. Also, we assume that all MSs
stay in a cell for 1,800 seconds; the average unencumbered service time is 200
seconds for both services; the maximum queuing times of new and handoff data calls
are 1,800 seconds, respectively; and Λh is 0.2. The average call arrival rates of voice
and data, λv and λd, are variable. Because Λh is given as 0.2, the average arrival rates
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of new voice, handoff voice, new data, and handoff data calls are 0.8λv, 0.2λv, 0.8λv,
and 0.2λv, respectively. The traffic-related parameters are summarized in Table 6.5.

Figure 6.3 shows the Erlang capacity region that the system can support with
1% call blocking probability for new calls and 0.1% for handoff calls when CR = 0,
Qn = 0, and Qh = 0. This case is conceptually correspondent to the complete sharing
scheme without considering any priority of calls. It means that a call request is
blocked if and only if there are not sufficient resources to service that call. From Fig-
ure 6.3, we observe two facts. The first is that data traffic has more impact than
voice traffic on Erlang capacity because the effective bandwidth required by one
data user is larger than that of one voice user. That is, the Erlang capacity regions
limited by the required call blocking probabilities of new and handoff data calls are
smaller than those limited by the required call blocking probabilities of new and
handoff voice calls. The other fact is that total system Erlang capacity region is
mainly determined by the Erlang capacity limited by the required call blocking
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Table 6.4 System Parameters for the Numerical Example

Parameters Symbol Value

Allocated frequency bandwidth W 1.25 Mbps
Required bit transmission rate for voice traffic Rv 9.6 Kbps
Required bit transmission rate for data traffic Rd 19.2 Kbps
Required bit energy-to-interference power
spectral density ratio for voice traffic

E
N

b

o v req









7 dB

Required bit energy-to-interference power
spectral density ratio for data traffic

E
N

b

o dreq









7 dB

System reliability requirement β% 99%
Frequency reuse factor 1

1 + f
0.7

Standard deviation of received SIR σx 1 dB
Voice activity factor α 3/8

Table 6.5 Traffic Parameters for the Numerical Example

Parameters Symbol Value

Average unencumbered service time for voice call 1/µv 200 seconds

Average unencumbered service time for data call 1/µd 200 seconds

Average residence time for new call 1/µn 1,800 seconds

Average residence time for handoff call 1/µh 1,800 seconds

Maximum queuing time for new data call 1/µqn 1,800 seconds

Maximum queuing time for handoff data call 1/µqh 1,800 seconds

Ratio of handoff traffic to total arrival traffic Λh 0.2

Average arrival time for data call 1/λd Variable

Average arrival time for voice call 1/λv Variable

Required call blocking probabilities for new voice
and new data calls

P(B,nv)req
P(B,nd)req

1%

Required call blocking probabilities for handoff
voice and handoff data calls

P(B,hv)req
P(B,hd)req

0.1%



probability of handoff data calls, as the system should satisfy the required call
blocking probabilities of all service groups simultaneously.

Hence, it is required to get a proper tradeoff between Erlang capacities that are
limited by the required call blocking probabilities of all traffic groups so as to
enhance total system Erlang capacity. This observation leads us to the operation of
the proposed CAC scheme.

Figure 6.4 shows the effect of the number of the reservation channels, CR, on
Erlang capacity. In this case, some channels are exclusively reserved for voice and
data handoff calls, which is very useful, especially when both voice and data traffic
are in real time and sensitive to delay. The main observation point is to find the opti-
mal number of the reservation channels with respect to the Erlang capacity. As we
see in Figure 6.4, Erlang capacity regions that are limited by the required call block-
ing probabilities of handoff voice and data calls increase, respectively, as the
number of the reservation channels for handoff calls increases—see (ii) and (iv) in
Figure 6.4. On the other hand, Erlang capacity regions that are limited by the
required call blocking probabilities of new voice and new data calls decrease respec-
tively—see (i) and (iii) in Figure 6.4. In particular, total system Erlang capacity is
determined by Erlang capacity limited by the required blocking probability of hand-
off data calls until three basic channels are reserved for handoff calls.

When more than three basic channels are reserved for handoff calls, then total
system Erlang capacity will be determined by the Erlang capacity limited by the
required call blocking probability of new data calls. However, we can observe that
total system Erlang capacity increases when reserving four basic channels for hand-
off calls by comparing Figures 6.3 and 6.4(d). Also, Figure 6.4 shows that it is ineffi-
cient to reserve more than four basic channels for handoff calls by which Erlang
capacity limited by the required call blocking probability of new data calls will be
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Figure 6.3 Erlang capacity when CR = 0, Qn = 0, and Qh = 0. The curve represented by (i) is the Erlang
capacity limited by the required call blocking probability of new voice calls (1%); the curve repre-
sented by (ii) is the Erlang capacity limited by the required call blocking probability of handoff voice
calls (0.1%); the curve represented by (iii) is the Erlang capacity limited by the required call blocking
probability of new data calls (1%); and the curve represented by (iv) is the Erlang capacity limited by
the required call blocking probability of handoff data calls (0.1%).



more restricted. Hence, in the case where only a reservation scheme is considered,
the optimum value of the number of the reservation channels for handoff calls is
four.

In the proposed CAC scheme, two respective queues with the finite queue length
of Qn and Qh are utilized for new and handoff data calls, respectively. Figure 6.5
shows the effect of the length of respective queues for new and handoff data calls on
Erlang capacity. As we see in Figure 6.5, Erlang capacity regions that are limited by
the required call blocking probabilities of new and handoff data calls increase as the
length of queues for new and handoff calls get larger—see (iii) and (iv) in Figure 6.5.
On the other hand, Erlang capacity regions that are limited by the required call
blocking probabilities of new and handoff voice calls are not affected by the respec-
tive queues—see (i) and (ii) in Figure 6.5. Here, we consider the case where the
number of the reservation channels for handoff traffic is two. The reason is that the
Erlang capacity region that is overlapped by Erlang capacities limited by the
required call blocking probabilities of new and handoff voice calls is maximized
when CR = 2—see (i) and (ii) in Figure 6.4(b). In addition, Erlang capacities that are
limited by the required call blocking probability of new and handoff data calls can
be adjusted through the queue length. Finally, Figure 6.5 shows that total system
Erlang capacity is maximized when CR = 2, Qn = 2, and Qh = 2. Furthermore, it is
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Figure 6.4 Erlang capacity according to the number of the reservation channels for voice and data
handoff calls when Qn = 0 and Qh = 0: (a) CR = 1, (b) CR = 2, (c) CR = 3, and (d) CR = 4. For each case, the
curve represented by (i) is the Erlang capacity limited by the required call blocking probability of new
voice calls (1%); the curve represented by (ii) is the Erlang capacity limited by the required call block-
ing probability of handoff voice calls (0.1%); the curve represented by (iii) is the Erlang capacity lim-
ited by the required call blocking probability of new data calls (1%); and the curve represented by (iv)
is the Erlang capacity limited by the required call blocking probability of handoff data calls (0.1%).



observed that total Erlang capacity under the proposed CAC is increased more than
two times, comparing Figure 6.5(d) with Figure 6.3. It is noteworthy that total sys-
tem Erlang capacity is not increased even if the length of respective queues is
increased more than two times because the Erlang capacity limited by the required
call blocking probability of new voice calls is a dominant factor, which determines
total system Erlang capacity. Also, the queuing time delay is introduced due to the
queue. The larger the queue length gets, the longer the time delay of the queue.
Hence, the optimum values of the length of respective queues for new and handoff
calls and the number of reservation channels are two, two, and two respectively,
with respect to both Erlang capacity and queuing time delay.

Figure 6.6 shows the Erlang capacity according to the changes of Λh when CR =
2, Qn = 2, and Qh = 2. As Λh gets higher, the handoff arrival rates of voice and data
will be higher. Figure 6.6 shows that the Erlang capacities limited by the required
call blocking probabilities of handoff voice and handoff data calls decrease as Λh

increases—see (ii) and (iv) in Figure 6.6. On the other hand, the Erlang capacities
limited by the required call blocking probabilities of new voice and new data calls
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Figure 6.5 Erlang capacity according to the length of the queue for new and handoff data calls
when CR = 2: (a) Qn = 0 and Qh = 0 (b) Qn = 1 and Qh = 1, (c) Qn = 1 and Qh = 2, and (d) Qn = 2 and Qh =
2. For each case, the curve represented by (i) is the Erlang capacity limited by the required call block-
ing probability of new voice calls (1%); the curve represented by (ii) is the Erlang capacity limited by
the required call blocking probability of handoff voice calls (0.1%); the curve represented by (iii) is
the Erlang capacity limited by the required call blocking probability of new data calls (1%); and the
curve represented by (iv) is the Erlang capacity limited by the required call blocking probability of
handoff data calls (0.1%).



increase as Λh increases—see (i) and (iii) in the figure. Finally, Figure 6.6 shows total
system Erlang capacity decreases with the increase of Λh.

The optimum values of CR, Qn, and Qh should be readjusted to increase total
Erlang capacity. When Λh = 0.1, for example, reservation channels less than two
basic channels are enough to obtain the maximized total Erlang capacity. WhenΛh =
0.3 or 0.4, more reservation channels are necessary for handoff calls. Finally, it is
noteworthy that although only the effect of Λh on the Erlang capacity has been con-
sidered, the effect of the other handoff parameters such as the residence time, the
maximum queuing time on the Erlang capacity, can be observed through a way simi-
lar to the case of Λh.

6.5 Conclusion

In this chapter, we have proposed and analyzed a CAC scheme for a mixed
voice/data CDMA system in order to accommodate more system Erlang capacity. In
the proposed scheme, some system resources are reserved exclusively for handoff
calls to have higher priority over new calls. Additionally, the queuing is allowed for
both new and handoff data traffic that are not sensitive to delay. For the
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Figure 6.6 Effect of the handoff parameter, Λh, on the Erlang capacity when CR = 2, Qn = 2, and Qh =
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performance analysis, a four-dimensional Markov chain model is developed.
Through a numerical example of the Erlang capacity for an IS-95B-type system, we
observe that data users have more impact on the Erlang capacity than voice users
because the effective bandwidth of one data user is larger than that of one voice
user.

It is also observed that the Erlang capacities with respect to all traffic groups
should be balanced to enhance total system Erlang capacity. Subsequently, there are
optimal values of reservation channels and queue lengths in order to maximize total
Erlang capacity. In the case where only a reservation scheme is considered, the opti-
mum value of the number of the reservation channels for handoff calls is four with
respect to the Erlang capacity. On the other hand, for the case in which the queue
and reservation schemes are combined, the optimum values of the number of the
reservation channels for handoff calls and the length of respective queues for new
and handoff data calls are two, two, and two, respectively, where the Erlang capac-
ity is improved more than two times.
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C H A P T E R 7

Erlang Capacity of CDMA Systems
Supporting Multiclass Services

In FDMA and TDMA systems, traffic channels are allocated to calls as long as they
are available. Incoming calls are blocked when all channels have been assigned.

The physical parallel in CDMA systems is for a call to arrive and find that the
BS has no receiver processors left to serve it [1]. In a CDMA system, the CE in each
BS corresponds to the receiver processor and performs the baseband spread spec-
trum signal processing of a received signal for a given channel (pilot, sync, paging,
or traffic channel). Practically, CDMA systems are equipped with a finite number of
CEs with a cost-efficient strategy because CEs are a cost part of BSs, which intro-
duce inherent hard blocking in CDMA systems. However, often a more stringent
limit on the number of simultaneous users in a CDMA system is the total interfer-
ence created by the admitted users, and its measurement is the outage, which occurs
when the interference level reaches a predetermined value above the background
noise level. In this situation, a call attempt in CDMA systems can be blocked not
only by the maximum number of supportable users in the air link but also by the
maximum number of CEs available in BS, and the Erlang capacity will be confined
by these two resource limits.

In this book, we tackle the Erlang capacity evaluation of CDMA systems with
following two cases: the first one is that there is a finite number of CEs in a BS, and
the second one is that there is infinite number of CEs in a BS.

First, this chapter will deal with the Erlang capacity of CDMA systems support-
ing multiclass services when there is no limitation of the CEs in a BS, and Chapter 8
will also be devoted to the capacity evaluation of CDMA system supporting voice
and data services under the delay constraint. After that, the remaining chapters will
be devoted to the capacity evaluation of CDMA systems with consideration of both
the limitation on the maximum number of CEs available in a BS and the limitation
on the maximum number of supportable simultaneous users in an air link.

7.1 Introduction

Over the past decade, wireless communication networks have experienced tremen-
dous development. Future wireless networks will expand their services from voice to
mobile systems and from data services to multimedia services, such as voice, data,
graphics, and low-resolution video using advanced multiple access techniques [2–4].

Many studies have been devoted to supporting multimedia services in CDMA
systems. In particular, the research to find the maximum current number of users
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(defined as the system capacity here) that CDMA systems can support in the reverse
link has been done in [3, 5–7]. For the purpose of controlling the system, more than
estimating supportable size of the system at an instant, another measure of the sys-
tem capacity is peak load that can be supported with a given quality and with avail-
ability of service as measured by the blocking probability. The average traffic load in
terms of the average number of users requesting service resulting in this blocking
probability is called as the Erlang capacity. In [8], Viterbi and Viterbi reported the
Erlang capacity of CDMA systems for only voice calls, based on outage probability.
The outage probability is defined as the probability that the interference plus noise
power density Io exceeds the noise power density No by a factor 1/ , where η takes on
typical values between 0.25 and 0.1 [8]. Also, Viterbi and Viterbi presumed outage
probability to call blocking probability. Call blocking is however mainly caused
when a call is controlled by a CAC rule, and the outage probability is not directly
correspondent to the call blocking.

In contrast with [8], we will in this chapter extend the analysis of Erlang capac-
ity to case of CDMA systems supporting multiclass services, based on a multidimen-
sion M/M/m loss model. For the reference of CAC, a system capacity bound with
respect to the maximum number of simultaneous users is utilized. With the model,
the call blocking probability is given by the well-known Erlang B formula. Further-
more, the channel reservation concept is adopted to increase total system Erlang
capacity by making the Erlang capacities with respect to voice and data calls be
balanced.

The remainder of this chapter is organized as follows. In Section 7.2, we briefly
summarize the system capacity of a multimedia CDMA system from the viewpoint
of maximum concurrent number of users. We then stipulate it as a CAC rule. In Sec-
tion 7.3, we present an analytical approach for evaluating the call blocking prob-
ability and Erlang capacity. In Section 7.4, a numerical example is taken into
consideration and the channel reservation scheme is also considered to increase total
system Erlang capacity. Finally, in Section 7.5, some conclusions are drawn.

7.2 System Model and System Capacity

Regarding the evaluation of Erlang capacity, Viterbi and Viterbi reported the Erlang
capacity of CDMA system for voice calls only. This was based on outage probabil-
ity, where the outage probability is defined as the probability that the interference
plus noise power density Io exceeds the noise power density No by a factor 1/ , where
η takes on typical values between 0.25 and 0.1 [8]. Viterbi’s model for Erlang capac-
ity is a M/M/ queue with voice activity factor ρ(ρ � 0.4) (i.e., a queue model with
Poisson input and with infinite service channels having IID exponential service time
distribution is considered, where M and M means that each user has exponentially
distributed interarrival times and service times and ∞ means an infinite number of
available servers). More fundamental explanations on M/M/∞ queue are available
in Appendix A. Because the capacity of a CDMA system is soft, Viterbi and Viterbi
prefer outage probability to blocking probability. The resulting expression for out-
age probability is simply the tail of the Poisson distribution [8, 9]
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and νj is the binary random variable indicating whether the jth voice user is active at
any instant. For example, for a process gain of 128, η = 0.1, and Eb/N0 = 5, K 0 = 23.
If the voice activity factor is 1, the maximum number of users supported is m = K 0 +
1 = 24.

Viterbi and Viterbi basically interpreted the outage probability as the blocking
probability. However, the outage probability is not directly corresponding to the
call blocking, as call blocking is mainly caused when a call is controlled by a CAC
rule. That is, the call blocking and outage should be distinguished because the call
blocking occurs when an incoming mobile cannot be admitted in the system, while
the outage occurs when a mobile admitted in the cell cannot maintain the target
QoS requirement.

In contrast with [8], we will in this chapter also extend the analysis of Erlang
capacity to the case of multiclass CDMA systems, based on multidimension M/M/m
loss model [9–11] (i.e., m server model with Poisson input and exponential service
time such that when all m channels are busy, an arrival leaves the system without
waiting for service, where M and M means that each user has exponentially distrib-
uted interarrival times and service times, and m means there is m finite number of
available servers). More fundamental explanations on M/M/m queue are available
in Appendix B.

The blocking probability with the M/M/m loss model is simply given by the
Erlang B formula, rather than the Poisson distribution, but the Poisson distribution
and the Erlang B formula practically arrive at the same results when the number of
servers in the system is larger than 20 [9]. This approach also allows for the provi-
sion of different GoS for different types of calls. This is made possible by the intro-
duction of a new GoS metric, the blocking probability in addition to the outage
probability [11].

With this approach, the Erlang analysis of CDMA systems can be performed in
two stages. In the first stage we determine the number of available, or virtual,
trunks, called trunk capacity. In the second stage, we determine the Erlang capacity
from the number of virtual trunks. The trunks are not physical trunks but rather vir-
tual ones. Noting that the limitation of the underlying physical system is taken into
account when evaluating the number of available trunks, we can refer to the trunk-
ing capacity as the maximum possible number of simultaneous users that can be
supported by the system while the QoS requirements of each user (e.g., data rate,
BER, and outage probability) are being satisfied. Figure 7.1 shows two stages to cal-
culate the Erlang capacity, based on the multidimension M/M/m loss model.

The maximum allowable number of concurrent users that a CDMA system can
support with QoS requirements has been found in many other papers [3, 5, 6],
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based on the maximum tolerable interference. In particular, as a result of [6], the
system capacity limit of CDMA system supporting the K district service types (one
voice and K – 1 data service groups) in the reverse link can be given as
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All relevant parameters in these equations are defined and described in Section
3.1.

The inequality of (7.3) is the necessary and sufficient condition satisfying the
system QoS requirements and indicates that calls of different types of services take
different amount of system resources according to their QoS requirements (e.g.,
information data rate and the required bit energy-to-inference power spectral den-
sity ratio). In the following analysis, based on (7.3), we assume that one call attempt
of data in the jth service group is equivalent to Λj call attempts of voice service,
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At the first stage

At the second stage

Calculate the available trunk channels
from the capacity analysis of CDMA systems
with respect to the supportable number of
simultaneous users.

Available trunk
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traffic load, A

Calculate call blocking probability
from Erlang B formula, based
on M/M/m loss model:

p B A N( , )=

Call blocking
probability, P

The required call blocking
probability Preq

Calculate Erlang capacity, A
A B p N= ( , )- 1
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N
B
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: Total offered traffic load
: The available trunk channels
: Erlang B formula
: The required call blocking probability
: Erlang capacity (supportable offered traffic load)

Where

Figure 7.1 Two stages to calculate the Erlang capacity, based on the multidimension M/M/m loss
model.



where Λj is defined as  γ γd vj
/ and  x denotes the greatest integer must be less

than or equal to x. Then, (7.3) can be rewritten as follows:
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(7.4)

where  $ /CETC v≡ 1 γ is the total number of basic channels, and subscript “ETC”

denotes equivalent telephone (voice) channel. That is, the voice channel is presumed
to the basic channel.

For safe network operation, it is of vital importance to define a suitable policy
for the acceptance of an incoming call, in order to guarantee a certain QoS. In this
chapter, a set of possible number of supportable users, which is limited by (7.3) or
by (7.4), is defined as a call admission region for a CAC rule. In such a CAC rule, a
call request is blocked and cleared from the system if its acceptance would move
into the states out of the admissible region. Otherwise, a call request is accepted.

7.3 Erlang Capacity for the Multimedia CDMA Systems

We assume the system being considered is characterized as follows:

1. The calls of the jth service group in the home cell are generated as a Poisson
process with arrival rate λj, and the arrival rate is homogeneous.

2. A call request is blocked and cleared from the system if its acceptance would
move into the states out of the admissible region.

3. If a call is accepted, then it remains in the cell of its origin for a holding time
that has an exponential distribution with the mean holing time 1/ j, where
holding time is homogeneous and independent both of the other holding
times and of the arrival processes.

Also, let us denote (n1, …, nK) as a state randomly selected to represent the
number of concurrent users of a corresponding service group. With the previous
assumptions, the system supporting K service groups can be modeled as a K-dimen-
sional Markov chain. For example, Figure 7.2 depicts a state transition diagram in
the case that a system supports two service groups (voice and data traffic), given the
offered traffic loads.

According to the theory of circuit-switched networks [12], it is well known that
there exists an equilibrium probability, π(N) for an admissible state N(n1, …, nK),
and it is given by:

( ) ( )
( )π

ρ
N N= ∈

=
∏1

1G R n
S Ri

n

ii

K i

!
for (7.5)

where ρi = λ i/µ i, which denotes the offered traffic load of the ith service group.
G(R) is a normalizing constant that has to be calculated in order to have the π

(N) that is accumulated to 1:
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For a multimedia CDMA system supporting K service groups, as we described in
the previous section, a set of all admissible states can be given as:

( ) { }S R RT= ≤N NA: (7.7)

where N and A are 1 by K vector, respectively, and R is a scalar representing the sys-
tem resource such that

( )A = =
−

1
1 1

, , , $Λ Λd d ETC
K

R CK and (7.8)
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Then, the call blocking probability, Bi of the ith service group, can be easily
evaluated by means of two normalizing constants.

( )
( )

B
G R e

G R
i

i= −
−

1
A

(7.9)

where ei is a unit vector in the ith direction, and G(R) is the normalizing constant
calculated on the whole S(R), while G(R – Aei) is the normalizing constant calcu-
lated on the S(R – Aei) with respect to the traffic of the ith service group.

In this situation, the Erlang capacity with respect to the ith service group can be
calculated as a function of offered traffic loads of all service groups by contouring
(7.9) at the required call blocking probability of the ith service group. This is
because the Erlang capacity can be defined as a set of supportable offered traffic
loads with a given quality and with availability of service as measured by the call
blocking probability.

In order to consider all requirements of each service group, total system Erlang
capacity, in this chapter, is defined as a set of offered traffic loads of all service
groups in which all requirements of each service group are satisfied simultaneously.
An easy way to visualize total system Erlang capacity is to consider the overlapped
Erlang capacity region as total system Erlang capacity. If the system supports K
service groups, then total system Erlang capacity is determined by the overlapped
region of Erlang capacities with respect to the required call blocking probability of
each service group whose dimension is determined by the number of service groups.
Conceptually, it is expected that the Erlang capacities limited by the required call
blocking probability of each service group should be balanced to get more large
Erlang capacity.

7.4 Numerical Example

As a numerical example, let’s consider a typical IS-95 CDMA system that supports
voice and data services. The system parameters are shown in Table 7.1.

Figure 7.3 shows a two-dimensional system capacity bound with respect to the
number of supportable users. All points (nv, nd) under the capacity plane represent a
set of the possible number of concurrent users in the voice and data service groups,
where nv and nd are integers. As aforementioned, a set of the possible user numbers
under the capacity plane is used as the call admission region for the CAC rule. With
the CAC rule and the given offered traffic loads of voice and data calls, the system
state transition diagram is depicted in Figure 7.2, where Md = 6, Mv = 28. The call
blocking probabilities experienced by voice and data calls can be calculated as a
function of the offered traffic loads using (7.9).

The corresponding call blocking probabilities of voice and data calls are
depicted in Figures 7.4 and 7.5, respectively. Figure 7.6 shows the Erlang capacity
region that the system can support when the required call blocking probabilities for
voice and data traffic are given 5% and 1%, respectively. In Figure 7.6, the dashed
line and solid line indicate the Erlang capacity bounds that are limited by the
required call blocking probability of voice and data traffic, respectively. From

7.4 Numerical Example 93



Figure 7.6, two main facts are observed. The first fact is that data users have more
impact than voice users on the Erlang capacity because the effective bandwidth of
one data user is larger than that of one voice user in the numerical example. The
other fact is that the total system Erlang capacity region that the system can support
is determined not by the Erlang capacity limited by the call blocking probability of
voice calls but by that of data calls, as the system should satisfy the required call
blocking probabilities of voice and data calls, simultaneously. As predicted previ-
ously, it is required that Erlang capacities limited by the required call blocking prob-
ability of two service groups should be balanced to enhance total system Erlang
capacity. For this purpose, some resource management schemes should be consid-
ered. In this chapter, we consider the channel reservation scheme in which some
channels are reserved for certain service groups and the remaining channels are
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Table 7.1 System Parameters for the Numerical Example

Parameters Symbol Value

Allocated frequency bandwidth W 1.25 Mbps
Required bit transmission rate for voice traffic Rv 9.6 Kbps
Required bit transmission rate for data traffic Rd 8 Kbps
Required bit energy-to-interference power
spectral density ratio for voice traffic

E
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b
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7 dB

Required bit energy-to-interference power
spectral density ratio for data traffic
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System reliability requirement β% 99%
Frequency reuse factor 1
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Standard deviation of received SIR σx 1 dB
Activity factor for voice σv 3/8
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Figure 7.3 Capacity plane for two service groups with respect to the number of supportable users.



allocated to all service groups. That is, if we assume that χ channels are reserved for
the ith service group, the users of the ith service group will only be accepted when
there are less than channels in the system. Figure 7.7 depicts the state transition
diagram for two service cases when one channel is reserved for data calls.

In the case of the numerical example, some channels should be reserved for data
service because the Erlang capacity limited by the required call blocking probability
of data calls is smaller than that of voice call. Figure 7.8 shows the effect of the reser-
vation scheme on total system Erlang capacity when the required call blocking
probabilities of voice and data calls are given as 5% and 1%, respectively.

As we can see in Figure 7.8, the Erlang capacity region limited by the required
call blocking probability of data calls increases more than that of Figure 7.6 as the
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number of reservation channels for data calls increases, especially at the high offered
traffic load of voice. On the other hand, the Erlang capacity region limited by the
required call blocking probability of voice call decreases. However, we can observe
that total system Erlang capacity is more or less increased by reserving two channels
for data calls than that without the channel reservation scheme, by comparing Fig-
ures 7.8(a) and 7.8(c). In particular, the Erlang capacity region marked by the circle
in Figure 7.8(c) indicates the amount of Erlang capacity that is improved through
the reservation scheme. However, the amount of Erlang capacity improvement
through the reservation scheme is not as large as expected. Hence, some other
resource management schemes should be suggested to make the Erlang capacities
with respect to each service group more efficiently balanced.

Even though a CDMA system supporting voice and data services has been con-
sidered so far, it should be noteworthy that the proposed method can be applied to
calculate the Erlang capacity of CDMA systems supporting various service types.

In addition, to include the soft handover mechanism in the Erlang capacity
analysis, which is a key technology in realizing CDMA cellular system, we may take
following analysis procedures. First, we need to characterize the features of soft han-
dover calls, such as a channel holding time, and classify the traffic into new and han-
dover calls according to their traffic characteristics. Then, two service groups (voice
and data calls) will be expanded to four service groups (new voice, new data, hando-
ver voice, and handover data calls) for the cases of numerical examples. In particu-
lar, the effect of handoff calls on Erlang capacity is investigated in Chapter 6.
Finally, Erlang capacity can be found in four-dimensional observation space by
using a procedure similar to that presented in this chapter.

7.5 Conclusion

In this chapter, we have presented an analytical approach for evaluating the Erlang
capacity of multimedia CDMA systems in the reverse link, based on a multi-
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dimensional M/M/m loss model, where the capacity bound with respect to the maxi-
mum number of supportable users is utilized as a reference for the CAC rule.
Through a numerical example, we observe that data users have more impact on the
Erlang capacity than do voice users, as the effective bandwidth of one data call is
larger than that of one voice call. It is also necessary to find a balance between the
Erlang capacities with respect to each service group to enhance total system Erlang
capacity. As a solution, the channel reservation scheme is considered, and it is also
observed that total system Erlang capacity can be increased by properly reserving
some channels for prioritized calls. In the channel reservation scheme that has been
considered so far, fixed reservation channels are exclusively allocated for prioritized
calls without any reference to the offered traffic load. This kind of fixed reservation
scheme may result in the inefficiency of system resource utilization, especially at a
low traffic load of prioritized calls. Hence, it is a remaining work to observe the
effect of dynamic reservation schemes on the Erlang capacity, where we allocate
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reservation channels dynamically for prioritized calls by considering the amount of
the offered traffic load.
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C H A P T E R 8

Erlang Capacity Under the Delay
Constraint

Drs. J. Yang and K. Kim

In this chapter, we analyze the Erlang capacity of a CDMA system supporting voice
and delay-tolerant data services and consider the characteristics of delay-tolerant
traffic, known as the delay confidence. Delay confidence is defined as the probabil-
ity that a new data call is accepted within the maximum tolerable delay without
being blocked. In this case, the Erlang capacity is confined not only by the required
blocking probability of voice call but also by the required delay confidence of data
call. For the performance analysis, we develop a two-dimensional Markov chain
model, based on the first-come-first-served (FCFS) service discipline, and present a
numerical procedure to analyze the Erlang capacity. As a result, it is necessary to
create a balance between the Erlang capacity with respect to the blocking probabil-
ity of voice calls and one with respect to the delay confidence of data calls, in order
to accommodate more Erlang capacity. In this chapter, we demonstrate the balance
by properly selecting the size of the designated queue for data traffic.

8.1 Introduction

The objective of future wireless communication systems is to provide users with
multimedia services (e.g., voice, interactive data, file transfer, Internet access, and
images) comparable to those provided by the wired communication systems.

Different traffic types may have different QoS requirements, which makes the
capacity evaluation more complex. Many efforts have been made to analyze the
capacity of a CDMA system. Typically, the capacity of a CDMA system has been
defined as the maximum number of users or the Erlang capacity [1–4]. The former
and latter definitions of the capacity are used for estimating a supportable size of the
system at one time and for measuring the economic usefulness of the system, respec-
tively [1]. In [1, 2], the outage probability was presumed to be the call blocking
probability, and the call blocking probabilities of different traffic types in the system
were represented identically. By using a multidimensional Markov loss model,
based on the maximum number of supportable current users, the call blocking
probabilities of different traffic types were considered separately, and the Erlang
capacity was analyzed with respect to the required blocking probabilities of differ-
ent traffic types [5, 6].

Voice and data traffic are generally considered delay intolerant and delay toler-
ant, respectively. To achieve higher capacity using the delay-tolerant characteristic
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of data traffic, data calls can be queued until the required resources are available in
the system. The blocking probability and the average delay have been typically con-
sidered as a performance measure for delay-tolerant traffic [5, 7]. However, the
more meaningful measurement for delay-tolerant traffic is the delay confidence
rather than the average delay, where the delay confidence is defined as the probabil-
ity that a new data call gets a service within the maximum tolerable delay require-
ment without being blocked. Noting that the previous works [1, 5–7] have not
considered delay confidence when evaluating the Erlang capacity, in this chapter we
adopt the delay confidence as a performance measure of delay-tolerant traffic and
further analyze Erlang capacity of a CDMA system supporting voice and data traf-
fic. Here, the Erlang capacity is defined as a set of average offered traffic loads of
voice and data calls that can be supported in the system while the required blocking
probability of voice calls and the required delay confidence of data calls are being
satisfied simultaneously. To analyze the Erlang capacity, we develop a two-
dimensional Markov chain model, based on the FCFS service discipline, where a
queue with finite size is exclusively designated for delay-tolerant data calls. Based on
the Markov chain model, we present a numerical procedure to analyze the call
blocking probability of voice and data calls, the delay distribution, and delay confi-
dence of data calls, all of which are necessary to analyze the Erlang capacity. In addi-
tion, a procedure selecting the proper size of the queue length for data traffic is
suggested in order to accommodate more Erlang capacity in the system.

The remaining chapter is organized as follows. In the next section, a CAC
scheme is stipulated based on system capacity in terms of the maximum number of
supportable users. In Section 8.3, we develop a two-dimensional Markov chain
model and analyze the blocking probabilities of voice and data calls. Based on the
Markov chain model, Section 8.4 shows an analytical approach to evaluating the
delay distribution of data calls. With the blocking probability and delay distribu-
tion, we analyze the delay confidence in Section 8.5. In Section 8.6, the Erlang
capacity is analyzed, which can be supported in the system while the required block-
ing probability of voice traffic and the required delay confidence of data traffic are
being satisfied simultaneously. Finally, conclusions are remarked in Section 8.7.

8.2 System Model

In CDMA systems, although there is no hard limit on the number of concurrent
users, there is a practical limit on the number of concurrent users in order to control
the interference among users that share the same pilot signal; otherwise, the system
can fall into an outage state where QoS requirements of users cannot be guaranteed.
In order to satisfy the QoS requirements of all concurrent users, the capacity of
CDMA systems supporting voice and data services in the reverse link should be lim-
ited with following equation [4]

γ γv di j i j+ ≤ ≥1 0, and (8.1)

where

102 Erlang Capacity Under the Delay Constraint



γ γv

v v
d

d d

W
R q

W
R q

= +





 = +











− −

1 1
1 1

and (8.2)

γv and γd are the amount of system resources that are used by one voice and one
data user, respectively. i and j denote the number of users in the voice and data serv-
ice groups, respectively. W is the allocated frequency bandwidth. qv and qd are the
bit energy-to-interference power spectral density ratio for voice and data calls,
respectively, which is required to achieve the target BER at the BS. Rv and Rd are the
required information data rates of voice and data service groups, respectively. Each
user is classified by his or her own QoS requirements, such as the required informa-
tion data rate and the required bit energy-to-interference spectral density ratio, and
all users in same service group have the same QoS requirements.

Equation (8.1) indicates that the calls that have different types of services take
different amounts of system resources according to their QoS requirements.

We also assume that the system employs a circuit switching method to handle
the transmission of voice and data calls. Each call shares the system resources with
the other calls, and they contend for the use of system resources. Once a call request
is accepted in the system, the call occupies the required amount of system resources
and transmits the information without any delay throughout the call duration.

With regard to network operation, it is of vital importance to set up a suitable
policy for the acceptance of an incoming call in order to guarantee a certain QoS. In
general, CAC policies can be divided into two categories: NCAC and ICAC [8].
NCAC implies that a call will or won’t be accepted, depending on whether the
number of concurrent users is greater than a threshold. In the case of ICAC, a BS
determines whether a new call is acceptable by monitoring the interference level on
a call-by-call basis, while the NCAC utilizes a predetermined CAC threshold. In this
chapter, we adopt an NCAC-type CAC due to its simplicity, even though the NCAC
generally suffers a slight performance degradation over the ICAC [8]. We also adopt
the capacity bound, stipulated by (8.1) as a predetermined CAC threshold. Further,
we consider the queue with the finite length of K for delay-tolerant data traffic to
exploit its delay-tolerant characteristic, and we use the FCFS rule as a service disci-
pline. Based these assumptions, the CAC rule, for the case γd > γv can be summarized
as follows:

• If γvi + d j 1 – γd, then both new voice and new data calls are accepted.
• If 1– γd < vi + d j ≤ 1 – γv, then new voice calls are accepted, and new data calls

are queued.
• If 1– γd < vi + d j 1 + (K– 1)γd, then new voice calls are blocked, and new

data calls are queued.
• If γvi + dj > 1 + (K – 1)γd, then both new voice and new data calls are blocked.

Here, we set one voice channel as the basic channel. In this case, the number of
total basic channels in the system is 1/ v, and the number of basic channels required
by one data call is given as γd / v, respectively. Here, it is noteworthy that the number
of total basic channels in the system and the number of basic channels required by
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one data call are integer numbers in TDMA or FDMA, whereas they are real num-
bers in CDMA systems [6].

In order to analyze the performance of the system under the CAC policy, the
arrivals of voice and data calls are assumed to be distributed according to independ-
ent Poisson processes with the average arrival rate λv and λd, respectively.

The service times of voice and data calls are assumed to be exponentially distrib-
uted with the average service time 1/ v and 1/ d, respectively. Then, the offered traf-
fic loads of voice and data calls are expressed as ρv = λv/ v and ρd = λd/ d, respectively.

8.3 Markov Chain Model and Blocking Probability

In this section, we develop an analytical model to determine the blocking probabili-
ties of voice and data calls. The model will also be utilized to analyze the delay distri-
bution of data call in the next section.

According to the CAC rule based on the number of concurrent users, the set of
possible admissible states is given as

( ){ }Ω S v v d di j i j i j K= ≤ ≤ ≥ + ≤ +−, | , ,0 0 11γ γ γ γ (8.3)

For these admissible states, Figure 8.1 shows five distinct regions and a typical
state transition for each region to represent the call-level state transition diagram.
These possibly admissible states divided into five regions are as follows:
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γ γ γ

γ γ γΩ { }+ ⋅γ d K

(8.4)

Noting that total rate of flowing into a state (i, j) is equal to that of flowing out,
we can get the steady-state balance equation for each state as follows:

Rate-In Rate-Out

Rate-In

=

= ⋅ + ⋅ + ⋅+ + −
r r r
a P b P c Pi j i j i1 1, ,

( )
1 1, ,

,

j i j

i j

d P

i j k l P

+ ⋅

= + + + ⋅

−

r

r r r r
Rate-Out

for all states

(8.5)

where the state transition rates,
r
a,

r
b,

r
c ,

r
d,

r
e,

r
f ,

r
g,

r
h,

r
i ,

r
j ,

r
k, and

r
l involved in (8.5) can

be given by as follows:
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Figure 8.2 summarizes the steady-state balance equations for the state transit
diagram according to the region to which the current state belongs. If the total
number of all possible states is ns, the balance equations become (ns – 1) linearly
independent equations. With these (ns – 1) equations and the normalized equation

( )
Pi j

i j S

,
,

=
∈

∑ 1
Ω

, a set of ns linearly independent equations for the state diagram can be
formed as

Q Pπ = (8.14)

where Q is the coefficient matrix of the ns linear equations, π is the vector of state
probabilities, and P = [0, …, 0, 1]T. The dimensions of Q, π, and P are ns ns, ns 1,
and ns 1, respectively. By solving = Q–1P, we can obtain the steady-state probabili-
ties of all states [5].

Based on the CAC rule, a new voice call will be blocked if the channel resources
are not enough to accept the call, and the corresponding blocking probability for
voice calls is given by

( ) ( )

P Pb i j
i j

v

nv blo

=
∈
∑ ,

,
,

Ω

(8.15)
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where

( ) ( ){ }Ω
nv blo v d vi j i j

,
, |= + > −γ γ γ1 (8.16)

Ω(nv,blo) is composed of the regions C, D, and E in Figure 8.1. Similarly, a new data
call will be blocked if the queue is full, and the blocking probability for data calls is
given by

( ) ( )

P Pb i j
i j

d

nd blo

=
∈
∑ ,

,
,

Ω

(8.17)

where
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Figure 8.2 Steady-state balance equations corresponding to the voice/data CDMA system.



( ) ( ) ( ){ }Ω
nd blo v d di j i i K

,
, |= + > + −γ γ γ1 1 (8.18)

Ω(nd,blo) corresponds to region E in Figure 8.1.

8.4 Delay Distribution

In this section, for this purpose, we will derive the cumulative distribution function
(CDF) of delay and the delay confidence of data traffic. First, let’s derive the CDF of
delay (τ), based on the Markov chain model depicted in Figure 8.1. The delay is
defined as the time that a data call waits in a queue until it is accepted in the system.
For the convenience of analysis, we separate the CDF of delay into two parts corre-
sponding to discrete and continuous parts of the random variable τ. That is,

( ) { } ( ) ( )F t t F G td d= ≤ = +Pr τ 0 (8.19)

where Fd(0) = Pr{τ ≤ 0}, and G(t) represents the continuous part of the delay.
At first, the discrete part Fd(0), represents the case when the delay is zero, and it

can be calculated as follows:

( ) { } { }
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i j
i j
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0 0 0= ≤ = =

= ′
∈
∑

Pr Pr

,
,

,

τ τ

Ω

(8.20)

where Ω(nd,acc) is the acceptance region of new data calls, which is given as

( ) ( ){ }Ω
nd acc v d di j i j

,
, |= + ≤ −γ γ γ1 (8.21)

and

′ =
−

P
P

P
i j

i j

bd

,
,

1
(8.22)

P i, j represents the probability that there are i voice and j data calls in the system
just before a new data call is admitted. If the state (i, j) belongs to the blocking region
of new data calls, Ω(nd,blo), the call will be blocked.

To investigate the continuous part of delay G(t), let (i , j ) denote the number of
calls, excluding the number of service-completed calls within time τ from (i, j).

Consider the case that (i, j) belongs to the queuing region of new data calls just
before a new data call is admitted, where the queuing region of new data calls is
given as

( ) ( ) ( ){ }Ω
nd que d v d di j i j K

,
, |= − < + ≤ + −1 1 1γ γ γ γ (8.23)

In order for a new data call to be accepted within the time t according to the
FCFS service discipline, (i , j ) should fall into the acceptance region of new data calls

108 Erlang Capacity Under the Delay Constraint



within the time t. G(t) is the sum of the probabilities of all cases that a state (i, j) in
Ω(nd,que) changes into (i , j ) in Ω(nd,acc) within the time, t. This can be expressed as

( )
( ) ( )
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(8.24)

where w(i,j)(τ) is the delay distribution for the state (i, j), and it represents the prob-
ability that a new data call will be accepted within time τ, given that the system state
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Figure 8.3 Set of states representing the admissible numbers of voice and data calls for the case that
W = 1.25 MHz, qv = 7 dB, qd = 7 dB, Rv = 9.6 Kbps, Rd = 19.2 Kbps, and K = 3.



is (i, j) just before the call is admitted. For example, Figure 8.3 shows the set of states
representing the admissible numbers of voice and data calls for the case that W =
1.25 MHz, qv = 7 dB, qd = 7 dB, Rv = 9.6 Kbps, Rd = 19.2 Kbps, and K = 3. Consider
the case that there are 17 voice calls and 7 data calls in the system just before a new
data call is admitted. In this case, the state (17, 7) can change into (i , j ) in Ω(nd,acc)

through many paths in order for a new data call to be accepted.
For example, if (i , j ) is (17,4), no voice calls and three data calls are service

completed during the time τ, and if (i , j ) is (16,4), one voice call and three data calls
are service completed.

For the more general case where k voice calls get service completed, the delay
distribution for the state (i, j) can be expressed as

( )( ) ( ) ( )w wi j i j
k

I

k
, ,τ τ=

=
∑

0

(8.25)
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I i i
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min ,

1 1γ

γ
(8.26)

w(i,j)k
(τ) represents the delay distribution multiplied by the probability that k

voice calls get service completed, given that the system state is (i, j) just before a new
data call is admitted. I is the maximum number of service-completed voice calls dur-
ing the change, which happens when only voice calls are service completed.

The paths where the state (i, j) inΩ(nd,que) changes into (i , j ) inΩ(nd,acc) can be gener-
alized as in Figure 8.4. Because the service time distribution is memoryless, and the
delay distribution is independent of the current arrival, w(i,j)k

(τ) is the convolution of
k independent, exponential random variables, where k corresponds to the number
of service-completed voice calls [9]. Because the Laplace transforms of w(i,j)k

(τ) is
equal to the product of the Laplace transforms of exponential distributions, the
Laplace transform of w(i,j)0(τ), for the case of Figure 8.4(a), can be expressed as
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(8.27)

The first term of W(i,j)0
(s) in (8.27) represents the probability for k = 0, which cor-

responds to the probability that the state (i, j) in Ω(nd,que) is changed into (i , j ) in Ω(nd,acc)

as in Figure 8.4(a). In (8.27), the exponent ( ) ( )j iv d− − +1 1γ γ/ corresponds to
the required number of service-completed data calls in order for the new data call to
be accepted. The second term of W(i,j)0

(s) in (8.27) comes from the product of
the Laplace transforms of exponential distributions of service time of the service-
competed data calls.
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Figure 8.4 State transition paths for analyzing the delay distribution: (a) the case that no voice call and
( ) ( )j iv d− − +1 1γ γ/ data calls are service completed within time τ, given that the system state is (i, j) just

before a new data call is attempted; (b) the case that one voice call and ( )( ) ( )j iv d− − − +1 1 1γ γ/ data calls
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For the case that k = 1, which corresponds to Figure 8.4(b), there are J1 different
paths and w(i,j)1

(τ) is expressed as the sum of delay distributions multiplied by the
probability that the path is selected out of all paths. The Laplace transform of w(i,j)1

(τ)
can be expressed as
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In the case of one service-completed voice call, the number of service-completed
data calls should be ( )( ) ( )j iv d− − − +1 1 1γ γ/ in order for a new data call to be

accepted.
J1 is selected to avoid the path for the case of k = 0, and, for example, it takes the

path (17, 7) → (17, 4) → (16, 4) in Figure 8.3.
By expanding the previous results to the general case of k service-completed

voice calls, W(i,j)k
(s) can be obtained as

( ) ( )W si j
k

, =
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The left term of Va(s) in (8.32) is the probability that one voice call is service
completed among (i – a) voice and ( )( ) 1 − −γ γv vi a / data calls in the service
state, and the right term is a Laplace transform of the time distribution for the voice
call to be service completed. On the other hand, the left term of Da(s) in (8.33) is the
probability that a data call is service completed among (i – a) voice and

( )( ) 1 − −γ γv vi a / data calls in the service state, and the right term is a Laplace
transform of the service time distribution for the data call to be service completed.

It is noteworthy that the probability of voice or data calls being service com-
pleted and the time distribution for a call to be service completed can be represented
by the number of voice calls for given average service times of voice and data calls. It
comes from the fact that the number of data calls in the service state is determined
by the number of voice calls. w(i,j)k

(τ) is the sum of delay distribution of all possible
paths for k service-completed voice calls multiplied by the probability that each
path is selected. Jk is a parameter to prevent w(i,j)k

(τ) from including the path for (k –
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1) service-completed voice calls. Finally, we can get w(i,j)k
(τ) from the inverse Laplace

transform of W(i,j)k
(s).

Substituting w(i,j)k
(τ) into w(i,j)(τ), and then successively substituting w(i,j)(τ) into

G(t), the CDF of delay can be calculated as
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where –1 denotes the inverse Laplace transform.

8.5 Delay Confidence

For delay-tolerant traffic, an important performance measure is related with the
delay requirement. Typically, the delay requirement of data calls is given for a sys-
tem to provide service with the maximum tolerable delay. Considering that the serv-
ice behavior is randomly characterized, we need to introduce the delay confidence,
which is defined as the probability that new data calls are accepted within the maxi-
mum tolerable delay without being blocked, and further we formulate the delay con-
fidence as follows

( ) ( )P P Fc b dd
≡ − ⋅1 τ max (8.35)

where τmax is the maximum tolerable delay. Here, note that the delay confidence is
related with not only the maximum tolerable delay but also the blocking probability
of data calls.

For a numerical example, we consider the system parameters in Table 8.1 and
use the normalized delay, which is normalized by average service time such that

τ
τ

µ
n

d

=
1 /

(8.36)
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Table 8.1 System Parameters for the Numerical Example: An IS-95B-Type CDMA System Support-
ing Voice and Delay-Tolerable Data Services

Item Symbol Value

Transmission bandwidth W 1.25 MHz
Required information data rate for voice traffic Rv 9.6 Kbps
Required information data rate for data traffic Rd 19.2 Kbps
Required bit energy-to-interference spectral
density ratio for voice traffic

qv 7 dB

Required bit energy-to-interference spectral
density ratio for data traffic

qd 7 dB

Average arrival rate for voice calls λv Variable
Average arrival rate for data calls λd Variable
Average service time for voice calls 1/µv 200 seconds
Average service time for data calls 1/µd 20 seconds



Figure 8.5 shows delay confidence as a function of the maximum tolerable
delay, τ n max

, for different offered traffic loads of voice calls when the offered traffic
load of data is given as 5 and the queue size is 3. The discontinuity at τnmax

= 0 comes
from the fact that the probability that new data calls can be accepted without being
blocked is nonzero. The delay confidence decreases for a fixed value of τnmax

as the
offered traffic load of voice increases. The delay confidence increases and gradually
approaches (1 – Pbd

) as the maximum tolerable delay decreases.
Figure 8.6 shows the delay confidence for different offered traffic loads of data

when the offered traffic load of voice is given as 5 and the queue size is 3. The delay
confidence decreases as the offered traffic load of voice increases, for a fixed value
of τnmax

. It is noteworthy that the probability that a new data call is accepted within
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the maximum tolerable delay without being blocked decreases as the offered traffic
load of voice or data increases. Comparing Figure 8.6 with Figure 8.5, we can
observe that the variation of delay confidence for the offered traffic load of data is
greater than that for the offered traffic load of voice. This is because data calls
require more system resources than do voice calls (i.e., γd > γv in the case of the
numerical example).

Figure 8.7 shows the delay confidence for different queue sizes when the offered
traffic loads of voice and data are given as 10 and 5, respectively. The blocking prob-
ability of data calls decreases as the queue size increases. The delay confidence
increases for τnmax

> 1 while decreasing for τnmax
< 0.3 as the queue size increases. It

means that the improvement of blocking probability of data calls by means of the
queue for τnmax

< 0.3 comes from the aggravation of delay confidence. Therefore, it
can be expected that the queue size should be carefully selected to appropriately bal-
ance the availability of service.

8.6 Erlang Capacity

In this section, we analyze the Erlang capacity, which is defined as a set of support-
able offered traffic loads of voice and data that can be supported while service
requirements are satisfied. As the service requirements, we consider the required call
blocking probability for voice calls and the required delay confidence for data calls.
Then, the Erlang capacity of CDMA systems supporting voice and data services can
be formulated as follows:

( ){ }
( )

C P P P P

P P

Erlang v d b b c c

v d b b

v v req req

v v r

≡ ≤ ≥

= ≤

ρ ρ

ρ ρ

, | ,

, |

,

,{ } ( ){ }
eq reqv d c cP P∩ ≥ρ ρ,
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where Pbv,req
is the required blocking probability for voice calls and Pcreq

is the
required delay confidence for data traffic. We also define a set of supportable
offered traffic loads of voice and data that are confined by the required call blocking
probability of voice, Pbv,req , as the voice-limited Erlang capacity and that by the
required delay confidence of data, Pcreq

, as the data-limited Erlang capacity. Then,
The Erlang capacity of the system is determined as the overlapped region limited by
the voice-limited Erlang and the data-limited Erlang.

For certain QoS requirements and queue size, the call blocking probability of
voice is a function of offered traffic loads of voice and data, and the voice-limited
Erlang capacity is limited by the required blocking probability. On the other hand,
the data-limited Erlang is determined by the required delay confidence and the
maximum tolerable delay because the delay confidence of data traffic is a function
of the maximum tolerable delay as well as the offered traffic loads of voice and data.
For a numerical example, we consider the system whose parameters are given in
Table 8.1.

Figure 8.8 shows the voice-limited Erlang capacity and the data-limited Erlang
capacity when K = 0. Lines (i) and (ii) represent the voice-limited Erlang capacity
and the data-limited Erlang capacity, respectively, when Pbv,req

= 1% and Pcreq
= 99%.

The Erlang capacity is determined as the overlapped region limited by the line (i)
and line (ii) to satisfy both service requirements for voice and data calls at the same
time. For the case that there is no queue (K = 0), the CDF of delay at the maximum
tolerable delay, Fd(τmax) is given as 1 because it is independent of the maximum toler-
able delay τnmax

. In this case, the delay confidence, Pc becomes (1 – Pbd
), and the

required delay confidence of 99% corresponds to the required blocking probability
of 1% of data. The Erlang capacity in Figure 8.8 corresponds to that analyzed in [6]
for the blocking probabilities for voice and data traffic.
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Figure 8.8 also shows that the Erlang capacity is mainly determined by the
data-limited Erlang capacity. The gap between the voice-limited Erlang capacity and
the data-limited Erlang capacity comes from the difference in the required amount
of system resources or the service requirements for voice and data calls. In this case,
the data-limited Erlang capacity is lower than the voice-limited Erlang capacity for
the same blocking probability because a data call requires more system resources
than a voice call for this numerical example case.

In order to increase the Erlang capacity, a proper tradeoff is required between
the voice-limited Erlang capacity and the data-limited Erlang capacity. One method
to get the tradeoff is to use queuing for delay-tolerant data calls. Figure 8.9 shows
the voice-limited Erlang capacity and the data-limited Erlang capacity for different
values of the required delay confidence Pcreq

when Pbv,req
= 1%, τnmax

= 0.1, and K = 1.
In this case, a new data call can be queued until the required resources are available
if the queue is available. In this case, the Erlang capacity is mainly determined by
the data-limited Erlang capacity when Pc req

= 99%. The data-limited Erlang capacity
gradually increases as the required delay confidence Pcreq

decreases such that the
Erlang capacity is determined by the voice-limited Erlang capacity when Pcreq

is given
less than 98%.

Figure 8.10 shows the voice-limited Erlang capacity and the data-limited Erlang
capacity for different values of the maximum tolerable delay τnmax

when Pbv,req
= 1%,

Pcreq
= 99%, and K = 1. The Erlang capacity is mainly determined by the data-limited

Erlang capacity when the maximum tolerable delay τnmax
is less than 0.1. As τnmax

increases (i.e., when the delay allowance for data calls increases), the data-limited
Erlang capacity also increases. Figure 8.10 shows that the Erlang capacity is deter-
mined by the voice-limited Erlang capacity when τnmax

is more than 0.4.
From Figures 8.9 and 8.10, we know that the delay requirements such as the

required delay confidence and the maximum tolerable delay have no effect on the
Erlang capacity beyond certain limits. It comes from the fact that the voice-limited
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Erlang capacity is independent of the delay confidence and the maximum tolerable
delay. As the delay requirements become looser, the data-limited Erlang capacity
increases while the voice-limited Erlang capacity does not change. The gain from
the delay requirements in the data-limited Erlang capacity over the voice-limited
Erlang capacity cannot be supported by the system because the required call block-
ing probability of voice is not guaranteed.

Figure 8.11 shows the effect of the queue size on the Erlang capacity when Pbv,req

= 1%, Pcreq
= 99%, and τnmax

= 0.1. The solid and dotted lines represent the voice-
limited Erlang capacity and data-limited Erlang capacity, respectively. We know
that the voice-limited Erlang capacity decreases as the queue size increases, which
comes from the fact that the call blocking probability of voice increases for a larger
queue size. On the other hand, the data-limited Erlang capacity also increases until
the queue size becomes 2. After that, it decreases for a larger queue size. This comes
from the fact that the call blocking probability of data and the CDF of delay
decrease as the queue size increases. Noting that the delay confidence is enhanced as
the blocking probability of data calls decreases or the CDF of delay increases, we
know that the change from an increase to a decrease of data-Erlang capacity accord-
ing to the queue size results from the mutual effects between the improvement in the
blocking probability of data calls and the decrease of the CDF of delay, which also
can be observed in Figure 8.7. Figure 8.11 also shows that the Erlang capacity when
K = 3 is less than that when K = 0. This means that the queue size should be properly
selected to create a balance between the voice-limited Erlang capacity and the data-
limited Erlang capacity and further to accommodate more Erlang capacity. In the
numerical example, the optimum queue size can be selected as 1, with respect to the
Erlang capacity.
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8.7 Conclusions

In this chapter, we analyzed the Erlang capacity of a CDMA system supporting
voice and delay-tolerant data services, and considered the characteristic of delay-
tolerant traffic, called the delay confidence, which is defined as the probability that a
new data call is accepted within the maximum tolerable delay without being
blocked. For the performance analysis, we developed a two-dimensional Markov
chain model, based on the FCFS service discipline, and presented a numerical proce-
dure to analyze the Erlang capacity. As a result, for the case that there is no queue for
data calls, it was observed that the Erlang capacity is mainly determined by the
data-limited Erlang capacity, as one data call requires more system resources than
one voice call. For the case that we consider finite-size buffer for data calls, the
data-limited Erlang capacity increases as the maximum tolerable delay increases or
the required delay confidence decreases. Further, the Erlang capacity is mainly lim-
ited by the voice-limited Erlang capacity if the required delay confidence and the
maximum tolerable delay requirements go beyond certain limits.

By observing the Erlang capacity according to the queue size, we showed that
the queue size should be properly selected to create a balance between the voice-
limited Erlang capacity and the data-limited Erlang capacity. For the numerical
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Figure 8.11 Effect of the queue size on the Erlang capacity when Pbv,req
= 1%, Pcreq

= 99%, and τnmax
=

0.1: (a) K = 0, (b) K = 1, (c) K = 2, and (d) K = 3.



example case, we demonstrated that a proper queue size was selectable with respect
to the Erlang capacity under a given delay constraint.
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C H A P T E R 9

Multiclass CDMA Systems with a Limited
Number of Channel Elements

Because the CDMA system is the interference-limited system, directional antennas
are usually used for spatial isolation, which reduces interference. In a multisector-
ized cell using directional antennas, the call blocking occurs not only due to the
insufficient number of CEs available for traffic channels in BSs but also due to a
limit on the number of concurrent users in each sector [1]. The CE performs the
baseband spread-spectrum signal processing for a given channel. For trunking effi-
ciency, all CEs are provided per cell, and any CE can be assigned to any user in the
cell regardless of sector. Call blocking due to insufficient CEs available for traffic
channels in the BS is defined as hard blocking. So far, we assumed that the CDMA
system of our interest has a sufficient number of CEs and the system only suffers
from soft capacity issues. For example, in Chapters 7 and 8, the Erlang capacity of
CDMA systems is already investigated based on only soft blocking for the case of
multiclass services and the voice and data services under the delay constraint,
respectively.

In this chapter, we will investigate the effect of a limited number of CEs in BSs
on the Erlang capacity of CDMA systems supporting multiclass services as an
expansion work of Chapters 7 and 8. In addition, a graphic interpretation method
also will be presented for the case of multiple FAs, where the required calculation
complexity of the exact method is too high to calculate the Erlang capacity. In next
chapter, we will address an approximation method to calculate the Erlang capacity
of CDMA systems with a limited number of CEs in BSs to overcome the complexity
problem of the exact calculation method presented in this chapter.

9.1 Introduction

In CDMA systems, unlike FDMA or TDMA systems, a call attempt may be blocked
due not only to the insufficient number of CEs available for traffic channels but also
to the excess of the maximum allowable number of concurrent users. In a CDMA
system, the CE performs the baseband spread spectrum signal processing for a given
channel. At a sectorized cell, all CEs are shared in the BS for the trucking efficiency
such that any CE can be assigned to any user in the cell, regardless of sector. Call
blocking, which is caused by insufficient CEs in the BS, is hard blocking. Addition-
ally, in the CDMA, excessive interference also causes a call blocking. This is soft
blocking and occurs when the number of active users exceeds the maximum
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allowable number of concurrent users. Research to find the maximum allowable
number of concurrent users that CDMA can support in the reverse link has been
done in [2–4], based on the maximum tolerable interference.

For the purpose of controlling the system, another measure of system capacity is
the peak average load that can be supported with a given quality and with availabil-
ity of service as measured by the blocking probability. The average traffic load in
terms of the average number of users requesting service resulting in the required
blocking probability is called the Erlang capacity. In [5], Viterbi and Viterbi
reported that the Erlang capacity of a CDMA system supporting only voice service,
based on outage probability, where the outage probability is defined as the probabil-
ity that the interference plus noise power density, exceeds the noise power density No

by a factor of 1/ , where η takes on typical values between 0.25 and 0.1. In [6], Sam-
path et al. extended the results of Viterbi to voice/data CDMA systems.

Furthermore, Matragi et al. introduced another approach that allows the provi-
sion of different GoS for different types of calls [7]. It is noteworthy that the afore-
mentioned analysis considered the soft blocking only, and the effect of CEs on
Erlang capacity was not considered. Practically, the CDMA system is equipped with
a finite number of CEs, afforded by its cost-efficient strategy, which introduces
inherent hard blocking. Between soft blocking and hard blocking, the former has
been analyzed completely in [8] or Chapter 7 for the multimedia CDMA, while it is
an interesting question to the system operator to evaluate the exact effect of the
Erlang capacity due to the limited number of CEs (i.e., hard blocking).

Subsequently, in this chapter, we present an analytical procedure for deriving
the Erlang capacity of CDMA systems supporting multimedia services in the reverse
link, by considering hard blocking as well as soft blocking when the CDMA cells are
sectorized with three sectors.

The remainder of this chapter is organized as follows. In Section 9.2, we
describe the system model and briefly summarize the capacity bound of the maxi-
mum allowable number of concurrent users that CDMA systems can support with
QoS requirements. In Section 9.3, an analytical procedure for analyzing the Erlang
capacity of the multimedia CDMA systems is presented, based on the multidimen-
sional Markov model. In Section 9.4, a numerical example is taken into considera-
tion, and discussions are given. Finally, conclusions are drawn in Section 9.5.

9.2 System Model

The system we are considering employs a circuit switching method to deal with the
data transmission, as handled in [8]. Furthermore, we assume that the perfect direc-
tional antennas are used whereby the cell is partitioned into three 120° sectors,
where all available CEs in the BS are shared among three sectors such that any CE
can be assigned to any user in the cell, regardless of sector.

As a reference for soft blocking at each sector, in this chapter, a capacity limit of
the maximum allowable number of concurrent users that CDMA can support with
QoS requirements in the reverse link is utilized. In the case of CDMA, although there
is no hard limit on the number of mobile users served, there is a practical limit on the
number of concurrent users to control the interference between users having the
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same pilot signal. The maximum allowable number of concurrent users that a
CDMA system can support with QoS requirements has been found [2–4], based on
the maximum tolerable interference. This issue has already been dealt with in Chap-
ter 2. In particular, as a result of [4], the system capacity limit of CDMA system sup-
porting K district traffic types (one voice and K – 1 data service groups) in the
reverse link can be expressed as:
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j

K

n n
j j

+ ≤
=

−

∑ 1
1

1

(9.1)

where

( )
γ

α
β

σ σ

v

v

b

o v

Q
W

R

E

N f
req req

x x

=








+
+

−
−

−1

10
0 0121

1
10

1
2.

α

( )
γ

β
σ

d

d

b

o d

Qj

j req j req

xW
R

E

N f

=








+

−
−

−

1

1
1

10
1

10
0 01

1

, ,

. 2 2

1
σx

+

All relevant parameters are defined and described in Section 3.1.
The inequality of (9.1) is the necessary and sufficient condition satisfying the

system QoS requirements and indicates that calls of different services take different
amount of system resources according to their QoS requirements (e.g., information
data rate and the required bit energy-to-inference power spectral density ratio). In
the following analysis, based on (9.1), we assume that one call attempt of data in the
jth service group is equivalent toΛj call attempts of voice service, where Λj is defined
as  γ γd vj

/ where  x denotes the greatest integer is less than or equal to x. Then,

(9.1) can be rewritten as follows:
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(9.2)

where  $ /CETC v≡ 1 γ is the total number of basic channels, and subscript “ETC”

denotes equivalent telephone (voice) channel. That is, the voice channel is presumed
to the basic channel. The system capacity limit, stipulated by (9.1) or (9.2), can be
considered as the possible number of concurrent calls per sector that can be man-
aged on the reverse link while the QoS requirements being satisfied.

9.3 Erlang Capacity for the Multimedia CDMA Systems

In this section, we will analyze the Erlang capacity, based on the multidimension
M/M/m loss model. To analyze the Erlang capacity, the state probability of the sys-
tem will be developed and the call blocking probabilities experienced by each call
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will be found by summing the occupation probabilities of the corresponding call
blocking states.

For the performance analysis, we assume that call attempts of the K district traf-
fic types at each sector are generated according to mutually independent Poisson
processes with rates λ(j,i)and require Λj basic channels. In addition, they have the
channel holding times, which are exponentially distributed with mean 1/µ(j,i), where
the subscription of i denotes the ith sector and the subscription of j indicates the jth
service group (j = v, d1, …, dK–1; i = 1, 2, 3).

Let Ni = (n(v,i), n(d1,i), …, n(dK –1,i)) be the state of the ith sector (i = 1, 2, 3), given by
the number of calls of each service group in the ith sector, and assume that a capacity
bound stipulated in (9.1) is used as a reference to threshold for soft blocking. Then,
the state probability of Ni in the ith sector is given by [9]:
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where ρ(j,i) = λ(j,i)/µ(j,i), which denotes the offered traffic load of the jth service group in
the ith sector. Gi(R) is a normalizing constant that has to be calculated in order to
have the πi(Ni) that is accumulated to 1:
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For a multimedia CDMA system supporting K service groups, as we described in
the previous section, a set of admissible states in the ith sector,Ωi(R), can be given as

( ) { }Ω i
TR R= ≤N N Ai i| (9.5)

where Ni and A are 1 by K vector and R is a scalar representing the system resource
such that

( )A = =
−

1
1 1

, , ..., $Λ Λd d ETC
K

R Cand (9.6)

To analyze the cell as a whole, it is useful to define occupation state of the cell S
characterized by the occupation numbers of the sectors as a state in the birth-death
process. That is,

( ) ( ) ( ) ( ){ }S R R R∈ ∈ ∈ ∈N , N , N N N N1 2 3 1 2 3| ,Ω Ω Ω1 2 3and (9.7)

Because traffic for the individual sectors can be assumed to be independent
processes, the state probability π(S) that the multidimensional Markov chain is in
the state of S is the product of the individual sector probabilities, such that

( ) ( ) ( ) ( )π π π πS = ⋅ ⋅1 1 2 2 3 3N N N (9.8)
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As mentioned before, at the BS, all of the CEs are shared, so any CE can be
assigned to any user in the cell, regardless of sector. Also, hard blocking occurs
when the number of CEs that are used by concurrent users exceeds the maximum
number of available CEs in the BS. Such effect of the limitation of CEs in the BS on
the call blocking can be considered by adding the constraint of CEs to (9.7), such
that
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where N is the maximum number of available CEs in the BS. Here, it is assumed that
a number of CEs used by one user in the jth service group is directly proportional to
Λj, even though it depends on the modem structure of the system being considered.

Because the constraint of (9.9) limits the total number of users of each service
group, the state probability π(S ) can be derived from the joint conditional density
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Note that C corresponds to the probability of the event
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1 , which assures that the probabilities of

the valid states sum to 1. Also, note that C = 1 if N > 3 $CETC .

Generally, the call blocking probabilities of each service group in each sector
can be found by summing the occupation probabilities of the corresponding call
blocking states. The call blocking states for each service group in each sector are
mainly separated into two parts: soft-blocking and hard-blocking states. For the jth
service group (j = v, d1, …, dK–1) at the first sector, the call blocking states are given as
follows:
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Then, the corresponding call blocking probability for the jth service group is
given as
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Here, note that if ( )N C PETC b soft j> 3 $ , , , is simplified as
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where ej is a unit vector in the jth direction and G1(R) is the normalizing constant cal-
culated on the whole Ω1(R), while G1(R – Aej) is the normalizing constant calculated
on the Ω1(R – Aej) with respect to the traffic of the jth service group.

Also, Pb(j, hard) = 0 if N CETC j≥ +3 $ Λ for the traffic of the jth service group. Addi-

tionally, for all service groups, soft-blocking states do not exist if N CETC≤ $ , and the

call blocking is determined only by hard blocking.
Here note that, even though we have only presented the procedures for evaluat-

ing the call blocking probability of the jth service group at the first sector, similar
analysis can be performed for calculating the call blocking probabilities of each serv-
ice group at the second and third sectors.

In the multimedia environment, Erlang capacity corresponding to the voice-only
system needs to be modified in order to consider the performance of all service
groups simultaneously. In this chapter, a modified Erlang capacity is utilized as a
performance measure. It is defined as a set of the average offered traffic loads of each
service group that can be supported while the QoS and GoS requirements being sat-
isfied. Then, Erlang capacity per sector can be calculated as follows:
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where P(B,v)req
, P(B,d1)req

, …, P(B,dK–1)req
are the required call blocking probabilities of voice

and K – 1 data service groups, respectively, which can be considered requirements.
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In other words, the system Erlang capacity is the set of values of

( ){ }$ , $ , ..., $ρ ρ ρv d dK1 1−
that keeps the call blocking probability experienced by each

call less than the required call blocking probability (or GoS requirements). Under
these conditions, the Erlang capacity with respect to the jth service group can be cal-
culated as a function of the offered traffic loads of all service groups by contouring
the call blocking probability experienced by the traffic of the jth service group at the
required call blocking probability. Finally, total system Erlang capacity is deter-
mined by the overlapped region of Erlang capacities with respect to all service
groups. An easy way to visualize total system Erlang capacity is to consider the
overlapped Erlang capacity region as total system Erlang capacity. Consequently, it
is necessary to balance the Erlang capacities with respect to all service groups and to
get the proper tradeoff in order to enhance total system Erlang capacity.

9.4 Numerical Example and Discussion

9.4.1 Single FA Case

First, let’s consider a typical IS-95B CDMA system supporting voice and data traffic
with single FA whose frequency bandwidth is 1.25 MHz. For three-sector CDMA
cells, assuming that the sectors are equally loaded, the system parameters under the
consideration are shown in Table 9.1. The data rate is 28.8 Kbps for data traffic by
aggregating three codes, and 9.6 Kbps for voice. Also, 100% activity factor is
assumed for data. In this case, Λ and $CETC are given as 6 and 29, respectively, based

on (9.1). It means that there are 29 basic channels per sector, and one call attempt of
data traffic is equivalent to six call attempts of voice traffic. This section provides
calculated the Erlang capacity per sector.

For the numerical example, the Erlang capacity per sector is depicted in two-
dimensional space and is given as the set of the offered traffic loads of voice and
data in which the call blocking probabilities of voice and data are maintained below
the required call blocking probabilities of voice and data. Figure 9.1 shows the
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Table 9.1 System Parameters for the IS-95B-Type CDMA System Supporting
Voice and Data Services

Parameters Symbol Value

Allocated frequency bandwidth W 1.25 Mbps
Required bit transmission rate for voice traffic Rv 9.6 Kbps
Required bit transmission rate for data traffic Rd 28.8 Kbps
Required bit energy-to-interference power
spectral density ratio for voice traffic

E
N

b

o v req









7 dB

Required bit energy-to-interference power
spectral density ratio for data traffic

E
N

b

o dreq









7 dB

System reliability requirement β% 99%
Frequency reuse factor 1

1 + f
0.7

Standard deviation of received SIR σx 1 dB
Voice activity factor α 3/8



Erlang capacity per sector for different values of CEs when the required call block-
ing probabilities (or GoS requirements) for voice and data traffic are given as 2%.
For each case, the curve represented by (i) is the Erlang capacity with respect to voice
traffic, and the curve represented by (ii) is the Erlang capacity with respect to data
traffic. When N = 50, 60, or 73, it is noteworthy that there is the “winding charac-
teristic,” in which the Erlang capacity curves with respect to voice traffic become
winded in the region of low voice traffic load.

This phenomenon results from the fact that the blocking probability experi-
enced by the voice traffic is suddenly degraded for certain traffic loads because the
data traffic is blocked unless a set of Λ basic channels is available, while the voice
traffic can be served if a basic channel is available. Additionally, this phenomenon is
generally observed when the load of voice traffic is very low and the blocking prob-
ability experienced by the voice traffic is very susceptible to the change of the data
traffic load. In addition, Figure 9.1 indicates that the more CEs there are, the larger
the Erlang capacity is.

For a fixed number of CEs, the following observations are made. The first is that
data traffic has more of an impact than voice traffic on Erlang capacity because the
effective bandwidth required by one data user is larger than that of one voice user.
The other observation is that the total system Erlang capacity region is determined
by the Erlang capacity with respect to data traffic because the system should satisfy
the required call blocking probabilities of voice and data groups simultaneously.
Hence, it is required to get the proper tradeoff between Erlang capacities with
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Figure 9.1 Erlang capacity for the different values of CEs when the required call blocking probabilities
(GoS) of voice and data are given as (2%), respectively: (a) when N = 50, (b) when N = 60, (c) when N
= 73, (d) when N = 100. For each case, the curve represented by (i) is the Erlang capacity with respect
to voice traffic, and the curve represented by (ii) is the Erlang capacity with respect to data traffic.



respect to voice and data traffic in order to enhance total system Erlang capacity.
One way to consider this tradeoff is to give data traffic priority over voice traffic by
using prioritized schemes, such as a reservation scheme in which some system
resources can be exclusively reserved for the data traffic. Another way is to provide
different GoS requirements for voice and data traffic. In this case, call blocking
probability higher than 2% can be given for data traffics.

Figure 9.2 shows the Erlang capacity for the different GoS requirements for
voice and data traffic. For each case, the curve represented by (i) is the Erlang capac-
ity with respect to voice traffic, the curve represented by (ii) is the Erlang capacity
with respect to data traffic, and the curve represented by (iii) is the Erlang capacity
with respect to average GoS. For any traffic load of voice and data, the call blocking
probability experienced by the data traffic is always higher than that of voice traffic.
Hence, as mentioned before, the total system Erlang capacity region is determined
by the Erlang capacity with respect to data traffic when same GoS requirements are
given for voice and data traffic. To solve such problems, careful selection of operat-
ing values of GoS requirements for voice and data traffic is needed. Here, three cases
for selecting the proper operating values of GoS requirements are given. First, we
consider the case of a 2% GoS requirement for both voice and data traffic. As a
merit of this case, the strict GoS requirements can be satisfied for both types of
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Figure 9.2 Erlang capacity for the different GoS requirements with N = 100: (a) when the voice GoS
is 2% and the data GoS is 2%, (b) when the voice GoS is 2% and the data GoS is 5%, (c) when the
voice GoS is 2% and the data GoS is 10%, and (d) when the voice GoS is 2%, the data GoS is 2%, and
the average GoS is 2%. For each case, the curve represented by (i) is the Erlang capacity with respect
to voice traffic, the curve represented by (ii) is the Erlang capacity with respect to data traffic, and the
curve represented by (iii) is the Erlang capacity with respect to average GoS.



traffic. That is, the call blocking probabilities experienced by voice and data traffic
are always less than 2% within the Erlang capacity region.

However, low Erlang capacity is archived, and the call blocking experienced by
the voice call is relatively good, as compared with the required GoS—see Figure
9.2(a). Second, we consider the case where the different GoS requirements are given;
a 2% GoS requirement is given for voice traffic, and 5% and 10% GoSs are given
for data traffic, respectively. Figure 9.2(b, c) shows that the higher the GoS require-
ment of data is, the larger the Erlang capacity will be. However, the call blocking
probabilities experienced by data traffic will be increased up to 5% and 10%,
respectively, with heavy traffic load. That is, the Erlang capacity can be expanded at
the price of the deteriorated GoS of data. Finally, as an alternative way, let’s con-
sider the Erlang capacity with respect to the average call blocking probability to
combat the unbalanced call blocking probabilities between voice and data. We
define the average call blocking probability as P(blocking, ave) = (ρv ⋅ P(blocking, voice) + χ ⋅ ρd ⋅
P(blocking, data))/(ρv + χ ⋅ ρd) where 1 ≤ χ ≤ Λ.

Figure 9.2(d) shows that this approach allows the Erlang capacity to be
enhanced when the average call blocking probability is within about 2%. Addition-
ally, the parameter χ can be used as a weighting factor (i.e., as is closer to Λ, more
weight is given to data call blocking). Figure 9.3 shows the effect of on the Erlang
capacity. These cases, so far mentioned, may be more suitable to the initial stages of
the data service offering, where a service provider allows data call blocking to be
higher than voice call blocking so that data traffic does not have a significant impact
on voice traffic.

It is intuitive that the more CEs there are, the larger the Erlang capacity will be.
The Erlang capacity, however, will be saturated after a certain value of CEs due to
the insufficient channels per sector. For deeper consideration of the effect of CEs on
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Figure 9.3 Effect of χ on the Erlang capacity with N = 100 when the voice GoS is 2%, the data GoS is
2%, and the average GoS is 2%. The curve represented by (i) is the Erlang capacity with respect to
voice traffic, the curve represented by (ii) is the Erlang capacity with respect to data traffic, and the
curve represented by (iii) is the Erlang capacity with respect to average GoS.



Erlang capacity, we assume that the offered load of data is proportional to that of
voice, whereby the dimension of Erlang capacity can be reduced into to 1. Let p(≡
ρd/ρv) be the traffic ratio of data to voice. Figure 9.4 shows Erlang capacity as a
function of the number of CEs with the different values of p (p = 1%, 2%, and 5%).
From Figure 9.4, we observe that the more p there is, the less Erlang capacity there
is (i.e., the introduction of more data traffic causes the Erlang capacity to be
reduced).

In addition, we observe that the Erlang capacity region can be divided into three
regions. In the first region, up to around 60 CEs, Erlang capacity increases linearly
with the increase of the CEs. This means that call blocking, in this region, occurs
mainly due to the limitation of CEs in the BS. In the second region, between about
60 CEs and 70CEs, Erlang capacity is determined by the interplay between the limi-
tation of CEs in the BS and the insufficient channels per sector. Finally, in the third
region, with more than 70 CEs, Erlang capacity is saturated, and call blocking is
mainly caused by insufficient channels per sector. In particular, Figure 9.4 can be
utilized to select the proper number of CEs in the BS that are required to accommo-
date the given traffic loads of voice and data. For example, if there is a voice traffic
load of 8 Erlang and data traffic load of 0.08 Erlang per sector, respectively, which
corresponds to p = 1%, there might be a question of how many CEs are needed to
support these traffic loads. To answer this question, we recommend using more
than 46 CEs in the BS, based on Figure 9.4.

9.4.2 Case of Multiple FAs and Graphic Interpretation Method

Until now, we have only considered one CDMA carrier. In order to meet a higher
capacity requirement, multiple CDMA carriers are utilized, which are called
multi-FA systems. In multi-FA systems, when a CDMA system carrier is licensed a
dedicated spectrum bandwidth, the total bandwidth is separated into a certain
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number of contiguous frequency allocations, and each subband facilitates a separate
narrowband CDMA system. In this chapter, it is assumed that each FA subband has
the 1.25-MHz frequency bandwidth. Additionally, the system performance of the
multi-FA systems could be varied with the channel assignment methods among the
multiple CDMA carriers. Here, we consider the CCCA method as a channel assign-
ment method. The CCCA scheme combines all traffic channels in a system. When a
BS receives a new call request, it searches the least occupied CDMA carrier and allo-
cates a traffic channel in that carrier (i.e., arrivals of call attempts in a CDMA carrier
are dependent upon the status of other CDMA carriers’ occupation).

Conceptually, the multi-FA CDMA systems with P CDMA carriers under the
CCCA scheme support $CETC ⋅ P basic channels per sector if each CDMA carrier pro-

vides $CETC basic channels, where P is used for representing the number of the used

CDMA carriers [10]. Then, similarly to the case of one CDMA carrier, which corre-
sponds to the one-FA system, the Erlang capacity of the multi-FA systems with P
CDMA carriers under the CCCA scheme can be evaluated by replacing $CETC with
$CETC ⋅ P and using the analytical procedures presented in Section 9.3.

Figure 9.5 shows Erlang capacity as a function of CEs according to the number
of CDMA carriers when the traffic ratio of data to voice, p, is 1%. From Figure 9.5,
the following observations can be made:

• The saturation values of the Erlang capacity according to the number of used
CDMA carriers, which are denoted by⇑ in Figure 9.5, have a linear property.

• For each number of the used CDMA carriers, the Erlang capacity according to
the number of CEs also has a linear property at the first region.
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The main advantage of these properties is that we can estimate the Erlang
capacities for high FAs (e.g., five, six, seven, and eight) by using the linear regression
with the Erlang capacity results of low FAs (e.g., one, two, three, and four). This lin-
ear regression approach for evaluating Erlang capacity is very attractive to traffic
engineers, especially when we calculate the Erlang capacity for CDMA systems with
a high FA. The reason is as follows: For the evaluation of Erlang capacity, the call
blocking probability experienced by each call should be calculated. In the case of the
analytical method proposed in this chapter, the following calculation amount is
required for calculating the call blocking probability of each call:
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The first term of (9.17) is for the calculation of sector state probability [see
(9.3)], the second term is for the calculation of C [see (9.11)], and the last term is
required for finding the call blocking states [see (9.12) and (9.13)].

Here, note that the complexity degree of the proposed method is increased pro-
portionally to the sixth power of the number of used CDMA carriers. Subsequently,
it is impractical to calculate Erlang capacity according to the numerical procedures
presented in Section 9.3, especially when the number of the used CDMA carriers, P,
is larger than four. For these cases, we suggest using the estimation method rather
than direct numerical analysis. In addition, in Chapter 10, we will suggest an
approximate analysis method for calculating Erlang capacity for CDMA systems
with multiple sectors and multiple FA bands.

In order to estimate the Erlang capacity for a given FA (especially high FA) with
the Erlang capacity results of low FAs, first we estimate the saturation value of
Erlang capacity for a given FA. In the second phase, we estimate the slope of the
Erlang capacity for a given FA. Finally, in the last phase, we estimate the Erlang
capacity as a function of CEs for a given FA by combining the slope estimation and
the saturation value estimation of Erlang capacity. Here, we consider the 7-FA case
to illustrate the estimation procedures.

9.4.2.1 Saturation Value Estimation of Erlang Capacity for a High FA

As a result of Erlang capacity analysis, it is observed that the saturation value of
Erlang capacity is determined by the number of used CDMA carriers where the call
blocking is mainly caused by the limit of traffic channels per sector.

The vertical arrows in Figure 9.5, ⇑, represent the heights of the saturation val-
ues of Erlang capacity according to the number of used CDMA carriers when p is
1%. Figure 9.5 shows that the saturation values of Erlang capacity according to the
number of used CDMA carriers have a linear property.

With this observation, let’s estimate the saturation values of Erlang capacity for
a high FA through the linear regression of those for low FAs. From the saturation
values of Erlang capacity for low FAs (P = 1, …, 4), where there are n points, xi, i =
1, 2, …, n (e.g., n = 4) with each xi = [xi, yi]

T in which xi is the number of used FAs
and yi is the saturation value of Erlang capacity corresponding to xi, it would appear
that we can approximately fit a line of the form
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y ax bi i≈ + (9.18)

for suitably chosen slope a and intercept b.
According to [11], the best estimation of a and b in the weighted least-squares

sense is given as

( )a

b
A WA A WyH H





=

−1
(9.19)

where A
x x x n

T

=






1 2

1 1 1

K

K
, W is a weighting matrix reflecting the confidence

in the data, and y = [y1, y2, …, yn]
T. In this chapter, we select a practical vector of con-

fidence, W, as diag{101, 102, …, 10n} to incorporate the degree of data confidence
increasing with the increment of the index of xi, while W = I corresponds to the esti-
mation in the sense of regular least squares, where I is a unit matrix. Here, it is note-
worthy that even though we select weighting matrix W somewhat intuitively, the
other forms of weighting matrix W may be adopted for the better estimation of a
and b.

Finally, we can estimate the saturation value of Erlang capacity for a high FA by
using a linear equation, (9.18). Figure 9.6 illustrates the saturation values of Erlang
capacity for high FAs (5 FA–8 FA) that are estimated from those of low FAs (1 FA–4
FA), and the saturation values of Erlang capacity that are calculated from the ana-
lytical procedure. The calculated Erlang capacity is plotted with “�” the estimated
Erlang capacity with respect to least squares with “�” and the estimated Erlang
capacity with respect to weighted least squares with “*”. The estimated Erlang
capacity is quite close to the calculated Erlang capacity, though further improve-
ment may be possible.
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9.4.2.2 Slope Estimation of Erlang Capacity for a High FA

As with Figure 9.5, the Erlang capacity versus the number of CEs has a linear prop-
erty at the first region for each number of CDMA carriers. Similarly to the case of
the estimation of saturation values of Erlang capacity, the Erlang capacity accord-
ing to the number of CEs can be estimated with the Erlang capacity results of low
FAs. Figure 9.7 shows the slopes of the Erlang capacity for 7 FA that are estimated
with the Erlang capacity results of 1 FA, 2 FA, 3 FA, and 4 FA, respectively.

From Figure 9.7, it is observed that the estimated slope of the Erlang capacity is
closer to the calculated slope of Erlang capacity when the Erlang capacity results for
the higher FA are utilized for the estimation process. Furthermore, it is observed
that we have to analyze the Erlang capacity at least up to 3 FA, and then estimate the
slope of Erlang capacity for 7 FA with those Erlang capacity results in order to prop-
erly estimate the slope of Erlang capacity for 7 FA.

9.4.2.3 Estimation of Erlang Capacity

Figure 9.8 shows the estimated Erlang capacity for 7 FA as a function of the number
of CEs, which are obtained through the combination of the slope estimation and the
saturation value estimation of Erlang capacity. Figure 9.9 shows the estimation
errors for 7 FA between the calculated Erlang capacity and the estimated Erlang
capacity. From Figure 9.9, it is observed that we can estimate Erlang capacity for 7
FA within the estimated error of 2% with only the Erlang capacity results of 4 FA.

9.5 Conclusion

In this chapter, we presented an analytical procedure for the evaluation of Erlang
capacity in the reverse link of the multimedia CDMA systems, by considering soft
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blocking as well as hard blocking. For the performance analysis, a multidimensional
Markov chain is developed. Through a numerical example of the voice/data CDMA
system, we observe that data users have more impact on the Erlang capacity than
voice users do. It is observed that the Erlang capacities with respect to all traffic
should be balanced to enhance total system Erlang capacity.

To get this tradeoff, we allocate the different GoS requirements for voice and
data traffic and observe the effect of the different GoS requirements on Erlang
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capacity. In addition, the effect of the CEs on Erlang capacity is investigated, and it
is found out that the more CEs there are, the larger Erlang capacity will be. How-
ever, the Erlang capacity is saturated after a certain value of CEs, where call block-
ing is mainly caused by insufficient channels per sector. Furthermore, we expand
our approach to consider the multi-FA systems that support multiple CDMA car-
ries, where Erlang capacity is almost impractical to be numerically analyzed. For
high-FA cases, the graph interpretation method is suggested, and it is observed that
Erlang capacity for a high FA can be well estimated through linear regression with
the Erlang capacity results of low FAs. Finally, it is expected that the Erlang capac-
ity analysis method can be utilized mainly in two ways. For given loads of voice and
data traffic, it can be used for selecting the appropriate values of system operating
parameters to support given traffic loads with QoS and GoS requirements, or it can
be used for estimating the supportable size of the system for given system
parameters.
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C H A P T E R 1 0

Approximate Analysis Method for CDMA
Systems with Multiple Sectors and
Multiple FAs

The analytic methods shown in the previous chapters and in [1] require tedious cal-
culations for call blocking and Erlang capacity, especially when the system supports
multiple sectors and multiple FA bands. In this chapter, we propose an approximate
analysis method, reducing the exponential complexity of the old method [1] down
to the linear complexity. The approximated results also provide a difference of only
a few percent from the exact value [1], which makes the proposed method practi-
cally useful.

10.1 Introduction

In a CDMA system, call attempts may be blocked due not only to the scarcity of CEs
in the BS but also to an excess of the maximum number of concurrent users. The CE
is a hardware element that performs the baseband signal processing of the received
DS signal for a given channel in the BS and is practically an important system
resource. Call blocking, which is caused by insufficient CEs in the BS, is called hard
blocking. In addition, the excessive interference due to concurrent users causes call
blocking, which is called soft blocking and occurs typically when the number of
active users exceeds the maximum number of concurrent users.

At a sectorized CDMA cell, CEs in the BS are pooled and can be assigned to any
user regardless of the sector. It would be wasteful to provide CEs per sector based
on the per-sector traffic loads, because the trunking efficiency gained by pooling the
CEs would be lost. In such case, it is very important for traffic engineers to deter-
mine the proper number of CEs in the BS with which the call blocking probability
meets the required call blocking requirement. As a relevant research work, Kim in
[1] and Chapter 9 presented a method that computers the call blocking probability.
It determines the required number of CEs in the BS, based on the individual traffic
loads of the sectors. The methods proposed in [1] and Chapter 9, however, require a
great deal of calculation for computing the call blocking probability, especially
when CEs are shared across more than three sectors (i.e., a multisector system). In
addition, practical CDMA systems utilize multiple CDMA carriers to accommodate
continuously increasing CDMA subscribers. In such multiple CDMA carriers case,
the calculation complexity of the method proposed in [1] for computing the call
blocking probability is increased proportionally to the Kth power of the number of
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CDMA carriers when CDMA systems support single service traffic with K sector
cells.

In this chapter, we propose an approximate method to efficiently compute call
blocking probability for CDMA systems with the multiple sectors and multiple fre-
quency allocation bands. The proposed approximate method shows similar results
to those of [1] while reducing the exponential complexity of the old method [2]
down to the linear complexity.

10.2 System Model

To compute the call blocking probability, let’s consider a CDMA system modeled as
follows:

• We consider a multicell CDMA system with K sectors supporting P multiple
CDMA carriers, where K and P denote the number of sectors and the number
of CDMA carriers, respectively.

• At each sector, each CDMA carrier facilitates a narrowband CDMA system
whose signals employ DS spreading and are transmitted in one CDMA carrier.
For each CDMA carrier, although there is no hard limit on the number of
mobile users served, there is a practical limit on the number of concurrent
users to control the interference between users that have the same pilot signal.
The maximum number of concurrent users that a CDMA carrier can support
with QoS requirements, such as data transmission rate and the required Eb/N0,
was found, based on the maximum tolerable interference [2, 3].

• We assume that each CDMA carrier has an M user limit per sector. In addi-
tion, it is assumed that the CCCA scheme is used as a channel assignment
method among the multiple CDMA carriers. Under the CCCA scheme, a
CDMA system with P multiple CDMA carriers has M ⋅ P user limits per sec-
tor [4].

• There are N CEs at each BS, where all CEs are pooled for efficient usage such
that any CE can be assigned to any user in the cell, regardless of sector.

• The traffic impinging on a cell is assumed to be characterized by Poisson arri-
vals and exponentially distributed holding times. If λ denotes the arrival rate
of calls in a region and 1/ denotes the average holding time, then the traffic
load is given as ρ = λ/µ. The traffic load for the K sectors will be denoted (ρ1, 2,
…, K), where ρi = i / µi (i = 1, 2, …, K).

10.3 Approximate Analysis Method

Each user shares the system resources with other users and competes with other
users for the use of the system resources. In this situation, a call attempt may be soft
blocked at each sector or be hard blocked in the BS. That is, in order for a call
attempt to get service in a cell, the soft blocking of the call should not occur in a sec-
tor, and the hard blocking of the call should not occur in the BS. In this section, we
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define the soft blocking probability in sector i as b(soft,i) and the hard blocking prob-
ability in the BS as b(hard). We then present an approximate method for efficiently
computing the call blocking probability.

As a result of Chapter 9, it is observed that the Erlang capacity region can be
divided into three regions according to the number of CEs. In the first region, Erlang
capacity increases linearly with the increase of the CEs, which means that call block-
ing, in this linear region, occurs mainly due to the limitation of CEs in the BS. In the
second region, Erlang capacity is determined by the interplay between the limitation
of CEs in the BS and insufficient traffic channels per sector. Finally, Erlang capacity
is saturated in the third region, where call blocking is mainly due to user limit per
sector. Because the first and third regions are dominant among the three regions, in
the proposed analysis method, we intuitively decouple the calculation stages of soft
blocking and hard blocking for the simplicity of computation, by which the soft-
blocking and hard-blocking probabilities can be separable as a closed-form equa-
tion, respectively. However, these closed-form equations may not provide universal
values of soft-blocking and hard-blocking probabilities because practically the
soft-blocking and hard-blocking probabilities affect each other in the blocking
model being considered.

In order to consider mutual effects between the hard blocking in the BS and the
soft blocking in each sector, in our manuscript we introduce coupling parameters,
ρ i and α.

First, let’s consider the closed-form equation for the soft blocking probability.
Because CDMA systems with P multiple CDMA carriers support M ⋅ P users per
sector without any QoS degradation, we assume that the blocked calls are cleared
and that the maximum number of supportable users in a sector is M ⋅ P, respective
of loading. Then, given the sector traffic load, the probability of having exactly n
users in sector i, π(i, n), becomes [5]:
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where ρ i is defined to consider the traffic load of the ith sector that is somewhat
reduced due to the limitation of CEs in the BS. Note that when n becomes M ⋅ P,
π(i, M ⋅ P) is equivalent to the blocking probability according to Erlang B.

Then, the closed-form equation for the soft-blocking probability in sector i is
given by
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In order for the calls, which are not soft blocked in each sector, to get the serv-
ices, there should be sufficient CEs in the BS to support those calls. If there are not
sufficient CEs in the BS, those calls will be hard blocked. Because all CEs available
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in the BS are pooled and assigned to any call regardless of sectors, is introduced to
consider the traffic load that is offered to the BS from each sector and is defined as

( )( )α ρ= ⋅ −
=∑ i soft ii

K
b1

1 , .

Then, when there are N CEs in the BS, similarly to the soft-blocking case, the
closed-form equation for the hard-blocking probability is given as
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(10.3)

Subsequently, the problem to evaluate the soft-blocking and hard-blocking
probabilities is to solve (10.2) and (10.3), which are mutually linked by two cou-
pling parameters ρ i and α. For the calculation of these blocking probabilities, in this
chapter, we propose an iteration method, which is described in Figure 10.1. Let’s let
b(soft, i)(m) and b(hard)(m) be the value of b(soft, i) and b(hard) at the mth iteration for m = 1, 2,
3, …, respectively, and let b(soft, i)(0) and b(hard)(0) be the initial value for the recursion.
At the mth iteration, b(soft, i)(m) is computed using (10.2) with ρ i = ρi ⋅ (1 – b(hard)(m)),
where we intuitively let ρ i be ρ i (1 – b(hard)(m)) to reflect on the effect of the limited
number of CEs (N) in the BS on the soft-blocking probability in the ith sector
through the feedback quantity of b(hard)(m). Also, at the mth iteration, b(hard)(m) is com-
puted using (10.3) with ( )( )( )α ρ= ⋅ − −

=∑ i soft ii

K
b m1 1

1 , , where we also intuitively

let α be ( )( )( )ρ i soft ii

K
b m⋅ − −

=∑ 1 1
1 , to consider the effect of the user limit (M P) in

144 Approximate Analysis Method for CDMA Systems with Multiple Sectors and Multiple FAs

Calculate

Calculate

C {Erlang i= ρ max { } , 1, 2, ..., }b B i Ki £ =

Calculate bi

b m b m( ) ( , )hard soft i( 1) and ( )+

b m( )hard ( 1)+

Converge?

No
m m 1= +

Yes

Swith α =
K

i =1

ρ( , )v i .(1 - b m( , )soft i ( ))

b m i K( , )soft i ( ) for = 1, 2, ...,
with = (1 ( ))ρ ρ( ) ( ) ( )v,i v,i hard- b m

Begin
m
b

= 0
(0) 0( )hard =

Figure 10.1 Proposed iteration method to compute the blocking probability.



each sector with the quantity of b(soft, i)(m – 1) and the traffic loads of each sector (ρ1,
ρ2, …, ρK) on the hard-blocking probability in the BS.

Here, it is noteworthy that even though we select the coupling parameters ρi and
α somewhat intuitively, the other forms of the coupling parameters may be adopted
for the better calculation of the soft-blocking and hard-blocking probabilities.
Then, the iteration procedure takes the following steps:

1. Define m = 0, and set b(hard)(0).
2. Compute b(soft, i)(m) with ρ i = ρi ⋅ (1–b(hard)(m))using (10.2) for all i (i = 1, 2, …,

K).
3. Compute b(hard)(m + 1) with α ρ= ⋅

=∑ ii

K

1
(1 – b(soft, i)(m)) using (10.3).

4. If (|b(hard)(m + 1) – b(hard)(m)|/b(hard)(m + 1)) < τ (tolerance parameter), then stop
the recursion. Otherwise, set m = m + 1 and go back to step 2.

From our numerical experiences, it is observed that this recursion always con-
verges within a few iterations (generally less than five). Finally, the call blocking
probability of the ith sector, bi, is given as (10.4) for the convergence values of the
soft-blocking and hard-blocking probabilities.
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The problem of providing CEs for a CDMA BS having traffic loads (ρ1, 2, …,

K) in the sectors reduces to getting the smallest number for which the blocking
probability (b1, b2, …, bK) meets the blocking requirement. Generally, the objective
might involve the most heavily loaded sector, as in [1]:

{ }max b Bi < (10.5)

where B is the required call blocking probability. To consider such an objective, we
introduce the Erlang capacity, defined as the maximum traffic load of the most
heavily loaded sector in which the blocking probability (b1, b2, …, bK) meets the
blocking requirement with a proper number of CEs such that

{ } { }C b B i b i KErlang i i i i= ≤ = =$ | $ arg max , , , ...,$ρ where 1 2 (10.6)

10.4 Calculation Complexity of the Proposed Method

In this section, we evaluate the calculation complexity of the approximate method,
and compare it with that in [1] to illustrate the calculation efficiency of the approxi-
mate method. To do this, first we define O1 as the calculation amount required to
compute the call blocking probability in the single-sector case with the user limit of
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M ⋅ P, and we define O2 as the calculation amount required for solving the M ⋅ P lin-
ear simultaneous equations involving M ⋅ P variables. Typically, the call blocking
probability for the case of single sector cells can be computed from the Erlang B
model, which requires approximately 4M ⋅ P multiplication operations [i.e., O1 �
O(4 M ⋅ P)]. Likewise, to solve M ⋅ P simultaneous equations with M ⋅ P variables,
we need multiplication operations approximately on the order of (M ⋅ P)3 [i.e., O2 �
O((M ⋅ P)3)].

In [1], a marginal probability is introduced that allows derivation of the state
probabilities in order to compute the blocking probability for the case of K sector
cells. Note that the problem of finding the marginal probability of a given sector in a
K-sector BS can be described equivalently to that of finding the eigenvector of a
product of two matrixes corresponding to an eigenvalue equal to 1 [1]. The first
matrix of the product is the conditional probability matrix of the sector under con-
sideration when the sum of the number of CEs used by the other (K – 1) sectors is
given. Noting that the first matrix can be derived from the traditional Erlang B
model, it necessitates the calculation amount of (K – 1) ⋅ (M ⋅ P) ⋅ O1. The second
one is the conditional probability matrix on the number of CEs used by (K – 1) sec-
tors when given the number occupied by the sector under consideration, which can
be derived from the (K – 1) sector case. Considering that the second conditional
probability can be found recursively, and each recursion requires the finding of the
corresponding two conditional probabilities along with the solving of (M ⋅ P) simul-
taneous equations, there exists the following calculation amount to find the second
conditional probability matrix.
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Consequently, the method proposed in [1] requires the following calculation
complexity to find the marginal probability and further to compute the call blocking
probability.
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Additionally, it is noteworthy that the calculation complexity of the method in
[1] increases exponentially (i.e., proportional to the Kth power of the number of
multiple frequency allocations). Consequently, it could be computationally infeasi-
ble to do the calculation of the call blocking probability for the large multiple sector
case or multiple frequency allocation case.

The approximate method decouples the calculation stages of soft blocking and
hard blocking, which requires some iterations until converging to the satisfactory
values. Let the iteration number be defined as γ, which is typically less than five from
our numerical experience. At each iteration, we need the calculation amount of K ⋅
O1 for the computation of soft blocking in each sector and O1 for the computation of
hard blocking in the BS. Consequently, the approximate method requires just the
calculation complexity of {( γ ⋅ (K + 1) ⋅ O1)} for computing the call blocking
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probability such that it reduces the exponential complexity of the old method [1]
down to the linear complexity while providing approximated values that have a few
percent difference with the exact values.

10.5 Numerical Example

In this section, assuming that the sectors are equally loaded, we provide calculated
Erlang capacity per sector for the following cases:

• P CDMA carriers per sector (P = 1, 2, 3).
• Users limit per sector per carrier is 15.
• K-sector CDMA cells (K = 2, 3, 4).

Figure 10.2 shows the call blocking probabilities for diverse values of K when P
= 1, M = 15, and N = 35. The dotted line indicates the call blocking probability com-
puted according to the method in [1], and the solid line indicates the call blocking
probability computed according to the approximate method. Figure 10.2 indicates
a good match between the approximate value (solid line) and the exact value (dot-
ted line). On the other hand, Table 10.1 shows the viewpoint of calculation com-
plexity. In this case, the method of [1] requires approximately 6, 70, and 830 times
the calculation amount of the approximate method when K = 2, 3, and 4,
respectively.

Figure 10.3 shows the Erlang capacity per sector according to the number of the
CEs for a diverse number of K (K = 2, 3, and 4), when P = 1, M = 15, and the call
blocking requirement is given as 2%. The dotted and solid lines indicate Erlang
capacities per sector that are calculated according to the method suggested in [1]
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and the approximate method, respectively. From Figure 10.3, we observe that the
approximate method provides similar results to those of [1]. Also, the dashed lines
in Figure 10.3 indicate the Erlang capacity differences between the method sug-
gested in [1] and the approximate method when K = 2, 3, and 4, respectively, which
are smaller than 3% and decreases as the number of sectors increases.

Finally, Figure 10.4 shows the calculated Erlang capacity according to the
number of CEs for different numbers of P (P = 1, 2, 3) when K = 3 and 2% call
blocking objective is given. The dotted and solid lines indicate the Erlang capacities
per sector that are calculated according to the method in [1] and the proposed
approximate method, respectively. Figure 10.4 also indicates that the approximate
method provides the similar results to those of [1], and the Erlang capacity differ-
ences for P = 1, 2, 3 are always smaller than 3% and decrease as the number of
CDMA carriers increases.

10.5.1 An Interesting Observation: Two Traffic Parameters to Efficiently
Approximate the Call Blocking Probability in CDMA Systems with Three Sectors

For CDMA systems with three sectors, in this section, we show that the call blocking
probability and Erlang capacity can be characterized just with two traffic parame-
ters (the traffic load of the most loaded sector and the sum of traffic loads of the
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Table 10.1 Comparison of the Calculation Complexity of the Method in [1]
and the Proposed Method

Calculation Complexity

K The Method in [1] The Proposed Method Complexity Ratio

2 5.2 × 103 9 × 102 5.8
3 8.28 × 104 1.2 × 103 69
4 1.25 × 106 1.5 × 103 832
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Figure 10.3 The Erlang capacity per sector and the Erlang capacity difference between the method
suggested in [1] and the proposed approximate method for a diverse number of K.



other remaining sectors) instead of three sector traffic loads, especially when the
required call blocking probability is given less than 2e–2, which makes the traffic
engineers manage the system more easily.

To explain this interesting observation, let’s consider CDMA systems with three
sectors employing the perfect directional antennas and assume that the traffic
impinging on a cell is characterized by Poisson arrivals and exponentially distrib-
uted holding times. If λ denotes the arrival rate of calls in a region, and 1/ denotes
the average holding time, then the traffic load is given as ρ = λ/µ. The traffic load for
three sectors will be denoted (ρ1, 2, 3) where ρi = λi/µi (i = 1, 2, 3). In order to con-
sider unequal traffic load among three sectors, we introduce the sector traffic ratio,
JJ, which is defined as following:

( ) ( )
( )

JJ =
+mid

max

ρ ρ ρ ρ ρ ρ

ρ ρ ρ

1 2 3 1 2 3

1 2 3

, , min , ,

, ,
(10.9)

where “mid” function takes the middle one among three elements, “min” function
takes the minimum one, and “max” function takes the maximum one. For the con-
venience of analysis, we assume that the first sector is the most loaded sector [i.e., ρ1

= max(ρ1, 2, 3)]. Then, the traffic loads of the other remaining sectors, ρ2 and ρ3,
can be reexpressed as follows:

( )ρ ρ2 1 1= ⋅ ⋅ −JJ p (10.10)

ρ ρ3 1= ⋅ ⋅JJ p (10.11)

where p is a parameter that takes a typical value between max(0, 1 – 1/JJ) and
min(1, 1/JJ). In the case of p = 1/2, ρ2 and ρ3 are identical. In addition, three sectors
are equally loaded when JJ = 2 and p = 1/2. Subsequently, we can reexpress (ρ1, 2,

3) into (ρ1, JJ ⋅ ρ1 ⋅ (1 – p), JJ ⋅ ρ1 ⋅ p). For the three-sector case, the coupling
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parameter α is given as ( )( )α ρ= ⋅ −
=∑ i soft ii

b1
1

3

, . Further, it is noteworthy that

(10.12) can be held in the practical range of the call blocking probability less than
2e–2.
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ρ ρ

(10.12)

where (b(soft,2) – p ⋅ (b(soft,2) – b(soft,3))) is negligible compared to 1 as long as the interest-
ing range of the call blocking probability is less than 2e–2. From this observation, we
know that the call blocking probability is nearly not affected by the traffic parame-
ter p, and it is mainly dependent on two traffic parameters: the traffic load of the
most loaded sector, ρi, and the sector traffic ratio, JJ, for the practical range of call
blocking probabilities. From this observation, we conclude that it is sufficient for us
to consider just two traffic parameters (ρ1, JJ) instead of all traffic loads of three sec-
tors (ρ1, 2, 3) when calculating the call blocking probability, as long as the required
call blocking probability is less than 2e–2.

Figure 10.5 shows the effect of traffic parameter p on the call blocking probabil-
ity for diverse user limits (M=10, 12, or 15) when JJ = 1.5, ρ1 = 10, and N = 45. These
results are obtained by both the method shown in [1] and the proposed method, and
they are same in that case. As seen in Figure 10.5, the call blocking probability is
independent of the traffic parameter of p where p ∈ (0.34, 0.667), which verifies
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that the call blocking probability can be characterized with just the two traffic
parameters (sector traffic load, JJ = 1.5, and the traffic load of the most heavily
loaded sector, ρ1 = 10) instead of three sector traffic loads ((10, 15(1 – p), 15p)).

Figure 10.6 shows the Erlang capacity per sector as a function of CEs for diverse
values of p (p = 0.35, 0.4, and 0.5). The plots denoted by (i) are the Erlang capacities
that are calculated according to the method shown in [1], while the plots denoted by
(ii) are those according to the proposed method. Figure 10.6 shows that the traffic
parameter p has no effect on the Erlang capacity for both cases. Similarly to the case
of the call blocking probability, it means that Erlang capacity can be characterized
just with two traffic parameters, JJ and ρ1 for the given conditions.

10.6 Conclusion

For CDMA systems with multiple sectors, we propose an approximate analysis
method for efficiently computing of the call blocking probability and the Erlang
capacity. The approximate method shows similar results to those of [1] in the prac-
tical call blocking probability range of 0.1% to 5% in which traffic engineers are
mainly interested, while it reduces the calculation complexity. It is noteworthy that
even though only the single-service case is considered here, the proposed approxi-
mate approach can be expanded to the multiclass services case.

For CDMA systems with three sectors, we also show that the call blocking
probability and Erlang capacity can be characterized by two traffic parameters (the
traffic load of the most loaded sector and the sum of traffic loads of the other
remaining sectors) instead of three sector traffic loads, especially when the required
call blocking probability given is less than 2e–2, which makes the traffic engineers
manage the system more easily.
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C H A P T E R 1 1

Erlang Capacity of Hybrid FDMA/CDMA
Systems Supporting Multiclass Services

Future mobile networks will consist of several distinct radio access technologies,
such as WCDMA or GSM/EDGE, where each radio access technology is denoted as
a subsystem. These future wireless networks, which demand the cooperative use of
a multitude of subsystems, are named multiaccess systems. In multiservice scenar-
ios, the overall capacity of multiaccess networks depends on how users of different
types of services are assigned on to subsystems because each subsystem has its own
distinct features in the aspect of capacity. For example, IS-95A can handle voice
service more efficiently than data service, while WCDMA can handle data service
more efficiently than voice service.

In this book, we tackle the Erlang capacity evaluation of multiaccess systems in
the following two cases. First, in this chapter, we consider the case that each subsys-
tem provides similar air link capacity as with hybrid FDMA/CDMA, where like
FDMA, the available wideband spectrum of the hybrid FDMA/CDMA is divided
into a number of distinct bands. Each connection is allocated to a single band such
that each band facilitates a separate narrowband CDMA system whose signals
employ DS spreading and are transmitted in one and only one band.

Typically each band has a bandwidth of 1.25 MHz for compatibility with
IS-95A. For hybrid FDMA/CDMA, because the carriers are colocated, they all
experience an identical topological and RF environment such that it can usually be
assumed that each carrier will provide similar air link capacity.

Second, in Chapter 12, we will consider the case that each subsystem provides
different air link capacity as with the case with coexisting GSM/EDGE-like and
WCDMA-like subsystems. In this case, the overall capacity of multiaccess networks
depends on the employed service assignment (i.e., the way of assigning users of dif-
ferent types of services on to subsystems).

To evaluate the Erlang capacity in the latter case is more complicated than in
the first case because the service assignment scheme should be involved in the capac-
ity analysis.

11.1 Introduction

CDMA has been widely studied in the past two decades due to its superior voice
quality, robust performance, and large air interface capacity. Commercial CDMA
systems have been already launched and operated successfully. A typical example of
these commercial systems is IS-95. Existing IS-95-based CDMA systems support
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circuit mode and packet mode data services at a data rate limited to 9.6–14.4 Kbps.
Many wireless data applications that do not need higher data rates will operate effi-
ciently and economically by using these systems [1]. Future mobile communications
systems, however, will provide not only voice and low-speed data services, but also
video and high-speech data services. To support these multimedia services, higher
capacity and higher data rates should be guaranteed. Hybrid FDMA/CDMA, pro-
posed in [2], is currently being considered as a promising approach for third-
generation mobile and personal communication systems. In hybrid FDMA/CDMA,
like FDMA, the available wideband spectrum is divided into a number of distinct
bands. Each connection is allocated to a single band such that each band facilitates a
separate narrowband CDMA system, whose signals employ DS spreading and are
transmitted in one and only one band. Typically each band has a bandwidth of 1.25
MHz for compatibility with the IS-95A. Also, distinct bands are carried by different
carriers.

For hybrid FDMA/CDMA, because the carriers are co-located, they experience
an identical topological and RF environment. It is usually assumed that each carrier
will provide similar air link capacity. In this case, the performance of the hybrid
FDMA/CDMA can be varied with the channel assignment methods. There are typi-
cally two channel assignment methods applicable to hybrid FDMA/CDMA cellular
systems that support multiple carriers: ICCA and CCCA [3]. In ICCA, traffic chan-
nels of each carrier are handled independently so that each MS is allocated a traffic
channel of the same carrier that it used in its idle state. By contrast, the CCCA
scheme combines all traffic channels in the system. When a BS receives a new call
request, a BS searches for the least occupied carrier and allocates a traffic channel in
that carrier. Even through it is expected that the performance of hybrid
FDMA/CDMA systems with CCCA schemes might be larger than that of hybrid
FDMA/CDMA with ICCA due to the increased flexibility, there have been consider-
able interests in the quantitative performance comparison between ICCA and
CCCA. In [3], Song et al. analyzed and compared performances of hybrid
FDMA/CDMA systems under ICCA and CCCA schemes. However, they focused on
the voice-oriented system. In addition, they considered the call blocking model in
which the call blocking is caused only by a scarcity of the CEs that perform the base-
band spread spectrum signal processing for the given channel in the BS. Practically,
call blocking in hybrid FDMA/CDMA systems is caused not only by the scarcity of
CEs in the BS but also by insufficient availability of channels per sector.

In this chapter, we present an analytical procedure to analyze the Erlang capac-
ity for the hybrid FDMA/CDMA systems supporting voice and data services with
multiple carriers of equal bandwidth under both ICCA and CCCA schemes. Here,
we consider the expanded call blocking model in which call blocking is caused not
only by the scarcity of CEs in the BS but also by insufficient available channels per
sector. For the performance analysis, a multidimensional Markov chain model is
developed, and the Erlang capacity is depicted as a function of the offered traffic
loads of voice and data services. For each allocation scheme, the effect of the number
of carriers of hybrid FDMA/CDMA systems on the Erlang capacity is observed, and
the optimum values of the system parameters such as CEs are selected with respect
to the Erlang capacity. Furthermore, the performances of ICCA are quantitatively
compared with those of CCCA.
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The remainder of this chapter is organized as follows: In Section 11.2, the sys-
tem models are described. In Section 11.3, two channel assignment methods that
can be applied to hybrid FDMA/CDMA systems are described. In Section 11.4, we
present an analytical procedure to analyze the Erlang capacity of the hybrid
FDMA/CDMA supporting voice and data services, based on the multidimensional
Markov model. In Section 11.5, a numerical example is taken into consideration,
and discussions are given. Finally, conclusions are drawn in Section 11.6.

11.2 System Model

For the performance analysis, the following assumptions are considered:

• We consider the hybrid FDMA/CDMA system supporting voice and data
services and consisting of P carriers of equal bandwidth, where P denotes the
number of the used carriers or bands in the system.

• The considered system employs directional antenna and divides a cell into a
number of sectors to reduce multiuser interference. We consider a three-sector
cell, by assuming perfect directional antennas. Further, all cells are equally
loaded.

• At each sector, each carrier of hybrid FDMA/CDMA facilitates a narrowband
CDMA system, whose signals employ DS spreading and are transmitted in
one carrier. For each carrier facilitating a narrowband CDMA system,
although there is no hard limit on the number of mobile users served, there is a
practical limit on the number of concurrent users to control the interference
between users that have the same pilot signal. The maximum number of con-
current users that a carrier can support with QoS requirements was found,
based on the maximum tolerable interference [4, 5]. In particular, as a result
of [5], the system capacity limit of a carrier in the reverse link can be expressed
as:

γ γv v d dN N+ ≤1 (11.1)
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γv and γd are the amount of system resources that are used by one voice and
one data user, respectively. Nv and Nd denote the number of users in the voice
and data service groups, respectively; W is the allocated frequency bandwidth
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per carrier; σx is the standard deviation of the received SIR that indicates the
overall effect of imperfect power control; β% is the system reliability; is the
voice activity factor; (Eb/N0)vreq

and (Eb/N0)dreq
are the required bit energy-to-

interference power spectral density ratio for the voice and the data service
groups, respectively; f is the other cell interference factor defined as the ratio of
intercell interference from intercell to the intracell interference from intracell;

1
1 + f

is the average value of frequency reuse factor; and Q–1 is the inverse Q

function defined as Q(x) = ( )1 2
2 2/ /πe dyyx −

−∞∫ .

Based on (11.1), it is assumed that each carrier of hybrid FDMA/CDMA
provides $CETC basic channels per sector, and the system resource that is used

by one data call is equivalent to Λ times that of one voice call, where

   $ / , /CETC v d v≡ =1 γ γ γΛ and  x denotes the greatest integer less than or

equal to x.
• There are N CEs per cell, where all CEs are pooled in the BS such that any CE

can be assigned to any user in the cell, regardless of sector. Basically, the CE
performs the baseband spread spectrum signal processing for a given channel
(pilot, sync, paging, or traffic channel) in the BS.

• The system employs a circuit switching method to deal with the traffic trans-
mission for voice and data services. Each user shares the system resources with
other users and competes with other users for the use of the system resources.
In this situation, a call attempt may be blocked. We consider two types of call
blocking models: hard blocking, which is caused by insufficient CEs in the BS,
and soft blocking, which occurs when the number of active users exceeds the
maximum number of basic channels in each sector. In addition, blocked calls
are cleared.

• We assume that two call arrivals of voice and data traffics in the ith sector (i =
1, 2, 3) are distributed according to independent Poisson processes with aver-
age call arrival rate λ(v,i)and λ(d,i), respectively. Also, the channel holding times of
voice and data traffic are exponentially distributed with mean channel holding
time 1/µ(v,i) and 1/µ(d,i), respectively. Then, the traffic loads of voice and data
services in the ith sector, ρ(v,i) and ρ(d,i), are given as λ(v,i)/µ(v,i) and λ(d,i)/µ(d,i), respec-
tively.

11.3 Channel Assignment Methods

There are two main channel assignment methods for the hybrid FDMA/CDMA cel-
lular systems: without carrier transition and with carrier transition [3]. In the no-
carrier-transition method, when a BS receives a channel request from an MS of the
mth carrier [i.e., an MS that uses the mth carrier in its idle state (m = 1, …, P)], it
allocates the MS a traffic channel of the mth carrier. On the contrary, in the second
method, a BS may allocate a traffic channel in other carriers according to the traffic
condition in each carrier.
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11.3.1 ICCA

In the ICCA scheme, traffic channels in each carrier are handled independently, so
that each MS is always allocated a traffic channel in the same carrier that it uses in
its idle state as determined by the hash function. When a BS receives a channel
request from an MS of the mth carrier, it allocates the MS a traffic channel in the
mth carrier even in the case that the mth carrier is the most highly loaded one.

11.3.2 CCCA

The CCCA scheme combines all traffic channels in all carriers. When a BS receives a
call request from an MS of the mth carrier (m = 1, …, P), it searches the least loaded
carrier and allocates a traffic channel in that carrier.

11.4 Erlang Capacity Analysis

In this section, we present an analytical procedure to analyze the Erlang capacity for
the hybrid FDMA/CDMA systems with P carriers under both ICCA and CCCA
schemes, based on the multidimensional M/M/m loss model.

11.4.1 Erlang Capacity Analysis for CCCA

Each user shares the system resources with other users and competes with other
users for the use of the system resources. In this situation, a call attempt may be
blocked. We consider two types of call blocking model: hard blocking, which is
caused by insufficient CEs in the BS, and soft blocking, which occurs when the
number of active users exceeds the maximum number of basic channels in each sec-
tor. We denote the hard blocking probability of voice and data in the BS as b(hard, v)

and b(hard, d), respectively, and the soft blocking probability of voice and data in the
sector i as b(soft, v, i) and b(soft, d, i), respectively.

In the CCCA, arrival of call attempts in a carrier depends upon the status of
other carriers’ occupation, and all traffic channels in all carriers are combined. That
is, in the CCCA scheme, a BS may allocate a traffic channel in other carriers accord-
ing to the traffic condition in each carrier. In the overall aspect of the system, hybrid
FDMA/CDMA systems with P carriers under the CCCA scheme conceptually sup-
port $CETC P basic channels per sector if each carrier provides $CETC basic channels.

In this situation, in order for a call attempt to get the service, soft blocking of the call
should not occur in each sector and the hard blocking of the call also should not
occur in the BS.

In this chapter, we adopt the approximate analysis method proposed in Chapter
10. That is, we decouple the calculation stages of soft blocking and hard blocking
for the simplicity of computation such that the soft blocking and hard blocking
probabilities can be separable as a closed-form equation, respectively. Noting that
these closed-form equations may not provide universal values of soft blocking and
hard blocking probabilities because practically the soft blocking and hard blocking
probabilities affect each other in the blocking model being considered, here we
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introduce the coupling parameters, ( ) ( )ρ ρ αv i d i v, ,
, , , and αd, to consider mutual

effects between hard blocking in the BS and soft blocking in the ith sector.
First, let’s consider the closed-form equation for the soft blocking probability in

the ith sector, and let Ni = (n(v, i), n(d, i))be the state of the ith sector (i = 1, 2, 3), given by
the number of calls of each service group in the ith sector.

Then, the state probability of Ni in the ith sector, given traffic loads of voice and
data services, is given by [6]:
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where ( )ρ v i, and ( )ρ
d i,

are defined to consider the traffic load of voice and data in
the ith sector, which are somewhat reduced from the given traffic load due to the
limitation of CEs in the BS, respectively.

In (11.2), Gi(R) is a normalizing constant for the ith sector state probability that
has to be calculated in order to have πi(Ni) that is accumulated to 1:
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For a hybrid FDMA/CDMA system supporting voice and data services with P
carriers under the CCCA scheme, a set of admissible states Si(R) in the ith sector is
given as:

( ) { }S R Ri
T= ≤N | N Ai i (11.4)

where A is a 1 × 2 vector whose elements are the amount of system resources used
by one voice and one data user, respectively, and R is a scalar representing the sector
resource such that

[ ]A = 1 Λ (11.5)

R C PETC= ⋅$ (11.6)

Then, the soft blocking probabilities for voice and data services in the ith sector
can be easily evaluated as following:
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where ev = [1 0]T and ed = [0 1]T. Gi(R) is the normalizing constant calculated on the
whole Si(R), while Gi(R – Aev) and Gi(R – Aed) are the constants calculated on the
Si(R – Aev) and Si(R – Aed), respectively.

In order for the calls, which are not soft blocked in each sector, to get the serv-
ices, there should be sufficient CEs in the BS to support those calls. If there are not
sufficient CEs in the BS, those calls will be hard blocked.

Because all CEs available in the BS are pooled and assigned to any all call
regardless of sectors, αv and αd are introduced to consider the traffic load of voice
and data that are offered to the BS from each sector and further defined as (11.14)
and (11.15), respectively. For the purpose of evaluating hard blocking probability
in the BS, let Nb = (nv, nd) be the state of the BS, given by the number of voice and
data calls in the BS. Then, the state probability of Nb in the BS is given by
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where Gb(Rb) is a normalizing constant for the state probability of the BS that must
be calculated in order to get π(Nb), which is accumulated to 1, and it is given as
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( ) { }S R Rb b
T

b= ≤N N Ab b| (11.11)

where Sb(Rb) is a set of admissible states in the BS, Rb = N, and N is the total number
of CEs available in the BS.

Then, when there are N CEs in the BS, similar to soft blocking case, the closed-
form equations for the hard blocking probabilities of voice and data services in the
BS are given as follows:
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(11.13)

where Gb(Rb) is the normalizing constant calculated on the whole Sb(Rb), while
Gb(Rb – Aev) and Gb(Rb – Aed) are the constants calculated on the Sb(Rb – Aev) and
Sb(Rb – Aed), respectively.

Subsequently, to evaluate the soft blocking and hard blocking probabilities, we
must solve (11.7) and (11.12) for voice, and (11.8) and (11.13) for data, respec-
tively, which are mutually linked by coupling parameters ( )ρ v i, , ( )ρ

d i,
, αv and αd.

For the calculation of these blocking probabilities, in this chapter, we adopt an itera-
tion method, which is described in Figure 11.1. Here, we let b(soft, v, i)(m), b(soft, d, i) (m),
b(hard, v)(m), and b(hard, d)(m) represent the value of b(soft, v, i), b(soft, d, i), b(hard, v), and b(hard, d) at the
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mth iteration, respectively, and let b(soft, v, i)(0), b(soft, d, i)(0), b(hard, v)(0), and b(hard, d)(0) be the
initial value for the recursion. At the mth iteration, b(soft, v, i)(m) and b(soft, d, i) (m) are com-
puted using (11.7) and (11.8) with ( )ρ v i, = ( ) ( ) ( )( )ρ v i hard v

b m, ,
⋅ −1 and ( )ρ

d i,
=

( ) ( ) ( )( )ρ
d i hard d

b m
, ,

⋅ −1 , respectively, where we intuitively let ( )ρ v i, and ( )ρ
d i,

as

( ) ( ) ( )( )ρ v i hard v
b m, ,

⋅ −1 and ( ) ( ) ( )( )ρ
d i hard d

b m
, ,

⋅ −1 reflect on the effect of the lim-

ited number of CEs (N) in the BS on the soft blocking probability in the ith sector
through the feedback quantity of b(hard, v)(m) and b(hard, d)(m). Also, at the mth iteration,
b(hard, v)(m) and b(hard, d)(m) are computed using (11.12) and (11.13) with the following αv

and αd.

( ) ( ) ( )( )α ρv v i soft v i
i

b m= ⋅ − −
=
∑ , , ,

1 1
1

3

(11.14)

( ) ( ) ( )( )α ρd d i soft d i
i

b m= ⋅ − −
=
∑ , , ,

1 1
1

3

(11.15)

where we also intuitively let αv and αd be ( ) ( )( )( )ρ v i soft v ii
b m, , ,⋅ −

=∑ 1
1

3
and

( ) ( ) ( )( )ρ
d i soft d ii

b m
, , ,

⋅ −
=∑ 1

1

3
, respectively, to consider the effect of the user limit in

each sector and the traffic loads of each sector on the hard blocking probability in
the BS. Then, the iteration procedure takes the following steps.

1. Define m = 0 and set b(hard, v)(0) = 0 and b(hard, d)(0) = 0.

160 Erlang Capacity of Hybrid FDMA/CDMA Systems Supporting Multiclass Services

Calculate

Calculate

Calculate andP P( ) ( )b, voice b, data

b m b m( ) ( , )hard, v hard d( 1) and ( 1)+ +

b m m( ) ( , )hard hard d( 1) and b ( 1)+ +

Converge?

No
m m 1= +

Yes

Swith αv =
3

i =1

ρ( , )v i .(1 - b m( , )soft v, i ( ))

Swith αd =
3

i =1

ρ( , )d i .(1 - b m( , )soft d, i ( ))

b m b m( , ) ( , , )soft v, i soft d i( ) and ( )
with = (1 ( ))

= (1 ( ))
ρ ρ
ρ ρ

( ) ( ) ( )

( ) ( ) ( )

v,i v,i hard, v

d,i d,i hard, d

-
-

b m
b mwith

Begin

m
b

= 0
(0) 0( )hard =

b( )hard, d (0) 0=

Figure 11.1 Iteration method to compute the blocking probability.



2. Calculate b(soft,v,i)(m) and b(soft,d,i)(m) for all i (i = 1, 2, 3) with ( )ρ v i, =

( ) ( ) ( )( )ρ v i hard v
b m, ,

⋅ −1 and ( )ρ
d i,

= ( ) ( ) ( )( )ρ
d i hard d

b m
, ,

⋅ −1 .

3. Calculate b(hard,v)(m + 1) and b(hard,d)(m + 1) with αv =

( ) ( )( )( )ρ v i soft v ii
b m, , ,⋅ −

=∑ 1
1

3
and αd = ( ) ( ) ( )( )ρ

d i soft d ii
b m

, , ,
⋅ −

=∑ 1
1

3
.

4. If ( ) ( ) ( ) ( ) ( ) ( )( )b m b m b m
hard v hard v hard v, , ,

/+ − + <1 1 τ (tolerance

parameter) and ( ) ( ) ( ) ( ) ( ) ( )( )b m b m b m
hard d hard d hard d, , ,

/+ − + <1 1 τ, then

stop the recursion. Otherwise, set m = m + 1 and go back to step 2.

From our numerical experiences, it is observed that this recursion always con-
verges within a few iterations (generally less than five). Also, it is noteworthy that
even though we select the coupling parameters ( )ρ v i, , ( )ρ

d i,
, αv, and αd somewhat

intuitively, the other forms of coupling parameters may be adopted for the better
calculation of soft blocking and hard blocking probabilities.

Finally, the call blocking probabilities of voice and data services in the ith sec-
tor, P(b, voice) and P(b, data) are given as follows for convergence values.
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In the hybrid FDMA/CDMA systems supporting voice and data services, Erlang
capacity corresponding to the voice-only system needs to be modified in a vector
format to consider the performance of two distinct service groups simultaneously.
In this chapter, Erlang capacity is defined as a set of the average offered traffic loads
of each service group that can be supported while the QoS and GoS requirements
are being satisfied. Then, Erlang capacity at the ith sector, CErlang, can be calculated
as following:

( ) ( )( ){ }
( ) ( )( ) ( ) ( )
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P P P

Erlang v i d i

v i d i b voice B v breq

=

= ≤

$ , $

, | ,
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, , , , ,

ρ ρ

ρ ρ ( ) ( ){ }data B d
P

req

≤
,

(11.18)

P(B, v)req
and P(B, d)req

are the required call blocking probability of voice and data
calls, respectively, which can be considered GoS requirements.
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In other words, the system Erlang capacity in the ith sector is a set of values of

( ) ( )( ){ }$ , $
, ,

ρ ρv i d i
that keep the call blocking probability experienced by each call

less than the required call blocking probability (or GoS requirements) of each call.

11.4.2 Erlang Capacity Analysis for ICCA

In the case of ICCA, the Erlang capacity of an arbitrary carrier represents the per-
formance of a hybrid FDMA/CDMA system because each carrier operates
independently.

Subsequently, the Erlang capacity of hybrid FDMA/CDMA with P carriers is
the product of P and the Erlang capacity of an arbitrary carrier. Here, let’s denote
CErlang/1FA as Erlang capacity of an arbitrary carrier in the ICCA scheme.

CErlang/1FA can be calculated by replacing (11.6), (11.14), and (11.15) with (11.19),
(11.20), and (11.21), respectively, and then repeating the procedures applied in Sec-
tion 11.4.1.

R C ETC= $ (11.19)

( ) ( ) ( )( )α ρv v i soft v i
i
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∑ , , ,
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1

3

(11.20)

( ) ( ) ( )( )α ρd d i soft d i
i

b m P= ⋅ − ⋅
=
∑ , , ,

1
1

3

(11.21)

Finally, the Erlang capacity of hybrid FDMA/CDMA with P carriers under
ICCA is given as P ⋅ CErlang/1FA.

11.5 Numerical Example

As a numerical example, we consider a hybrid FDMA/CDMA system supporting
voice and data services with P carriers of 1.25 MHz in the three-sector cells (P = 1, 2,
3, 4, or 5). The system parameters under the consideration are given in Table 11.1.

In this example, each carrier can individually provides 29 basic channels per sec-
tor, based on (11.1), and the system resource used by one data call is equivalent to
six times that of one voice call, such that $CETC and Λ are given as 29 and 6,

respectively.
Figure 11.2 shows the Erlang capacities of ICCA and CCCA for different values

of CEs, respectively, when P = 2, and P B v req( , ) and P B d req( , ) are all given as 2%. The
dotted lines are the Erlang capacities of CCCA and the solid lines are those of ICCA.
All points ( $ , $ρ ρv d ) under each Erlang capacity line represent the supportable offered
traffic loads of voice and data services while QoS and GoS requirements are being
satisfied. Figure 11.2 shows that the Erlang capacities between CCCA and ICCA are
almost same when the number of CEs is small. The reason is that the flexibility of
CCCA, which comes from the combination of all traffic channels in all carriers at
each sector, has no influence on Erlang capacity for the small CEs because the call
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blocking of voice and data calls mainly occurs due to insufficient CEs in the BS.
However, as the number of CEs available in the BS increases, call blocking of voice
and data calls gradually occurs due not to insufficient CEs in the BS but to user limit
per sector. Subsequently, CCCA improves the call blocking probabilities of voice
and data calls by pooling the capacity offered by the individual carrier per sector
and further outperforms ICCA for a larger number of CEs. This fact can be
observed in Figure 11.2.

It is intuitive that the more CEs there are, the larger Erlang capacity will be.
However, the Erlang capacity will be saturated after a certain value of CEs due to
insufficient traffic channels per sector. For deeper consideration of the effect of CEs
on Erlang capacity, we assume that the offered traffic load of data is proportional to
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Table 11.1 System Parameters for the Hybrid FDMA/CDMA System
Supporting Voice and Data Services
Parameters Symbol Value

Allocated frequency bandwidth W 1.25 Mbps
Number of the carriers of hybrid FDMA/CDMA P Variable
Required bit transmission rate for voice traffic Rv 9.6 Kbps
Required bit transmission rate for data traffic Rd 28.8 Kbps
Required bit energy-to-interference power spectral
density ratio for voice traffic

E
N

b

o v req









7 dB

Required bit energy-to-interference power spectral
density ratio for data traffic

E
N

b

o dreq









7 dB

System reliability β% 99%
Frequency reuse factor 1

1 + f
0.7

Standard deviation of received SIR σx 1dB
Voice activity factor α 3/8
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Figure 11.2 Erlang capacities of CCCA and ICCA for different values of CEs when the number of car-
riers of hybrid FDMA/CDMA, P, is 2.



that of voice and let δ be the traffic ratio of data to voice by which the dimension of
Erlang capacity can be reduced into one dimension. Figure 11.3 shows Erlang
capacity as a function of the number of CEs when P = 2 and δ = 1%. From Figure
11.3, we observe that the Erlang capacity region can be divided into three regions.

In the first region, Erlang capacity increases linearly with the increase of the
CEs. This means that call blocking, in this region, occurs mainly due to the limita-
tion of CEs in the BS. In the second region, Erlang capacity is determined by the
interplay between the limitation of CEs in the BS and insufficient traffic channels per
sector. Finally, in the last region, Erlang capacity is saturated where call blocking is
mainly due to insufficient traffic channels per sector. Figure 11.3 also shows that
Erlang capacity of ICCA is more quickly saturated than that of CCCA.

Figure 11.4 shows Erlang capacity according to the number of carriers of hybrid
FDMA/CDMA system when δ = 1%. As the number of carriers of hybrid
FDMA/CDMA system increases, the maximum achievable Erlang capacities for
both ICCA and CCCA schemes are also increased, respectively. Generally, it is an
interesting question to the system operator to estimate the number of carriers that
are required to accommodate the target traffic loads. For example, if there are the
voice traffic loads of 50 Erlang and data traffic loads of 1 Erlang per sector, respec-
tively, which corresponds to δ = 1%, there might be a question of how many carriers
of hybrid FDMA/CDMA are needed to support these traffic loads. To this question,
we recommend using at least three carriers for CCCA schemes and at least four car-
riers for ICCA, based on Figure 11.4. Also, Figure 11.4 shows CCCA outperforms
ICCA with the increase of carriers.

Figure 11.5 shows Erlang capacity increments of CCCA over ICCA as a func-
tion of the number of CEs for the different numbers of carriers. For each number of
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carriers, the Erlang capacity of CCCA is almost same as that of ICCA with same
CEs, while CCCA outperforms ICCA with an increase of CEs. Finally, if there are
enough CEs in the BS, Erlang capacity is maximally improved by 38%, 55%, 64%,
and 74% using CCCA when the number of multiple carriers, P, is 2, 3, 4, and 5,
respectively. However, it is noted that even though CCCA shows a higher Erlang
capacity than ICCA, it requires more control information, such as the carrier’s
channel occupation status.

Another important performance measure is =CE utilization. This is defined as
CErlang/N, where CErlang denotes the Erlang capacity of the hybrid FDMA/CDMA sys-
tem, and N is the number of CE available in the BS.
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By definition, the CE utilization measures the average number of subscribers
that each CE in each cell can accommodate. Figure 11.6 shows the CE utilization of
CCCA and ICCA when δ = 1%. The solid line indicates the CE utilization of CCCA,
and the dotted line indicates that of ICCA. Figure 11.6 shows that CEs are more effi-
ciently used in CCCA as a consequence of the capacity improvement. For the given
carriers and the considered channel assignment schemes, we can also find the opti-
mum value of CE, Nopt, with respect to CE utilization. Table 11.2 shows Nopt and the
corresponding CE utilization of ICCA and CCCA, respectively. Practically, the
hybrid FDMA/CDMA is equipped with a finite number of CEs, offered by the
“cost-efficient” system strategy. It is interesting to the system operators to select the
optimum value of CEs with which CE utilization is maximized.

11.6 Conclusion

In this chapter, we present an analytical procedure for evaluating the Erlang capac-
ity of hybrid FDMA/CDMA systems supporting voice and data services under two
channel assignment methods: ICCA and CCCA. For each allocation method, the
Erlang capacity of a hybrid FDMA/CDMA system is depicted as a function of the
offered traffic loads of voice and data. The CCCA scheme shows considerable
Erlang capacity improvement with the increase of carriers of a hybrid
FDMA/CDMA system. For a fixed number of carriers, the Erlang capacity of CCCA
is almost same as that of ICCA when the number of CEs is small. However, CCCA
outperforms ICCA as the number of CEs increases. In the case of the numerical
example, it is observed that the Erlang capacity is maximally improved by 38%,
55%, 65%, and 74% using CCCA when the traffic ratio of data to voice, δ, is 1%
and the number of multiple carriers, P, is 2, 3, 4, and 5, respectively. Finally, we
expect that the results of this chapter can be utilized for the traffic engineer to deter-
mine the required number of CDMA carriers in each sector and the required number
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of CEs in the BS in order to accommodate the target traffic loads for each allocation
method.
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Table 11.2 Optimum Values of CEs with Respect to CE Utilization and the
Corresponding CE Utilization

ICCA CCCA

P Nopt

CE Utilization
at Nopt Nopt

CE Utilization
at Nopt

CE Utilization
Increment at Nopt

1 58 0.1974 58 0.1974 0%
2 98 0.2304 130 0.2458 6.7%
3 138 0.2467 206 0.2646 7.2%





C H A P T E R 1 2

Erlang Capacity of Multiaccess Systems
Supporting Voice and Data Services

In this chapter, we analyze and compare the Erlang capacity of multiaccess systems
supporting several different radio access technologies according to two different
operation methods—separate and common operation methods—by simultaneously
considering the link capacity limit per sector as well as CE limit in BS. In a numerical
example with GSM/EDGE-like and WCDMA-like subsystems, it is shown that we
can get up to 60% Erlang capacity improvement through the common operation
method when using a near optimum so-called service-based user assignment
scheme, and there is no CE limit in BS. Even with the worst-case assignment scheme,
we can still get about 15% capacity improvement over the separate operation
method. However, the limited number of CEs in the BS reduces the capacity gains of
multiaccess systems with the common operation over the separate operation. In
order to fully extract the Erlang capacity of multiaccess system, an efficient method
is needed to select the proper number of CEs in the BS while minimizing the cost of
equipment.

12.1 Introduction

Future mobile networks will consist of several distinct radio access technologies,
such as WCDMA or GSM/EDGE, where each radio access technology is denoted as
a subsystem. Such future wireless networks, which demand the utilization of the
cooperative use of a multitude of subsystems, are named multiaccess systems. In the
first phase of such multiaccess systems, the RRM of subsystems may be performed
in a separate way to improve the performance of individual systems independently,
mainly because the subsystems have no information of the situation in other subsys-
tems and the terminals do not have multimode capabilities. Under such a separate
operation method, an access attempt is only accepted by its designated subsystem if
possible; otherwise, it is rejected.

Intuitively, improvement of multiple-access systems is expected in a form of
common resource management, where the transceiver equipment of the mobile sta-
tions supports multimode functions such that any terminal can connect to any sub-
system. This may be accomplished either through parallel transceivers in hardware
or by using software radio [1]. The common RRM functions may be implemented
in existing system nodes, but interradio access technology signaling mechanisms
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need to be introduced. In order to estimate the benefit of such common resource
management of multiaccess systems, some studies are necessary, especially with
regard to quantifying the associated Erlang capacity.

As an example of improving the performances of common resource manage-
ment for single-service scenarios, the trunking gain of multiaccess system capacity
enabled by the larger resource pool of common resource management has previ-
ously been evaluated in [2] by relatively simple Matlab-based simulations, and
multiservice allocation is not considered. In multiservice scenarios, it is expected
that the capacity of multiaccess systems also depends on how users of different types
of services are assigned on to subsystems. The gain that can be obtained through the
employed assignment scheme can be named the assignment gain, and further the
capacity gain achievable with different user assignment principles has been esti-
mated in [3–5]. These studies, however, disregard trunking gains.

In this section, we combine these two approaches to analysis and further quan-
tify the capacity gain of multiaccess systems by simultaneously considering the
trunking gain and the assignment gain. More specifically, we focus on analyzing and
comparing the Erlang capacity of multiaccess systems supporting voice and data
services according to two operation methods: separate and common operation
methods. In the case of the common operation method, we also consider two user
assignment schemes: the service-based assignment algorithm [3] as a best case refer-
ence, which roughly speaking assigns users to the subsystem where their service is
most efficiently handled, and the rule opposite to the service-based assignment as a
worst case reference.

When analyzing the Erlang capacity of mulitaccess system, we also consider two
resource limits simultaneously—link capacity limit per sector and CE limit in the
BS—because practically a call blocking is caused by these two factors. However,
most studies [2, 4, 5] do not consider the hardware limit at the BS, such as CEs, but
mainly take into account the link capacity when evaluating the Erlang capacity. The
issue of determining the proper number of CEs in a BS is critical to operators who
wish to operate the system more cost efficiently because CEs are a cost part of the
system. In the aspect, this chapter can provide a good guideline for operating and
dimensioning the multiaccess systems.

The remainder of this chapter is organized as follows. In Section 12.2, the sys-
tem model is described. In Section 12.3, two operation methods of the multiaccess
system under consideration are described. In Section 12.4, we present an analyti-
cal procedure for analyzing the Erlang capacity of multiaccess systems according
to the two operation methods. In Section 12.5, a numerical example is taken
into consideration, and discussions are given. Finally, conclusions are drawn in
Section 12.6.

12.2 System Model

For the performance analysis, following system model is considered:

• We consider the multiaccess system supporting voice and data services and
consisting of P subsystems, where P denotes the number of the subsystems,
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and each subsystem provides its own link capacity. Each user is classified by
QoS requirements such as the required transmission rate and BER, and all
users in the same service group have the same QoS requirements.

• We consider the multiaccess system supporting voice and data services and
consisting of P subsystems, where P denotes the number of the subsystems,
and each subsystem provides its own link capacity. These user groups are clas-
sified by QoS requirements, such as different transmission rates and quality
(BER) requirements.

• The considered system employs directional antenna and divides a cell into a
number of sectors to reduce the multiuser interference. We consider a three-
sector cell with perfect directional antennas and assume all cells are equally
loaded.

• In the aspect of network operation, it is of vital importance to set up a suitable
policy for the acceptance of an incoming call in order to guarantee a certain
QoS. In general, CAC policies can be divided into two categories: NCAC and
ICAC [6]. In the case of ICAC, a BS determines whether a new call is accept-
able by monitoring the interference level on a call-by-call basis, while the
NCAC utilizes a predetermined CAC threshold. In this section, we adopt a
NCAC-type CAC based on its simplicity with which we can apply a general
loss network model to the system being considered for the performance analy-
sis, even though the NCAC generally suffers a slight performance degradation
over the ICAC [6].

• Two resource limitations are also considered: the CE limitation in BSs and
link capacity limitation per sector. The CE in the BS, an important hardware
element, performs the baseband signal processing for a given channel in the
BS. On the other hand, the link capacity limitation per sector is like a capacity
with respect to the number of supportable current users. These limitations
eventually result in call blocking, and here we consider two types of call
blocking models: hard blocking, defined as call blocking that occurs when all
CEs in the BS are used, and link blocking, defined as call blocking that occurs
when the number of active users is equal to or exceeds the maximum number
of basic channels in a particular sector. In particular, link blocking corre-
sponds to soft blocking when the system under consideration is a CDMA-
based system. We also denote the hard blocking probability of the call in the
jth service group as b(hard, j) and the link blocking probability of the call in the jth
service group in the sector i as b(link, j, i).

• For a constraint on the number of CE, we consider N CEs per cell or BS, where
N denotes the total number of CEs available in the BS. The CE is a hardware
element that performs the baseband signal processing for a given channel in
the BS. Here it is noteworthy that CEs in the BS are a crucial cost part of the
system such that they should be pooled in BS, and any CE can be assigned to
any call in the cell regardless of its sector.

• In order to consider the link capacity limitation of multiaccess systems per sec-
tor, first we need to identify the admissible region of voice and data service
groups in each subsystem. Let Qv

l and Qd

l be the link qualities, such as frame
error rate, that individual voice and data users experience in the subsystem
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l (l = 1, 2, ..., P), respectively, and Qv,min and Qd,min be a set of minimum link
quality level of each service. Then, for a certain set of system parameters, such
as service quality requirements, link propagation model, and system assump-
tion, the admissible region of the subsystem l with respect to the simultaneous
number of users satisfying service quality requirements in the sense of statistic
Ssub,l can be defined as

( ) ( )( ) ( ){ }
( )

S

n n P Q Q Q Q

n
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v l d l r v
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v d
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v l

,

, , , min , min

,

, | %= ≥ ≥ ≥

=

and β

( )( ) ( ) ( )( ) ( ) ( ){ }, | , , , , ...,
, , , , ,

n f n n n n Z l P
d l l v l d l v l d l
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(12.1)

where n(v,l) and n(d,l) are the admissible number of calls of voice and data service
groups in the subsystem l, respectively; β% is system reliability defined as a
minimum requirement on the probability that the link quality of the current
users in the subsystem l is larger than the minimum link quality level, which is
usually given between 95% and 99%; and fl(n(v,l), n(d,l)) is the normalized capac-
ity equation of the subsystem l. In the case of a linear capacity region, for
example, fl(n(v,l), n(d,l)) can be given as fl(n(v,l), n(d,l)) = alv ⋅ n(v,l) + ald ⋅ n(d,l) for l = 1, 2.
Such linear bounds on the total number of users of each class that can be sup-
ported simultaneously while maintaining adequate QoS requirements are
commonly found in the other literature for CDMA systems supporting multi-
class services [7, 8]. Further, provided the network state lines within the admis-
sible region, then the QoS requirement of each user will be satisfied with β%
reliability. When the admissible region of voice and data service groups in each
subsystem is identified, the admission region of multiaccess systems varies
according to the operation methods, on which more details will be given in
Section 12.4.

In order to focus on the traffic analysis of subsystems under the CAC policy of
our interest, we also consider the standard assumptions on the user arrival and
departure processes. That is, we assume that call arrivals from users of class j in the
subsystem l are generated as a Poisson process with rate λ(j, l) (j = v, d).

If a call is accepted, then it remains in the cell and subsystem of its origin for an
exponentially distributed holding time with mean 1/µ(j, l), which is independent of
other holding times and of the arrival processes. Then, the offered traffic load of the
jth service group in the subsystem l is defined as ρ(j, l) = λ(j, l)/µ(j, l).

12.3 Operation Methods of Multiaccess Systems

The overall performance of multiaccess system will depend highly on the operation
methods. However, the operation of multiaccess systems will be limited by such fac-
tors as the terminal and network capabilities of supporting multimode function.

Here, we consider two extreme cases. One is the case that all terminals cannot
support the multimode function, and the other is that all terminals can support it,
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which corresponds to the separate and common operation methods of multiaccess
systems, respectively. It is expected that these two extreme cases will provide the
lower and upper bound of the Erlang capacity of multiaccess systems.

12.3.1 Separate Operation Method

In the separate operation method, subsystems in a multiaccess system are operated
independently, mainly because all terminals do not support multimode operation.
Subsequently, traffic channels in each subsystem are handled independently so that
each terminal is always allocated a traffic channel in its designated subsystem.
Somewhat simply, in the separate operation method of the multiaccess systems, an
access attempt is accepted by its designated subsystem if possible and otherwise
rejected.

12.3.2 Common Operation Method

In the common operation method, any terminal that has multimode function can
connect to any subsystem, such that air link capacities in all subsystems can be
pooled, as with the case of the CCCA scheme of the hybrid FDMA/CDMA. How-
ever, the difference is that each subsystem provides a different air link capacity, as
with the case with coexisting GSM/EDGE-like and WCDMA-like subsystems. In
this case, the overall capacity of multiaccess networks depends on the employed
service assignment (i.e., the way that users of different types of services are assigned
onto subsystems).

In this chapter, we consider two user assignment schemes: the service-based
assignment algorithm [3] as a best case reference, which roughly speaking assigns
users to the subsystem where their service is most efficiently handled, and the rule
opposite to the service-based assignment as a worst case reference.

• The service-based assignment. In [3], Furuskar discussed principles for allo-
cating multiple services onto different subsystems in multiaccess wireless sys-
tems and further derived the favorable optimum subsystem service allocation
scheme through simple optimization procedures that maximizes the com-
bined capacity, which here is named service-based assignment algorithm. In
the service-based assignment algorithm, we assign users into the subsystem
where their expected relative resource cost for the bearer service type in ques-
tion is the smallest.

• The rule opposite to the service-based user assignment. As the worst case in
common operation, we consider the rule opposite to the service-based assign-
ment scheme with which we assign users into the subsystem, where their
expected relative resource cost for the bearer service type in question is the
largest. Even though the rule opposite to service-based assignment is not likely
to be used in reality, here we adopt it as an interesting reference for the worst
case scenario of common operation.

These two extreme cases for user assignment will provide the upper and lower
bounds of Erlang capacity under the common operations.
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12.4 Erlang Capacity Analysis

In this section, we present a procedure for analyzing the Erlang capacity of multiac-
cess systems supporting voice and data services according to two different operation
methods—separate and common operations—by simultaneously considering the
link capacity limit per sector as well as the CE limit in the BS. The expressions are
not in closed form but lend themselves to simple numerical methods using a few
iterations. From the blocking probabilities, we could easily derive the Erlang capac-
ity formulas. Let’s first consider the case of the separate operation.

12.4.1 Erlang Capacity Analysis for Separate Operation Method

Due to the hardware limitation in BSs as well as link capacity limitation per sector,
in order for a call attempt to get service, the link blocking of the call should not
occur in a sector and the hard blocking of the call also should not occur in the BS.
Here, we adopt the approximate analysis method proposed in [9] to evaluate the call
blocking probability. That is, we decouple the calculation stages of link blocking
and hard blocking for simplicity of computation such that the link blocking and
hard blocking probabilities can be separable as closed-form equations. Noting that
these closed-form equations may not provide universal values of link blocking and
hard blocking probabilities because the link blocking and hard blocking probabili-
ties practically affect each other in the blocking model being considered, here we
introduce the coupling parameters ( )ρ

j l i, ,
and αj to consider mutual effects between

the hard blocking in the BS and the link blocking in the ith sector.
Keeping in the mind that in the case of the separate operation method of the

multiaccess systems, an access attempt is accepted by its designated subsystem if
possible and otherwise rejected, let’s first consider the close form for the link block-
ing probability of the lth subsystem in the ith sector and let ( ) ( )( )( )N n nl

i
v l i d l i

≡
, , , ,

,

be state of the lth subsystem in the ith sector. With the system models and assump-
tions given in the previous sections, it is well known from M/M/m queue analysis
that for given traffic loads, the equilibrium probability for an admissible state Nl

i in
the subsystem ( )l Nl

i, π can have a product form on the truncated state space defined

by the call admission strategy such that it is given by [10] (see Appendix B):
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where ( )ρ
j l i, ,

is introduced so as to consider the traffic load of the j service groups in
the lth subsystem at the ith sector (j = v,d, l = 1, ...,P and i = 1,2,3), which is some-
what reduced from the given traffic load due to the limitation of CEs in the BS. Then,
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the link blocking probability of a user of class j of the subsystem l at the sector i can
simply expressed as

( ) ( )b N
soft j l i l

i

N Sl
i

blk l
j

, , ,

,

=
∈
∑ π (12.3)

where Sblk l
j

, is the subset of states in Ssub,l, whose states must move out of Ssub,l with the

addition of one user of class j. Here, it is noteworthy that π( )Nl
i and B(j, i, l) are

dependent on the admission region Ssub,l and the traffic loads ρ(j, i, l).
In order for the calls that are not link blocked in each sector to get the services,

there should be sufficient CEs in the BS to support them. If there are insufficient CEs
in the BS, the calls will be hard blocked. Because all CEs available in the BS are
pooled and assigned to any call regardless of sectors, αj is introduced to consider the
traffic load of the jth service group that is offered to the BS from each sector and fur-
ther defined as ( ) ( )( )α ρj j i l link j l il

P

i
b= ⋅ −

== ∑∑ , , , , ,
1

11

3
for j = v, d. For the purpose of

evaluating the hard blocking probability in the BS, let Nb = (nv, nd) be the state of the
BS given by the number of calls of each service group in the BS. Then, the state prob-
ability of Nb in the BS is given by
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where Gb(Rb) is a normalizing constant for the state probability of the BS that has to
be calculated in order to get π(Nb), which is accumulated to 1 and is given as
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( ) { }S R Rb b
T

b= ≤N N Ab b| (12.6)

where the jth element of A corresponds to the required amount of CEs to support a
user in the j service group, which depends on the modem structure in the BS, and
here is set to 1 for all elements of A. Sb(Rb) is a set of admissible states in the BS, Rb =
N, and N is the total number of CEs available in the BS.

Similarly to the link blocking case, when there are N CEs in the BS, the closed-
form equation for the hard blocking probability of the jth service group in the BS is
given as following:

( )
( )

( )
b

G R e

G Rhard j

b b j

b b
,
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−

1
A

(12.7)

where Gb(Rb) is the normalizing constant calculated on the whole Sb(Rb), while
Gb(Rb – Aej) is the constant calculated on the Sb(Rb – Aej).
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Consequently, the problem to evaluate the soft blocking and hard blocking
probabilities for users of the jth service group in the lth subsystem at the ith sector is
to solve (12.3) and (12.7), which are mutually linked through coupling parameters

( )ρ j i, and αj. For the calculation of these blocking probabilities, in this chapter, we
adopt an iteration method. We let b(link,j,l,i)(m) and b(hard, j)(m) represent the value of
b(link,j,l,i) and b(hard,j) at the mth iteration, respectively, and let b(link,j,l,i)(0) and b(hard, j)(0) be
the initial value for the recursion. At the mth iteration, b(link,j,l,i)(m) is computed using
(12.3) with ( ) ( ) ( ) ( )( )ρ ρ

j l i j l i hard j
b m

, , , , ,
= ⋅ − −1 1 , where we intuitively let ( )ρ j l i, , be

( ) ( ) ( )( )ρ
j l i hard j

b m
, , ,

⋅ − −1 1 to consider the effect of the limited number of CEs in the

BS on the link blocking probability in the ith sector through the feedback quantity of
b(hard, j)(m–1). At the mth iteration, b(hard, j)(m) is also computed using (12.7) with the
following expression for αj.
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where αj is intuitively selected to consider the effect of the user limit and the traffic
load of each sector on hard blocking. Thus, the iteration procedure takes the follow-
ing steps:

1. Define m = 0, and set b(hard, j)(0) = 0.

2. Calculate b(link,j,l,i)(m) with ( ) ( ) ( ) ( )( )ρ ρ
j l i j l i hard j

b m
, , , , ,

= ⋅ −1 for all i and j.

3. Calculate b(hard, j)(m + 1) with ( ) ( ) ( )( )α ρ
ιj j l i link j l i

b m= ⋅ −
=∑ , , , , ,

1
1

3
.

4. If ( ) ( ) ( ) ( ) ( ) ( )( )b m b m b m
hard j hard j hard j, , ,

/+ − + <1 1 τ (tolerance

parameter), then stop the recursion. Otherwise, set m = m + 1 and go back to
step 2.

From our numerical experiences, it is observed that this recursion always con-
verges within a few iterations (generally less than five). Also, it is noteworthy that
even though we select the coupling parameters ( )ρ

j l i, ,
and αj somewhat intuitively,

the other forms of the coupling parameters may be adopted for a better calculation
of link blocking and hard blocking probabilities.

Finally, the call blocking probability of the jth service group in the lth subsystem
at the ith sector, P(blocking, j, l), is given as follows for the convergence values.

( ) ( )( ) ( )( )P b b
blocking j l link j l i hard j, , , , , ,

= − − ⋅ −1 1 1 (12.9)

For multiaccess systems supporting multiclass services, Erlang capacity corre-
sponding to the voice-only system needs to be modified in a vector format to con-
sider the performances of voice and data services simultaneously. In this chapter,
Erlang capacity is defined as a set of the average offered traffic load of each service
group that can be supported while QoS and GoS requirements are satisfied

176 Erlang Capacity of Multiaccess Systems Supporting Voice and Data Services



simultaneously. Then, Erlang capacity of the subsystem l per sector, CErlang,l, can be
calculated as follows:
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where P(B, v)req
and P(B, d)req

are the required call blocking probabilities of voice and data
service groups, respectively, and they can be considered GoS requirements.

Finally, the combined Erlang capacity of the multiaccess system under separate
operation, CErlang, is the sum of those of the subsystems such that
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12.4.2 Erlang Capacity Analysis for Common Operation Method

In the common operation of the multiaccess systems, the admissible region of the
multiaccess systems at each sector depends on how users of different types of serv-
ices are assigned onto the subsystems. That is, according to the employed user
assignment scheme in the common operation, the admissible region of multiaccess
systems can be one subset of the following set:
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where n(v, i) and n(d, i) are the admissible number of users of voice and data in the multi-
access system at the ith sector.

For the common operation of multiaccess systems, here we consider only two
user assignment schemes: a service-based assignment algorithm, which was pro-
posed in [3] as a near-optimum user assignment method, and a rule opposite to the
service-based assignment algorithm as the worst-case assignment method. These
two cases have a practical meaning because they will provide the upper and lower
bound of Erlang capacity of multiaccess system under common operation,
respectively.

In the service-based assignment algorithm, we assign users into the subsystem
where their expected relative resource cost for the bearer service type in question
is the smallest. That is, when a user with service type j is coming in the multiac-
cess system (j = v or d), then we assign the user to the subsystem $l that meets the
following [3]:
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where ~j is the “other service” (i.e., if j = v, then ~j is d). For the case that each sub-
system has a linear capacity region, then the assignment rule can be simply expressed

as $ arg min
~
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On the other hand, in the rule opposite to the service-based assignment algo-
rithm, we assign the user having service type j to the subsystem $l that meets the
following:
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According to the employed user assignment scheme, we can obtain the corre-
sponding admissible region of the multiaccess systems under the common operation.

If we denote Ss-based as the admissible region of the multiaccess systems with the
service-based assignment scheme, and Sopp-s-based as one with the rule opposite to the
service-based assignment scheme, respectively, then we can calculate corresponding
link blocking probability of multiaccess system under the common operation
method for these two assignment schemes using the similar method presented in
previous section [i.e., by using (12.2) and (12.3) after replacing Ssub,l with Ss-based and
Sopp-s-based, respectively].

For the hard blocking probability in the common operation method, we can also
calculate it using (12.7) after setting coupling parameter αj as ( )1

1

3
−

=∑ bsoft j ii , , ,

where j and i are index for service group and sector, respectively. Here, note that
there is no index for subsystems because in the case of the common operation, link
capacities of all subsystems are pooled.

Finally, the Erlang capacity of multiaccess system under the common operation
method can be calculated by using the iteration method presented in previous
section.

12.5 Numerical Results

In this section, we will investigate the Erlang capacity of multiaccess systems with
different bearer capacities and quality requirements of subsystems according to the
two operation methods (separate and common operation). First, we consider the
case there is no CE limitation in the BS (i.e., there are enough CEs in BS). After that,
we consider the case that there exists the CE limit in BS.

As a practical example, let’s first consider a case with coexisting GSM/EDGE-
like and WCDMA-like subsystems. When a spectrum allocation of 5 MHz is
assumed for both systems, admissible capacity regions of both systems supporting
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mixed voice and data traffic are modeled as a linear region such that fl(n(v,l), n(d,l)) is
given as alv ⋅ n(v,l) + ald ⋅ n(d,l) for l = 1, 2 where the GSM/EDGE-like system is denoted
as subsystem 1, and the WCDMA-like system is denoted as subsystem 2. Further-
more, (a1v a1d) and (a2v a2d) are given as (1/62 1/15) and (1/75 1/40), respectively, for
standard WCDMA and EDGE data bearers and a circuit switched equivalent bit
rate requirement of 150 Kbps [4]. Figure 12.1 shows the resulting Erlang capacity
regions when the required call blocking probability is set to 1%.

Lines (i, ii) in Figure 12.1 show the Erlang capacity of GSM/EDGE and
WCDMA, respectively. Then, the Erlang capacity of multiaccess systems under the
separate operation can be given as the vector sum of those of subsystems, as in the
Figure 12.1. It is noteworthy that the Erlang capacity line, stipulating the Erlang
capacity region of multiaccess system, depends on the service mix in the subsystems
and lies between the minimum bound line—see (iii) in Figure 12.1—and the maxi-
mum bound line—see (iv) in Figure 12.1. This means that the shadowed traffic area,
delimited by (iii, iv) in Figure 12.1, is not always supported by the multiaccess sys-
tem under the separate operation. For example, the traffic load of (46, 29) can be
supported only when GSM/EDGE supports the voice traffic of 46 and the WCDMA
supports the data traffic of 29, but this occasion is very rare. Subsequently, we
should operate the system with the Erlang capacity region stipulated by (iii) in Fig-
ure 12.1 for the sake of stable system operation.

On the other hand, (v) in Figure 12.1 shows the Erlang capacity region of the
multiaccess system under the service-based assignment algorithm. In this case, with
the service-based assignment scheme, we assign voice users to GSM/EDGE as far as
possible and data users to WCDMA because GSM/EDGE is relatively better at han-
dling voice users than WCDMA, and vice versa for data users. As a result, it is
observed that we can get about 60% capacity improvement through the service-
based assignment algorithm over the separate operation where we utilize total sup-
portable traffic load of the system for the performance comparison (i.e., the sum of
the maximum supportable voice and data traffic load). Line (vi) in Figure 12.1 also
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Figure 12.1 Erlang capacity of a GSM/EDGE-like and WCDMA-like multiaccess system.



shows the Erlang capacity region of the multiaccess system when assigning users
according to the rule opposite to the service-based assignment algorithm. In this
case, the voice users are as far as possible assigned to WCDMA and as many data
users as possible are assigned to GSM/EDGE, which corresponds to the worst-case
scenario in the common operation. The resulting Erlang capacity is dramatically
lower than that of the service-based assignment algorithm. Even in the worst case,
however, we know that the common operation still can provide about 15% capacity
improvement over the separate operation, in aspect of Erlang capacity.

In addition, we consider an artificial case to consider the effect of air-link
capacities of subsystems on the Erlang capacity of multiaccess systems, where
the admissible regions of each subsystem are also delimited by the linear bound, and
(a1v a1d) and (a2v a2d) are given as (1/10 1/10) and (1/20 1/10), respectively.

Figure 12.2 shows the resulting Erlang capacity regions for the two operation
methods. With the service-based assignment scheme, in this case we assign voice
users to subsystem 2 as far as possible and data users to subsystem 1 because subsys-
tem 2 is relatively better at handling voice users than subsystem 1, and vice versa for
data users. As a result, we can achieve a gain of up to 37% over the rule opposite to
the service-based assignment through the service-based user assignment, and the
gain of up to 88.5% over the separate operation method. When comparing these
results with those of the previous example, we also know that the Erlang capacity
gains of multiaccess systems, which can be achieved by the operation methods, are
very sensitive to subsystem capacities such as the shape and the area of the capacity.

Figure 12.3 shows the Erlang capacity gain of a multiaccess system according to
the traffic-mix ratio between voice and data for the previous two numerical exam-
ples. Here, we define the traffic-mix ratio as ρv /(ρv + ρd). Noting that the Erlang
improvement of common mode operation over the separate operation converges
into a trunking gain as the traffic-mix ratio between voice and data goes to 0 or 1,
we know that the Erlang improvement of common mode operation is mainly due to
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the trunking efficiency gain when the rule opposite to the service-based assignment
scheme is used. We also know that the gain is less sensitive to the traffic-mix ratio
between voice and data, while it is sensitive to the subsystem capacities. On the
other hand, Figure 12.3 shows that the Erlang capacity improvement in the case of
the service-based assignment scheme varies according to the traffic-mix ratio
between voice and data. This means that in this case we can get both a trunking effi-
ciency gain and a service-based assignment gain simultaneously. It is noteworthy
that the trunking efficiency gain is rather insensitive to the service mix, whereas the
service-based assignment gain depends significantly on the service mix. The
service-based assignment scheme is thus more beneficial in mixed-service scenarios.

Until now, we have considered the case that there is no CE limit in BS (i.e., there
are enough CEs in the BS). However, multiaccess systems are equipped with a finite
number of CEs, afforded in a cost-efficient way because the CEs are a cost part of
the system, which inherently affects the Erlang capacity of multiaccess systems.

Figure 12.4 shows the Erlang capacity of the second numerical example case,
for different values of CEs. As expected, the Erlang capacities decrease as the
number of CEs gets smaller, for both cases of the separate and common operation
methods.

However, Erlang capacities under the common operation are more severely
affected by the limited number of CEs than those under the separate operation.
When the number of CEs is less than 40, the Erlang capacities between the separate
and common operations are almost the same, which is mainly because the flexibility
of common operation that comes from combining all air-link capacities of subsys-
tems has no influence on the Erlang capacity because call blocking mainly occurs
due to insufficient CEs in the BS. However, as the number of CEs available in the BS
increases, call blocking gradually occurs due not to insufficient CEs in BS but to
air-link capacity limit per sector. Subsequently, the common operation method
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improves the call blocking probability by pooling the air-link capacities of subsys-
tems and further outperforms the separate operation method for a larger number of
CEs.

For a deeper consideration of the effect of CEs on the Erlang capacity of multiac-
cess systems, let’s assume that the offered traffic load of data is proportional to that
of voice and further let δ(≡ ρd / v) the traffic ratio of data to voice, which allows the
observation space of the Erlang capacity to be one dimension. Figure 12.5 shows the
Erlang capacities per sector as a function of CEs when δ = 0, 0.3, 0.7, and 1. All solid
lines represent Erlang capacities when the service-based assignment algorithm is
used as the user assignment scheme under the common operation, while the dotted
lines correspond to Erlang capacities under the separate operation, respectively.
From Figure 12.5, we observe that the Erlang capacity region can be divided into
three regions according to the number of CEs. In the first region, Erlang capacity
increases linearly with the increase of CEs. This means that call blocking, in this
region, occurs mainly due to the limitation of CEs in the BS.

In the second region, Erlang capacity is determined by the interplay between the
limitation of CEs in the BS and the limitation of air-link capacity at each sector.
Finally, in the last region, Erlang capacity is saturated where call blocking is mainly
due to insufficient air-link capacity per sector, and we cannot get more Erlang
capacity by simply equipping more CEs in the BS. Figure 12.5 also shows that
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Figure 12.4 Erlang capacity of the multiaccess system for different numbers of CEs.



Erlang capacity of multiaccess systems under the separate operation method is more
quickly saturated than that under the common operation method. Practically, it is
very important for operators of multiaccess systems to determine or select the
proper number of CEs that should be equipped in a BS to fully extract the Erlang
capacity of multiaccess systems. With Figure 12.5, we, in this case, can recommend
equipping more than 90 CEs in a BS in the case of common operation, and 75 CEs in
the case of the separate operation, so as to fully extract corresponding Erlang capac-
ity. In addition, it will result in a waste of hardware resource at the BS to equip more
than 90 CEs and 75 CEs in the common and separate operations, respectively.
Finally, Figure 12.6 shows corresponding Erlang capacity improvements of the
common operation method over the separate operation method when the service-
based user assignment is used. As we observed in Figure 12.3, Figure 12.6 also indi-
cates that we can get more gains through the common operation method when the
traffic of voice and data calls are properly mixed.

12.6 Conclusion

In this section, we investigate the Erlang capacity of multiaccess systems according
to two different operation methods, separate and common operation methods, by
simultaneously considering the link capacity limit at each sector as well as the CE
limit in the BS. When enough CEs are equipped in the BS, we observe that the Erlang
capacity improvement that can be obtained through common operation method is
twofold. First, a trunking efficiency gain is achieved due to the combining of
resource pools. This gain depends on the subsystem capacities; for small subsystem
capacities, the gain is significant. Second, a service-based assignment gain can be
achieved by assigning users to the subsystem where their service is most efficiently
handled. This gain depends on the shape of the subsystem capacity regions.
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Roughly, the more different these are, the larger the gain. It is also observed that the
trunking efficiency gain is rather insensitive to the service mix, whereas the service-
based assignment gain depends significantly on the service mix. However, the lim-
ited number of CEs in the BS reduces the Erlang capacity of multiaccess systems in
both cases of common and separate operations. In particular, we know that the
Erlang capacities under the common operation are more severely affected by the
limited number of CEs than those under the separate operation.

It is subsequently necessary to properly equip CEs in the BS to fully extract the
Erlang capacity of multiaccess system while minimizing the equipment cost of the
CEs. In the case of the numerical example, we recommend equipping 90 CEs in the
BS in the case of the common operation and 75 CEs in the case of the separate opera-
tion so as to fully extract corresponding Erlang capacity. Finally, we expect that the
results of this chapter would be utilized as a guideline for system operators of multi-
access systems.
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A P P E N D I X A

The M/M/ Model

Consider a system with Poisson arrivals and exponential service times, and suppose
that the number of servers is so large that arriving customers always find a server
available. In effect, we have a system with an infinite number of servers. The
M/M/ system has the transition rate diagram shown in Figure A.1 and further is a
birth-death model with
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The distribution is Poission with mean / . The expected number of customers
in the system is / , and the expected response time is 1/ = ( / )/ , the average
service time.
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A P P E N D I X B

The M/M/m Loss Model

The M/M/m loss model has m servers but no waiting room. Calls that arrive when
all servers are busy are turned away. This is called a loss system and was first investi-
gated by Erlang. The transition rate diagram for this system is shown in Figure B.1.
This is a birth-and-death queuing model with
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The steady state probabilities for this system are given as
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The distribution of {pn} is truncated Poission. This formula is known as Erlang’s
first formula. An arriving unit is lost to the system when he finds on arrival that all
channels are busy. The probability of this event Pm is
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Formula (B.5) is known as Erlang’s loss (or blocking, or overflow) formula, or
Erlang B formula, and is denoted by B(m, λ/µ). The actual arrival rate into the sys-
tem is then

( )( )λ λ λ µa B m= −1 , / (B.6)

The average number in the system is obtained from Little’s formula:

[ ] [ ] ( )( )E N E B ma= = −λ τ
λ

µ
λ µ1 , / (B.7)

Note that the average number in the system is also equal to the carried load. In
the case of M/M/m loss model, the arrival user will either find an available server or
be blocked in the system. If the user finds an available server, then she does not have
to wait, and her waiting time in the system equals her service time such that the
expected response time is 1/ .
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