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Preface

The wireless communications revolution has been driven by a confluence of
technological advances, including improvements in communications theory,
very large-scale integration (VLSI) technology, and radio frequency (RF)
microelectronics. The microwave power amplifier represents one of the major
factors in the low-cost and low-power implementation of these systems, since
they are required to deliver tens of watts of power (in the case of a base station)
with exacting standards of linearity and direct current (dc) power efficiency.
The microwave power amplifier in the handset must deliver—at most—a few
watts of power but dissipate very little dc power and sell for only a few dollars
in large quantities. Clearly, these requirements represent an enormous
challenge for the design and implementation of the power amplifier circuit.

This challenge has been met through a variety of creative approaches
over the years, and the linearization and efficiency enhancement of
microwave amplifiers remains an area of active research. Generally speaking,
linearization techniques can be classified under the categories of either
feedback or feed-forward approaches. Both of these approaches have well-
known advantages and disadvantages. Feedback approaches tend to exhibit
stability problems, and feed-forward approaches suffer from matching
limitations. Neither has achieved very widespread application in commercial
communications systems.

A third technique for amplifier linearization is known as the outphasing
approach. This approach also has a long history—dating back to the 1930s
where it was first proposed for amplitude-modulated (AM) transmission—
and uses power-combining techniques to create a linear output waveform
from two nonlinear input sources. When combined properly, the resulting
waveform is highly linear, but the input amplifiers that create the nonlinear
input waveforms can be designed to be very efficient from a dc power
perspective.

Although this approach has much to recommend it, it has not achieved
widespread use in commercial applications. This is because the intrinsic
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advantages are offset by some significant disadvantages; in particular, the
matching requirements between the two amplifiers are very stringent, and a
large fraction of the microwave power is typically wasted in the power-
combining network.

However, there has been a flurry of activity recently in this area in an
attempt to solve these problems, and the next generation of outphasing
microwave power amplifiers is poised to solve these historical limitations and
finally find its way into commercial applications. This book aims to provide
the reader with the most up-to-date summary of recent advances in
outphasing microwave power amplifier design and to present the historical
background that led to their development.

Background Information and Guidelines

The book is organized as follows: Chapter 1 begins with a brief introduction
of wireless communication standards and their imposed requirements on
power amplifiers. It also introduces the concept of the outphasing power
amplifier and discusses its historical advantages and limitations.

Chapter 2 discusses outphasing amplifier system linearity performance,
first introducing the typical modulations and baseband filtering techniques.
Then, Chapter 2 describes various schemes for implementing the signal
component separation function. The major sources of imbalance, including
the path imbalance, the quadrature modulator error, the signal component
separator (SCS) quantization, the digital signal processing (DSP) sampling
rate and reconstruction filtering are successively investigated and translated
into the system adjacent channel power regrowth (ACPR) requirements.

Chapter 3 reviews several correction approaches to compensate the
imbalance between the two amplifier paths and improve the linearity
performance of the outphasing system. These include schemes based on
training vectors and those that can operate in background. For broadband
application, channel equalization must be used to balance the responses of
two branches for the entire band. Chapter 3 also discusses unique methods
based on voltage controlled oscillator (VCO)-derived synthesis. These
alternative approaches to achieve signal component separation can
automatically correct the path imbalance; this makes them particularly
suitable for low-power and low-cost integrated circuit implementation.

Chapter 4 concludes the book by addressing the efficiency-linearity
trade-off in the power combiners of the two amplifiers. Traditionally, much
of the advantage of the outphasing approach is ‘‘thrown away’’ in the power
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combining network. The chapter first discusses the limitations of the
traditional approaches and then presents improved techniques. These
techniques fall into the categories of reactive-combining and power-recycling
approaches. Reactive-combining approaches minimize the dc power
dissipation by changing the load impedance to be more highly reactive at
low output powers. Power-recycling approaches reduce the wasted power by
converting the out-of-phase power back to dc and returning it to the power
supply.
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1
Introduction

1.1 The Role of Power Amplifiers in Wireless
Communication Systems

The tremendous growth of the wireless market, coupled with the fierce
competition of the last few years, has spurred unprecedented interest in the
performance of low-cost and physically compact RF power amplifiers.
Concern for performance was motivated by the significant impact the power
amplifier has on the talk time of the mobile station, which can represent a
substantial marketing advantage if it is well-optimized. In addition, reducing
the power requirements on the base station can have a significant impact on
cost, and the power amplifier has a significant role to play there as well.

Classical power amplifier design techniques frequently ignore signal
characteristics, instead focusing on transistor performance and circuit design
techniques. However, with the emergence of digital wireless communication
systems, an understanding of digital modulation theory is also required to
fully characterize the power amplifier performance with the modulated
carrier for the optimum linearity-efficiency trade-off. This section briefly
reviews the first generation (1G) and second generation (2G) analog and
digital wireless communication systems, with emphasis on the influence of
wireless standards on power amplifier performance requirements. Details on
wireless theory and communication theory can be found in [1–5].

Cellular wireless systems and standards have been in the process of
evolution for decades throughout the world. The advanced mobile phone
system (AMPS), developed by AT&T and Motorola, was the first
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commercial cellular service in the United States and has been available to the
public since 1983. This is known as a 1G analog system. In Europe, several
similar 1G cellular systems have been deployed, including the total access
communications system (TACS), the Nordic Mobile Telephone (NMT),
C-450, the radio telephone mobile system (RTMS), and Radiocom. The
Japanese TACS/narrowband TACS (JTACS/NTACS) are based on the
European TACS system.

Analog wireless systems typically employ frequency modulation (FM)
to modulate a carrier signal with voice information. The constant envelope
feature of the FM signal enables high-efficiency amplification of the signal
prior to transmission, since the power amplifier can be operated in the
‘‘saturated mode’’ without corrupting the information in the signal
transmission. This advantage is historically exploited to lower the dc
power, reduce the transistor cost, and reduce heat-sink requirements. Several
analog cellular systems are listed in Table 1.1. These systems have FM and
frequency-division multiple access (FDMA) in common.

In FDMA, multiple users are assigned different frequency channels,
partitioned from the available frequency band. The use of FM and FDMA
are the primary limitations on system capacity and user features for analog-
based systems and have led cellular equipment manufacturers to adopt digital
modulation techniques and alternative access methods. These are known as
2G systems. Digital modulation offers increased channel capacity, improved

Table 1.1
Several 1G Analog Wireless Systems

Standard AMPS/NAMPS ETACS JTACS/NTACS

Year introduced 1983/1988 1985 1988/1993

Uplink frequency band (MHz) North America
824–849

United Kingdom
890–915

Japan 915–925

Channel bandwidth (kHz) 30/10 25 25/12.5

Multiple access FDMA FDMA FDMA

Modulation FM FM FM

Maximum transmit power (dBm) 27.8 N/A N/A

PA voltage (V) 3.6–6.0 3.6–6.0 3.6–6.0

Typical PA quiescent current (mA) 30 30 30

Typical efficiency (%) >50 >50 >50

From : [6].
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transmission quality, secure communication, digital data communication,
and the ability to provide other value-added services not possible with analog
modulation and FDMA.

Time-division multiple access (TDMA) is an access method in which
multiple users share a common frequency band, with each user assigned a
particular time slot. The most popular TDMA-based digital cellular system is
the global system for mobile communications (GSM), which went into
commercial service in 1992 [7]. GSM, which was originally developed as a
Pan-European unified cellular standard to supplant the existing incompatible
analog systems, has now become the most widely accepted wireless standard
around the world. Gaussian minimum-frequency shift keying (GMSK)
modulation has been adopted in GSM, which combines continuous-phase
modulation with Gaussian-shaped filtering. GMSK is indeed a kind of
frequency shift keying (FSK), which naturally results in phase changes of the
carrier, while the carrier’s magnitude remains constant. This technique, like
FM, allows the power amplifier to operate in constant amplitude, or
‘‘saturation mode,’’ and provides high-efficiency amplification.

In the United States, the Telecommunications Industry Association
(TIA) adopted the IS-54 TDMA standard as an upgrade path for the analog
AMPS to meet the growing need for increased cellular capacity in crowded
areas. This standard later evolved with some improved services and support
for personal communication services (PCS), and it is now referred to as IS-
136. The other remaining TDMA wireless systems are the personal digital
cellular (PDC) system and a microcellular standard—the personal handy-
phone system (PHS) in Japan. These systems use a linear modulation
technique, p=4-differential quadrature phase shift keying (PSK) (p=4-
DQPSK) modulation, to provide better bandwidth efficiency and enable non-
coherent detection. p=4-DQPSK belongs to the PSK family of modulation,
and the signal phase is intrinsically discontinuous, which causes the spectrum
utilized to grow dramatically. Square-root raised cosine pulse shaping is used
for band-limiting the resulting signal. The band-limited signal now has a
significant variation in its amplitude, or envelope, which leads to the require-
ment for a linear power amplifier to accommodate the instantaneous envelope
variation with minimal distortion.

For those systems that employ envelope-varying modulation schemes, a
direct trade-off exists between the linearity and efficiency of the power
amplifier. A power amplifier designed for these systems may also require
dual-mode operation to maintain compatibility with any analog system that
may coexist with the digital system.
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While the radio spectrum is shared in the frequency domain in FDMA
and shared in the time domain in TDMA, the code-division multiple access
(CDMA) approach allows multiple users to occupy the same frequency
spectrum at the same time. The separation of the users is based on code
orthogonality; in other words, the separation is based in the code domain.
Each user is assigned a unique identifying code, and, as a result, all
transmitters except the desired user appear as additive white Gaussian noise at
the intended receiver.

CDMA provides a number of advantages over its FDMA and TDMA
counterparts, such as universal frequency reuse, increased capacity, use of a
Rake receiver, different types of handoff, and accurate power control [8]. The
commercial implementation of CDMA was carried out by Qualcomm, with
the first cellular system operation in Hong Kong in 1995. This CDMA
system, called IS-95 CDMA, uses offset quadrature PSK (OQPSK) for the
mobile station transmitter. OQPSK is a variant of QPSK, which operates by
delaying the signal by half a symbol period in the quadrature channel to avoid
envelope zero-crossing and lessen the dynamic range requirements of the
power amplifier. The band-limiting for the mobile station requires that the
power amplifier for IS-95 CDMA be highly linear. Correspondingly,
the power amplifier typically will exhibit low dc-to-RF conversion efficiency
to support the large instantaneous envelope variation of the carrier.
Furthermore, CDMA handset transmitters typically require a wide variation
in the output power, due to the requirement for power control to combat the
‘‘near-far’’ problem in the network. This ‘‘near-far’’ phenomenon is due to
the dispersion of multiple mobile users in the cell that share the same base
station and spectrum. While the base station may receive differing signal
power from each individual user, the users that deliver higher power
unavoidably create excessive noise to others, and the system capacity is
degraded. The cure to this problem is accurate power control, which equates
the signal power delivered to the base station from each user. Table 1.2 lists
several power amplifier–related features of 2G wireless standards.

1.2 Characterization of Power Amplifiers for Wireless
Communications

In the hierarchy of the modern wireless communications transmitter
system, the microwave linear power amplifier is the final interface between
the baseband signal–processing RF upconversion and the antenna itself.
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Table 1.2
Several 2G Digital Wireless Systems

Standard GSM IS-54 IS-95 PDC PHS

Year introduced 1990 1991 1993 1991 1993

Uplink frequency band
(MHz)

Europe
890–915

North America
824–849

North America
824–849

Japan
940–956

Japan
1,895–1,907

Carrier spacing (kHz) 200 30 1,250 25 300

Multiple access TDMA/FDMA TDMA/FDMA CDMA/FDMA TDMA/FDMA TDMA/FDMA

Modulation GMSK p /4-DQPSK OQPSK p /4-DQPSK p /4-DQPSK

Duplex mode FDD FDD FDD FDD TDD

Maximum transmit power (dBm) 30 27.8 27.8 33.0 19.0

Long-term mean power (dBm) 21.0 23.0 17.0 28.0 10.0

Peak-to-average power ratio (dB) 0 3.2 5.1 2.6 2.6

Transmit duty ratio (% ) 12.5 33.3 Variable 33.3 33.3

PA voltage (V) 3.5–6.0 3.5–6.0 3.5–6.0 3.5–4.8 3.1–3.6

ACPR (dBc) N/A �26 �26 �48 �50

Typical PA quiescent current (mA) 20 180 200 150 100

Typical efficiency (% ) >50 >40 >30 >50 >50

From : [6]. FDD: frequency division duplexing; PA: power amplifier.
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When viewed in this light, the power amplifier’s function appears to be rather
prosaic: a simple amplification of the input signal and delivery of the
resulting power to the antenna. This is shown schematically in Figure 1.1 for
the case of a typical wireless handset transmitter. However, this apparent
simplicity masks the fact that the power amplifier often dominates the power
dissipation in the handset and is the final determiner of the quality of the
transmitted waveform. As a result, a careful analysis of this simple block
reveals a host of interesting problems. Most of the problems are associated
with the quality of the transmitted waveform, and the dc power dissipation of
the amplifier itself.

1.2.1 Power Amplifier Waveform Quality Measurements

Table 1.2 lists the relevant power amplifier characteristics for several 2G
digital wireless standards. An important distinction between most digital
standards and the analog standards is the inclusion of a transmitter linearity
specification, which specifies the leakage or interference (or both) to the
neighboring channels. This interference specification is required, because the
nonlinear distortion of the amplifier creates an output spectrum that is
broader than the original input signal. This broadening of the transmitted
signal can interfere with users in nearby channels. How is this distortion
created, and how is it affected by the characteristics of the power amplifier
and the characteristics of the signal sent through the power amplifier?

The nonlinear distortion of the amplifier usually results from nonlinear
distortion processes in the transistors that make up the amplifier. Many

Figure 1.1 Typical wireless handset transmitter section, showing complete upconversion
path from the baseband.
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high-frequency circuits like power amplifiers can be roughly characterized by
assuming that they exhibit memoryless weak nonlinearities. In this case, they
can be accurately characterized through the use of a power series expansion.
Therefore, the instantaneous output of a circuit can be represented by

soðt Þ ¼ a1siðt Þ þ a2s2
i ðt Þ þ a3s3

i ðt Þ þ . . . ð1:1Þ

where soðt Þ is the output of the circuit, siðt Þ is the input to the circuit, and
a1; a2; a3 . . . are the power series coefficients of the output. The quantity a1

corresponds to the linear gain coefficient of the circuit, and a2 . . . an represent
the nonlinearities of the circuit due to nonideal elements such as power
supply limitations. Figure 1.2 is a general illustration of the nonlinear
behavior of the circuit.

We can immediately see from this expression several different
consequences of the nonlinear behavior of the circuit. A single sinusoidal
input signal at frequency q1 will generate outputs at frequencies q1; 2q1;
3q1; . . . nq1 for an nth order nonlinearity. Of course, a typical transmitted
waveform contains a multitude of frequencies, and the frequency generation
that results from this condition is even more complicated. In order to capture
this behavior in a straightforward way, communications engineers have
developed two-tone tests to model the behavior of the circuit. In this case, the
input to the circuit consists of two sinusoidal signals, such as

Figure 1.2 Illustration of general power amplifier nonlinearity characterized by a power
series.
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siðt Þ ¼ S1 cos ðq1t Þ þ S2 cos ðq2t Þ ð1:2Þ

Taking only the first three terms of the power series expansion
(a4; a5; . . . ¼ 0), and substituting in the appropriate trigonometric identity
will result in the output

soðt Þ ¼ a1siðt Þ þ a2s2
i ðt Þ þ a3s3

i ðt Þ ð1:3Þ

soðt Þ ¼ ð1=2Þa2ðS
2
1 þ S2

2 Þ
zfflfflfflfflfflffl}|fflfflfflfflfflffl{dc term

þ ½a1S1 þ ð3=4Þa3ðS
3
1 þ 2S1S 2

2 Þ� cos ðq1t Þ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{output at desired frequency

þ ½a1S2 þ ð3=4Þa3ðS
3
2 þ 2S2S 2

1 Þ� cos ðq2t Þ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{output at desired frequency

þ a2S1S2½cos ðq1 þ q2Þt þ cos ðq1 � q2Þt �
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{intermodulation term

þ ð3=4Þa3S 2
1 S2 cos ð2q1 � q2Þt

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{intermodulation term

þ ð3=4Þa3S 2
2 S1 cos ð2q2 � q1Þt

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{intermodulation term

þ ð1=2Þa2½S
2
1 cos ð2q1t Þ þ S2

2 cos ð2q2t Þ�
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{2· frequency term

þ ð3=4Þa3S 2
1 S2 cos ð2q1 þ q2Þt

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{intermodulation term

þ ð3=4Þa3S 2
2 S1 cos ð2q2 þ q1Þt

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{intermodulation term

þ ð1=4Þa3½S
3
1 cos ð3q1t Þ þ S3

2 cos ð3q2t Þ�
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{3· frequency term

ð1:4Þ

Further expansion of the power series at higher orders is a
straightforward, if frustrating, procedure; it is best left to a computer in
most cases. A simplified plot of the magnitude and frequencies of these
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output terms appears in Figure 1.3. Fortunately, higher terms of the power
series are usually of little consequence in a practical circuit, and a variety of
very useful results can be seen from this simplified two-tone third-order
result.

Equation (1.4) demonstrates a variety of interesting consequences of
the nonlinear distortion of the input signal. They are listed as follows:

• Change in the bias point of the circuit;

• Gain compression, or expansion, at the desired frequency depending
on the sign of a3;

• Creation of harmonics of the original input frequencies at 2q1, 3q1,
2q2, and 3q2;

• Creation of frequencies that are linear combinations of the original
input frequencies. These intermodulation frequencies are at 2q16

q2, 2q2 6 q1, and q2 6 q1.

Note that the output frequencies generated by the nonlinearity are a
linear combination of the input frequencies. In general, this means that

qo ¼ aq1 þ bq2 þ cq3 þ . . . dqk ð1:5Þ

where a, b, c , and d are integers from �n . . . n, and n is the maximum order
of the nonlinearity—n ¼ 3 in this case. The input frequencies to the circuit
are q1;q2 . . .qk , and the output frequency is qo.

The change in the bias point of the circuit is usually small and is a
consequence of the fact that the second-order (and all additional even-order)

Figure 1.3 Illustration of harmonic and intermodulation distortion products in two-tone
amplifier measurements.
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harmonic distortion generators create a dc term in the output. The
compression or expansion of the gain of the linear gain of the circuit is
attributed to the a3 term in (1.1), which has a negative value for a typical
compressive nonlinearity. This effect is usually characterized by the 1-dB
compression point of the power amplifier—the signal level where the gain of
the circuit is reduced by 1 dB.

The magnitude of the 1-dB compression point can be estimated
from (1.4). If we assume that S2 is zero then the output signal at frequency q1

will be

soðt Þ ¼
�
a1S1 þ ð3=4Þa3S 3

1

�
cos ðq1t Þ ð1:6Þ

and the relative gain compared to the desired (uncompressed) gain, at the
�1-dB compression point, is

�1 ¼ 20 log
a1S1 þ ð3=4Þa3S3

1

a1S1

ð1:7Þ

and solving for S1 yields a value for the input �1-dB compression point of

S�1dB ¼
4

3

a1

a3

� 	1=2 ffiffiffiffiffiffi
0:11

p
ð1:8Þ

This expression can be used to calculate the 1-dB compression point of
the amplifier if the power series coefficients for the gain are known.

A related aspect of the performance of the power amplifier is AM/
AM and AM/phase modulation (PM) conversion. AM/AM conversion is
the change in the gain of the circuit with changes in the input amplitude.
AM/PM conversion is an aspect of nonlinear circuit behavior where
changes in the amplitude of the input signal as it is applied to a circuit cause
a change in the phase of the signal at the output. This can be especially
detrimental to phase-modulated digital waveforms, where the bit error rate
(BER) can rise as a result of changes in the phase of the received or
transmitted signal. This phenomenon can not be predicted by a memoryless
nonlinearity power-series of (1.1), which intrinsically contains no phase
information.

We can gain a simple understanding of the effect by assuming a single-
tone input signal and by assuming that a1; a2; . . . an are phasor rather than
scalar quantities, each consisting of magnitude janj and phase vn. This turns
out to be a good approximation to the results that would be obtained from
an exact Volterra-series analysis. Now, the output vector at the desired
frequency is [from (1.6)]
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soðt Þ ¼ ja1je
jv1S1 þ ð3=4Þja3je

jv3S3
1

� �
cos ðq1t Þ ð1:9Þ

Clearly, the overall output phase of this result will vary along with the output
amplitude as the amplitude of the input signal S1 increases, resulting in AM/
PM conversion. Thus, AM/PM conversion is a consequence of the phase
relationships between the power series coefficients.

Although they both arise from the same phenomenon, engineers have
developed a distinction between harmonic distortion, which generates output
frequencies at integral multiples of the input frequencies, and intermodula-
tion distortion, which generates output frequencies at linear combinations of
integral multiples of the input frequencies. In this way, two input signals are
said to intermodulate. It is this second set of distortion products that is
particularly insidious in communications systems, since the distortion
product is often in the same frequency band as the desired input signals and
is therefore indistinguishable from an actual signal. It is clear from (1.4) that
the magnitude of the harmonic and intermodulation distortion terms are
related.

Intermodulation distortion is typically characterized with a two-tone
test, at conditions where S1 ¼ S2. As a result, the second-order intermodula-
tion products are

soðt Þ ¼ a2S 2
1 ½cos ðq1 þ q2Þt þ cos ðq1 � q2Þt � ð1:10Þ

and the third-order intermodulation products are

soðt Þ ¼ ð3=4Þa3S3
1

�
cos ð2q1 � q2Þt þ cos ð2q2 � q1Þt

�
ð1:11Þ

and we can define the fractional second-order intermodulation (IM2) as

IM2 ¼
amplitude of the second-order intermodulation output

amplitude of the fundamental output

¼
ja2jS

2
1

ja1jS1

¼
ja2jS1

ja1j
ð1:12Þ

and the fractional third-order intermodulation (IM3) is
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IM3 ¼
amplitude of the third-order intermodulation output

amplitude of the fundamental output

¼
3ja3jS

3
1

4ja1jS1

¼
3ja3jS

2
1

4ja1j
ð1:13Þ

Notice that the value of IM2 rises linearly with the input signal, so a 1-dB
increase in S1 results in a 1-dB increase in IM2. Similarly, the value of IM3

rises linearly as the square of the input signal, so a 1-dB increase in S1 results in a
2-dB increase in IM3.

Now, in the performance of a two-tone test, with only second- and
third-order nonlinearities present, the desired output signal is at frequencies
q1 and q2, and the undesired output frequencies occur at q1 þ q2 and
q1 � q2 (for second-order intermodulation) and 2q1 � q2 and 2q2 � q1 (for
third-order intermodulation). We can plot the relative value of the desired
output, the second-order intermodulation output, and the third-order
intermodulation output for any given nonlinearity as a function of input
signal amplitude, as shown in Figure 1.4. Note that these quantities are
typically plotted on a log-log scale to make the quantities linear functions of
the input. In this case, the desired signal amplitude has a slope of one; the
second-order intermodulation product has a slope of two; and the third-order

Figure 1.4 Illustration of extrapolated nonlinear amplifier intercept points.
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product has a slope of three. Since the slopes of the intermodulation products
are of necessity higher than that of the desired signal level, there will be some
extrapolated point where they are equal to the input signal level. This is
shown in Figure 1.4.

The input signal level where the extrapolated value of the desired
output signal and the nth-order intermodulation product are equal is the nth
order input intercept point-(SIIPn

). So by definition SIIPn
is defined as the

input signal amplitude where IMn ¼ 1. So, from (1.12) and (1.13).

SIIP2
¼

ja1j

ja2j
ð1:14Þ

and

SIIP3
¼

ffiffiffiffiffiffiffi
4

3

ja1j

ja3j

s
ð1:15Þ

This last expression can be used to quantify the well-known relationship
between the 1-dB compression point (1.6) and the third-order intercept
point; for example,

SIIP3
ðdBÞ ¼ S�1dBðdBÞ þ 9:6 ð1:16Þ

In high-power amplifier applications, it is often more useful to specify
system performance in terms of output intercept point (OIP) rather than IIP.
These can be calculated in a straightforward manner from (1.15) and
(1.14) as

SOIP2
¼

ja1j
2

ja2j
ð1:17Þ

and

SOIP3
¼

ffiffiffiffiffiffiffiffi
4

3

ja1j
3

ja3j

s
ð1:18Þ

Now, the two-tone test approach combined with a weak nonlinearity is
a useful starting point for the understanding of nonlinear power amplifier
behavior. However, typical power amplifiers in digital wireless applications
are characterized by strong nonlinearities and digital modulation. Under these
constraints, exact expressions for spectral regrowth are far more complex.
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These conditions lead to a slightly different, though closely related, set of
performance constraints as shown in the following simple example.

A large-signal nonlinear power amplifier can be characterized most
simply by a clipping nonlinearity, as shown in Figure 1.5. In this case, the
amplifier response is perfectly linear, with a gain of unity, until the saturation
point is reached, beyond which the output grows no further.

Now, the effect of this clipping nonlinearity on the resulting modulated
output spectrum is quite dramatic, as shown in Figure 1.6. In this case, an
8-PSK waveform, with a raised cosine filter (a ¼ 0:35) and an approximately
1 Ms/s symbol rate is sent to the amplifier input with an available power of
0 dBm. As Figure 1.6 demonstrates, the narrow bandwidth of the input
waveform is effectively destroyed by the intermodulation resulting from the
clipping nonlinearity of the amplifier.

This effect can also be seen by an examination of the signal constellation
diagram of the input and output waveforms (Figure 1.7). In Figure 1.7(a),
the ideal input signal constellation exhibits wild variation in its amplitude in
the time domain, but the resulting spectrum is quite narrow in the frequency
domain. The limiting of the output amplitude in Figure 1.7(b) results in a
dramatic constriction of the signal in the time domain and a corresponding
spectral regrowth.

The signal that is sent through the amplifier can be characterized by the
peak-to-average power (PAP) ratio and the complementary cumulative
distribution function (CCDF), which are statistical measurements on the
envelope of the transmitted time-domain waveform. The PAP ratio is the
ratio of the peak envelope power of the waveform to the average envelope
power during a set period of time (usually as long as possible). In some cases,

Figure 1.5 Simple power amplifier exhibiting clipping nonlinearity. In this case, the output
voltage saturates at VLIM.
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it is not possible to determine the peak of the waveform definitively, since the
signal has a very wide distribution of possible amplitudes, and then a
probabilistic measurement of the PAP is used. For example, the peak
envelope power in this case is not specified as an absolute peak, but rather as
the power level that the signal is below for a certain percentage of the time—
typically 99.9 or 99.99% of the time.

The power statistics of the signal can also be characterized graphically
by the CCDF. The CCDF curve shows the probability that the power is
equal to or above a certain PAP ratio. The PAP ratio and CCDF plots are
useful characterization techniques in digital communication transmitters,
since the modulation formats vary widely. As an example, in IS-95 CDMA
systems, the statistics of the signal will be dependent on how many code
channels /or carriers (or both) are present at the same time. Figure 1.8 shows
the CCDF curves with different code-channel configurations [9]. Even in
systems that use constant-amplitude modulation—such as GSM—the PAP
ratio can be greater than unity if the transmitter is amplifying more than one
signal, such as in base stations.

Given the fact that the modulated signal, with a given CCDF and PAP,
is passed through the nonlinear power amplifier, the linearity figure of merit
for digital wireless communication systems is typically the ACPR and the
alternate channel power regrowth (AltCPR). The ACPR is typically defined
as the ratio of the distortion power measured within a specified bandwidth

Figure 1.6 Input and output spectrum of limiting power amplifier. Note the out-of-band
spectral regrowth resulting from the limiting behavior.
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Bout in the adjacent channel at a specified offset frequency from the channel
center frequency fc , to the signal power measured around the center
frequency within another specified bandwidth Bin in the desired channel; the
Alt CPR is a measure of the ratio of distortion power in the alternate channel
to the signal power in the desired channel. These two measures are shown in
Figure 1.9. The two bandwidths Bout and Bin are different in many cases.
The spectral regrowth results from the power amplifier nonlinearities

Figure 1.7 Signal constellation diagrams for (a) ideal filtered 8-PSK waveform, and (b)
‘‘clipped’’ waveform illustrating constriction of constellation diagram after
passing through a limiting amplifier.
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(AM-AM and AM-PM conversion) and will cause interference to the users in
the adjacent and alternate channels. In general, the third-order nonlinearities
in the amplifier contribute to the adjacent channel spectral regrowth, and

Figure 1.8 CCDF of a CDMA signal with differing codes and a comparison to a Gaussian
noise profile [9].

Figure 1.9 Spectrum of the ideal transmitted modulated signal and the distorted signal
illustrating ACPR, alternate channel regrowth, and inband distortion.
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the fifth-order nonlinearities create both the adjacent and alternate channel
spectral leakage. Figure 1.9 also illustrates inband signal distortion.

Each of the digital standards characterizes ACPR requirements
differently; they are usually specified by an RF spectrum mask that is related
to the spacing between channels, as well as limitations on the out-of-band
emissions specified by the regulating body. In addition, each standard has its
own unique modulation format, and the distribution function of the
waveform can alter the ACPR. While the maximum adjacent and alternate
channel powers are usually specified by wireless standards, in practice a more
straightforward and convenient measure for the purpose of simulation of
amplifier linearity is the adjacent channel interference (ACI). In this text, the
ACI is defined as the ratio of the peak spectral density of the residue outside
the channel to the peak spectral density of the modulation.

There are alternative techniques for characterizing power amplifier
accuracy and linearity in modern communications systems. The previous
figures of merit characterized the spectral regrowth of the signal. Other figures
of merit characterize the accuracy of the modulated signal. They typically
involve a precision demodulation of the transmitted signal and subsequent
comparison to an ideal reference signal. The figure of merit depends mainly
on the modulation scheme and the wireless standard. The NADC and PDC
systems use the error vector magnitude (EVM) measurement, while GSM
uses phase and frequency error. The CDMA IS95 system employs a
waveform quality metric r.

The EVM measurement is a modulation quality metric widely used in
digital RF communications systems, especially emerging third generation
(3G) and wireless local area networks. It is essentially a measure of the
accuracy of the modulation of the transmitted waveform. Mathematically, the
EVM is defined as [10]

EVM ¼

ffiffiffiffiffiffiffiffiffiffiffiP
n

eðkÞj j2
r

n
ð1:19Þ

where eðkÞ is the normalized magnitude of the error vector at symbol time k ,
and n is the number of samples over which the measurement is made. Typical
EVM figures are in the range of 5–15%.

Another way of looking at this is that the EVM is the root-mean-square
(rms) value of the error vector when the symbol clock transitions occur. This
is shown in simplified form in Figure 1.10. The error vector is a complex
quantity, containing both magnitude and phase components. For this reason,
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when the power amplifier input signal has a small amount of distortion and
noise, there is a simple relationship between the EVM of the amplifier output
and the AM-AM and AM-PM characteristic [11].

The waveform quality metric (r) is yet another measure of the fidelity
of the transmitted signal, which is typically used in CDMA systems. In this
case, it is the cross correlation of the transmitted to the ideal baseband signal,
as follows

r ¼

PM
k¼1

DkSk

PM
k¼1

Dk 

PM

k¼1

Sk

ð1:20Þ

where Sk is the kth sample of the transmitted signal, Dk is the kth sample of
the ideal baseband signal, and M is the measurement period in half-chip
intervals. In most cases, the waveform quality factor usually measures about
or above 0.98 or better.

1.2.2 Power Efficiency Measurements

A comparison of the quiescent current values of Table 1.1 and Table 1.2
shows that linear power amplifiers require a substantially higher quiescent
current than that used for constant envelope applications. This characteristic,
coupled with the requirement that linear power amplifiers cannot be driven
into deep saturation, are the two reasons why linear power amplifiers exhibit
lower efficiency than those for constant envelope applications. The 3G

Figure 1.10 EVM is a measure of the difference between the ideal and actual transmitted
waveforms.
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wireless standards like wideband CDMA (WCDMA) and CDMA2000
demand even more strict requirements on the power amplifier linearity
performance [12].

One related problem is that the dc-to-RF amplifier efficiency generally
drops sharply as the RF input drive power is ‘‘backed-off ’’ from the maximum
rated power level. The power-added efficiency (PAE) of a typical amplifier is a
measure of the conversion efficiency of all sources of input power (both from
the power supply and the input signal) to the output, and is given by

PAE ¼ h ¼
Pout

Pin þ Pdc

ð1:21Þ

where Pin is the RF input power to the amplifier, Pout is the desired output
power of the amplifier in the band of interest, and Pdc is the dc input power
supplied to the circuit. If the gain of the circuit is relatively high, then the RF
input power is much smaller than the dc power, and the PAE is a measure of
the conversion efficiency from the battery to the transmitted signal.

Now, the output power delivered by the amplifier varies as a function of
numerous factors, including the position of the mobile unit within the
network. In CDMA networks, this variation is due to the fact that the received
signal strength must be maintained at a constant level at the base station to
combat the near-far problem. The dc power drawn by the amplifier naturally
varies as the RF output power varies, and so a more useful figure of merit for
these amplifiers is the long-term mean efficiency given by

h ¼

R1
�1

Pout 
 g ðPoutÞdPout

R1
�1

PdcðPoutÞ 
 g ðPoutÞdPout

ð1:22Þ

where g ðPoutÞ is the probability that the amplifier will have an output power
Pout, and PdcðPoutÞ is the dc power dissipation at output power Pout.

In light of its inherent simplicity, it is not clear from (1.22) that the
long term PAE of a typical linear power amplifier could not approach 100%
in a realistic situation. This would represent an ideal situation where nearly all
of the dc power were converted to transmitted power. Unfortunately
however, typical power amplifiers in linear transmitter applications have
average PAEs averaging 5% or less [13], and the numbers are equally poor for
base station applications.
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The origins of this poor efficiency in practical situations are straight-
forward. Consider the case of a simple bipolar transistor power amplifier
shown in Figure 1.11. In this case, the current-voltage characteristics dictate
that the dc collector bias on the device is Vcc and the dc current through the
device is Imax=2. As a result, the dc power dissipation of the amplifier is
simply Vcc Imax=2. Under conditions of maximum output power, the collector
voltage swings from 0 to 2Vcc and the device current swings from 0 to Imax

and delivers the maximum output power to the load impedance of Vcc Imax=4.
Thus, the maximum efficiency of the amplifier under these conditions is
50%, and the load impedance that is presented to the device is 2Vcc=Imax. In
the example, the load impedance presented to the device is 5Q.

Figure 1.11 Simplified view of a power amplifier illustrating (a) circuit schematic with
impedance matching at input and output to maximize the output power, and
(b) typical transistor characteristics and load line.
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However, in most cases, the actual efficiency is substantially less than
this maximum amount, and a good portion of the dc power delivered to the
power amplifier remains inside it, becoming waste heat. The lower efficiency
results from the fact that the dc power dissipated by the amplifier essentially
remains at Vcc Imax=2 for all values of output power, so the efficiency
decreases linearly with output power.

1.3 Power Amplifier Linearization and Efficiency-
Enhancement Techniques

What follows next is a brief overview of linearization and efficiency-
enhancement techniques for microwave power amplifiers, followed by a
historical overview of the outphasing power amplifier technique. The
outphasing approach has a number of distinct advantages compared with
other approaches, although the widespread adoption of the technique has
required the development of modern digital-signal processing techniques,
which make some of the more sophisticated digital control algorithms a
practical reality.

Over the years, many power amplifier linearization and efficiency-
enhancement techniques have been proposed. Some implementations take
both linearization and efficiency-enhancement techniques together, while
some specific techniques can be implemented with either linearization or
efficiency enhancement as the primary goal. The most frequently discussed
linearization techniques include Cartesian feedback, simple predistortion,
adaptive digital predistortion, feed-forward, and outphasing amplifier.
The efficiency-enhancement techniques comprise the Doherty amplifier,
envelope elimination and restoration (EER), and bias adaption. Those
techniques are well documented in the literature and have important and
useful applications in modern wireless communications systems, for both
mobile terminals and base station power amplifiers.

One of the simplest approaches for the improvement of linearity in the
transmitter power amplifier is the well-known technique of predistortion. A
typical power amplifier exhibits gain compression at high input powers,
which results in AM-AM distortion. It also exhibits excess phase shift at high
input powers, which results in AM-PM conversion. Together, these effects
create distortion and intermodulation in the high-power output of the
amplifier, hurting the ACPR and EVM performance.

If the input signal to the power amplifier could be ‘‘predistorted’’ with
the inverse of its own nonlinearity, then the overall effect of the nonlinearity
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could be canceled out. This is shown conceptually in Figure 1.12, where an
analog or RF predistortion circuit compensates for both the gain and phase
nonlinearity of the amplifier circuit. The predistortion circuit would typically
exhibit both gain and phase expansion at high-input power levels, since a
typical power amplifier exhibits gain and phase compression at high-output
power levels.

Although straightforward in principle, the predistortion approach
suffers from several practical drawbacks. First, it is very difficult to precisely
track the effects of temperature, process, and power supply variations on the
characteristics of the power amplifier nonlinearity. This is a serious drawback,
because, as the previous sections showed, the amount of acceptable distortion
in a typical 2G or 3G system is very low, and a small offset in the
characteristics of the power amplifier and the predistortion circuit can create
substantial out-of-band interference.

Another possible approach is to perform the predistortion using digital
techniques at baseband frequencies, if the appropriate transformation
characteristic for the predistorter were known in advance. This technique
is illustrated in Figure 1.13 and is known as adaptive predistortion [14]. In
this case, the AM-AM and AM-PM distortion through the amplifier is
‘‘measured,’’ and this data is then fed to a digital signal processor that
provides the appropriate predistorted in-phase and quadrature-phase signals
for the baseband upconverter. Of course, the problem is that the ideal
transfer characteristic for the predistorter varies with time, and so the
algorithm performing the predistortion must be periodically updated.
Several different versions of adaptive predistortion have been developed [15].

Figure 1.12 The predistortion concept works by adding a series inverse nonlinearity to the
power amplifier. The combination of the two creates a linear input/output
transfer characteristic.
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The practical limitations of the predistortion concept have naturally led
to the development of more robust techniques for achieving power amplifier
linearization. The traditional linearization technique for nonlinear analog
systems is linear feedback. With appropriate feedback, the loop itself
naturally compensates for the nonlinear transfer characteristic of the
nonlinear power amplifier. An example of a hypothetical linear feedback
approach for a power amplifier is illustrated in Figure 1.14(a). In this system,
an operational amplifier supplies the necessary ‘‘predistortion’’ of the signal
in response to the difference between the (distorted) output signal and the
desired input signal. This straightforward approach has the obvious
limitation that operational amplifiers with the required bandwidth and
drive capability do not exist at microwave frequencies. Furthermore, the
phase shift associated with a typical power amplifier is highly variable,
making unconditional stability of the feedback circuit difficult to achieve
under a wide range of conditions.

Providing the feedback at lower frequencies, where operational
amplifiers have sufficient bandwidth, by downconverting the amplified
signal to baseband frequencies is one possibility, as shown in Figure 1.14(b).
The drawback of this approach is that the downconversion mixers have to be
as linear as the desired output signal. This is not a problem in most cases,
since only a small portion of the output signal is required for feedback
purposes. Another problem is the excess and variable phase shift through the
power amplifier, downconversion mixer, and lowpass filter combination,
which is hard to control at microwave frequencies, and varies depending on

Figure 1.13 Adaptive predistortion employs a measurement of the output waveform to
produce the necessary input compensation.
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Figure 1.14 Amplifier linearization using feedback: (a) simplified view of feedback
linearization approach, (b) use of frequency-translating downconverter to
achieve linearization, and (c) Cartesian feedback applied to provide both gain
and phase correction.
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the power level. An additional phase shift is therefore often added to the
input to the mixer to ensure stability under all conditions, and this phase shift
must be carefully controlled over process, temperature, and power supply
variations. The feedback approach is also prone to problems associated with
amplifier saturation and rapid changes in output voltage standing-wave ratio
(VSWR) [16]. Digital modulation techniques typically require upconversion
of both the I and Q baseband signals. As a result, feedback is typically applied
to both paths of the power amplifier inputs, with a technique known as
Cartesian feedback, shown in Figure 1.14(c). Cartesian feedback has been an
active research topic for many years [16], but has not yet achieved widespread
adoption.

The myriad of problems associated with the predistortion
approaches—both open-loop and feedback—point to an opportunity for
alternative solutions. Rather than predistorting the input signal, it might be
more effective to measure the nonlinearity of the power amplifier, subtract
the error generated by the nonlinearity from the ‘‘ideal’’ signal, amplify the
difference, and then subtract that difference (which is the error) from
the amplifier output. The result would be an ‘‘error-free’’ amplification of
the input signal. This approach, although seemingly complicated, has been
used successfully for many years to linearize satellite traveling wave tube
amplifiers (TWTAs) and is known as the feed-forward approach [17]. It is
illustrated schematically in Figure 1.15.

Feedforward techniques for amplifier linearization actually predate the
use of feedback techniques; both were developed by Black in the 1930s to
solve the problem of linearization for telephone network repeater amplifiers
[18]. A close examination of Figure 1.15 illustrates the reason that feedback
techniques quickly supplanted those of feed-forward for most lower
frequency applications. First of all, the gain and phase matching between
the two input paths of the subtractor circuit must be very precisely matched
to achieve acceptable cancellation of the distortion products. Second, the gain
of the error amplifier must precisely track the gain of the power amplifier
itself. Finally, the phase shift through the final phase shift network and hybrid
coupler must precisely track the gain and phase shift of the power amplifier.
Despite these apparent obstacles, the use of feed-forward approaches has
several advocates, although it is typically employed in base station and higher
frequency circuits, where power efficiency is less important than absolute
linearity.

All of these various techniques—and their myriad limitations—
highlight the need for yet another improved strategy for the linearization
of power amplifiers. The outphasing approach is a technique whose origin
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dates to the 1930s but that has undergone something of a renaissance in
recent years with advances in DSP and integrated circuit technology.

1.4 Outphasing Microwave Power Amplifiers

The concept of outphasing amplification is a technique with a long history
(dating to Chireix in the 1930s [19]) that has been revived under the rubric of
linear amplification with nonlinear components (LINC) and applied to a
variety of wireless applications [20–22]. A variation on the approach is
known as combined analog locked-loop universal modulator (CALLUM)
[23–25], and many recent papers have developed the concept further [26–
32]. The concept itself is very simple; two amplifiers are operated with
constant envelope input signals (hence, very power-efficient), and their
outputs are summed to produce the desired signal. The desired envelope and
phase variation at the output is obtained by varying the relative phases
between the two signals. This is shown schematically in Figure 1.16. The
desired phase variation between the two amplifiers was originally obtained
using analog techniques and now is more typically approached with digital
techniques.

1.4.1 Historical Perspectives on Outphasing Power Amplifiers

A rereading of the original description of the concept from Chireix provides a
very powerful motivation for the use of the outphasing power amplifier

Figure 1.15 Feed-forward predistortion of nonlinear power amplifiers.
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technique, and shows that many of the problems that confront the designer of
wireless power amplifiers today also confronted the early pioneers in the field.
In their case, however, the challenges are applied to kilowatt-level AM
transmitters! In fact, we will quote here directly from the original paper,
whose introduction neatly summarizes the various power amplifier
approaches.

All the present modulation systems can be classified in two categories;

either the anode voltage of the high-frequency power stage is controlled

by means of a low-frequency amplifier of suitable power in such a

manner as to vary the output of the stage, or, the anode voltage

remaining constant, the output power is controlled by an action on the

grids of the high frequency power amplifier [19].

Here, Chireix is summarizing existing techniques for power amplifica-
tion, either directly modulating the power supply with a low-frequency
signal, or modulating the input with the AM carrier. Both techniques are still
in widespread use today, albeit applied to transistor-based amplifiers rather
than tube-based approaches. Both techniques have clear disadvantages, and
these problems still exist today—nearly 70 years later. The paper then moves
on to a proposed third approach:

Figure 1.16 Simplified block diagram for an outphasing power amplifier.
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Another path leading to the same results consists in dividing the

amplifier into two parts each including one or several tubes according to

the power required and each part having its own output circuit while the

load is coupled differentially to both. The variable load is then obtained

by acting on the phase difference between the grid excitation of the two

parts of the final amplifier, whence the name of ‘‘outphasing’’

modulation given to the system [19].

This last excerpt provides a concise description of the outphasing power
amplifier concept that is the basis for this book.

1.4.2 Introduction to the Theory of Outphasing Amplification

The basis for the outphasing amplifier concept is that an amplitude- and
phase-modulated signal is resolved into two outphased constant envelope
signals that are applied to highly efficient—and highly nonlinear—power
amplifiers, whose outputs are summed. A block diagram of this approach is
shown in Figure 1.16.

The separation of the bandpass signal is accomplished by the SCS. The
detailed analysis of signal separation can be found in [26–28], and a brief
mathematical description is given below. A complex representation of the
band-limited source signal can be written as

sðt Þ ¼ rðt Þe jvðt Þ; 0 # rðt Þ# rmax ð1:23Þ

This signal is split by the SCS into two signals with modulated phase
and constant amplitudes, as illustrated in Figure 1.17.

S1ðt Þ ¼ sðt Þ � eðt Þ ð1:24Þ

S2ðt Þ ¼ sðt Þ þ eðt Þ ð1:25Þ

where eðt Þ is the quadrature signal and defined by

eðt Þ ¼ jsðt Þ

ffiffiffiffiffiffiffiffiffiffiffi
r2
max

r2ðt Þ
� 1

s
ð1:26Þ

The two signals are then amplified separately and sent to a power
combiner. With the power combining, the in-phase signal components add
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together and the out-of-phase signal components cancel out; the resultant
signal is the desired amplified replica of the original source signal.

This unique approach takes apparent advantage of the constant
envelope feature of the two outphased signal components. First, the
outphasing system is insensitive to the nonlinear characteristic of the two
individual power amplifiers. Even though the power amplifiers are nonlinear,
the final output can be highly linear and free of intermodulation—a key
consideration for bandwidth efficient wireless communications.

Furthermore, each amplifier can be operated in a very power-efficient
mode, and the overall efficiency of the system could be potentially high. In a
word, the outphasing power amplifier is a promising approach that offers
wideband high linearity and high efficiency simultaneously.

The above analysis is only valid when the characteristics of the two
power amplifier branches are well-balanced. In practice, the matching
conditions are difficult to achieve and maintain, due to process variation,
thermal drift, component aging, and transition of channels. These
mismatches can be expressed in terms of path imbalance, including gain
and phase imbalance. In the presence of path imbalance, the resultant output
is the sum of the desired signal and a distorted signal, due to incomplete
cancellation of the quadrature signal e(t). In contrast to the narrowband
source signal, the spectrum of quadrature signal extends far into adjacent
channels [33]. As a result, the incomplete cancellation of wideband compon-
ents leaves a residue in adjacent channels, introducing adjacent channel
interference (ACI) and alternate channel interference. Typical requirements
for CDMA applications are on the order of a less than 0.3-degree phase
mismatch and a less than 0.5-dB gain mismatch, a near impossibility in most

Figure 1.17 Separation of two component signals from the source signal.
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practical cases. Several different calibration schemes have been developed to
minimize the effects of this limitation [33–38]. These techniques typically
characterize the path imbalance through a simple feedback loop.

Frequency translation is frequently involved in order to upconvert
the modulated baseband signal to the desired carrier frequency, and that
leads to another important source of interference—the quadrature error of the
in-phase/quadrature (I/Q) modulator. Quadrature error originates differently
from the path imbalance, but leads to basically the same consequences on the
output spectrum—both out-of-band interference and inband distortion.
Efforts have been made to relate quadrature error to system linearity
performance [39]. Due to its inherent randomized nature, quadrature error is
difficult to compensate.

Over the years, the complexity of the analog SCS implementation has
prevented the outphasing approach from being widely accepted. Today, the
evolution of the DSP technique makes it possible to implement the SCS in
software by using a standard DSP device. With this scheme, all processing is
accomplished in baseband, and the baseband digital streams are converted to
analog waveforms with a digital-to-analog converter (DAC) and reconstruc-
tion filter before frequency upconversion. The DSP brings about the third
source of interference—quantization noise. The source signal and quadrature
signal quantization errors result in different consequences [32].

A great advantage of the outphasing approach is that the two power
amplifiers can operate at their peak efficiency, and their overall power
efficiency is potentially high. The purely reactive power combiner achieves
the highest power efficiency but presents a variable load impedance to the two
power amplifiers depending on the required output power. This situation
should be avoided in practice, since the load impedance presented to each
amplifier appears highly reactive over a large portion of the cycle, harming the
efficiency. A partial solution can be achieved using the so-called Chireix
power-combining technique, illustrated in Figure 1.18. In this case, two
quarter-wave transmission line impedance transformers and a shunt
susceptance is added in order to improve the efficiency. The added shunt
susceptance (which is inductive in one branch and capacitive in the other
branch) cancels out the varying susceptance seen by each amplifier at one
particular output power.

The microwave hybrid combiner is a convenient way of power
combining to prevent the variable load impedance. However, the quadrature
signal portion of power turns into waste heat. As a result, the amplifier only
achieves its peak operating efficiency at maximum output power, and its
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efficiency decreases linearly as the output power decreases. This efficiency
behavior is similar to that of a Class A amplifier, which is known to have a
very poor overall efficiency. Of course, the peak efficiency of this outphasing
approach is much higher than that of the Class A amplifier, but it would be
desirable to do even better at low output powers.
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2
Linearity Performance of Outphasing
Power Amplifier Systems

2.1 Introduction

As discussed in Chapter 1, in an outphasing power amplifier system, the AM
of a bandpass waveform is transformed into PM of two signals prior to power
amplification, and finally recovered by recombining the two amplified
signals. As shown in Figure 1.16, with this approach, two highly efficient
nonlinear power amplifiers can be used without distorting the original signal.
This is the main advantage of the outphasing approach to linear power
amplification. However, the bandlimited feature is no longer preserved—
a wideband signal is added to and subtracted from the original source
input to construct the two outphased component signals. Since the spectrum
of the two additional signal components extends far into the adjacent
channels, the system linearity performance relies on the precise cancellation
of the wideband signals during power combining, and the tolerance on the
matching between the two power amplifier branches becomes critical—
a slight mismatch between the two paths can result in significant distortion in
the adjacent and alternate frequency bands.

The gain and phase characteristics of the two amplifier branches, which
includes the digital baseband, analog, and RF portions, must be well-
matched for the acceptably small out-of-band rejection. A failure to achieve
sufficient matching generally creates both out-of-band interference and
inband distortion. The out-of-band interference is characterized by the
ACPR, while the inband distortion may be described in terms of EVM.
Various factors can contribute to path mismatch and the consequent linearity
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degradation. These include environmental variations such as thermal drift,
component aging, and channel transition. A number of coupling effects in
integrated circuits—substrate, capacitive, bond wire, and package—as well as
process variation during fabrication could also contribute to a significant
amount of mismatch. The main contributors to the mismatch are the RF gain
and phase errors, the quadrature modulator errors, and the imbalance caused
by the SCS. If the SCS is implemented with DSP, the effects of the
quantization noise, DSP sampling rate, and reconstruction filter also need to
be investigated.

This chapter begins with a brief discussion of the relevant modulation
schemes and baseband filtering typically used in mobile communications
applications. Next, various techniques for the implementation of the signal
component separation will be described. The major sources of imbalance,
including the path imbalance, the quadrature modulator error, the SCS
quantization, the DSP sampling rate, and reconstruction filtering, are
successively investigated. Finally, we summarize some of the practical
implementation issues for outphasing power amplifiers.

2.2 Digital Modulation Techniques

Modulation is a process that encodes source information onto a carrier signal
for optimized transmission. During the modulation process, the analog or
digital source signal is mapped onto the amplitude or phase (or both) of the
carrier signal. Digital modulation offers a number of advantages over its
analog counterpart, such as increased capacity, tolerance to channel
impairments and noise, and accommodation to various digital signal
conditioning and processing techniques [1–4]. Various modulation schemes
and their variants have been developed. Their names are usually derived from
the mapping operation, such as PSK, FSK, and quadrature amplitude
modulation (QAM). This section briefly introduces several digital modula-
tion techniques that are used in modern digital communications, including
QPSK, OQPSK, p=4-DQPSK, and QAM. GMSK will be discussed in
Section 2.3, together with the Gaussian filter.

2.2.1 QPSK and Its Variations

QPSK belongs to the family of M-ary phase shift keying modulation, in which
the digital data is mapped onto M-number of discrete phase states. As shown
in Figure 2.1(a), four phase states of 645–and 6135–are used in QPSK, and

36 Design of Linear RF Outphasing Power Amplifiers



each phase state represents a single symbol (or two bits) of information. QPSK
modulation can be realized by a quadrature modulator with the baseband I/Q
data streams as the driving signals. Figure 2.1(a) also shows that the possible

Figure 2.1 (a) QPSK signal constellation and phase transitions, and (b) a baseband-filtered
time domain waveform indicating phase transition and envelope variation.
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phase transitions are�90–, þ90–, or 180–. During a 180–transition, the signal
trajectory passes through the origin, which is also known as a ‘‘zero-crossing.’’
The zero-crossing leads to the well-known problem of spectral regrowth, when
the QPSK waveform passes through the baseband filter and is processed by a
saturated power amplifier. Baseband filtering, which is discussed in Section
2.3, is used to suppress the sidelobe spectrum, improving the spectral
efficiency and minimizing the interference spreading to adjacent channels.
However, it introduces a variation on the envelope of the filtered QPSK
waveform. Specifically, every time a zero-crossing is encountered, the envelope
of the filtered signal drops to zero. This situation is illustrated in Figure 2.1(b).
The baseband filter used is a square-root raised cosine filter with roll-off 0.35,
described in Section 2.3. A saturated power amplifier possesses high power
efficiency but usually exhibits significant nonlinearity when confronted with a
high degree of variation in the envelope of the input signal. Power amplifier
nonlinearity results in a spectral leakage to the neighboring channels, excited
by the signal envelope fluctuation. Hence, QPSK-modulated waveforms
generally require a highly linear power amplifier to accommodate the
substantial envelope variation.

The zero-crossing may be eliminated if an appropriate time offset is
introduced between the I/Q data streams. In OQPSK, the Q-channel data
stream is delayed by half the symbol period and the phase transitions are
therefore restricted to 690–. Figure 2.2(a) illustrates the signal constellation
and the phase transitions in OQPSK. As shown in Figure 2.2(b), the filtered
OQPSK waveform exhibits much less envelope fluctuation and is therefore
much more attractive for linear power amplifier implementation. Due to the
similarity, OQPSK has the same BER and power spectral density (PSD) as
QPSK. OQPSK is used in the CDMA IS-95 reverse link.

The p=4-DQPSK modulation technique is another variation of QPSK
that differs from the latter in two aspects. First, the data stream is
differentially encoded such that the information bits are embedded in the
phase change between the successive symbols rather than the absolute phase.
As an example, in differential binary PSK (DBPSK) modulation, a digital
‘‘1’’ indicates a 180– change on the absolute phase of the carrier, while a ‘‘0’’
results in no phase change, or vice versa. One advantage with p=4-DQPSK is
that the differential encoding enables ‘‘noncoherent’’ detection, which
simplifies the receiver implementation and is especially desirable for mobile
communications. Second, an additional 45– phase shift is inserted in each
symbol such that there exist eight possible phase states while the phase
transition is restricted to 645– and 6135–. The constellation and phase
transition of p=4-DQPSK is illustrated in Figure 2.3(a). This scheme is
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therefore a compromise between QPSK and OQPSK, and the maximum
phase transition of 135– leads to less envelope variation compared to QPSK,
as shown in Figure 2.3(b). The 45– phase shift also ensures the continuous

Figure 2.2 (a) OQPSK signal constellation and phase transitions, and (b) a baseband-filtered
time domain waveform indicating phase transition and envelope variation.
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phase transition for each symbol that allows the proper operation of the
timing recovery and synchronization circuits in the receiver. One
disadvantage of p=4-DQPSK is the higher BER compared to QPSK.

Figure 2.3 (a) p=4-DQPSK signal constellation and phase transitions, and (b) a baseband-
filtered time domain waveform indicating phase transition and envelope
variation. I and Q data are encoded.
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It should be pointed out that a higher envelope variation of the
bandlimited signal, or more precisely, a higher PAP, does not necessarily
lead to greater spectral regrowth or intermodulation [5]—for example,
when the signal is fed to a power amplifier with modest nonlinearities, like
a Class AB or B design. Conventionally, the power amplifier is backed off
from its 1-dB compression point approximately by an amount of PAP to
accommodate the signal envelope variation. The intermodulation is
generated during power amplification when the high input level drives
the amplifier near saturation. Therefore, the average amount of
intermodulation generated by the power amplifier is dependent on the
statistical behavior of the instantaneous signal power above the average
point. This time-domain distribution is characterized by the CCDF or
envelope distribution function. From [5], although the QPSK-modulated
signal possesses a higher value of PAP, it actually exhibits less spectral
regrowth than OQPSK- and p=4-DQPSK-modulated signals on the same
average power basis. The power amplifier used was a Class AB, and the
filters were CDMA IS-95 or IS-54 baseband filters. However, a higher PAP
does result in a lower power efficiency in many cases.

2.2.2 QAM

QAM is a modulation technique in which the symbols have both
amplitude and phase variations, as compared to PSK modulation
techniques where only the phase of the carrier is varied. A M-ary QAM
modulation combines every log2 M bit as an individual symbol, and the
symbol rate is hence log2 M times less than the bit data rate. A typical
value for M is in the range of 16–1,024. QAM is a spectrally efficient
modulation scheme, and, it is used by computer modems and wireless
LAN systems. Figure 2.4 illustrates the constellation of 16-QAM, with
each symbol representing four bits. In some applications, the I/Q data
streams are offset by half the symbol period, just as with OQPSK.

2.3 Baseband Filtering of Digital Data

The transmission of purely digital data across the wireless communi-
cation channel represents an interesting problem for those concerned with
the spectral efficiency of the communications system. In this case, the
spectral efficiency of a digital signal is defined as the number of bits per
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second of data that can be supported by each hertz of channel bandwidth,
that is,

h ¼
R

B
ð2:1Þ

where R is the data rate, and B is the channel bandwidth. Clearly, a higher
value of h is more desirable than a lower value. Intuitively, as the noise intro-
duced by the channel grows, the maximum value of h will decline. The maxi-
mum spectral efficiency is given by Shannon’s channel capacity formula [6]

hmax ¼ ln 1 þ
S

N

� �
ð2:2Þ

where S=N is the signal-to-noise ratio (SNR) of the received signal.
A delightful ‘‘proof ’’ of this theorem can be found in [7]. Unfortunately, the
total bandwidth of a square-wave digital signal is infinite, containing spectral
energy at all of the harmonics of the fundamental frequency. A polar signal
(a digital sequence consisting of þ1 or �1) consisting of a sequence of
random binary data has a spectral response of

Ppolarðf Þ ¼ A2Tb
sin2ðpf TbÞ

ðpf TbÞ
2 ð2:3Þ

Figure 2.4 16-QAM constellation.
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and a unipolar signal (a digital sequence consisting of þ1 or 0) consisting of a
sequence of random binary data has a spectral response of

Punipolarðf Þ ¼
A2Tb

4

sin2ðpf TbÞ

ðpf TbÞ
2 1 þ

1

Tb
dðf Þ

� �
ð2:4Þ

where A is the amplitude of each bit, Tb is the time period associated with each
bit, and dð f Þ is the Dirac function. Clearly, this function has significant
energy to a frequency much higher than 1=Tb. The one-sided spectral densi-
ties for these two cases are shown in Figure 2.5. Therefore, a crucial distinction
between analog and digital transmission is the requirement for filtering the
data in the case of digital transmission to minimize the required bandwidth.

As a result, the digital data is typically filtered prior to modulation and
upconversion. This filtering improves the spectral efficiency dramatically, but
at the potential cost of another phenomena known as intersymbol
interference (ISI). The process of lowpass filtering the digital data narrows
its response in the frequency domain, but because of the inverse relation

Figure 2.5 Spectral density of unipolar NRZ data and polar NRZ data.
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between the time and frequency domain characteristics of any signal (a narrow
signal in the time domain will create a broad signal in the frequency domain,
and vice versa), the time response of each pulse is widened. This is often
referred to as the uncertainty principle in signal processing—analogous in
some ways to Heisenberg’s uncertainty principle in physics. For example, the
RC lowpass filter of Figure 2.6 illustrates a random stream of ‘‘1’s’’ and ‘‘0’s’’
passing through the filter. Note that each bit is potentially corrupted by the
long ‘‘tails’’ of the responses of the previous bits, and ISI results. If the data
was perfectly periodic, then the system would settle down into a steady state
response and there would be no ISI, but of course there would be no
information transmitted in such a case.

There are several possible solutions to this problem. The most
commonly used is known as Nyquist’s first method, where the impulse

Figure 2.6 ISI due to lowpass filtering: (a) lowpass RC filter, and (b) digital data passed
through lowpass filter exhibits ISI.
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response of the filter used to improve the bandwidth efficiency of the system
has the property that

hðkTb þ tÞ ¼
C ; k = 0
0; otherwise

�
ð2:5Þ

This feature of the filter eliminates ISI exclusively at times that are
integral multiples of the bit period. It is of course impossible to eliminate ISI
at all times, but if it can be eliminated at the instant of sampling, then the
problem can be dramatically reduced. The class of filters that satisfy this
criteria are known as Nyquist filters. One example of an ‘‘ideal’’ Nyquist filter
exhibits a sinc ðsin x=xÞ behavior for its impulse response, such that

hðt Þ ¼
sin
�
p

t

Tb

�
p

t

Tb

ð2:6Þ

Note that the impulse response of this filter is zero for all values of t ¼ nTb,
satisfying Nyquist’s criterion. The filter also has the desirable property that it
behaves like a ‘‘brick-wall’’ filter in the frequency domain. However, this
ideal filter is physically unrealizable, since its impulse response is noncausal.
In addition, its peak amplitude decays only as (1/t), and so any mistiming in
the clock recovery circuit can generate significant ISI. One of the filters that
satisfy Nyquist’s criterion is the raised cosine filter family. The raised cosine
filter has an impulse response that drops off much faster in time than the
sinc response, at the expense of a small increasing bandwidth, and hence
finds its applications in wireless communications.

2.3.1 Raised Cosine Filter

The raised cosine filter derives its name from its shape in the frequency
domain. The frequency response of a raised cosine filter can be described by

H ðf Þ ¼

Ts 0 # jf j#
1 � a

2Ts
Ts

2
1 þ cos

pTs

a
jf j �

1 � a

2Ts

� �� �� �
1 � a

2Ts
# jf j#

1 þ a

2Ts

0 jf j >
1 þ a

2Ts

8>>>>><
>>>>>:

ð2:7Þ
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where a is the roll-off factor that determines the excess bandwidth of the
filter frequency response and in the range of [0,1], and Ts is the sampling or
the symbol period. A zero roll-off is essentially a sinc response. As shown
in Figure 2.7(a), the filter response has a cosine roll-off shape between
ð1 � aÞ=2Ts and ð1 þ aÞ=2Ts and becomes strictly zero beyond
ð1 þ aÞ=2Ts . This frequency is thus the bandwidth of the raised cosine
response

BW ¼
1 þ a

2
fs ð2:8Þ

where fs ¼ 1=Ts is the sampling rate or the symbol rate. The corresponding
filter impulse response is described by

Figure 2.7 (a) Raised cosine filter frequency response, and (b) impulse response for
various roll-off factors.
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hðt Þ ¼
cos pa

t

Ts

� �

1 � 2a
t

Ts

� �2 �

sin p
t

Ts

� �

p
t

Ts

� � ð2:9Þ

It is clear that at the sampling instant t ¼ kTs , the impulse response is
essentially zero except at k ¼ 0. Therefore no ISI will be created. The peak
amplitude of the raised cosine impulse response, with a modest value of a,
drops off much faster than the sinc response. This is due to a more gradual
roll-off of cosine shaping at the filter cutoff frequency. Note that the smaller
the roll-off factor, the less the absolute bandwidth but the higher the impulse
response ripple, as shown in Figure 2.7(b). The raised cosine filtering is
widely used in several communication standards, and a value of a of 0.35 is
used in IS-54, 0.5 in PDC, and 0.22 in WCDMA.

In most communications applications, the raised cosine filter is divided
into two sections, one placed in the transmitter and the other in the receiver—
each one is the so-called square-root raised cosine filter. With this
arrangement, the two sections together form the Nyquist filter, while the
filter in the receiver side also serves as a matched filter. The matched filter has a
response that passes the desired signal, while it rejects the noise and
interference and thus maximizes the SNR. In the presence of white noise, the
matched filter has an impulse response that is simply the time-reversed
transmitted signal pulse shape. The frequency response of a square-root raised
cosine filter is the square root of (2.7) and the impulse response is given by

hsðt Þ ¼
4a

p
ffiffiffi
Ts

p
cos ð1 þ aÞp

t

Ts

� �
þ

sin ð1 � aÞp
t

Ts

� �

4a
t

Ts

� �

1 � 4a
t

Ts

� �2 ð2:10Þ

The frequency and impulse responses are shown in Figure 2.8. The noise
bandwidth of the square-root raised cosine filter is readily calculated with (2.7)

B ¼
1��Hs

�
0
���2
Z1

0

��Hs

�
f
���2df

¼
1

2
fs ð2:11Þ

which is simply half the symbol rate.
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The impulse response of the raised cosine filter lasts indefinitely and
needs to be truncated for use in practical applications. The truncation results
in a set of nonzero side lobes in the frequency domain. However, since the
pulse response decay is proportional to 1=t 3, a proper truncation results in
little deviation from the theoretical performance. A smaller roll-off factor a

results in a higher ripple in the impulse response and thus requires a longer
pulse shape to achieve the same stopband attenuation. For a stopband
attenuation of approximately 40 dB, a rough estimate on the required
truncation length for 0:2 # a # 0:75 is given by

Lmin ¼ �44a þ 33 ð2:12Þ

where Lmin is the truncated filter impulse response length.
The raised cosine filter may be implemented within the baseband DSP

or with an analog filter. With the baseband DSP approach, the sampled

Figure 2.8 (a) Square-root raised cosine filter frequency response, and (b) impulse
response for various roll-off factors.
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values of the filter shape are stored in a lookup table (LUT) and read out in
sequence to form the desired symbols. The advantage of the analog approach
to the realization of the filter is the reduced hardware complexity, since the
raised cosine filter also serves as a reconstruction filter following the D/A
converter.

2.3.2 Gaussian Filter

A Gaussian filter is used in GMSK, which is the modulation approach
adopted for the GSM standard [8]. GMSK modulation is minimum phase
shift keying (MSK) with Gaussian filtering and can be implemented by
passing the nonreturn-to-zero (NRZ) rectangular waveform (which has
values of 61) through a Gaussian filter followed by a frequency modulator
with a modulation index of 0.5. GMSK is intrinsically a constant envelope
modulation and thus can be applied directly to the nonlinear power
amplifier without distortion. The frequency response of a Gaussian filter is
described by

H
�
f
�
¼ e� ðf =aÞ2 ð2:13Þ

where the parameter a is a constant that determines the filter 3-dB
bandwidth B

B ¼

ffiffiffiffiffiffiffi
ln

ffiffi
2

p
q

� a ¼ 0:5887a ð2:14Þ

The impulse response of the Gaussian filter is

hðt Þ ¼
ffiffi
p

p
ae� ðpat Þ2 ð2:15Þ

Note that both the frequency response and impulse response have the same
Gaussian shape. Gaussian filtering is usually specified by the relative band-
width in terms of the bit rate of the data stream, for example,

BT ¼
B

fb
ð2:16Þ

where fb is the bit data rate. The fact that the Gaussian impulse response
exhibits a smooth roll-off with no overshoot or ringing leads to little ISI.
Gaussian filtering also suppresses the high-frequency components and
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provides a narrower bandwidth compared to MSK modulation without
filtering. As BT decreases, however, the filtered pulse tends to span over
several symbol periods and more ISI is generated. GSM uses a relative
bandwidth of 0.3 as a compromise between the transmission bandwidth
and ISI.

2.3.3 IS-95 Baseband Filter

The CDMA IS-95 system uses a pulse-shaping filter that does not satisfy
Nyquist’s criterion and is included here for completeness. The IS-95
baseband filter uses a Chebyshev roll-off instead of cosine roll-off. Figure 2.9
shows the limit of the normalized frequency response of the baseband filter
[9]. The passband edge frequency fp is 590 kHz, and the stopband edge
frequency fs is 740 kHz. The passband ripples are bounded within 61:5
dB, and the stopband attenuation is equal to or greater than 40 dB. The
impulse response of the baseband filter hc ðt Þ satisfies the following equation

X1
k¼0

½ahc ðkTs � tÞ � hðkÞ
2 # 0:03 ð2:17Þ

where the constants a and t are used to minimize the mean square error. The
constant Ts is one-quarter of a PN chip. The values of the coefficients hðkÞ
are listed in [9] for k < 48. These values can be directly used as a 48-tap
baseband FIR filter with 4· oversampling rate.

Figure 2.9 CDMA IS-95 baseband filter frequency response limits [9].
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2.4 Signal Component Separation for Outphasing Amplifiers

Despite the neatness and elegance of the outphasing concept, the practical
complexity of realizing the signal component separation has limited its wide
acceptance. The difficulty stems from the fact that the generation of the two
component signals involves memoryless nonlinear signal processing that
requires a high degree of accuracy. During the past decades, various
approaches have been proposed to accomplish this function, but difficulties
remain in terms of such factors as implementation complexity, bandwidth,
and power consumption, due to the stringent distortion and noise
requirements.

There are two canonical forms for the signal component separation
process—the phase modulation method and the in-phase/quadrature method
[10]. In the phase modulation method, the phase modulation vðt Þ and ampli-
tude modulation rðt Þ of the input are separated first, and two nonlinear phase
modulators with inverse sine characteristics are used to transform the input
envelope variation into the phase of the desired output signals, as shown in
Figure 2.10. The two component signals can be described by [11–13]

S1ðt Þ ¼ Ac sin½qc t þ vðt Þ þ fðt Þ
 ð2:18Þ

S2ðt Þ ¼ Ac sin½qc t þ vðt Þ � fðt Þ
 ð2:19Þ

where Ac is the amplitude of the carrier signal, and 0 # Ac # rðt Þ. fðt Þ is
given by

Figure 2.10 Signal component separation with nonlinear phase modulators [10].
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sin fðt Þ ¼
rðt Þ

Ac
ð2:20Þ

The desired output signal is obtained by subtracting S2ðt Þ from S1ðt Þ
following the power amplification,

S ðt Þ ¼ GS1ðt Þ � GS2ðt Þ

¼ 2Grðt Þ cos½qc t þ vðt Þ
 ð2:21Þ

The SCS in this scheme is typically realized as an analog circuit and operates at
some intermediate frequency or directly at the carrier frequency. Figure 2.11
shows an implementation of the inverse sine phase modulator, which is
constructed by a linear phase modulator with the necessary feedback [11]. The
operation of the circuit can be understood by making the following
idealization—the input impedance of the amplifier G is much higher than
Rf or Ri , so that the current injected into the input of the amplifier is negligible,
and the loop gain is sufficiently large so that the amplifier input node Vi is close
to a virtual ground. These assumptions give rise to the following equation

rðt Þ

Ri
þ

Vf ðt Þ

Rf
¼ 0 ð2:22Þ

The phase modulator modulates the phase of the carrier signal by an amount
linearly proportional to the amplifier output Vo,

Figure 2.11 Nonlinear inverse sine phase modulator [11].
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S1ðt Þ ¼ Ac sin½qc t þ vðt Þ þ mVoðt Þ
 ð2:23Þ

where m is the characteristic of the phase modulator and Ac is the amplitude
of the carrier signal. The mixer and lowpass filter act as a phase detector that
downconverts the modulator output and removes the original phase
modulation term vðt Þ, then

Vf ðt Þ ¼
1

2
A2

c sin½mVoðt Þ
 ð2:24Þ

Substituting (2.22) into (2.24), we have

mVoðt Þ ¼ � arcsin
2Ri

A2
c Rf

rðt Þ

" #
ð2:25Þ

The amplifier output Vo can be made proportional to the inverse sine of the
input envelope by adjusting the values of Ac , Rf , and Ri . As a bonus, the
phase modulator output S1ðt Þ is one of the constant-envelope vector
components with the desired phase modulation. A similar circuit can
generate the other component signal S2ðt Þ by inverting the sign of the
amplifier output Voðt Þ. The nonideality of the limiter and envelope detector,
the finite loop gain, and the loop noise all contribute to the performance
degradation. Another limitation is that the feedback loop delay limits the
bandwidth of the modulator.

As described in Chapter 1, the in-phase/quadrature method first
computes the I/Q components of the quadrature signal eðt Þ,

eðt Þ ¼ j s ðt Þ

ffiffiffiffiffiffiffiffiffiffiffi
r2
max

r2ðt Þ
� 1

s
ð2:26Þ

then the two component signals are obtained by summing and subtracting
the quadrature signal from the source input.

S1ðt Þ ¼ sðt Þ � eðt Þ ð2:27Þ

S2ðt Þ ¼ sðt Þ þ eðt Þ ð2:28Þ

A graphic illustration of the I/Q component separation is given in
Figure 1.17.

The calculation of the quadrature signal involves complicated func-
tions, such as multiplication, division, and square root, which are generally
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difficult to be accurately and cost-effectively implemented. However, the in-
phase/quadrature SCS can take the advantage of baseband signal processing,
and two quadrature modulators are used to translate the component signals
to the desired carrier frequency. Figure 2.12 illustrates an early version of an
analog signal component separator that may operate at intermediate
frequency (IF) or RF [10].

Another means to realize linear amplification with nonlinear power
amplifiers with the outphasing approach is based on a feedback tracking loop
to lock the power amplifier output to the input waveforms [14–17]. These
approaches can be regarded as the generalization of the feedback power
amplifier applied to the outphasing system. Two representative methods that
fall into this category are CALLUM [14] and the vector-locked loop (VLL)
[15], in which the amplifier output is compared to the source input and the
error signal is used to control the relative phases of two VCOs. The former
technique (CALLUM) is realized in Cartesian form while the latter (VLL) is
realized in polar form. Since no explicit SCS is involved, and the feedback
loop automatically corrects the path imbalance and improves the system
linearity, these two structures will be discussed in Chapter 3.

The in-phase/quadrature method is most common and practical means
for SCS, whether implemented in analog or digital circuitry. The rest of this
section reviews the different ways to generate the quadrature signal, or in a
sense, realize the inverse sine or cosine function. Figure 2.13 shows an inverse
sine phase modulator, which consists of a balanced modulator, a summer,

Figure 2.12 Signal component separation with the in-phase/quadrature method [10].
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and an envelope-limiting amplifier [18]. The circuit takes a baseband
envelope as the input and modulates the phase of an IF carrier approximately
in accordance with the arcsin characteristic. The modulator output and its
conjugate can then be used along with the original PM of the input signal to
provide the two constant envelope signals. The analysis [18] shows if the loop
delay t is small and satisfies

qct ¼ np þ
p

2
; ð2:29Þ

where qc is the carrier radian frequency and n is an arbitrary integer; then the
phase of the modulator output consists of a linear term and a distortion term
proportional to t2 such that

fðt Þ< ð�1Þn arcsin rðt Þ þ
rðt Þr 02ðt Þ

2½1 � r2ðt Þ

t2

( )
ð2:30Þ

where r 0ðt Þ is the derivative of the signal envelope. The second-order effect of
the loop delay in the above expression could result in a considerable
improvement on distortion and bandwidth. Note that no filter is used in this
modulator.

Another analog technique for generation of the quadrature signal is
illustrated in Figure 2.14 [19]. The AM and PM of the input are separated
and summed together to pass through a comparator or a hard limiter, whose
output is either þ1 or �1—the polarity of the driving signal. The in-phase
component of the quadrature signal is formed after bandpass filtering the
comparator output; that is,

S1ðt Þ ¼
4

p
cos½qt þ vðt Þ


Z1

0

cos½rðt Þx


x
J1ðxÞdx

¼
4

p
cos farcsin½rðt Þ
g cos½qt þ vðt Þ
 ð2:31Þ

Figure 2.13 Inverse sine phase modulator with feedback loop [18].
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where J1 is the first-order Bessel function of the first kind. The envelope rðt Þ
is assumed to be normalized to rmax. As a by-product, the inverse sine is
obtained by lowpass filtering the comparator output—that is,

S0ðt Þ ¼
2

p

Z1

0

sin½rðt Þx


x
J0ðxÞdx

¼ arcsin½rðt Þ
 ð2:32Þ

The quadrature signal, as its name implies, always has a 90– phase
difference with respect to the input. This fact suggests that the quadrature
signal can be generated by rotating the input signal by 90– and with a proper
scaling. According to (2.26), the scaling can be realized by a variable gain
amplifier (VGA) with a gain factor of

gain ¼

ffiffiffiffiffiffiffiffiffiffiffi
r2
max

r2ðt Þ
� 1

s
ð2:33Þ

It is readily seen that this scheme demands that the VGA gain approaches
infinity as the input envelope approaches to zero. This is of course
impossible; hence it is important to ensure that there is no zero-crossing in
the modulated signal. Fortunately, this requirement is exactly what is
required for some linear modulations, including p=4-DQPSK and OQPSK.
Figure 2.15 shows an implementation of this VGA-based scheme with power
feedback [20]. The power of the two component signals are added and then
subtracted from a reference signal. The error signal is fed to a lowpass filter
and an amplifier to drive the VGA. In other words, the feedback loop
ensures the constant envelope of the two output signals. The SCS chip was

Figure 2.14 Generation of the arcsine and quadrature signal [19].
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implemented in a 0:8-mm BiCMOS technology and operates at 200-MHz
IF. The tested bandwidth is 1.8 MHz, due to on-chip implementation of
the SCS.

The VGA gain may be directly calculated based on (2.33), and that
results in an improved bandwidth over the feedback approach. Figure 2.16
illustrates the block diagram of this scheme [21, 22]. The VGA control signal
is obtained by the use of a squaring circuit, a lowpass filter, a reference signal,
and a key analog circuit that performs division and ‘‘square-root’’ functions.

Figure 2.15 SCS with power feedback [20].

Figure 2.16 SCS without feedback loop [21].
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The key circuit is implemented based on a translinear core, as shown in
Figure 2.17. Six NPN bipolar transistors Q 1–Q 6 form a translinear loop.
The translinear principle states that in a translinear loop the product of the
collector current density in the clockwise direction is equal to the product of
the collector current density in the counterclockwise direction [23], which
can be easily proved by adding the base-emitter voltages of the transistors in
each direction. The diode-connected transistors like Q 1 and Q 6 are used to
take the square of the current Ic and Iout, which transforms the control
current to a voltage and takes the square root, respectively. Thus

Iout ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I 2
c ðIref � IsqÞ

Isq

vuut ð2:34Þ

A VGA control voltage proportional to the output current is then generated.
The major error source of the above expression is the finite current gain of the
transistors, particularly as Isq—proportional to the instantaneous input
level—approaches a small value. Some compensation circuits can be used to
improve the accuracy of the calculation [21]. The SCS chip set of [21] was

Figure 2.17 A bipolar translinear core [21].
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fabricated in a 0.8-mm BiCMOS process and operated at a 200-MHz IF.
A CMOS SCS chip set of the similar scheme is given by [22], in which the
key circuit is based on the voltage translinear circuit principle to perform the
square root and division [24].

So far, the discussion of the SCS is restricted to that of an analog
circuit implementation. An apparent disadvantage of the analog imple-
mentation is the difficulty to obtain highly accurate modulated component
signals to meet the stringent linearity requirements imposed by the wireless
standards. The advent of modern DSP and the application-specific DSP
(ASDSP) technology makes a digital implementation of the SCS feasible
[25]. With this method, all the signal processing is implemented at the
baseband, and two quadrature modulators are used to translate the two
component signals to the desired carrier frequency, as shown in Figure 2.18.
However, the computational load required by the DSP imposes a practical
constraint on the performance in terms of bandwidth and power
consumption. There are also other constraints and trade-offs associated
with the DSP/ASDSP approach, such as the word length of the DSP, the
sampling rate, and the reconstruction filter selection. These factors will be
discussed in Chapter 3. One disadvantage of this approach is that the
reconstruction filter cannot be the pulse-shaping filter due to the nonlinear
transformation in the SCS.

A digital SCS method based on a look-up-table (LUT) was suggested in
[26], in which a two-dimensional LUT stores the complex quadrature signal,
and each LUT entry is addressed by the in-phase and quadrature components
of the baseband digital input. The only instructions required are a table
lookup and two complex additions for every processed sample. A practical

Figure 2.18 Digital signal component separator with frequency translation.
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constraint of this method is the extremely large memory requirement on the
LUT. As an example, if the complex input and quadrature signals are
quantized to nine bits, the LUT would have at least 29 · 29 · 2 · 9 < 4:7
Mbits memory to store all the possible values of the quadrature signal.
However, by utilizing the symmetry along the real and imaginary axes, the
memory requirement would be reduced by a factor of four. Note that a
further advantage of symmetry can be taken, as shown in Figure 2.19. The
vector s 0 and s are symmetric with respect to the 45–axis, and their quadrature
vector e 0 and e are symmetric with respect to the �45– axis, according to the
following expressions,

v þ v0 ¼ 90– ð2:35Þ

a þ a0 ¼ v þ v0 þ 270– ð2:36Þ

Hence, the following relations can be readily derived

s 0I ¼ sQ ð2:37Þ

s 0Q ¼ sI ð2:38Þ

e 0I ¼ �eQ ð2:39Þ

e 0Q ¼ �eI ð2:40Þ

Figure 2.19 LUT symmetry with respect to the 45– axis.
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which further reduces the total memory requirements. The total memory
reduction of a factor of eight would result in approximately 590 Kbits—still a
very large number, but not prohibitive for many applications.

An improved approach, using a one-dimensional LUT, was proposed
in [27]. The LUT stores the amplitude-scaling factor

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
max=r2ðt Þ � 1

p
—

the equivalent VGA gain in (2.33) and the table entry is addressed by the
input power r2ðt Þ. The real and imaginary parts of the quadrature signal
eðt Þ are obtained by rotating the input vector sðt Þ by 90– and multiplying
it by the addressed scaling factor. Simulation can be used to minimize the
table resolution (the number of table entries) and precision (bit length of
the table entry) for the required linearity. As an example, less than 14 Kbits
of memory was required to achieve �70-dBc ACI with two Class F power
amplifiers. The huge reduction in the required memory is achieved at the
expense of an increased algorithmic overhead, for now several multi-
plication instructions are required for each processed sample.

2.5 Path Imbalance and Its Effects on Linearity

The path imbalance is a manifestation of the gain and phase mismatch
between the two parallel power amplifier paths. This imbalance mainly
comes from the mismatch between the gain and phase characteristics of the
two power amplifiers, possibly arising from the impedance-matching and
biasing circuits as well as mismatches in the individual transistors
themselves. The nonideality of the power combiner and the misalignment
of the metal wires and transmission lines also contributes to the path
imbalance. When the matching components are realized on an integrated
circuit with lithographic techniques, a variety of effects can cause the
effective size of the components to be different from the size of the layout
mask. A matching error of 0.1 to 1% can be achieved with careful layout.
Matching accuracy becomes worse with discrete components, and at best 3
to 5% matching can be achieved. Due to the constant envelope feature of
the power amplifier driving signals, the path imbalance is straightforward to
analyze in terms of the amplitude and phase difference between the two
amplified component signals. The path imbalance has been investigated in
[28, 29] and needs to be corrected for most practical applications, since it
contributes directly to ACPR and EVM degradation. This section derives a
closed-form expression for the out-of-band spectral regrowth for a two-tone
test. A simple means to estimate the ACI for a linearly modulated signal is
also given.
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2.5.1 Two-Tone Linearity Analysis of an Outphased Amplifier
with Path Mismatch Effects

The classic two-tone test is the simplest and yet most effective method to
evaluate the nonlinearity of an amplifier and can illustrate both magnitude
and phase distortion. The two-tone test is almost universally accepted,
although alternative techniques such as white noise or multicarrier test signals
are more suitable for characterizing the nonlinearities in digital modulation
transmitters. During the two-tone test, two equal-amplitude sinusoidal
signals are applied to the amplifier, and the signal envelope experiences
complete variation between zero and the maximum value, by means of which
the amplifier characteristic is examined. Because of the zero-crossing
envelope, the ACI performance excited by two-tones is generally worse
than the ACI generated by some linearly modulated signal with modest
envelope variation. If the two signal frequencies are assumed to be at
frequencies q0 6 Dq, we have the complex input signal

sðt Þ ¼ Aejðq0�DqÞt þ Aejðq0þDqÞt ð2:41Þ

where A is the amplitude of each tone. The instantaneous envelope of the
input two tone is given by

rðt Þ ¼
ffiffiffiffiffiffiffiffiffiffi
sðt Þs�ðt Þ

p
¼ 2Aj cos Dqt j ð2:42Þ

The two-tone signal level should be arranged such that the peak
envelope power (PEP) is equal to that of the full-power rating of the
amplifier, (i.e., rmax ¼ 2A in this case). Hence the ideal quadrature signal
eðtÞ is calculated by

eðt Þ ¼ jsðt Þ

ffiffiffiffiffiffiffiffiffiffiffi
r2
max

r2ðt Þ
� 1

s

¼ jsðt Þj tan Dqt j ð2:43Þ

Now, we introduce the effects of path mismatch on the amplifier perfor-
mance. We assume that the gain and phase delay of the power amplifier
branches are G0 and f0 and that the gain and phase imbalance of the bottom
amplifier branch with respect to the upper one are DG=G0 << 1 and Df << 1,
respectively. The final output signal would be the desired signal plus an
interference term
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S ðt Þ ¼ G0e jf0½sðt Þ � eðt Þ
 þ G0 1 þ
DG

G0

� �
e jðf0þDfÞ½sðt Þ þ eðt Þ


< 2G0e jf0 sðt Þ þ G0e jf0
DG

G0

þ jDf

� �
eðt Þ ð2:44Þ

The quadrature signal eðt Þ is a wideband signal, and its spectrum in the two-
tone case can be easily calculated. Rearranging eðt Þ, we have

eðt Þ ¼ 2A cos Dqt j tan Dqt jje jq0t

¼ rmaxesðt Þje
jq0t ð2:45Þ

where

esðt Þ ¼ cos Dqt j tan Dqt j ð2:46Þ

Hence eðt Þ can be regarded as a sinusoidal signal modulated by a slow
variation term esðt Þ. Taking the Fourier series expansion of esðt Þ, we have

esðt Þ ¼
X1

n¼�1

anejnDqt ð2:47Þ

where the Fourier series coefficient is given by

an ¼
1

T

Z
T

esðt Þe
�jnDqt dt

¼
2

p

sinðnp=2Þ½n � sinðnp=2Þ


n2 � 1
ð2:48Þ

Obviously all even-order terms remain zero, and only the odd-order
terms are left. Both out-of-band spurs and inband distortion are generated—
the n ¼ 61-order terms are inband distortion, and the rest of the n ¼ odd-
order terms are out-of-band interference. A close examination reveals that the
periodic 180– phase discontinuity of the two-tone signals as the envelope
reaches zero is responsible for the out-of-band spurs. Clearly, the most
significant spurs occur at q0 6 3Dq, in analogy to intermodulation
distortion in a weakly nonlinear amplifier.

In a two-tone test, the ACI, or out-of-band rejection, is the ratio of the
magnitude of the most significant spurs to the magnitude of the desired
signals. In this case, ACI is given by
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ACI ¼ 20 log10

1

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DG

G0

� �2

þDf2

s2
4

3
5

¼ 10 log10

DG

G0

� �2

þDf2

" #
� 9:9 ðdBÞ ð2:49Þ

Figure 2.20 displays the spectrum of the outphasing system output, in
the presence of 2– phase imbalance and 0.3-dB gain imbalance. It is
interesting to note that the adjacent two spurs have the same magnitude and
opposite sign.

2.5.2 ACI Estimation with Gain and Phase Mismatch

In an outphasing system, the band-limited input is decomposed into two
component signals, then amplified and recombined. In the presence of gain
and phase imbalance, the combined output would be

Figure 2.20 Output spectrum of a two-tone test of outphasing system with 2– phase
imbalance and a 0.3-dB gain imbalance.
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S ðt Þ ¼ S1ðt Þ þ S2ðt Þ

¼ ½sðt Þ � eðt Þ
 þ 1 þ
DG

G0

� �
e jDf½sðt Þ þ eðt Þ


¼ 1 þ 1 þ
DG

G0

� �
e jDf

� �
sðt Þ

zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{desired term

þ 1 þ
DG

G0

� �
e jDf � 1

� �
eðt Þ

zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{error term

ð2:50Þ

The signal has been normalized to G0e jf0—the gain and phase
characteristics of the upper amplifier branch. From (2.50), it is clear that the
gain and phase imbalance modify the magnitude and phase of the output
signal. The first term in (2.50) constitutes the desired output signal with
slightly modified amplitude and phase, while the second term creates both
the out-of-band interference and inband distortion. Equation (2.50) can be
simplified and rearranged in the case of a small amount of the gain and
phase imbalance.

S ðt Þ< 2sðt Þ þ
DG

G0

þ jDf

� �
eðt Þ ð2:51Þ

The power spectrum is thus the weighted sum of the desired spectrum
of sðt Þ and the spectrum of eðt Þ. The spectrum of the quadrature signal eðt Þ is
difficult to calculate and strongly dependent on the modulation—knowing
the bandwidth of the source signal is not adequate to predict the bandwidth
of the quadrature signal. The quadrature signal is generally wideband, and its
spectrum extends far into adjacent and alternate channels [30]. The second
term in (2.51) is evidence of the incomplete cancellation of the quadrature
signal during power combining, and it is responsible for the out-of-band
spectrum regrowth. Note that, in the case of small amount of gain and phase
imbalance, the inband distortion generated by this term hardly affects the
spectrum characteristics of the desired signal. Thus, a simple way to estimate
the out-of-band rejection is to do a simulation of the quadrature signal and
compute its spectrum first, then compare it to the spectrum of the source
signal and obtain the ratio of the peak spectral density outside the channel of
the quadrature signal spectrum to the inband spectral density of the source
signal—denoted as Pe . Finally, the ACI of the output signal can be
approximated by
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ACI ¼ 20 log10

1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DG

G0

� �2

þDf2

s
· Pe

2
4

3
5

¼ 10 log10

DG

G0

� �2

þDf2

" #
þ Pe � 6:0 ðdBÞ ð2:52Þ

Figure 2.21 displays the spectrum of the desired signal as well as the
quadrature signal for various modulations, filtered with the square-root raised
cosine with a roll-off factor of 0.35. The sampling rate was 16· higher than
the symbol rate. The inband power spectrum density has been normalized to
0 dB, and the spectra of the quadrature signals are offset accordingly. It can be
seen that for the quadrature signal, a significant portion of the power extends
into adjacent and alternate channels. One aspect of this is that an input signal
with a wider range of envelope variations—such as 16-QAM—results in a
lower PAP ratio on the quadrature signal. The result of this is a higher
inband distortion power for the quadrature signal. As we can see, Pe is
roughly �9 dB for QPSK, OQPSK and p=4-DQPSK, and �6 dB for
16-QAM. With this value in mind, it is easy to estimate the ACI of

Figure 2.21 Simulated spectrum for s(t) and e(t) for various modulations.
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the outphasing system with the knowledge of the path imbalance. Compared
to the two-tone case, we see that generally the ACI for bandlimited signals is
2–5 dB better than that for the two-tone case, depending on the modulation.

Figure 2.22 shows similar spectra for the CDMA IS-95 uplink.
The modulation here is OQPSK. Two spectra with different matching
conditions are also illustrated for comparison. One spectrum is obtained
under a 10% gain imbalance and a 10– phase imbalance, and the other is
obtained under a 3.5% gain imbalance and a 2– phase imbalance. Their
spectra are normalized to have the same peak inband density. According to
(2.52) the ACI with mismatching is �25 dBc and �38 dBc, respectively,
which is in good agreement with the simulation results.

2.6 Effect of Quadrature Modulator Errors on Linearity

Modern mobile systems frequently use a quadrature modulator to generate
complex vector modulation. To translate the complex baseband waveform to

Figure 2.22 Simulated spectrum for CDMA IS-95: (a) quadrature signal, (b) total output
with 10% gain imbalance and 10–phase imbalance, (c) total output with 3:5%
gain imbalance and 2– phase imbalance, and (d) ideal input signal.
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the desired carrier frequency band, two general topologies are used in a
transmitter—indirect and direct upconversion. An indirect upconversion
system implements the modulation at an IF and then translates that result to
a higher frequency at the RF, requiring a local oscillator (LO) and IF filtering.
A direct upconversion system performs the data modulation and frequency
translation at the same time, hence eliminating the IF block. The resultant
more compact structure and reduced power consumption is suitable for
monolithic integration, but care must be taken to keep the resulting spurious
signals outside the band of interest.

The block diagram of a typical quadrature modulator is shown in
Figure 2.23, in which the balanced baseband I/Q waveforms modulate two
carriers driven in quadrature phase, and the resultant signals are summed.
Various factors and implementation imperfections contribute to the
degradation of the resulting modulation accuracy, and the effects can be
collectively represented by the gain error, phase error, and LO leakage [31].
The quadrature modulator gain error describes the gain mismatch between
the I and Q channels. The phase error mainly comes from the imperfection
of the 90–phase shifter. The LO-RF feedthrough causes LO leakage. Besides,
the DC offsets in the I/Q channels give rise to a similar effect to LO leakage,
and hence are ascribed to that term. One way of visualizing the impairment
of quadrature error is to consider a baseband sinusoidal single-tone input.
The modulator output trajectory in the complex I/Q plane becomes an
ellipse—rather than an ideal circle—in the case of gain and phase error. The
phase error further rotates the principal axes of the ellipse by 45–. The LO
leakage term simply shifts the whole trajectory by an equal amount. By use of
the complex envelope notation in [31], the complex envelope of the
modulated RF signal can be derived as follows

Figure 2.23 Quadrature modulator block diagram.
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Rðt Þ ¼
1

2
ð1 þ C ÞAðt Þ þ

1

2
ð1 � C ÞA�ðt Þ þ p ð2:53Þ

where Aðt Þ is the complex baseband waveform and A�ðt Þ is the complex
conjugate. The constant p is a complex number to represent the LO leakage
term. The constant C characterizes the gain and phase mismatch of the
quadrature modulator in the Q channel with respect to the I channel; that is,

C ¼ ð1 þ g Þe jd ð2:54Þ

where g is the gain error and d is the phase error. In the case of the small
quadrature error, (2.53) approximates to

Rðt Þ ¼ 1 þ
1

2
ðg þ jdÞ

� �
Aðt Þ �

1

2
ðg þ jdÞA�ðt Þ þ p ð2:55Þ

The first term is the desired signal with a small amplitude and phase
modification. The second term is the spurious/image signal, which represents
the counterclockwise rotating version of the input. The image rejection ratio
is thus given by [31]

IR < 10 log10ðg
2 þ d2Þ � 6:0 ðdBÞ ð2:56Þ

2.6.1 Quadrature Modulator Error Minimization

The quadrature modulator error generates a small variation in the amplitude
and phase of the modulated signal. When this signal passes through a
nonlinear power amplifier, intermodulation terms are generated, and their
spectra expand into adjacent channels, causing interference to other users
[32]. This effect is readily seen by taking the cube in (2.53) and collecting the
A3 term and ðA2A�Þ term. The leakage power is proportional to the square of
the quadrature errors. The improvement of quadrature error is reduced when
a digital predistorter is included preceding the quadrature modulator. Even a
relatively small amount of quadrature error compromises the improvement
gained through predistortion [32, 33]. Quadrature modulator errors have a
similar detrimental effect to outphasing power amplifiers; the details will be
covered in Section 2.6.2.

Great efforts have been made to reduce the quadrature modulator
errors in different aspects. One important research activity applies to
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the generation of quadrature LO signals. An RC-CR network is the simplest
quadrature signal generator, as shown in Figure 2.24. It is easily proven that
the two output signals have 90– phase difference at all frequencies but have
equal amplitude only at the pole frequency q ¼ 1=RC . A polyphase filter,
shown in Figure 2.25, is often used as a broadband 90– phase shifter [34].
The number of filter stages is determined by the required bandwidth.
This structure is less sensitive to the variations of the component values
compared to the simple RC-CR network. One disadvantage is the increased
thermal noise. An alternative approach is RC-CR pole frequency tuning, in
which varactor diode capacitors or transistor junction capacitors are changed
by an appropriate control voltage. Havens’ quadrature circuit exploits the fact
that the two diagonals of a rhombus are perpendicular to each other [35]. In
other words, the summation and difference of two equal-amplitude vectors
always have a 90–phase difference, as illustrated in Figure 2.26. The limiters
ensure that the two input and resulting signals have equal amplitude;
otherwise a phase error will result. It is easy to show that the amplitude
mismatch in percentage generates approximately the same amount of phase
error in radians. For example, every 0.1-dB amplitude error contributes to a
0:7– phase error. The quadrature oscillator is another way to generate
quadrature LO signals with equal amplitude [36].

Despite those efforts, however, the quadrature modulator error is
expected to change with environmental variation, channel frequency, temp-
erature, component aging, supply voltage, and biasing. Hence, some sort
of continuous tracking and compensation may be necessary to achieve
exceptional linearity performance. Several schemes have been proposed to
systematically track and correct the quadrature modulator error, including the
gain and phase mismatch and carrier leakage [37–40]. These methods use an
envelope detector, which checks the modulation output, as a feedback means

Figure 2.24 Quadrature signal generation with RC-CR network.

70 Design of Linear RF Outphasing Power Amplifiers



to guide the adaption of the digital correction circuit. With the knowledge of
quadrature error, the compensation is accomplished by simply adjusting
the amplitude, phase, and dc offset of the baseband I and Q signals.
The estimation of the quadrature error is based either on the predefined test
vectors [37, 39, 40] or on the comparison of the modulation data and the
envelope feedback [38, 40], as shown in Figure 2.27(a, b), respectively.
The requirement of training in the former methods restrains their application,
although they provide relatively simple adaption. The latter methods enable
background operation, by use of Newton-Raphson algorithm or least squares
algorithm. In addition to their computational load, the algorithm complexity
grows greater when quantization error and loop delay have to be taken into
account.

Figure 2.25 A two-stage polyphase filter [34].

Figure 2.26 Havens’ quadrature signal generator [35].
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2.6.2 Quadrature Modulator Error Effects on Outphasing Systems

The effect of quadrature modulator error on outphasing power amplifiers is
intrinsically different from that of the same error on digital predistorters.
In the case of a digital predistorter, the quadrature modulator generates
a slightly scaled version of the desired signal and a small amount of counter-
rotating signal. Before the modulated signal passes through the nonlinear
amplifier, the counter-rotating signal has no effect on the spectral leakage to
adjacent channels, and the spectrum is not expanded although the EVM is
increased. The excess amount of spectral regrowth results from the
quadrature modulator error, in conjunction with the amplifier nonlinearity.
By contrast, in outphasing power amplifiers, the band-limited waveform is
spectrally expanded prior to the quadrature modulator, and the out-of-band
rejection relies on the precise cancellation of two equal errors. Consider a
simple outphasing system with the power amplifier removed. By taking

Figure 2.27 (a) Quadrature modulator error correction by test vectors, and (b) with
background adaption.
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the quadrature modulator gain and phase mismatch into account, the output
signal can be described by

Soðt Þ ¼
1

4
ð1 þ C1ÞS1ðt Þ þ

1

4
ð1 � C1ÞS

�
1 ðt Þ

þ
1

4
ð1 þ C2ÞS2ðt Þ þ

1

4
ð1 � C2ÞS

�
2 ðt Þ

¼ sðt Þ þ
1

4
ða1 þ a2Þðs � s�Þ �

1

4
ða1 � a2Þðe � e�Þ ð2:57Þ

where

a1;2 ¼ C1;2 � 1

< g1;2 þ jd1;2 ð2:58Þ

The second term—ða1 þ a2Þðs � s�Þ=4—will not contribute to the out-of-
band spectrum because it is linearly proportional to s . However, since the
quadrature modulator errors generally cannot simply cancel out, the third
term in (2.57) is responsible for the spectral regrowth even without the
presence of a nonlinear power amplifier. The leakage power is proportional to
the square of the quadrature modulator error. This simple analysis shows that
quadrature modulator error probably has more detrimental effects on
outphasing power amplifier performance than the same error has on other
linearization techniques.

A quadrature modulator error degrades the constant envelope chara-
cteristics of the two component signals in an outphasing system. While the
power amplifier may be driven into saturation for maximum efficiency,
the variation of the signal envelope nevertheless creates a devastating effect on
the overall system performance. The linearity degradation is dependent upon
both quadrature modulator error and amplifier nonlinearity. The envelope
variation can be estimated by examining (2.53). It can be shown that in the
case of small quadrature gain and phase mismatch, the envelope of the first
two terms in (2.53) is bounded by

1 þ
1

2
g �

1

2

ffiffiffiffiffiffiffiffiffi
g 2 þ d2

q� �
jAj# jð1 þ C ÞA þ ð1 � C ÞA�j

# 1 þ
1

2
g þ

1

2

ffiffiffiffiffiffiffiffiffi
g 2 þ d2

q� �
jAj ð2:59Þ
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Hence, the worst-case envelope variation in the presence of quadrature gain
and phase mismatch is given by

DR

R

����
����# 1

2

ffiffiffiffiffiffiffiffiffi
g 2 þ d2

q
þ jpj ð2:60Þ

As an example using (2.60), with 0.3-dB gain error, 2–phase error, and
�30-dBc LO leakage, we get an envelope variation of roughly 66% or
60:5 dB. Such an envelope fluctuation may or may not cause the power
amplifier to generate a significant amount of spectral regrowth, depending on
the selection of the power amplifier. If the amplifier generates little spectral
regrowth due to input envelope variation, then the overall spectral regrowth
of the system may be estimated with (2.57).

A semianalytical treatment is given in [41], which elaborates on the
coupled effects of the quadrature modulator error, path imbalance, and the
power amplifier nonlinearity. This method originates from [32] in the case of
constant envelope modulation such as GMSK. The procedure expresses the
amplifier nonlinearity into a memoryless Taylor series, substitutes the
modulated signal for each amplifier branch, sums the branches together, and
finally identifies the dominant distortion terms. The contribution of each
term is calculated and summed together. Since the power amplifier operates
at rather modest input dynamic range—60:5 dB in the previous example—
it is straightforward and sufficient to represent it with a power series by the
measured AM-AM and AM-PM characteristics. A power series expansion to
the fifth order is usually sufficient. Most digital modulations are based on
some sort of symmetrical quadrature constellation; as a result many cross-
correlation products become zero. Nonzero crosscorrelation terms are
typically not dominant, unless they are almost the same size and no other
terms dominate. By ruling out almost all the cross terms, the spectrum is
simply the power addition of each weighted term, and the result is usually
close to the real simulation within 1 dB. The paper shows a strong
detrimental effect of quadrature modulator error—with a 0.1-dB gain error,
0:3–phase error, and a �40-dBc carrier leakage, which represents the state-of-
the-art technology available today; the resultant spectral regrowth with a
Class C power amplification is around �50 dBc, still rather high.

Two points should be addressed. First, in contrast to the band-limited
baseband inputs applied to a quadrature modulator in the usual case, the
quadrature modulator in an outphasing system is producing a constant
envelope output signal. This may result in a simpler approach for tracking
and correcting quadrature modulator errors than is applicable in the more
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general case. Second, since the information is carried on the zero-crossing of
two component signals, two limiters may be used to flatten the envelope
fluctuation due to quadrature modulator error, before the signals are sent to
the power amplifiers. The limiter used must have sufficient bandwidth so as
not to introduce extra AM-PM distortion. The limiter approach may result
in improved spectral purity with little added expense. The use of switching-
mode power amplifiers such as Class D or Class E in replacement of the
saturated Class B or Class C amplifier may benefit from a similar rationale.

2.7 SCS Quantization Error Effects on Outphasing Systems

The rapid evolution of modern DSP technology makes it an attractive
candidate for the implementation of the SCS in an outphasing power
amplifier system. With this approach, the signal separation is done digitally in
baseband and converted to analog waveforms prior to upconversion and
power amplification. Because of the finite word-length representation of the
data stream in the quantizer, quantization noise is inevitably generated. It is
important to understand this mechanism and how the quantization noise
affects the linearity performance of the outphasing system. By use of
application specific DSPs (ASDSPs), the algorithm of the arithmetic blocks
and registers can be minimized, and the word length can be optimized to
reduce the hardware requirements. This will result in reduced power
consumption and cost, and increased bandwidth.

During signal component separation, the quadrature signal is being
added to, and subtracted from, the source signal to obtain two constant-
envelope component signals. A direct consequence of a DSP implementation
of this process is that both the source signal and the quadrature signal are
quantized. The source signal is quantized prior to the SCS; thus the amplifier
output is a scaled replica of the quantized source signal and the quantization
noise sets the final output noise floor. The quantization of the quadrature
signal has a different mechanism that gives rise to a random envelope
ripple on the power amplifier driving signal. This effect is further enhanced
by the nonlinear power amplifier through the AM-AM and AM-PM
conversions, which are not canceled. Consequently, the overall SNR is
further degraded.

2.7.1 Error Effects of Quantization of the Source Signal

The quantization error of a complicated signal is generally considered to be a
stationary random process and is uncorrelated with the original signal [42].
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The probability density is uniformly distributed over the range of quanti-
zation error. Consequently, the quantizer can be modeled as an additive
white noise source. The SNR after a Bs -bit complex quantizer is given by [43]

SNRs ¼ 6:02Bs þ 1:76 � PAP ðdBÞ ð2:61Þ

where the PAP can be calculated from the probability density function,

PAP ¼ �10 log10

Z1

0
rðrÞr2dr

� �
ðdBÞ ð2:62Þ

where r is the probability density function of the modulation and r is the
normalized signal amplitude. Note that the normalized average signal power
is equal to the inverse of the PAP of the signal. The noise power in (2.61) is
doubled in a complex quantizer, due to the fact that the quantization takes
place independently on the real and imaginary parts of the source signal.

Considering that the signal power is distributed within the bandwidth
of B, which is the single-sided equivalent noise bandwidth of the modulation,
while the additive white noise power is distributed up to the bandwidth of
half sampling rate, the following expression is readily proven [43]

ACIs ¼
2B

fs � SNRs
ð2:63Þ

where fs is the sampling rate. The equivalent noise bandwidth is dependent
on the modulation and baseband pulse shaping. As shown previously, the
noise bandwidth of a modulated signal with square-root raised cosine
filtering is equal to half of the symbol rate. According to (2.63), for every
one-bit increase in word length, the SNR and hence ACI will be improved by
6 dB, while doubling the sampling frequency improves ACI by 3 dB.

2.7.2 Error Effects of Quantization of the Quadrature Signal

When the quadrature signal eðt Þ is quantized, the quantization error De
seems to cancel out during the signal combining, as illustrated in Figure 2.28.
However, since nonlinear power amplifiers are used instead to improve the
power efficiency, the quantization error results in a variation of the mag-
nitude of the signal applied to the power amplifiers, and consequently, the
power amplifier gain and phase characteristics are changed due to AM-AM
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and AM-PM conversion. Assuming the changes of the gain of the two
amplifiers are DG1 and DG2, respectively, the amplified output signals are

ŜS1 ¼ ðs � e � DeÞðG þ DG1Þ ð2:64Þ

ŜS2 ¼ ðs þ e þ DeÞðG þ DG2Þ ð2:65Þ

where G is the gain of the amplifiers evaluated at the constant envelope rmax

without quantization. The gain G is a phasor, including both the AM-AM
and AM-PM conversion. The quantization error De causes both the
amplitude deviation and phase deviation of the component signal from
the desired value. The effect of the amplitude ripple is enhanced by the
nonlinear power amplifiers. However, the amplitude ripple and the phase
ripple directly caused by the quantization error De cancel out in the first
order. This effect is evident from the combined output without the explicit
term of De ,

ŜSout ¼ ŜS1 þ ŜS2

< 2G � s þ ðDG1 þ DG2Þ � s � ðDG1 � DG2Þ � e ð2:66Þ

The error term is evaluated by assuming that the quantization error is
uniformly distributed. Then the average noise power is given by [43]

j2
e ¼

1

3 � 22B

Z1

0
rðrÞjG 0ðrÞj2f1 � cos½4 arccosðrÞ
gdr ð2:67Þ

Figure 2.28 Effects of an quantization error De on quadrature signal eðtÞ.
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and the signal power is

j2
s ¼

Z1

0
rðrÞj2rG ðrÞj2dr ð2:68Þ

The SNR due to quadrature signal quantization becomes

SNRq ¼
j2

s

j2
e

ð2:69Þ

Again assuming that the quantization error appears as white additive noise,
the resulting ACI is given by

ACIq ¼
2B

fs � SNRq
ð2:70Þ

In a similar manner to the source signal quantization, for every one-bit
increase in the word length representation, the SNR and hence ACI will be
improved by 6 dB. Doubling the sampling frequency improves ACI by 3 dB.

The quantization error is generally a small fraction of the signal
magnitude. For example, the amplitude variation will be 60:07 dB after a
7-bit quantizer. With this range of ripple, the power amplifier AM-AM and
AM-PM distortion can be well-approximated by a straight line. Assuming
that the amplifier has a complex gain—Gr ðrÞe

jvðrÞ, we can calculate

jG 0ðrÞj2 ¼ G 02
r þ G 2

r v02 ð2:71Þ

The quantization noise power is then approximated by

j2
e ¼

1

3�22B jG
0ðrÞj2

Z1

0
rðrÞðr2 � r4Þdr ð2:72Þ

and the SNR is

SNRq ¼ SNRs � 10 log10

G 0
r

Gr

 !2

þv02
" #

� 10 log10

Z1

0
rðrÞðr2 � r4Þdr ðdBÞ ð2:73Þ

The SNR could be infinity in the case of perfectly linear power amplifiers.
This result shows that it is important to design power amplifiers with nearly
linear AM-AM and nearly flat AM-PM characteristics near the operating
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point, such that the quadrature signal quantization will not degrade the
overall noise performance. Switching-mode power amplifiers may perform
better than the classical saturated power amplifiers in this regard, as long as
the bandwidth is sufficiently large. It can be shown that the SNR in this case
is given by

SNRq ¼ SNRs � PAP � 10 log10

Z1

0
rðrÞðr2 � r4Þdr ðdBÞ ð2:74Þ

2.8 Linearity Effects of Reconstruction Filter and DSP
Sampling Rate

As shown in Figure 2.18, in a digital SCS the signal separation is
accomplished inside the processor, and the resultant digital streams are fed to
the digital-to-analog (D/A) converters and reconstruction filters to be
transformed into analog waveforms. The sampling rate of the DSP is a crucial
design parameter and should be kept as low as possible to accommodate the
high modulation bandwidth and lower the power consumption. However, a
low sampling rate increases the complexity of the reconstruction filter since a
low filter order generally requires a high sampling rate and vice versa. Thus,
these conflicting requirements must be properly traded off.

The effect of the D/A conversion in the absence of the quantization
error is equivalent to the simple block diagram shown in Figure 2.29, in
which the original analog waveform is multiplied by an impulse train,
followed by a zero-order hold circuit. The sampling images are generated
during the impulse train modulation. The zero-order hold circuit has a
ðsin x=xÞ response. The sampling images are the periodically repeated copies
of the desired spectrum with frequency shifted by integer multiples of the
sampling rate. The sampling images are considered to be interference terms
and shall be eliminated by the reconstruction filters. In addition, these images

Figure 2.29 Effects of impulse train modulator and zero-order hold.
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and interference terms are attenuated by the sinc response of the zero-order
hold circuit in the D/A converter. Thus, the spectrum of the two component
signals after passing the reconstruction filters can be described by [44]

S1;2ðf Þ ¼
X1

k¼�1

Hz ðf Þ � Hr ðf Þ � S1;2ðf þ kfs Þ ð2:75Þ

where Hr ðf Þ is the frequency response of the reconstruction filters, fs is the
sampling rate, and Hz ðf Þ is the ‘‘sinc ’’ response of the zero-order hold
circuit,

Hz ðf Þ ¼
1

fs
e jpf =fs �sincðp

f

fs
Þ ð2:76Þ

Even though aliasing of the wideband quadrature signals could occur during
the D/A conversion, the signal recombining still results in the complete
cancellation of the wideband signals owing to the fact that they are ideally
180– out of phase. Now, the final output is

Soutðf Þ ¼ S1ðf Þ þ S2ðf Þ

¼ 2
X1

k¼�1

Hz ðf Þ � Hr ðf Þ � sðf þ kfs Þ ð2:77Þ

Note that the sampling images of the source signal are added in-phase, after
being attenuated by the reconstruction filters and the ‘‘sinc’’ response.
Figure 2.30 shows the spectrum for the upper amplifier branch signal S1ðt Þ.
The reconstruction filter used is a Butterworth filter, and the sampling rate is
4· oversampling. The cutoff frequency of the filter is fixed at 2.5 MHz.
Figure 2.31 gives the output spectrum with three different filter orders for a
CDMA IS-95 waveform.

In addition to the various filter types, the sampling images may be
suppressed by increasing the sampling rate, increasing the filter order, or
decreasing the filter cutoff frequency. However, note that the two component
signals have a much wider bandwidth than the desired signal. As the filters
cut more deeply into the signal at the higher frequencies, the envelope of the
two component signals will start to ripple and introduce intermodulation
through the saturated power amplifiers by the mechanisms we have already
discussed. As usual, this intermodulation term may be mitigated with
saturated- or switching-mode power amplifiers. Both the sampling images
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and intermodulation contribute to the out-of-band interference and should
be kept below the specified ACI. It is generally a cumbersome task to find the
optimum combination of sampling rate and filter cutoff frequency. A one-
dimensional search method based on simulation was proposed in [44] and
proved to be useful. This method assumes that an increase of the cutoff
frequency decreases the intermodulation and that the residual spectrum near
the sampling frequency is dominated by the sampling image. For a specified
filter type and order, the optimal cutoff frequency was found by iterative
calculation and simulation to suppress both the sampling image and
intermodulation below the required ACI. Butterworth and Bessel filters were
investigated; the former performs considerably better due to its sharper cutoff
frequency.

2.9 Summary

The major factors contributing to the linearity degradation in outphasing
power amplifier systems have been discussed. The path imbalance between

Figure 2.30 Simulated spectrum of the upper branch signal sðt Þ þ eðt Þ for CDMA IS-95
with differing Butterworth reconstruction filter order.
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the two power amplifier branches results in incomplete cancellation of
the wideband quadrature signal and hence creates both out-of-band
interference and inband distortion. The misalignment of the I/Q modulators
includes the gain and phase error between the I and Q channels and the
carrier leakage. These factors introduce amplitude variation to the two phase-
modulated signals and create intermodulation through the AM-AM and
AM-PM conversion of the nonlinear power amplifiers. The quadrature
modulator errors may have more detrimental effects on the linearity
performance of an outphasing system than on other linearization techniques.
These error effects are more troublesome, since they cannot be compensated
for as easily as the path imbalance effect. However, the quadrature modulator
in an outphasing system is ideally producing a constant envelope output
signal, and this fact may lead to a simpler and more effective approach to
track and correct the quadrature modulator errors. The linearity performance
is also degraded by the digital SCS due to quantization effects, sampling, and
reconstruction filtering. The quantization noise of the source signal directly
adds to the output as a constant background. The quantization of

Figure 2.31 Simulated total output spectrum for CDMA IS-95 with differing Butterworth
reconstruction filter orders.
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the quadrature signal causes variation of the gain and phase characteristics of
the nonlinear power amplifiers and hence creates interference terms. The
effects of the reconstruction filters and sampling rate have also been
addressed. The filter type, order, and cutoff frequency generally need to be
traded off with the sampling rate to achieve the optimum performance. In the
case of the envelope fluctuation induced by the quadrature modulator errors,
reconstruction filtering, and DSP sampling, two limiters with sufficient
bandwidth or two switching-mode power amplifiers may mitigate the
linearity impairment created by the amplifier nonlinearities.
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3
Path Mismatch Reduction Techniques
for Outphasing Amplifiers

3.1 Introduction

Linear modulations such as M-PSK and M-QAM are desired for modern
digital wireless communications because of their superior spectral efficiency,
but they require linear power amplification at transmission. On the other
hand, limited battery capacity imposes primary restrictions on the power
consumption of mobile handsets, and even base station power amplifiers have
limited dc power availability. It is typically the final power amplifier stage in
the transmitter that constitutes this real challenge for the designer—the
power efficiency and linearity need to be carefully traded off since they
generally require different tuning and cannot be maximized simultaneously.
Conventional linear amplifier design techniques, like load pull, entail a great
deal of effort to optimize the amplifier performance due to the high cost of
power transistors. The outphasing power amplifier takes advantage of two
nonlinear amplifiers to achieve linear amplification and hence eliminates this
trade-off and greatly simplifies design procedures in this respect. Moreover,
the inherent characteristic of this architecture allows power amplifiers to
continuously operate at their peak power efficiency and potentially improves
the overall efficiency of the system.

The outphasing amplifier, differing from other linearization techni-
ques, achieves linear amplification with a pair of ‘‘matched’’ nonlinear power
amplifiers. Instead of the individual amplifier linearity, the matching
condition turns out to be the major concern, provided that the amplifier has
sufficient bandwidth to accommodate the phase-modulated component
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signals. Among the factors that contribute to the system linearity degradation
in an outphasing amplifier, the RF path mismatch between two amplifier
paths is the major mismatch source. Unfortunately, this architecture
demands an extremely tight tolerance on the matching condition for the
acceptably small out-of-band rejection. This problem has been analyzed [1–3],
and typical requirements for most practical applications are approximately
0.1 to 0.5 dB in gain matching and 0:4 to 2– in phase matching. Further-
more, the gain and phase characteristics of the power amplifiers are highly
variable due to thermal drift, component aging, and channel transition.
Therefore, the matching condition must be maintained free of environmental
variations. This is nearly impossible to achieve in most practical situations
and has been the primary reason that prevents outphasing approach from the
practical applications. Attempts have been made to correct for the path
imbalance through some kind of feedback approaches.

This chapter first introduces the path mismatch correction schemes
based on training vectors. With these methods, the gain and phase imbalance
between two amplifier branches are characterized by a set of tests, and then
compensated by introducing a predistorted term. These schemes are simple
and effective, but interrupt regular data transmission. Correction techniques
that can operate in the background are then described. These schemes allow
simultaneous data transmission and calibration and therefore are applicable
to any communication standards. For broadband and multicarrier applica-
tions such as in a base station, a high degree of similarity between two amplifier
channels is demanded throughout the entire bandwidth—the simple gain and
phase calibration and compensation technique at one frequency is not
adequate, and channel equalization must be employed to balance the responses
of two branches for the whole channel. This generalized calibration scheme is
also discussed. Finally, VCO-derived syntheses techniques are reviewed,
including the CALLUM and the VLL. These two methods were proposed
as alternative approaches to realize signal component separation and are
able to automatically correct the path imbalance. The latter characteristic
represents a unique advantage over other correction techniques, which makes
them particularly suitable for low-power and low-cost integrated circuit
implementation.

3.2 Correction Schemes Based on Training Vectors

These correction techniques employ efficient training vectors that are
not consistent with the transmitted data sequences and therefore require
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a dedicated time period during regular data transmission for the calibration
and continuous adjustment of the imbalance information. However, the rate
of update on the imbalance can be much less frequent than the data rate, since
the environmental fluctuations that cause it are generally much slower
processes. These schemes could be directly implemented in wireless systems
that employ time-division duplex (TDD) [e.g., digital European cordless
telephone (DECT) and PHSs, in which calibration could be processed when
the transmitter is ‘‘off ’’]. This is not true for continuous transmission
systems utilizing FDMA or CDMA. For TDMA systems, a certain short
time slot might be reserved for all users for calibration purpose only; utilizing
other users’ time slots for calibration at a specific frequency outside of the
band is an alternative way. Another possible approach for TDMA or CDMA
systems might be to embed the calibration code at the beginning of each
individual data packet, where the data packet is much longer than the
calibration code.

3.2.1 Baseband Preconditioning of Path Mismatch Errors

A baseband preconditioning technique was proposed in [4, 5]. This method
is based on the RF power measurements at the power summing ports. The
quadrature modulator errors are corrected in advance of the path imbalance,
if necessary. The measurement and compensation of the quadrature
modulator errors are similar to the methods described in Chapter 2, by use
of two power detectors for each modulator as shown in Figure 3.1. The LO
leakage is first corrected by zeroing the baseband I/Q inputs and adjusting the
dc offsets such that the detected RF output is minimized. The correction is
made iteratively, and the power detector does not need to be linear or
calibrated [6]. The gain error is then abstracted by applying the I/Q vector
(1,0) and (0,1) successively and comparing the detected power. Finally,
applying test vector (1,1) and (1,�1) determines the phase error d

d <
1

2

Pð1;1Þ

Pð1;�1Þ

� 1

" #
ð3:1Þ

The compensation of the quadrature modulator error can be easily
achieved by adjusting the dc offset, amplitude, and phase of the baseband I/Q
signal inside the DSP. A similar strategy can be applied to the measurement
of path imbalance. Specifically, the gain imbalance is determined by
separately applying the I/Q vector (1,0) to one of the two branches while
disabling the other, and vice versa. Then the phase imbalance is determined
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by taking the power measurement of test vector (1,0) for the upper branch
while disabling the lower one for Pref , and (�1,0) for the lower one for P0.

cos Df ¼ 1 �
1

2

P0

Pref

ð3:2Þ

The compensation of the phase imbalance is realized by simply phase-
shifting one of the two component signals. This can be accomplished in the
RF/LO with a phase shifter, or inside the baseband DSP circuit. The
compensation of the gain imbalance cannot be done in the baseband, since
highly nonlinear power amplifiers are preferred, and it is difficult to adjust
the gain of such a nonlinear power amplifier while maintaining its high
power efficiency. For the saturated amplifiers, the optimum approach might
be to ‘‘back-off ’’ one power amplifier with the highest output power until the
two amplifiers have equal power. This would allow the power amplifier with
the smaller output power to operate at peak efficiency and direct correction in
baseband. However, this approach is not applicable to switching-mode
power amplifiers. A more general solution applicable to both cases is to use
the dc–dc converter as the power supply of the nonlinear amplifiers. The gain
imbalance is compensated for by adjusting the supply voltage of the power
amplifier, and the amplifier output power varies approximately proportional
to the square of supply voltage.

Figure 3.1 Block diagram for baseband preconditioning [4].
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3.2.2 Foreground Calibration Algorithm of Path Mismatch Errors

The foreground calibration algorithm makes use of the standard of amplitude
and phase produced by the baseband DSP to calibrate the amplifiers [7]. As
illustrated in Figure 3.2, a feedback loop is added to the standard outphasing
amplifier system to characterize the gain and phase imbalance. A directional
coupler withdraws a small portion of the system output and applies it to a
downconversion mixer, driven by the same LO as the quadrature modulators.
After lowpass filtering, the signal is then analog-to-digital (A/D) converted
and sent to the baseband DSP. The DSP determines the gain and phase
imbalance and eliminates the error effects by introducing a predistortion
term inside the DSP. The following analysis illustrates the derivation of this
algorithm.

3.2.2.1 Foreground Calibration Algorithm

Suppose that G0 is the amplifier gain, f0 is the path delay, and the gain and
phase imbalance of the lower amplifier with respect to the upper one are DG
and Df, respectively. Then, the combined amplifier output will be

S ðt Þ ¼ S1ðt Þ þ S2ðt Þ

¼ G0rmax cos
�
qc t þ vðt Þ � wðt Þ þ f0

�
þ ðG0 þ DG Þrmax cos

�
qc t þ vðt Þ þ wðt Þ þ f0 þ Df

�

Figure 3.2 Outphasing amplifier diagram with foreground calibration loop [7].
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¼ 2G0 cos
1

2
Df

� �
rðt Þ cos

�
qc t þ vðt Þ þ f0 þ

1

2
Df

�
þ DGrðt Þ cos

�
qc t þ vðt Þ þ f0 þ Df

�
� 2G0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2ðt Þ

q
sin

1

2
Df

� �
cos qc t þ vðt Þ þ f0 þ

1

2
Df

	 


� DG
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2ðt Þ

q
sin

�
qc t þ vðt Þ þ f0 þ Df

�
ð3:3Þ

where qc is the carrier frequency. The last expression is obtained by first
combining the phase distortion terms and then abstracting wðt Þ out of the
phase angle. The spectrum regrowth stems from the amplitude and phase
distortion of the summed signal. The first two terms in (3.3) contribute to the
desired signal, and the last two terms add to the out-of-band spectrum, as a
consequence of incomplete cancellation of the wideband quadrature signal
eðt Þ. The ACI is related to the ratio of the last two terms to the first two
terms, which is proportional to the gain and phase imbalance, as shown in
Chapter 2.

The variables rðt Þ and vðt Þ—the amplitude and phase of the baseband
digital input modulated by the SCS—determine the relation between the
four terms in (3.3). The correct choice of rðt Þ and vðt Þ provides a mechanism
to abstract the gain and phase error information from the distorted output
signal. Specifically, four different combinations of rðt Þ and vðt Þ are sufficient
to obtain the gain and phase imbalance from the combined output. The
foreground algorithm takes the approach of setting these two variables to
extreme cases—rðt Þ ¼ rmax or 0, and vðt Þ ¼ 0 or p=2. Equivalently, we can
set the baseband I/Q components of two signal vectors to be 0 or 6rmax,
which is straightforward to realize with the DSP. The correction algorithm
consists of the successive generation and measurement of four calibration
signals. First, we set the amplitude of the baseband input signal to the
maximum allowable level of the DSP/SCS [i.e., rðt Þ ¼ rmax]. Then setting
vðt Þ ¼ 0 to get S0, and vðt Þ ¼ p=2 to get Sp. The results from (3.3) after
downconversion are

S0 ¼ G 0
Lrmax cos

1

2
Df

� �
cos fL þ

1

2
Df

� �

�
1

2

DG

G0

GLrmax sin
1

2
Df

� �
sin fL þ

1

2
Df

� �

< G 0
Lrmax cos fL þ

1

2
Df

� �
ð3:4Þ
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Sp ¼ �G 0
Lrmax cos

1

2
Df

� �
sin fL þ

1

2
Df

� �

�
1

2

DG

G0

GLrmax sin
1

2
Df

� �
cos fL þ

1

2
Df

� �

< �G 0
Lrmax sin fL þ

1

2
Df

� �
ð3:5Þ

where

G 0
L ¼ 1 þ

DG

2G0

� �
GL ð3:6Þ

and GL is the effective loop gain; fL consists of the loop delay and phase shift
introduced by the mixer. We then set the amplitude of the input baseband
signal to zero [i.e., rðtÞ ¼ 0]. Now, the first two terms in (3.3) are removed.
As before, we set vðtÞ ¼ 0 to obtain Sa

Sa ¼ �GLrmax sin
1

2
Df

� �
cos fL þ

1

2
Df

� �
�

1

2

DG

G0

GLrmax sinðfL þ DfÞ

< �
1

2
DfGLrmax cos fL þ

1

2
Df

� �
�

1

2

DG

G0

GLrmax sin fL þ
1

2
Df

� �
ð3:7Þ

and set vðt Þ ¼ p=2, to obtain Sb

Sb ¼ GLrmax sin
1

2
Df

� �
sin fL þ

1

2
Df

� �
�

1

2

DG

G0

GLrmax cosðfL þ DfÞ

<
1

2
DfGLrmax sin fL þ

1

2
Df

� �
�

1

2

DG

G0

GLrmax cos fL þ
1

2
Df

� �
ð3:8Þ

Making use of (3.4), (3.5), (3.7), and (3.8), Sa and Sb can be written in
matrix form as

Sa

Sb

� �
< �

1

2

�Sp S0

S0 Sp

� �
DG=G0

Df

� �
ð3:9Þ

Solving (3.9) for DG=G0 and Df yields

DG

G0

<
1

PL

�
SpSa � S0Sb

�
ð3:10Þ
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Df < �
1

PL

�
S0Sa þ SpSb

�
ð3:11Þ

where PL is defined by

PL ¼
1

2
G 2

L r2
max ð3:12Þ

Note that if two amplifier branches are perfectly matched, GLrmax actually
corresponds to the maximum signal amplitude detected by the DSP/SCS at
the end of correction loop; hence PL might be referred to as the ‘‘average’’
power level normalized to a 1-Q characteristic impedance during calibration.
The quantity PL can be estimated by

PL <
1

2

�
S2

0 þ S 2
p

�
ð3:13Þ

Equation (3.9) indicates that the gain and phase imbalance are solely
determined by the resulting output of four calibration signals S0, Sp, Sa , and
Sb . The relationship between them, as well as between PL and fL, are best
illustrated by Figure 3.3 in the case of small gain and phase imbalance, where

Figure 3.3 Relationship between path imbalance and calibration signals (R¼GLrmax).
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Sa and Sb are the linear combinations of S0 and Sp scaled by the gain and
phase imbalance. Observed from the antenna, Sa and Sb are near zero-power-
level signals, and S0 and Sp are full-power-level signals. If two amplifier
branches are perfectly matched, Sa and Sb would be zero.

The approximations in (3.4), (3.5), and (3.9) give rise to a certain
amount of estimation error for the measurement of the gain and phase
imbalance. Note that as long as the gain and phase error are close to zero,
there will be negligible estimation error in (3.10). Therefore the estimate and
compensation of gain and phase imbalances could be iterative; with several
iterations, the gain and phase imbalances are able to converge to an arbitrarily
low level. Also note that the measured gain and phase imbalance are
proportional to 1=PL , and that suggests that a precise determination of PL

is not essential and that we may need to estimate this parameter only once
at the beginning of the calibration. To see how the path imbalance affects
the algorithm convergence, let’s acquire the accurate expressions of S0, Sp, Sa ,
and Sb from (3.3), and substitute them and the definition of PL into (3.10).
After applying a trigonometric expansion, it is not difficult to obtain the
following expression for the gain imbalance

DG

G0

� �
est
¼ 1 þ

DG

2G0

� �
DG

G0

� �
act

ð3:14Þ

where ‘‘est’’ and ‘‘act’’ indicate estimate and actual, respectively. Note that no
approximation has been made to derive the above expression. A similar result
can be obtained for the phase imbalance

ðDfÞest ¼ 1 þ
DG

G0

� �
sinðDfÞact

< 1 þ
DG

G0

� �
ðDfÞact ð3:15Þ

The only approximation here is the Taylor expansion of the sine function,
which is accurate up to the second order of the phase imbalance and is
negligible compared to the first-order estimation error introduced by the gain
imbalance. Equations (3.14) and (3.15) conclude that after each iteration and
compensation, the actual gain imbalance decreases by a factor of DG=2G0,
while the actual phase imbalance decreases by a factor of DG=G0. Note that
the iteration convergence is independent of the phase imbalance. The actual
gain phase imbalance at the end of the nth iteration and compensation are
given by
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G0






max; n

< 2
DG

2G0

� �ð2nÞ

ð3:16Þ

Df max; n




 < 2Df
DG

2G0

� �ð2n�1Þ

ð3:17Þ

In the ideal case, the gain and phase imbalance would be no more than 62%
and 62:3– after the first compensation, and less than 0:1% and 0:3– after the
second iteration, assuming that the initial gain and phase imbalance are 20%
and 11:5–, respectively. In other words, at most, three iterations are needed
for the calibration to converge.

3.2.2.2 Practical Considerations

Perfectly balanced quadrature modulators are assumed in this architecture,
and that leads to an important concern. The quadrature errors create a
residue in the adjacent channels and this effect has been analyzed in
Section 2.6.2. Now the outphasing amplifier output in the presence of
quadrature errors—the amplitude error g1;2 and phase error d1;2 of each I/Q
modulator—is described by,

S ðt Þ ¼ S1ðt Þ þ S2ðt Þ

< (3.3)

�
1

2
G0ðg1 þ g2Þrðt Þ sin½vðt Þ� sinðqc t þ f0Þ

�
1

2
G0ðd1 þ d2Þrðt Þ sin½vðt Þ� cosðqc t þ f0Þ

þ
1

2
G0ðg1 � g2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
max � a2ðt Þ

q
cos½vðt Þ� sinðqc t þ f0Þ

þ
1

2
G0ðd1 � d2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
max � a2ðt Þ

q
cos½vðt Þ� cosðqc t þ f0Þ ð3:18Þ

The rðt Þ terms are narrowband and introduce inband distortion, while theffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
max � a2ðt Þ

p
terms are wideband and create out-of-band spectrum. The

out-of-band spectrum can only be suppressed by matching the two I/Q
modulators, not by adjusting the gain and phase delay of the amplifier
branches.

The presence of the quadrature errors degrades the measurement
accuracy of the gain and phase imbalance. Following procedures similar to
those used to derive the signal after the lowpass filter (LPF), it is not difficult
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to obtain the following expression for estimated gain and phase imbalance by
using (3.10) and (3.18), and the definitions of S0, Sp, Sa , and Sb—that is,

DG

G0

� �
est

¼
DG

G0

� �
act
�ðg1 � g2Þ sin2fL � ðd1 � d2Þ sin fL cos fL ð3:19Þ

ðDfÞest ¼ ðDfÞact � ðd1 � d2Þ cos2fL � ðg1 � g2Þ sin fL cos fL ð3:20Þ

The measured gain and phase imbalance are constantly offset by a certain
small amount, depending on the quadrature errors and the phase delay of
the correction loop. As a result, the gain and phase errors will finally reach
values of

DG

G0






n!1

¼
�
g1 � g2

�
sin2fL þ

�
d1 � d2

�
sin fL cos fL ð3:21Þ

Df jn!1 ¼
�
d1 � d2

�
cos2fL þ

�
g1 � g2

�
sin fL cos fL ð3:22Þ

Practically, many imperfection factors contribute to the quadrature errors
(e.g., LO leakage and temperature variation, not only the mismatching of
amplitude and phase), and these two values are statistically averaged effects
and highly variable with environment. After a few iterations, the measured
imbalance ‘‘appears’’ close to zero, while the actual imbalance stays around
the same order as the quadrature errors and varies slightly after each iteration.
In other words, the quadrature errors set an upper limit for the overall
performance of the outphasing amplifier. Fortunately, highly accurate quad-
rature modulators are now routinely available for upconversion and
downconversion applications, with gain and phase accuracy well within the
requirements of this proposed algorithm.

In practice, the dc offset of the mixer, LPF, and A/D converter add to
the measured calibration signals as a constant background, and that degrades
the measurement accuracy and algorithm convergence. To eliminate this
effect, we may add an extra calibration signal Sc to determine the dc offset.
Sc may be chosen to be a signal that is 180– out-of-phase with any of the four
calibration signals [e.g., we choose Sc to be 180– out-of-phase with Sa , by
setting rðt Þ ¼ 0 and vðt Þ ¼ p, i.e. I1¼ I2 ¼ 0, Q1¼ rmax, and Q2 ¼ �rmax].
The dc offset is easily determined by

Voffset ¼
1

2

�
Sa þ Sc

�
ð3:23Þ
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Alternatively, the dc offset may be directly measured by disabling the
transmitted signal.

In a typical mobile station, a duplexer is employed to isolate the
transmitter from the receiver in order to prevent interference between the
transmission band and receiving band. It is important to minimize the out-
of-band spectral power during calibration since the duplexer cannot prevent
the interference to adjacent channels. From (3.3), it is clear that during the
calibration when amplitude rðt Þ is fixed and vðt Þ is swept, the amplifier
output is a phase modulated signal. The transmission bandwidth—BT —of
the PM signals is given by Carson’s rule [8],

BT ¼ 2ðb þ 1ÞB

¼ 5:1B ð3:24Þ

where b is the phase modulating index, in this case p=2, and B is the
bandwidth of the modulating signal. As we fix vðt Þ and vary the amplitude
rðt Þ, the output is a combination of four double-sideband suppressed carrier
(DSB-SC) signals. For this amplitude modulation, the output power
spectrum is the linear translation of the modulating signal. Therefore,
the bandwidth of the amplifier output can be well controlled during
correction.

The quantization error of the A/D converter may limit the performance
of the correction algorithm. By definition, the dynamic range is the ratio of
the maximum detectable signal level to the minimum detectable level. For a
(B þ 1)-bit A/D converter, we have

D ¼
Xm

2B ð3:25Þ

where D and Xm are the step size and the full-scale level of the A/D converter,
respectively. The maximum detectable signal level is Xm ¼ GLrmax. Since the
quantization error is not more than D=2, the worst case estimate of Df from
(3.10) may be written as

ðDfÞest ¼ �
2

ðGLrmaxÞ
2 S0 þ

D

2

� �
Sa þ

D

2

� �
þ Sp þ

D

2

� �
Sb þ

D

2

� �	 


< ðDfÞact þ

ffiffi
2

p

2B sin f þ
1

2
Df �

p

4

� �
ð3:26Þ
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The estimation error jDfjerr of the phase imbalance is bounded by

jDfjerr #

ffiffi
2

p

2B ð3:27Þ

A similar result applies to the estimation error jDG=G0jerr of the gain
imbalance from (3.10),

DG

G0











err
#

ffiffi
2

p

2B ð3:28Þ

Then the required word length of the A/D converter is calculated to be

B þ 1 ¼ 1:5 �
log10 d

log10 2
ð3:29Þ

with d being the smaller value between the allowable gain and phase error.
As an example, correction of I/Q modulator quadrature errors of 3:5%
(0.3 dB) in amplitude and 2– in phase would require a B þ 1 ¼ 6:3, thus
7-bit, A/D converter. Considering the refresh rate of the calibration iteration,
which might be tens of kilohertz, this is easily achievable with modern A/D
converter technology.

Figure 3.4(a) displays an example of the calibration signal waveforms I1
and Q1. Waveforms I2 and Q2 are not shown here; they are time-shifted
versions of Q1 and I1. The dashed lines indicate the moment when the
calibration signal samples are taken. In between the dashed lines are the
transitions that must be carefully designed to minimize out-of-band
radiation. No out-of-band spurs above �55 dBc were observed in our
experiment during calibration. The LPF transient effect is not crucial in this
example, with transient time 2 to 3 orders less than the iteration period. This
fact is demonstrated by Figure 3.4(b), in which the traces are smooth and no
ripples are observed.

Note that an extra calibration signal SC is added to determine the dc
offset of the LPF and analog-to-digital converter (ADC). The calibration was
accomplished within two or three iterations. Each iteration took 0.12 ms and
can be further reduced if necessary. Figure 3.4(b) compares traces before and
after calibration. For a perfectly matched outphasing system, Sa , Sb, and Sc

should remain zero—the constant dc offset in this case, which is consistent
with the experiment. Since CDMA IS-95 mobile terminals transmit signals in
bursts, the calibration could be taken very shortly before real data transmission,
with two zero-RF-power-level signals (Sa and Sb) followed by two full-RF-
power-level signals (S0 and SP ) at the beginning of every few bursts.
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Figure 3.5 displays the output power spectrum of the amplifier system.
The upper amplifier operates at gain compressed by 2 dB, as a fairly nonlinear
amplifier. To adjust the power of the bottom branch to compensate the gain
imbalance, the bottom amplifier operates 3 dB backed off from the 1-dB
compression point in the linear operation region. The maximum capable
output power of this system is 31 dBm. Without correction (upper curve),
the ACI is around �27 dB, while with correction (lower curve) the out-of-
band spectrum is suppressed efficiently below �38 dBc. The measured gain
and phase imbalance prior to calibration are 0.5 dB and 12–, respectively.
The relatively large phase imbalance comes from the fact that two power
amplifiers are driven at different power levels, with one saturated and the
other linearly operated. The suppression of the secondary spectral emission is
less successful, due to the relatively large cutoff frequency of the
reconstruction filters and their mismatches. Considering that the modulators
used have a nominal 2– phase error and 0.3-dB gain error, the �38 dBc ACI
is an outstanding result.

Figure 3.4 (a) Calibration signal waveforms I1/Q1, and (b) lowpass filtered calibration
signals before and after correction.
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3.3 Path Mismatch Error Correction Schemes Transparent
to Data Transmission

3.3.1 Phase-Only Correction Approach

A ‘‘phase-only’’ correction was proposed in [3]. In this method, the phase
imbalance is detected by multiplying two power amplifier outputs, as
illustrated in Figure 3.6. The multiplier output is lowpass filtered,
differentiated, and fed to a comparator. Since a 90– hybrid is used as a
power combiner, an extra 90– phase shift is added between the two
component signals. In the presence of the phase imbalance d between the two
amplifier outputs, the differentiated output can be described by

SLPFðt Þ ¼ cos½2wðt Þ þ d� � w0ðt Þ ð3:30Þ

where

cos wðt Þ ¼
rðt Þ

rmax

ð3:31Þ

Figure 3.5 Measured output spectra for CDMA IS-95 with and without calibration using
foreground correction scheme [9].
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The DSP circuit generates a trigger pulse when two component signals are
180– out of phase, corresponding to wðt Þ ¼ 45–. The trigger time is then
compared to the zero-crossing time of the detected signal, and the difference
is used to guide a one-dimensional search for the phase imbalance. One
branch signal phase is controlled by adding or subtracting a certain phase
increment, and the phase imbalance is compensated. A variation of this
approach is to use a 180– hybrid without the differentiator, although the
differentiation operation helps to eliminate the effect of filter dc offset. Note
that the zero-crossing time of the detected signal is used to guide the
compensation of the phase imbalance, this method is free from the change of
the amplifier output power. However, since the phase imbalance is
determined by multiplying the two amplifiers’ outputs, any imbalance
after the power amplifiers—like the hybrid—is ignored. In addition, careful
design is required to prevent the additional phase imbalance introduced by
the measurement circuit.

3.3.2 Simplex Search Algorithm Correction

A simplex search algorithm was proposed in [10] to correct for both gain and
phase imbalance. Figure 3.7 shows the schematic diagram of one
implementation of this approach. The combined output from two power
amplifiers is downconverted and fed to a bandpass filter (BPF) to recover the
out-of-band emission that carries the gain and phase imbalance information.
The magnitude of the filtered signal is integrated over a finite number of
symbols. The integration guides a search algorithm to find the optimal gain
and phase correction by minimizing the out-of-band power. As discussed in

Figure 3.6 Outphasing amplifier with phase imbalance correction [3].
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Chapter 2, the out-of-band power of the combined output is proportional to
the path imbalance

Pout-of-band ~
DG

G0

� �2

þDf2 ð3:32Þ

A straightforward optimization to find the gain and phase imbalance is
through the alternating variable method. In this method, each variable is
iteratively changed to reduce the objective function—out-of-band power in
this case—while the other variables remain fixed, and the whole cycle is
repeated until the algorithm converges. The alternating variable method
applied to this case could be efficient, because the two variables (gain and
phase) are completely decoupled and the change of objective function occurs
through the principal axes of the ellipse. However, the measured out-of-
band power at each iteration is subject to the noise, since an estimation is
used with a finite number of symbol integrations. Therefore, the simplex
algorithm, which is known to be robust when the objective function suffers
from substantial noise, is suggested [11]. A simplex is a set of Nþ 1
equidistant points in N-dimension space RN—an equilateral triangle in this
case. An initial simplex is chosen at the beginning of the iteration. The
vertex at which the objective function value is largest is determined, and a
new simplex is formed by mirroring this vertex through the other two, as
illustrated in Figure 3.8. The process is repeated and eventually no further
progress is observed, owing to the insufficient resolution of the simplex.

Figure 3.7 Block diagram for outphasing amplifier with simplex search algorithm [10].
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Then a smaller simplex is constructed, allowing the iteration to continue
until the objective function value is under an acceptably low level. In this
method, the correction of imbalance relies on the measurement of the low-
power out-of-band emission, which demands a long integration time for
each adaption. This requirement sets a lower limit on the calibration time of
approximate 1–2 seconds, which is a consideration in real-time applications.

3.3.3 Direct Search Algorithm

The performance of the simplex algorithm may be degraded if the phase
imbalance is the combined result of the phase imbalance due to differences
in electrical length and the gain imbalance through AM-PM conversion of
the nonlinear power amplifier. A direct search method was proposed in [12]
to solely correct the gain imbalance as well as the consequent phase
imbalance. The block diagram for the baseband model of this approach is
shown in Figure 3.9. The amplifier outputs are combined, attenuated, and
then fed to a LPF to suppress the out-of-band spectrum. The attenuated
output signal can be expressed as

S ðt Þ ¼
1

2

h
sðt Þ � eðt Þ

i
þ

1

2
1 þ g � e jvðg Þ
h ih

sðt Þ þ eðt Þ
i

¼ sðt Þ þ
1

2
ge jvðg Þ

h
sðt Þ þ eðt Þ

i
ð3:33Þ

where g is the gain imbalance and vðg Þ is the AM-PM induced phase
imbalance. Referring to Figure 2.21, it is clear that for most linearly
modulated signals, especially for high-order modulations such as 16-QAM,

Figure 3.8 Illustration of the simplex method with two variables [11].

104 Design of Linear RF Outphasing Power Amplifiers



the quadrature signal eðt Þ dominates the inband power other than the source
signal sðt Þ. The lowpass filtering suppresses the out-of-band power but hardly
affects the inband distorted signal power due to eðt Þ. A reference modulated
source signal sr ðt Þ is then subtracted from the filter output [12],

Ssubðt Þ ¼
1

2
ge jvðg Þ

h
sðt Þ þ eðt Þ

i
ð3:34Þ

Note that sðt Þ þ eðt Þ has constant amplitude rmax; thus, this result can be
used by a direct search algorithm to find the gain imbalance for correction in
the lower amplifier branch. This technique is based on the evaluation of the
inband distortion by downconverting the combined output and subtracting
it from the input signal with an extra D/A branch. The subtraction has to be
precise to obtain the complete cancellation of the source signal. Moreover, no
phase imbalance due to electrical length difference between two amplifier
branches is assumed.

3.3.4 Background Calibration Algorithm

The background calibration algorithm is an improved feedback approach
over the foreground one, which operates continuously in background during
regular data transmission. Instead of generating a set of calibration signals,
the background scheme makes use of the transmitted data as a kind of
calibration signal. As shown in Figure 3.10, a small portion of the amplifier
output is coupled into the feedback loop and downconverted by a mixer.

Figure 3.9 Baseband block diagram for direct search algorithm [12].
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Then the mixed signal is lowpass filtered, A/D converted, and sent back to
the DSP/SCS. The baseband digital circuit controls the third branch signal
such that S3 connects to either of the upper or lower amplifier branch inside
the DSP. Furthermore, in each case the DSP regularly exchanges two
component vectors S1 and S2 in two amplifier branches back and forth. The
gain and phase imbalance are completely characterized by determining the
maximum and minimum signal values.

3.3.4.1 Theory of Background Calibration Algorithm

Assume that G0 is the amplifier gain and f0 is the path delay and that the gain
and phase imbalance are DG=G0 and Df, respectively. Then before and after
the DSP exchanges S1=S2, the combined output may be expressed as

S ðt Þ ¼ G0Vm cos
h
qc t þ vðt Þ7 wðt Þ þ f0

i
þ 1 þ

DG

G0

� �
G0Vm cos

h
qc t 6 vðt Þ þ wðt Þ þ f0 þ Df

i
ð3:35Þ

where ‘‘7’’ and ‘‘6’’ are the consequences of exchanging two component
vectors S1 and S2. Note that as long as the path imbalance is maintained
under a certain low level, the exchange between S1 and S2 makes little
difference to the amplifier output signal. When the S3 branch connects to the
upper branch inside the DSP, called state ‘‘A,’’ we have

Figure 3.10 Block diagram for background calibration algorithm [9].
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S3Aðt Þ ¼ V3 cos
h
qc t þ vðt Þ7 wðt Þ þ f3

i
ð3:36Þ

where V3 stands for the signal amplitude of the mixer branch, and f3 is the
phase delay. The downconversion mixer multiplies the outphasing amplifier
output (3.35) with (3.36), and after lowpass filtering we obtain

SLPF ¼
1

2
GLVm cosfL þ

1

2
1þ

DG

G0

� �
GLVm cos

h
62wðt ÞþfL þDf

i
ð3:37Þ

where GL is the loop gain and fL consists of the loop phase delay and the
phase shift introduced by the downconversion mixer. Recall that
cos½wðt Þ� ¼ aðt Þ=Vm, which is the only time variable in (3.37); hence the
detected signal is a sinusoid modulated by baseband amplitude rðt Þ and
offset by a dc constant. The dc offset and the amplitude of this sinusoidal
function carry the gain and phase imbalance, and they can be extracted by
determining the two extreme cases—the maximum and minimum signal
values. This function is accomplished by the baseband DSP. The band-
limited characteristics of the baseband input implies that the amplitude aðt Þ
has a large variation with time. As stated previously, 0– # wðt Þ# 90–;
therefore we have

�180– #62wðt Þ# 180– ð3:38Þ

The above expression guarantees that the maximum and minimum signal
values can be found. The exchanging of S1 and S2 may create an overshoot on
the output envelope input to the DSP, due to the phase discontinuity in the
S3 branch before and after exchanging, which in turn degrades the
measurement accuracy of the maxima and minima. This error effect can be
minimized by exchanging S1 and S2 when these two vectors are close to each
other [i.e., aðt Þ< Vm], or possibly hold the DSP/SCS output at a constant
for a short period of time until the LPF reaches the steady state. Now, two
quantities are obtained by combining these maxima and minima—that is,

SAþ ¼ maxA þ minA ¼ GLVm cos fL ð3:39Þ

SA� ¼ maxA � minA ¼ 1 þ
DG

G0

� �
GLVm ð3:40Þ

Similar procedures applied to the state ‘‘B,’’ when the DSP switches S3 to the
lower amplifier branch. Specifically, S3 connects to the lower branch, and
when mixed with the outphasing amplifier output, we obtain
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SLPF ¼
1

2
1 þ

DG

G0

� �
GLVm cos

�
fL þ Df

�
þ

1

2
GLVm cos

h
7 2wðt Þ þ fL

i
ð3:41Þ

Similarly, SBþ and SB� can be computed,

SBþ ¼ 1 þ
DG

G0

� �
GLVm cos

�
fL þ Df

�
ð3:42Þ

SB� ¼ GLVm ð3:43Þ

Comparing (3.40) and (3.43), we immediately obtain the gain imbalance

DG

G0

¼
SA�

SB�
� 1 ð3:44Þ

The determination of phase imbalance is a little bit more involved, since this
quantity is resolved from cosðfL þ DfÞ and cos fL , which are calculated by
the other two ratios of (3.40) and (3.43); that is,

Df <
cos fL � cosðfL þ DfÞ

sin fL
ð3:45Þ

The resolution of Df from cosðfL þ DfÞ strongly depends on fL since fL is
a small quantity. This situation occurs due to the finite word length
representation of the voltage waveform by the ADC, and hence limits the
SNR in the calibration loop. The optimum resolution occurs as
sin fL ¼ 61. This condition can be achieved by monitoring the ratio
cos fL ¼ Saþ=Sb� and introducing a proper phase shift in S3 branch such
that Saþ=Sb� < 0. As a fairly rough estimation, we have

Df <6
SBþ

SA�
�

SAþ

SB�

� �
ð3:46Þ

where ‘‘6’’ is determined by the sign of fL. In a similar manner to PL in the
foreground calibration case, sin fL only scales the measured phase imbalance.
Hence the accurate determination of sin fL is not critical and is unnecessary,
and (3.46) is effective in an iterative sense, even if fL cannot be well-
controlled.
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3.3.4.2 Practical Considerations and Algorithm Limitations

The quadrature modulator error is more complicated than in the foreground
case, since there are three I/Q modulator branches. For the sake of brevity, we
will assume that all the quadrature errors are equal [i.e., g1;2;3 ¼ d1;2;3 ¼ d].
This will simplify the calculations; yet the final results will provide general
directions. The detailed derivations are neglected here, and the worst case of
the four measured signals is given by

SAþ ¼ ð1 þ dÞGLVm cos fL ð3:47Þ

SA� ¼ ð1 þ dÞð1 þ
DG

G0

ÞGLVm þ 2
ffiffi
2

p
dGLVm cos fL ð3:48Þ

SBþ ¼ ð1 þ
DG

G0

Þð1 þ dÞGLVm cosðfL þ DfÞ ð3:49Þ

SB� ¼ ð1 þ dÞGLVm þ 2
ffiffi
2

p
dGLVm cos fL ð3:50Þ

The gain imbalance is calculated according to (3.44)

DG

G0

� �
est

¼
SA�

SB�
� 1

<
DG

G0

� �
act

ð3:51Þ

and the phase imbalance can be calculated by

ðDfÞest ¼ 6
SBþ

SA�
�

SAþ

SB�

� �
< ðDfÞact

�
1 � 2

ffiffi
2

p
d cos fL

�
ð3:52Þ

From this very rough approximation, the quadrature errors of the I/Q
modulators will not affect the measurement of the gain imbalance, while the
measurement error of the phase imbalance has the same order as the
quadrature errors. As we know, cos fL is kept close to zero for the optimum
estimation on the phase imbalance and that reduces the effects of quadrature
errors.

The characterization of the gain and phase imbalance takes advantage of
the time-varying characteristics of the baseband input signal. In other words,
if the baseband input is a constant amplitude, this calibration scheme fails.
However, there is no reason to use an outphasing amplifier to amplify such
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a constant amplitude signal, so this is not a limitation in practice. Referring to
(3.37), in the case of optimum condition, to guarantee that the DSP finds the
maxima and minima, the amplitude variation has to satisfy the following
expression

max
�
aðt Þ

�
min

�
aðt Þ

� > ffiffi
2

p
ð3:53Þ

This situation is illustrated in Figure 3.11, in which at least a 690– variation
on 62wðt Þ is required in order that the function passes through its maxima
and minima from the optimum point. In case the S3 branch is not well-
controlled, the variation of the signal amplitude has to increase accordingly to
accommodate the deviation from the optimum point. Equation (3.53) is thus
the minimum requirement and is applicable to most practical applications.

The dc offset of the mixer, the LPF, and the ADC add to the measured
signal values as a constant background and degrade the measurement
accuracy. Note, however, that the dc offset will not affect the accuracy of
the measured gain imbalance, since it cancels out in SA� and SB�. To take it
into account, this value is determined and subtracted from SAþ and SBþ. The
dc offset may be simply measured by disabling the transmitted signal.

The quantization error of the A/D converter degrades the measurement
accuracy and perhaps the algorithm convergence. The bit length of the A/D
converter must be minimized to reduce the computation load of the DSP.
The worst-case estimation errors of the gain and phase imbalance are
bounded by

Figure 3.11 Minimum requirement on the amplitude variation of the baseband signal.
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G0 est
<

DG

G0 act
6

2D

GLVm
ð3:54Þ

Dfest < Dfact 6
4D

GLVm
ð3:55Þ

As it turns out, the word length of the A/D converter must satisfy

B þ 1 ¼ 2 �
log10 d

log10 2
ð3:56Þ

where d is the maximum allowable gain or phase imbalance. For the allowable
imbalance better than 2– for phase or 0.3 dB for gain, a 7-bit word length
representation would be adequate, which corresponds to around �40 dBc
ACI for CDMA IS-95.

The background calibration is transparent to the data transmission;
hence its application is not limited by the communication standard.
However, compared to the foreground calibration, the standard background
scheme requires an extra I/Q modulator branch to downconvert the system
output and extract the imbalance information, including two ADCs, two
reconstruction filters, and one I/Q modulator. This added complexity
becomes even more complicated when considering the matching among
these three branches. By carefully examining the background algorithm, it is
clear that only two different RF branch signal components are taken and
mixed with the amplifier output to calibrate the system—S1 and S2. This
suggests that the extra I/Q modulator branch may be replaced by two RF
switches—an alternative implementation approach of the background
calibration scheme, as illustrated in Figure 3.12. There are various

Figure 3.12 Background calibration implemented with RF switches [9].
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commercially available RF diode switches. Alternatively, the RF switch may
be implemented with MEMS technology. Note that the compensation of the
phase imbalance is accomplished by the phase shifter instead of predistortion
inside the DSP. A phase shift in baseband results in no change of the
measured phase imbalance, even if it has been predistorted and compensated.

Since the RF switch couples two component vectors to the down-
conversion mixer, any mismatch between the state ‘‘A’’ and ‘‘B’’ in the S3

branch may be directly transformed to the mixer output and create
measurement error. Since the mixer can operate in saturation, its output is
not sensitive to the relatively small amplitude variation of the LO driving
signal. Moreover, though the RF switch branch requires careful phase
matching, detailed analysis shows that the phase difference between the two
switch states affects only the measured phase imbalance, not the gain
imbalance, and the measured phase imbalance is given by

Dfest ¼ Dfact � d ð3:57Þ

Hence, the final phase imbalance converges to d—the phase mismatch
between the state ‘‘A’’ and ‘‘B.’’

Figure 3.13 displays a snapshot of the lowpass-filtered signal during the
state ‘‘B.’’ The abrupt transition in the middle of the graph corresponds to
the moment of exchanging between S1 and S2. The quantity fL in this case
was kept around 70–. Figure 3.14 shows the simulated waveform after
lowpass filtering with fL ¼ 70–. A short period of data (20 ms) is also
displayed as an inset in Figure 3.13 to illustrate the rapid variation of the
lowpass filtered signal.

An example of the improvement is shown in Figure 3.15. Without
correction, the ACI is around �28 dB, while with correction the out-of-band
spectrum is suppressed below �35 dBc. The measured gain and phase
imbalance prior to calibration are 0.6 dB and 8–, respectively.

3.4 Mismatch Correction Scheme for Broadband
Applications

Simple correction of the gain and phase imbalance as described in previous
sections is no longer effective in broadband applications such as WCDMA,
orthogonal frequency division multiplexing (OFDM), and multicarriers in
base stations, since a high degree of matching between two amplifier branches
are demanded throughout the entire channel. The equalization technique
may be employed to compensate the mismatch of the two branches
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and balance their frequency responses to the desirable characteristics. This
can be achieved by incorporating equalization in two amplifier channels prior
to the power amplification and adaptively adjusting the equalizer coefficients
for the minimum the signal distortion [13, 14]. In a typical implementation
of this generalized correction scheme, the calibration and channel
equalization are performed digitally inside the baseband DSP circuit, with
the distorted output to guide the algorithm adaption.

The calibration algorithm consists of two iterative operations—system
identification and adaptive equalization. The power amplifier transfer
characteristic is needed for channel equalization, and this is accomplished
by system identification. During system identification, a digital model of the
amplifier system is constructed, and the output signal of the actual system is
A/D converted and compared to the model output. Then the error signal
e½n� is taken by the least square (LS) algorithm [15] as the cost function to
find the transfer characteristics of two power amplifiers, as shown in
Figure 3.16. Due to the near constant envelope feature of the amplifier
driving signals, two nonlinear power amplifiers are conveniently modeled as
finite impulse response (FIR) filters. The filter coefficients are extracted by
minimizing the cost function in a least-square sense; that is,

Figure 3.13 Measured lowpass-filtered signal during calibration [9].

113Path Mismatch Reduction Techniques for Outphasing Amplifiers



«1½n� ¼



sout½n� � ŝsout½n�




2 ð3:58Þ

Figure 3.17 illustrates the adaptive equalization process for computing
the two equalizer coefficients. This is done by interchanging the power
amplifier model and the equalizer, comparing the baseband input to the
system output and minimizing the cost function

«2½n� ¼



sin½n� � ŝsout½n�




2 ð3:59Þ

The amplifier input and equalizer output can also be taken into account
as a part of the weighted cost function. Readers may refer to [13, 14] for
detailed discussion. The algorithm shows significant improvement on the
system linearity for four CDMA carriers [14], though intensive DSP and
adaptive filtering techniques are involved. The 16–24-tap FIR filters provide
sufficient bandwidth and null depth for practical implementation.

3.5 VCO-Derived Synthesis

PLL technology has been extensively used in many digital and analog
applications, for example, frequency synthesis, modulation, demodulation,

Figure 3.14 Simulated lowpass-filtered signal during calibration ðfL ¼ 70–Þ.
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and clock recovery. A basic PLL comprises a phase detector, a loop filter, and
a VCO, as shown in Figure 3.18. The phase detector compares the input
reference and the VCO output, the phase error is developed and then fed to the
VCO through the loop filter. The negative feedback of the control system
drives the VCO in such a manner that the phase error is eventually reduced.
Different types of loop filters can be incorporated into the system depending
on the applications to improve the loop static and dynamic performance.
Once the loop lock is established, the VCO output is said to be ‘‘phase-locked’’
to the input reference, with a fixed phase relationship (usually 0– or 90– phase
offset) determined by the nature of the phase detector and loop filter.

The original VLL, as an extended concept of the feedback signal
generator with both phase and magnitude locked, was proposed in [16].
That particular circuitry, though capable of simultaneously tracking the phase
and magnitude of the reference signal, has certain limitations and has failed
to gain a widespread adoption. Two more versatile topologies—an improved
VLL [17] and a similar approach called CALLUM [18–23]—were developed
afterward to overcome the shortcomings of the primitive version with
expanded applications. These topologies utilize two cross-coupled PLLs, in

Figure 3.15 Measured output spectra for CDMA IS-95 with and without calibration using
background correction [9].
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which each VCO is driven by one of two error-control signals and two
VCOs’ output are combined, as illustrated in Figure 3.19. The error-control
signals are the function of the absolute phase and magnitude errors between

Figure 3.17 Adaptive equalization to compute equalizer coefficients [14].

Figure 3.16 System identification to estimate the amplifier characteristics [14].
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input reference and output signal in the case of VLL, or the absolute errors of
the real and imaginary parts of the input reference and output signal in the
case of CALLUM. With this cross-coupled configuration, an arbitrary input
varying in phase and amplitude can be synthesized. Note that due to the
constant-amplitude nature of the VCO’s output, this circuit topology is
analogous to the outphasing approach, except that the signal component
separation is realized by the feedback-controlled signal generator. By adding
the power gain stages following the VCOs, the locked loop naturally turns
into a linear power amplifier. In this respect, the VLL and CALLUM can be
regarded as particular implementations of the outphasing amplifier system. A
unique advantage of CALLUM and VLL, over the conventional outphasing
amplifier, is the capability to compensate for the phase and amplitude
imbalance between the two VCO branches. This benefit, which naturally
results from the loop negative feedback, eases the matching issue and is
crucial for the successful practical implementation of the VCO-derived
approach. However, due to the closed-loop high-gain nature, particularly the
excess phase shift and time delay introduced in the RF signal path, CALLUM
and VLL are inherently narrowband. Their applications, therefore,
concentrate on low-cost and power-efficient integrated circuit implementa-
tions for portable equipment.

Figure 3.19 Block diagram of generalized locked loop.

Figure 3.18 Basic PLL block diagram.
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To derive the expressions of the VCO control voltages in terms of the
reference input and error signals, consider a general complex baseband input
signal,

sðt Þ ¼ rðt Þe jvðt Þ 0 # rðt Þ# rmax ð3:60Þ

The two VCOs’ output signals have the phase in identical form to that of an
outphasing system; that is,

v1ðt Þ ¼ vðt Þ � wðt Þ ð3:61Þ

v2ðt Þ ¼ vðt Þ þ wðt Þ ð3:62Þ

where

wðt Þ ¼ cos�1 rðt Þ

rmax

	 

ð3:63Þ

The VCO free-running frequency may be ignored here, in the case that
frequency translation is involved—for simplicity without losing the general-
ity of discussion. Taking the derivative with respect to time on both sides of
(3.61) and (3.62), we have

v01ðt Þ ¼ v0ðt Þ þ
r 0ðt Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
max � r2ðt Þ

q ð3:64Þ

v02ðt Þ ¼ v0ðt Þ �
r 0ðt Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
max � r2ðt Þ

q ð3:65Þ

The VCO can be treated as an integrator, and the VCO output phase v1;2 is
related to the input driving voltage V1;2 by

v01;2ðt Þ ¼ c � V1;2ðt Þ ð3:66Þ

where c is the VCO sensitivity. For a circuit implementation, the quantities
v0ðt Þ and r 0ðt Þ are difficult to implement. Note that v0ðt Þ and r 0ðt Þ are
proportional to d v and dr and may be approximated by the phase and
magnitude tracking errors—Dv and Dr . This corresponds to the situation in
which the loop is in lock, while the changes of phase and amplitude of
the input reference vector are small [20]. Thus, the above equations relate
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the VCO control voltages to the phase and magnitude errors. Equations
(3.64) and (3.65) are therefore the basis of VLL, and the controlled feedback
loop is implemented in polar form.

Alternatively, the feedback locked loop can be implemented in Car-
tesian form as in the CALLUM case, by expressing signal amplitude and
phase—rðt Þ and vðt Þ—in terms of real and imaginary parts—xðt Þ and yðt Þ,

rðt Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2ðt Þ þ y2ðt Þ

q
ð3:67Þ

vðt Þ ¼ tan�1 yðt Þ

xðt Þ
ð3:68Þ

Substitute (3.67) and (3.68) into (3.64) and (3.65), and (3.69) and (3.70)
can be derived:

v01ðt Þ ¼ �
y

r2 �
x

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CAx 0 þ

x

r2 þ
y

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CAy 0 ð3:69Þ

v02ðt Þ ¼ �
y

r2 þ
x

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CAx 0 þ

x

r2 �
y

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CAy 0 ð3:70Þ

In a similar manner to a phase-locked loop (PLL), as long as the loop lock is
maintained, quantities x 0ðt Þ and y 0ðt Þ are proportional to dx and dy and can
be approximated by the absolute errors Dx and Dy. Equations (3.69) and
(3.70) are thus the basis of CALLUM.

3.5.1 CALLUM

The implementation of (3.69) and (3.70) results in a generic form of
CALLUM, so-called CALLUM1. The system control equations are described
by [20]

d v1

dt
¼ �

k

c

y

r2 �
x

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CADx þ

k

c

x

r2 þ
y

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CADy ð3:71Þ

d v2

dt
¼ �

k

c

y

r2 þ
x

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CADx þ

k

c

x

r2 �
y

r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
0
B@

1
CADy ð3:72Þ
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where k is the loop gain. Figure 3.20 illustrates the block diagram of
CALLUM1. The control signal generator scales the absolute error signals and
combines them to generate two VCO control voltages according to the above
control equations. Equations (3.71) and (3.72) are first-order nonlinear
differential equations. In general, such equations are difficult to solve
analytically, and numerical methods have to be used. When the system is in
lock, the nonlinear system can be described by a linearized model for
small changes in the phase and amplitude of the input vector. This is exactly
the same situation as in a PLL. In the case of CALLUM1, the linearized
model is simply a single-pole system with a time constant of 1=k. The phase
and amplitude responses have been analyzed in [20] by assuming they are
uncorrelated. One important result is the maximum locking frequency
when the system is driven by a sinusoidal signal with constant amplitude,
given by

fmax ¼ 6
k

2pr

ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
ð3:73Þ

The dynamic behavior of CALLUM1 was briefly studied in [23], which
shows acquisition process is highly dependent on the initial conditions.
A small perturbation in the initial conditions could result in a significant
difference in acquisition behavior.

The automatic compensation mechanism is obvious from the negative
feedback that minimizes the phase and amplitude errors and duplicates

Figure 3.20 Block diagram of CALLUM1 [20].
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the synthesized output to the input reference. Detailed analysis indicates
nonzero phase and amplitude errors in the general cases. The tracking
performance may be improved by enclosing two integrators in the error
signal paths. This is a similar situation as in a PLL.

The accurate implementation of the control signal generator in
CALLUM1 is a task of equal difficulty to the SCS itself in an outphasing
system. Several variations of CALLUM have been proposed to reduce the
implementation complexity for control signal generation. In the first
modification, the denominators in (3.71) and (3.72) are completely ignored;
this simplified version is referred as to CALLUM2. The system control
equations for CALLUM2 are thus described by

d v1

dt
¼

k

c
ðx � yÞDx þ

k

c
ðx þ yÞDy ð3:74Þ

d v2

dt
¼ �

k

c
ðx þ yÞDx þ

k

c
ðx � yÞDy ð3:75Þ

and the block diagram is shown in Figure 3.21. Eliminating the divisions in
CALLUM1 reduces the complexity and allows CALLUM2 to be
implemented in low-cost and power-efficient analog circuitry. However,
the sensitivity and tracking performance are degraded, since now the overall
system loop gain varies with the input signal amplitude. This is apparent by
comparing the control equations of CALLUM1 and CALLUM2 in the case
of a low-input envelope. As the signal amplitude decreases, the tracking
performance continuously degrades, and eventually the loop may fail to lock.
At a high-signal amplitude, on the other hand, the increased gain may cause

Figure 3.21 Block diagram of CALLUM2 [20].
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the loop to become unstable. The maximum frequency of CALLUM2 for a
constant amplitude-sinusoidal input is given by [20]

fmax ¼ 6
k

2p
r
ffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q
ð3:76Þ

The basic CALLUM system, proposed in [18], utilizes two VCOs
driven by two separate Cartesian component error signals, as shown in
Figure 3.22, reminding us of the classical Cartesian feedback power amplifier.
This architecture, though simple in appearance, suffers from the fact that the
stability region covers only half of the complex plane. Specifically, the system
is stable only if [19]

�
3p

4
# tan�1 y

x
#

p

4
ð3:77Þ

Look back at the control equations of CALLUM1, and it can be seen that the
basic CALLUM utilizes an incomplete set of signals to drive the VCOs. Sign-
control switching is necessary to ensure stable operation for arbitrary phases
as well as a smooth transition. This improved system, called CALLUM3, is
shown in Figure 3.23. The control equations are given by [20]

d v1

dt
¼ �

k

c
sign½y�Dx ð3:78Þ

Figure 3.22 Basic structure of CALLUM [18].
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d v2

dt
¼

k

c
sign½x�Dy ð3:79Þ

CALLUM4 is a further improvement on CALLUM3. In CALLUM3,
the phase response time constant is optimum when the input phase is
45– þ n · 90–. CALLUM4 thus encloses a phase shifter to maintain the
phase of the absolute error signals to always be 45–. This is accomplished by a
phase shifter that negatively mirrors the phase of the input signal. In this way,
the system remains simple and always achieves optimum operation while
eliminating the need for switching. Figure 3.24 illustrated the block diagram
of CALLUM4.

A major disadvantage of CALLUM is its sensitivity to the input signal
amplitude. The loop fails to remain locked when the input signal amplitude
drops to zero, as in a classical two-tone test and a high-level modulated signal.
As the input amplitude goes through zero, loop lock is temporarily lost and
the system undergoes a reacquisition process. Moreover, when the input
signal amplitude remains zero, the two VCOs are free-running and un-
correlated, which means that their phase relation is arbitrary; therefore the
summed output signal amplitude and phase are undetermined. Unless the
two amplifier paths are perfectly matched, there is no way to generate zero
output signal. This is a common nature of all RF synthesis approaches
including VLL. One way to solve this is to bias the input vector such that it
never falls to zero and then remove the offset at the output. This could be
done by use of a three-VCO structure [21]—however, at the cost of increased
complexity.

Figure 3.23 Block diagram of CALLUM3 [20].
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3.5.2 VLL

From (3.64) and (3.65), the generic control equations for a VLL may be
described as

d v1

dt
¼ kvDf þ

krDrffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q ð3:80Þ

d v2

dt
¼ kvDf �

krDrffiffiffiffiffiffiffiffiffiffiffi
r2
max � r2

q ð3:81Þ

where kv and kr are the loop gains, and they are not necessarily the same.
The implementation in [17] of the VLL is a simplified version in which the
divisions in the control equations are eliminated; that is,

d v1

dt
¼ kvDf þ krDr ð3:82Þ

d v2

dt
¼ kvDf � krDr ð3:83Þ

and this approach is illustrated in Figure 3.25. The VCO’s outputs are
power-amplified and combined to synthesize the desired phase and
amplitude characteristics of the input reference. A directional coupler
samples the final output and feeds it back to a phase detector and a magnitude
detector. The detectors generate the phase and magnitude difference as

Figure 3.24 Block diagram of CALLUM4 [20].
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the error signals. The two error signals are then summed and subtracted to
constitute two driving signals for the VCOs through the loop filters. When
the loop is maintained in lock, the phase and magnitude errors are minimized,
and the system output tracks the phase and amplitude of the input
reference signal. A simple downconversion mixer can be placed in the
feedback loop for frequency translation, and the carrier frequency is set by the
downconverter LO.

The control equations may be simplified by rearranging (3.82) and
(3.83) as follows:

d
�
v1 þ v2

�
=2

dt
¼ kv

h
vðt Þ � voutðt Þ

i
ð3:84Þ

d
�
v1 � v2

�
=2

dt
¼ kr

h
rðt Þ � routðt Þ

i
ð3:85Þ

Recognize that ðv1 þ v2Þ=2 is the output signal phase—voutðt Þ and
rmax cosðv1 � v2Þ=2 is the output signal amplitude—routðt Þ, the control
equations, surprisingly, correspond to the decoupled phase and amplitude,
which may be solved separately. The phase of the loop output can be solved
analytically; that is,

voutðt Þ ¼ kve
�kvt

Zt

0
vðt Þekvt dt ð3:86Þ

Figure 3.25 VLL [17].
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The amplitude of the loop output is given by

dwoutðt Þ

dt
¼ kr rmax

h
cos wðt Þ � cos woutðt Þ

i
ð3:87Þ

and may be solved by numerical methods. It can be shown that when the
input is a sinusoidal signal with angular frequency q0, the system output has
the phase error of

Dv ¼
q0

kv

ð3:88Þ

which is the same as in a PLL; increasing the loop gain will decrease the
tracking error, while raising the issue of stability. The tracking error may be
reduced and the sensitivity may be enhanced without increasing the loop gain
by using integrators.

The feedback loop in a VLL allows for the automatic compensation of
the path imbalance between the two VCO branches. A change in the
amplitude or phase response of either amplifier branch gives rise to a change
in the phase of both VCO output signals, which eventually results in a
reduced imbalance. One major disadvantage of VLL (similar to CALLUM as
discussed before) is its sensitivity to the input signal magnitude. Also, the
loop fails in lock when the input reference reaches zero amplitude.
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4
Power-Combining and
Efficiency-Enhancement Techniques

4.1 Introduction

The outphasing amplifier architecture allows for the use of amplifier com-
ponents driven by constant envelope signals, which can lead to dramatically
higher efficiency than linear amplifier operation. For example, Class E
(switching-mode amplifiers) have been demonstrated with efficiency above
80% at 1 GHz; overdriven Class B, C, and F amplifiers can attain similar
levels of efficiency. This has led to the expectation that outphasing amplifiers
with excellent linearity and very high efficiency should be possible. This
expectation, however, has not been fully met to date. In fact, there are
fundamental limitations to the ultimate efficiency of outphasing amplifiers,
although the desired result can be approximated in some circumstances. The
limitation in real systems is related to the efficiency of power combining at
the amplifier outputs.

In real circuits, a lossless power combiner used at the amplifier output
produces significant interaction between its inputs, which leads to distortion
and a reduction in efficiency. Alternatively, it is possible to employ power
combiners that provide isolation between the input ports; in such systems the
linearity of the amplifier can be preserved, but the combiners are not lossless,
and there is significant efficiency reduction as a result. This chapter discusses
design trade-offs for the output amplifiers and power combiner. The
characteristics of power combiners are first reviewed. The choice of power
amplifier to be selected for use in the outphasing architecture is then
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discussed, with a particular focus on the distinction between switching and
nonswitching amplifiers. Strategies for using lossless combiners with
appropriate amplifier configurations in a way to maximize efficiency (such
as Chireix combining and derivatives of it) are subsequently presented. The
results show that while ideal efficiency is not obtainable over the full range of
output power, it can be optimized at a particular power level. The best
selection of power level to optimize the combiner depends on the characterist-
ics of the signals to be amplified, particularly the probability distribution of
output power versus time; accordingly, characteristics of representative signals
used in wireless communications are described. The use of lossy combiners,
which offer isolation between the component amplifiers, is also presented. It
is shown that the inefficiency thus generated can be partially overcome with a
simple power-recycling technique, which recovers a significant fraction of the
power usually lost in the combiner.

4.2 Power-Combining Techniques for Outphasing Amplifiers

Modern microwave technology offers many opportunities for power
combining, including transformers, hybrid couplers, baluns, transmission
line combiners, Lange couplers, and Wilkinson combiners. A variety of these
combiners are illustrated in Figure 4.1. Fundamental considerations
applicable to all of these demonstrate that power combiners with isolated
input ports are lossy, while combiners that are lossless have input ports that
are not isolated from each other.

Since combiners are essentially linear circuits, their behavior at a given
frequency can be described by an S matrix (or a corresponding Z or Y
matrix). For a reciprocal three-port (where no active circuits, plasmas or
external magnetic fields are employed), the S -matrix is of the form

S ¼

S11 S12 S13

S21 S22 S23

S31 S32 S33

2
4

3
5 ð4:1Þ

Let

bi ¼ Sijaj ð4:2Þ

where aj is the incident wave at port j and bi is the reflected wave at port i
(i; j ¼ 1; 2; 3). We consider port 3 to be the output port of the hybrid
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and assume that it is matched to a chosen characteristic impedance Z0;
furthermore we consider the combiner/divider to have symmetric structure,
so that there is equal power splitting between ports 1 and 2 for power
incident on port 3. Then the S matrix can be further simplified to the form:

Ssym ¼
a b ge jfi

b ae jfj g

ge jfi g 0

2
4

3
5 ð4:3Þ

Figure 4.1 Schematic diagram of several different hybrid combiner structures:
(a) Wilkinson combiner, (b) ‘‘Rat-Race’’ combiner, and (c) transformer hybrid.
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Here fi and fj are phase delays that can have different values according to
the design (or choice of reference phase plane). The power combiner can be
chosen to minimize interactions between the input ports. If we require that
the input ports 1 and 2 are impedance-matched and isolated from one
another, then a and b in (4.3) must equal zero. To provide for equal power
splitting of a signal incident on port 3, it must also be true that jgj ¼ 1=

ffiffi
2

p
.

This leads to an S matrix given by:

Sisolated ¼
0 0 e jf1=

ffiffi
2

p

0 0 e jf2=
ffiffi
2

p

e jf1=
ffiffi
2

p
e jf2=

ffiffi
2

p
0

2
4

3
5 ð4:4Þ

where f1 and f2 are design-dependent phase delays. This is the scattering
matrix that describes Wilkinson combiners and combiners generated from
hybrid couplers (lossless four ports) whose difference port is terminated in
50Q. It is easy to see that power is not conserved in such a combiner under
many circumstances. For example, if an input of unity amplitude is incident
on port 1, then the output is given by a corresponding amplitude of 1=

ffiffi
2

p
on

port 3 (and no output on port 2), which corresponds to a lower output power
than input power—an undesirable result!

An alternative design strategy is to use only lossless elements within the
divider, so that the three-port network will also be lossless. Under such
circumstances, the S matrix must be unitary; that is,

S � S 0� ¼ I ð4:5Þ

where I is the unit matrix. ‘‘0’’ and ‘‘*’’ denote ‘‘transpose’’ and ‘‘complex
conjugate,’’ respectively. By systematically applying (4.5), the elements of the
S matrix can be solved, with few undetermined parameters. In this case, the S
matrix can then be simplified to the form:

Slossless ¼
e jf0=2 	e jðf0	f1þf2Þ=2 e jf1=

ffiffi
2

p

	e jðf0	f1þf2Þ=2 	e ðjf0	2f1þ2f2Þ=2 e jf2=
ffiffi
2

p

e jf1=
ffiffi
2

p
e jf2=

ffiffi
2

p
0

2
4

3
5 ð4:6Þ

Here again f0, f1, and f2 can have different values according to the design.
The matrix shows that the input ports cannot be simultaneously matched to
the characteristic impedance Z0 (S11 6¼ 0, S22 6¼ 0); at the same time, there is
considerable transmission of signals incident on port 1 to port 2 and vice
versa (S21 6¼ 0, S12 6¼ 0). This S matrix describes many transformer-based,
transmission line–based combiners and reactive combiners.
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The behavior of the combiners in outphasing amplifiers is often
clarified by reexpressing the S matrix in terms of even and odd modes
incident on ports 1 and 2 (equivalent to common-mode and differential-
mode excitations). Consider the usual case f1 ¼ f2 (equal phase shifts from
port 3 to ports 1 and 2). Using the basis functions

ae ¼
1ffiffi
2

p ða1 þ a2Þ ð4:7Þ

ao ¼
1ffiffi
2

p ða1 	 a2Þ ð4:8Þ

(and corresponding expressions for be , bo), the S matrix representation can be
converted to the following forms:

• For matched, isolated combiners:

be

bo

b3

2
4

3
5 ¼

0 0 e jf

0 0 0
e jf 0 0

2
4

3
5 ae

ao

a3

2
4

3
5 ð4:9Þ

• For lossless combiners:

be

bo

b3

2
4

3
5 ¼

0 0 e jf2

0 e jf1 0
e jf2 0 0

2
4

3
5 ae

ao

a3

2
4

3
5 ð4:10Þ

In the new basis, the corresponding expressions for the combiner
operation appear in diagonal form. For lossless combiners, (4.10) expresses
the relationship that, while even-mode excitations of the input ports are
transmitted directly to the output without reflection, the odd mode
excitations are completely reflected back to the input ports. For matched,
isolated combiners, the reflection of the odd mode is suppressed. This
suppression is easily understood as the effect of the input resistor in the
Wilkinson divider, or the effect of the termination on the difference port of
the hybrid coupler derivatives.

If we consider different phase choices for f1 and f2, then more general
matrices are found. By proper choice of phase delay (or phase reference) for
ports 1 and 2, for example, the role of the even and odd modes in (4.10) can
be interchanged.

133Power-Combining and Efficiency-Enhancement Techniques



Under conditions where lossless combining is used, the presence of the
interaction term S12 complicates amplifier design. To relate to the most
familiar basis for design, it is useful to convert S-parameter descriptions to
Z-matrix descriptions of the two-port combiners, using

Z ¼ ðI 	 S Þ	1ðI þ S Þ ð4:11Þ

For simplicity we may assume that the output port 3 is terminated in Z0

(so a3 ¼ 0). Then the input characteristics of the combiner are described by a
2 · 2 impedance matrix:

For matched, isolated combiners

Ve

Vo

� �
¼ Z0

1 0
0 1

� �
Ie

Io

� �
ð4:12Þ

or equivalently

V1

V2

� �
¼ Z0

1 0
0 1

� �
I1

I2

� �
ð4:13Þ

For lossless combiners

Ve

Vo

� �
¼ Z0

1 0

0 	 cot
f

2

" #
Ie

Io

� �
ð4:14Þ

or equivalently

V1

V2

� �
¼ Z0

1 	 cot
f

2
1 þ cot

f

2

1 þ cot
f

2
1 	 cot

f

2

2
64

3
75 I1

I2

� �
ð4:15Þ

I1

I2

� �
¼

1

4Z0

1 	 tan
f

2
1 þ tan

f

2

1 þ tan
f

2
1 	 tan

f

2

2
64

3
75 V1

V2

� �
ð4:16Þ

Here V1, V2 and I1, I2 are the port voltages and currents, and Ve , Vo, and Ie ,
Io are the corresponding even- and odd-mode linear combinations. If the
combiner design has f ¼ 0, from (4.15) then the impedance matrix is not
defined, and the admittance matrix should be used. In such circumstances,
the odd-mode impedance tends to infinity, corresponding to complete
reflection.
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The cross-impedance term Z12 appearing in the matrix for the lossless
combiners expresses the coupling between amplifier outputs dictated by the
combiner, in the form

V1 ¼ Z11I1 þ Z12I2 ð4:17Þ

V2 ¼ Z21I1 þ Z22I2 ð4:18Þ

In a conventional transmission-line combiner, the phase angle f ¼ 90–, so
that Z12 ¼ Z11. The effect of the coupling is a strong ‘‘load-pulling’’ for the
amplifiers. If the output currents I1 and I2 of the two amplifiers in the
outphasing system have the relationship I2 ¼ I1e jz , then the effective load
impedance experienced by amplifier ‘‘1’’ is

Zout1 ¼
V1

I1

ð4:19Þ

¼ Z11ð1 þ e jzÞ ð4:20Þ

Thus as the output power of the outphasing amplifier changes and
correspondingly z changes, the impedance seen by each amplifier also
changes, with, in general, a change in both real and imaginary parts. As we
will see, this leads to difficulties in maintaining high efficiency and high
linearity over the different power output levels.

4.3 Amplifier Choices for Outphasing Systems

A variety of amplifier configurations can be considered for use in an
outphasing power amplifier system, including Class A, B, and C (non-
switching amplifiers), and Class E, F, and D (switching-mode amplifiers).
The effects of the choice of power combining can be considerably different
for the different configurations; as a result, the amplifier choice and the power
combiner choice must be made together. A key difference is that in the
conventional Class A, B, and C amplifiers, the transistor can be approximated
as a current source, while for other classes of operation, the transistor is a
voltage source, or a hybrid between the two extremes. Figure 4.2 shows
representative transistor I-V characteristics. In region 1, the transistor output
current is largely independent of output voltage (apart from a small slope
of the curves, corresponding to a small value of output conductance).
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When the input is below cutoff, the output current is also a current source, of
value zero. On the other hand, in region 2, corresponding to transistor
saturation [or the ‘‘linear region’’ of field effect transistors (FETs)] the
transistor acts as a voltage source of value zero, with a small equivalent source
resistance. Class A, B, and C amplifiers are customarily designed for use in
region 1. In ‘‘overdriven’’ Class AB, B, and C amplifiers, during a portion of
the RF cycle the transistor enters the saturation region, and thus acts as a
voltage source during this interval. In Class E and F switching amplifiers, the
transistor alternates between off and on states, in which it acts as a current
source and a voltage source, respectively. In voltage-mode Class D amplifiers,
two transistors are used in tandem with the result that their combination acts
approximately like a voltage source at all times.

If the outphasing architecture is implemented with combiners having
isolated input ports, then amplifier choice is relatively unrestricted. However,
if lossless power combiners are chosen and thus the overall output impedance
of each component amplifier is established by the outputs of both
amplifiers, then the output interactions must be carefully designed. For
amplifiers that act as voltage sources (in region 2), the overall impedance
presented to the amplifier by the power combiner must not go to zero for any
possible phase difference between the two amplifiers. By contrast, with
current sources at the transistor outputs (in region 1), the overall admittance
must not go to zero.

Figure 4.2 Bipolar transistor I-V curves, showing regions of constant current (region 1)
and small output resistance (region 2).
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4.4 Outphasing Amplifier Design Using Class A, B, and C
Amplifiers

To maximize the efficiency of each component amplifier, it is necessary that
the power dissipation within the output transistor (given by the product of
transistor current and transistor voltage) be minimized. This is typically
accomplished by amplifiers operating in the Class B or Class C mode of
operation. Figure 4.3 illustrates, for example, the transistor output voltage
and output current for a representative Class B amplifier. The current
waveform is approximately half-sinusoidal—a waveform that contains the
fundamental frequency as well as even harmonics. The output voltage

Figure 4.3 Class B power amplifier (a) schematic diagram, and (b) current and voltage
waveforms.
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contains only the fundamental frequency, since the load includes a short for
all harmonics. The power dissipation within the transistor can be minimized
by maximizing the voltage swing across the transistor (operating at
maximum power) as well as by insuring that the phasing between output
current and voltage is appropriate. By ‘‘appropriate,’’ we mean that the
current is zero when the voltage is maximum, and the current is highest
when the output voltage is low. The (drain or collector) efficiency h as a
function of the output voltage and current can be easily calculated.

If we set the collector current to

I ðt Þ ¼
Io sin qot for np < qot < p þ np

0 otherwise

�
ð4:21Þ

(This current waveform has an amplitude at the fundamental frequency qo of
Io=2 ) and assume

VCE ðt Þ ¼ Vdc þ Vo sinðqot þ vÞ ð4:22Þ

Then the mean values of current and voltage are given by:

hI ðt Þi ¼
Io

p
ð4:23Þ

hV ðt Þi ¼ Vdc ð4:24Þ

and the dc power dissipation is given by

Pdc ¼ hV i hI i

¼
VdcIo

p
ð4:25Þ

and the RF power delivered to the load is given by

PRF ¼
1

4
IoVo cos v ð4:26Þ

and the efficiency of the amplifier is given by

h ¼
PRF

Pdc

¼
p

4

Vo

Vdc

cos v ð4:27Þ
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The efficiency can be optimized by letting v ¼ 0 through an
appropriate choice of output load impedance, which should be real if the
transistor acts as a current source with no shunt susceptance, and by
operation at the highest possible value of Vo (generally ZL is chosen so that
ZLIo=2 ¼ Vo ¼ Vdc 	 Von, where Von is the transistor ‘‘on’’ voltage). This
leads to the well-known expression for the peak efficiency for the Class B
amplifier of

hmax ¼
p

4

Vdc 	 Von

Vdc

ð4:28Þ

The efficiency decreases, however, if the amplifier is operated at less
than full power. Under these circumstances the efficiency is given by

h ¼ hmax

ffiffiffiffiffiffi
PRF

Pmax

s
ð4:29Þ

where Pmax is the maximum output power. In the outphasing amplifier using
lossless combiners, the overall impedance seen by a component amplifier
depends on the currents through both amplifiers. To determine the output
voltage, we need to consider only the fundamental components of the
currents, I1 and I2 (the overall current waveforms are half-sinusoidal as
previously considered). Assume a conventional lossless transmission-line
combiner, with f ¼ 90–, and Class B operation. The amplifier currents are
assumed to be

I1 ¼ Ioe jw ð4:30Þ

I2 ¼ Ioe	jw ð4:31Þ

Using for the power combiner the relations from (4.15)

V1

V2

� �
¼ ZL

1 1
1 1

� �
I1

I2

� �
ð4:32Þ

The voltage amplitudes are given by

V1 ¼ V2

¼ 2ZLIo cos w ð4:33Þ
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The RF output power of each amplifier is ZLI 2
o cos2 w, and its dc power

consumption is 2Vdc=ðpIoÞ. This leads to an efficiency of

h ¼
pZLIo cos2 w

2Vdc

ð4:34Þ

To avoid saturation of the amplifier, it is necessary to choose
2ZLIo < Vdc 	 Von. This leads to a best case efficiency for the Class B
amplifier with lossless combining of

hmax ¼
p

4

Vdc 	 Von

Vdc

cos2 w ð4:35Þ

As the output power varies with the imposed modulation, cos2 w varies,
decreasing efficiency. For this amplifier,

h ¼ hmax

PRF

Pmax

ð4:36Þ

This has the same relationship to PRF as for a traditional Class A amplifier,
except that hmax is higher, which is not very favorable for high efficiency over
a broad range of output powers. The efficiency suffers because over much of
the range, the voltage across the output amplifiers is less than the maximum
possible value, and because the current and voltage waveforms are, in general,
out-of-phase.

Superior efficiency can be obtained by ‘‘overdriving’’ the Class AB, B,
or C amplifiers that make up the outphasing system. In this case, 2ZLIo is
chosen to have a value greater than Vdc 	 Von, so that during a portion of the
RF cycle the amplifier is driven into saturation. With overdriven operation,
the output voltage becomes constant, approximately independent of the
input drive voltage or output current, with amplitude Vmax ¼ Vdc 	 Von. The
corresponding currents may have complex waveforms, containing multiple
harmonics. The output load provides a short circuit at the harmonic
frequencies, however, allowing the voltage to remain a pure fundamental
tone. To analyze the situation, we assume

V1 ¼ Vmaxe
jw ð4:37Þ

V2 ¼ Vmaxe
	jw ð4:38Þ

Note that the phases of the output voltages are not necessarily exactly equal to
the phases of the input voltage; this is one of the sources of distortion of this
operating mode. With the transistors used as voltage sources, it is necessary to
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choose a different configuration for the power combiner (avoiding the
short circuit for odd modes provided by the transmission line combiner).
With the choice f ¼ 0, a combiner can be obtained with the following input
relationship

I1

I2

� �
¼ YL

1 1
1 1

� �
V1

V2

� �
ð4:39Þ

For the individual amplifiers, this leads to

I1 ¼ 2VmaxYL cos w ð4:40Þ

The average current drawn from the power supply can be estimated to be

hI ðt Þi ¼
4

p
VmaxYL cos w ð4:41Þ

assuming the same relationship between the average and fundamental current
component as for the underdriven Class B. This relationship is only
approximate, and becomes progressively worse as the degree of overdrive
increases. The RF output power and efficiency are then found to be

PRF ¼ V 2
maxYL cos2 w ð4:42Þ

h ¼
p

4

Vmax

Vdc

cos w ð4:43Þ

Here Vmax ¼ Vdc 	 Von. This leads to a best case efficiency of

hmax ¼
p

4

Vdc 	 Von

Vdc

cos w ð4:44Þ

As the output power varies with the imposed modulation, cos w varies,
decreasing efficiency. This variation, however, is significantly slower than the
cos2 w variation found in the previous case. For this amplifier,

h ¼ hmax

ffiffiffiffiffiffi
PRF

Pmax

s
ð4:45Þ

This reproduces the efficiency variation obtained with the individual
(underdriven) Class B amplifier. In both cases, the efficiency benefits from
the fact that the dc power supply current varies in accordance with the output
power level. The principal cause of the efficiency reduction is the variable
phase relationship between the voltage and current in the output devices.
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It was first pointed out by Chireix [1] that the efficiency reduction at a
given output power backoff could be countered by including an extra phase
shift in the power-combining circuit. This is discussed in Section 4.5.

4.5 Chireix Power-Combining Technique

We saw in Section 4.4 that the time-varying relative phases between the two
outputs of the power amplifiers caused a degradation in the overall efficiency.
This is a serious practical problem with the classic outphasing power amplifier,
since the whole purpose of the design is to improve the efficiency of the
scheme.

We now consider an overdriven Class B amplifier, for which the output
voltage waveform is approximately constrained by saturation of the
transistor to have a constant amplitude. Harmonic shorts at the output
insure that a sinusoidal waveform is maintained. The output voltages for the
individual amplifiers are assumed to be

V1 ¼ Vmaxe
jw ð4:46Þ

V2 ¼ Vmaxe
	jw ð4:47Þ

A power combiner is chosen that has values of f0 ¼ f1 ¼ f2 ¼ 0. In
addition, lossless circuit elements are added asymmetrically with respect to
amplifiers 1 and 2, to provide a desired phase shift between the output
current and voltages, as shown in Figure 4.4. Shunt susceptances Ba and 	Ba

Figure 4.4 Chireix power-combining outphasing system with compensation shunt
reactance [2].
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(obtained with the capacitor Cc and inductor Lc , respectively) are added in
parallel to the two sides. Now from (4.40)

I1 ¼ 2VmaxYL cos w þ jBaVmaxe
jw ð4:48Þ

I2 ¼ 2VmaxYL cos w 	 jBaVmaxe
	jw ð4:49Þ

The RF power generated by amplifiers 1 and 2 is not changed by the
additional susceptance, since the added current is out of phase with the
corresponding amplifier voltage. Thus, as for the previous case,

PRF1 ¼ PRF2

¼ V 2
maxYL cos2 w ð4:50Þ

The current amplitude will change, however; that is,

��I1

��2 ¼ V 2
max

�
4Y 2

L cos2 w þ B2
a 	 4YLBa cos w sin w

�
ð4:51Þ

This can be minimized by choosing Ba such that d jI1j
2=dBa ¼ 0, leading to

Ba ¼ YL sin 2w ð4:52Þ

This choice of Ba produces a phase shift to the current I1 so that I1 is in phase
with V1.

In typical circuits, Ba has a fixed value, independent of output power
level, so that the optimization can be done for only one particular choice of w,
say w ¼ wm. Then

jI1j
2 ¼ V 2

max

�
4Y 2

L cos2 w þ B2
a 	 4YLBa cos w sin w

�
¼ V 2

maxY
2

L

h
ð1 þ cos 2wÞ2 þ ðsin 2wm 	 sin 2wÞ2

i
ð4:53Þ

Correspondingly, the dc current consumption is

hI1i ¼
2

p
VmaxYL

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 þ cos 2wÞ2 þ ðsin 2wm 	 sin 2wÞ2

q
ð4:54Þ

which decreases due to the addition of the susceptances Ba and 	Ba . The
same results for output power and current consumption apply to amplifier 2.
The overall result for efficiency is
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h ¼
p

4

Vmax

Vdc

1 þ cos 2wffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 þ cos 2wÞ2 þ ðsin 2wm 	 sin 2wÞ2

q ð4:55Þ

When w ¼ wm (corresponding to the optimal output power backoff),

h ¼
p

4

Vmax

Vdc

ð4:56Þ

The amplifiers can therefore obtain the peak efficiency at a lower power than
was obtained only at peak power, and the power where the peak efficiency
occurs can be selected through the choice of wm. At other power levels, the
efficiency drops off in a manner described by (4.55). This is illustrated in
Figure 4.5 for a variety of choices of wm (or correspondingly, Bnorm ¼ Ba=YL).
The efficiency versus output power relationship expressed in these curves is, in
general, much more favorable for system application than the original choice
of wm ¼ 0. To understand how to optimize the choice of wm, however, it is

Figure 4.5 Normalized power efficiency versus normalized output power.
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necessary to consider the power distribution for representative signals to be
transmitted. This is undertaken in Section 4.8.

The Chireix technique is very attractive from the standpoint of
efficiency. It has not led to date, however, to amplifiers with very high
linearity. The causes for the reduction in linearity are related to: 1) the fact
that Class AB, B, and C amplifiers in saturation are not exactly voltage
sources—in reality, the output voltage is a function of the impedance seen at
the amplifier output and the voltage varies in a nonlinear fashion—and 2) the
phase of the output voltage does not bear a simple relationship to the phase of
the input signal.

4.6 Combiner Design for Switching-Mode (Class D
and Class E) Amplifiers

A potentially better approach for the implementation of the component
amplifiers in the outphasing amplifier is to use switching-mode amplifiers.
The efficiency of the amplifiers can in principle be excellent, since when the
transistor voltage is high, the current is zero, and when the current is nonzero,
the voltage is at its minimum level (Von < 0). Unfortunately, there can be
significant dissipation for the switching-mode amplifiers associated with the
on-off transitions. A particularly, well-known dissipation mechanism is
related to capacitance Cout at the transistor output node. If the output voltage
is Vsw at the instant of switch closure, then an energy CoutV

2
sw=2 is dissipated

in the on-resistance Ron of the transistor, during the ensuing transient
discharge, independent of the value of Ron.

To minimize this dissipation mechanism, amplifier architectures have
been developed for which ‘‘zero-voltage’’ switching is obtained; that is,
Vsw ¼ 0. For example, in the Class E amplifier shown in Figure 4.6, a tuned
load resistance is chosen so that the voltage waveform has a characteristic
shape leading to Vsw ¼ 0 and dVsw=dt ¼ 0 at the instant of switch closure.
With Class E amplifiers, efficiency above 80% has been demonstrated at
2 GHz, and above 60% at 10 GHz [2]. Unfortunately, the characteristics of
the Class E amplifiers are not well-suited to outphasing systems with lossless
power combining, since the zero-voltage switching feature is critically depen-
dent on the phase of the load impedance. With the output power–dependent
load-pulling described previously, this characteristic is lost. At the same time,
the output voltage, current, and power are dependent on the load impedance,
so that the constant envelope operation is also lost. Class E amplifiers are best
suited for use with lossy combiners, discussed in Section 4.7.
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In the Class D amplifier (or more strictly, the voltage-mode Class D),
the zero-voltage switching feature is absent, and as a result, its efficiency is
not as high as for Class E (and grows progressively worse as the frequency is
increased). Nonetheless this amplifier has advantages for outphasing
implementation. As shown in Figure 4.7, the Class D amplifier employs
two transistor switches that alternately connect the output to the positive
and negative supply voltage [in this case, as in a complementary metal-
oxide-silicon (CMOS) inverter, although other approaches are also possible].

Figure 4.6 Class E amplifier schematic.

Figure 4.7 Class D amplifier schematic.
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As a result, the amplifier acts as a voltage source, with a square-wave output.
The load impedance is chosen so that there is nonzero conductance only
at the fundamental frequency fo (and the load provides an open circuit at
all harmonic frequencies). Then the output current is a perfect sine wave
at fo.

In an outphasing amplifier, the phase of the current with respect
to the voltage will vary according to the output power. In the Class D
amplifier, however, the transistor power dissipation (apart from the on-off
transitions) is near-zero, independent of the current phase angle. This
differs from the overdriven Class B amplifier, which acts as a voltage source
with a sinusoidal output waveform. In the Class D case, the current
waveforms for the pull-up and pull-down switches are non-zero only when
the switch voltage is near zero. When the phase of the load current
waveform differs from that of the voltage, there is positive and negative
current flow through the switches (current is drawn from the power supply,
and returned back to it at a later time). For a phase difference of 90–

(corresponding to zero net output power from the outphasing amplifier),
the average current drawn from the supply is zero, as required for high-
efficiency operation.

To assess the opportunities for outphasing amplifier implementation
with Class D amplifiers, a more extensive analysis is required, taking into
account realistic parasitic elements. This is provided in the following, for one
implementation example, based on MOS transistor switches.

4.6.1 Analysis of MOSFET-Based Class D Outphasing Amplifier
with Lossless Combining

The use of CMOS technology for Class D amplifiers is especially attractive,
because of the availability of complementary switching devices. We now
consider the following simplified equivalent circuit for CMOS-based Class D
power amplifiers with the transmission line coupler shown in Figure 4.8.
The Class D power amplifier is modeled as an ideal square-wave voltage
generator with a series resistance Rs . The capacitance Cd models the drain
parasitic capacitance of the MOS transistor. The LC tank rejects the
harmonics other than the fundamental component q0, and the loaded QL ¼

q0C0RL is assumed.
The power amplifiers generate two outphased square waveforms with

voltage swing from zero to VDD . Taking the Fourier series expansion, and
assuming 50% duty cycle, we have
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V ðvÞ ¼ VDD
1

2
þ

2

p

X1
n¼1;3;5���

1

n
jn	1 cosðnvÞ

2
4

3
5 ð4:57Þ

The above expression is translated into the two outphased signal component
square waves according to Figure 1.17,

S1;2ðt Þ ¼
VDD

2
þ

2

p
VDD

X1
n¼1;3;5���

1

n
jn	1 cos

h
nðq0t 7 wÞ

i
ð4:58Þ

The dc constant of the voltage waveforms has no effect on the ac output and
hence is neglected. S1ðt Þ and S2ðt Þ can be decomposed into the even and odd
modes,

Se ðt Þ ¼
S1ðt Þ þ S2ðt Þ

2

¼
2

p
VDD

X1
n¼1;3;5���

1

n
jn	1 cosðnwÞ cosðnq0t Þ ð4:59Þ

Soðt Þ ¼
S2ðt Þ 	 S1ðt Þ

2

¼
2

p
VDD

X1
n¼1;3;5���

1

n
jn	1 sinðnwÞ sinðnq0t Þ ð4:60Þ

Figure 4.8 Simplified equivalent circuit of Class D outphasing power amplifier with the
transmission line coupler. Cd is a parasitic capacitor at the output of the
power devices.
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and with the following phasor notation on the n-order harmonic,

Ve ;n ¼
2

p
VDD

1

n
jn	1 cosðnwÞ ð4:61Þ

Vo;n ¼
2

p
VDD

1

n
jn	1 sinðnwÞ ð4:62Þ

Note that the even- and odd-mode waveforms are not generally square-wave.
The linear superposition theorem applies, so the circuit can also be
rearranged according to even- and odd-mode operation and analyzed
separately for the two cases. As the two odd-mode voltage generators drive the
transmission line coupler 180– out of phase, due to the symmetry, the
connection point between the two transmission lines shall act as a virtual
ground. This situation is illustrated in Figure 4.9. The circuit can be further
simplified because of the inverse impedance transform property of the
quarter-wavelength transmission line. Looking into the transmission line
from the capacitor side, the impedance is infinity. Thus, the circuit becomes a
simple lowpass RC filter and the source current is given by

Io;n ¼ Vo;n
jnq0Cd

1 þ jnq0Cd

¼
2

p

VDD

Rs

d sin nwffiffiffiffiffiffiffiffiffiffiffi
1 þ n2d2

p e jðn	1Þp=2e	j arctanðndÞ ð4:63Þ

where

d ¼ q0Cd Rs ð4:64Þ

The time domain function is thus

Io;nðt Þ ¼ Re½Ioe jnq0t �

¼
2

p

VDD

Rs

d sin nwffiffiffiffiffiffiffiffiffiffiffi
1 þ n2d2

p � sin½nq0t þ
n

2
p 	 arctanðndÞ� ð4:65Þ

Figure 4.9 Odd-mode equivalent circuit of modified Chireix power-combining approach.
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As expected, the odd-mode operation will not affect the output. However,
power is consumed through the charge and discharge of the parasitic
capacitor Cd .

For even-mode operation, the two voltage generators are operated in
phase. Taking advantage of the symmetry, the circuit can be rearranged and
simplified as in Figure 4.10. The load impedance is given by

ZLjq¼nq0
¼

1

2
jqC0 þ

1

2jqL0

þ
1

2RL

 !	1

¼
2RL

1 þ j«
ð4:66Þ

where

« ¼ Q L
n2 	 1

n
ð4:67Þ

After the quarter-wavelength transmission line, the load impedance
becomes

Zt ¼
Z 2

0

ZL

¼ Rt ð1 þ j«Þ ð4:68Þ

where Rt is defined by

Rt ¼
Z 2

0

2RL
ð4:69Þ

Figure 4.10 Even-mode equivalent circuit of modified Chireix power-combining approach.
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The voltage generator together with the source resistance Rs and parasitic
capacitance Cd can be regarded as a ‘‘black box.’’ By use of the Thevenin
theorem, it is not difficult to obtain the voltage applied to the transmission
line and then the final output

Vout; n ¼ Vt ;n
1 þ G

1 	 G
j ðn	2Þ

¼ 	jn ZL

Zt

Zt

Zs þ Zt

1

1 þ jnd
Ve;n ð4:70Þ

The fundamental component is solved as

Voutðt Þ ¼
2

p

Z 0

Rt
cos w

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 þ DÞ2 þ d2

q sin q0t 	 arctan
d

1 þ D

� �
ð4:71Þ

where

D ¼ Rs=Rt ð4:72Þ

and the output power is given by

Pout ¼
1

2

V 2
out

RL

¼
4

p2

V 2
DD

Rt

1

ð1 þ DÞ2 þ d2 cos2 w ð4:73Þ

With d p 1, which corresponds to the case where the RC constant of the
transistor ‘‘on’’ resistance and drain parasitic capacitance is much less than
the cycle of operation, we have

Pout ¼
2

p
VDD

� �2 Rt

ðRt þ RsÞ
2 cos2 w ð4:74Þ

The above result can be explained as follows: The first term ð2VDD=pÞ
2 is the

fundamental component of the square wave, the second Rt=ðRt þ RsÞ
2 is the

output portion of the series connection, and the last term ðcos2 wÞ

corresponds the outphasing angle, which indicates the amplitude modula-
tion. For the higher-order harmonics, we have the maximum amplitude of
the harmonics applied to the load
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Vout; n

Vout; 1

�����
�����
max

¼
1 þ D

QLðn
2 	 1Þ

cos nw

cos w

<

1

n2QL

when w ! 0;

1

nQL
when w !

p

2

8>><
>>: ð4:75Þ

The source current can also be calculated,

Ie;nðt Þ ¼
2

p

VDD

Rs

cos nw

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðD 	 nedÞ2 þ n2d2

ð1 þ D 	 nedÞ2 þ ðe þ ndÞ2

s
·

sin nq0t þ
np

2
þ tan	1 nd

D 	 ned
	 tan	1 e þ nd

1 þ D 	 ned

� �
ð4:76Þ

Now the total dc power consumption can be computed. Note that due
to the square waveform of the voltage generators, we have

Pdc ¼
1

T

ZT =2

	T =2

h
S1ðt ÞI1ðt Þ þ S2ðt ÞI2ðt Þ

i
dt

¼
1

T

X1
n¼1;3;5���

ZT =4	Dt

	T =4	Dt

h
Ie;nðt Þ 	 Io;nðt Þ

i
dt

þ
1

T

X1
n¼1;3;5���

ZT =4þDt

	T =4þDt

h
Ie ;nðt Þ þ Io;nðt Þ

i
dt

¼ Pe þ Po ð4:77Þ

where

Dt ¼
w

q0

ð4:78Þ

Substituting (4.58), (4.65), and (4.76) into (4.77) and with the assumption
of QL q 1, total dc power consumption except for the fundamental
component in the even-mode operation is calculated as follows:

Ph ¼ Po þ
X1

n¼3;5���

Pe;n
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¼ 2Cd V 2
DDf0 � tanhð

p

2d
Þ 	

4

p
cos2 w

d

1 þ d2

� �
< 2Cd V 2

DDf0 when d p 1 ð4:79Þ

which happens to be the power consumption of the parasitic capacitors with
0 	 VDD voltage swing and frequency f0. The system efficiency is hence given
by

h ¼
Pout

Pe ;1 þ Ph

<
D cos2 w

Dð1 þ DÞ cos2 w þ
p

4
ð1 þ DÞ2d

ð4:80Þ

Define h0 as the peak efficiency when the two amplifier branches are operated
in phase, we have

h0 ¼
D

Dð1 þ DÞ þ
p

4
dð1 þ DÞ2d

¼
Rt

Rt þ Rs

Rs

Rs þ
p

4
ðRt þ RsÞd

ð4:81Þ

and the efficiency is given by

1

h
<

1

h0

þ
p

4

ð1 þ DÞ2

D
d tan2 w ð4:82Þ

Figure 4.11 shows the calculated overall efficiency as a function of the output
power. The quantity D is chosen as 1=6:7. The dashed line shows the
efficiency characteristic of an ideal Class B power amplifier for comparison.
Note that the efficiency of this approach is much better than the case of the
outphasing amplifier hybrid-combining approach.

4.6.2 Simulation and Discussion of MOS-Based Class D
with Lossless Combining

The Class D approach with lossless combining is suitable for a CMOS or
GaAs FET implementation, due to the near-ideal switching nature of these
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devices. The switching Class D power amplifiers used in the circuit would be
much like a digital inverter, as illustrated in Figure 4.12. The driver stage is
not shown. Two preamplifiers take the two signal components from the I/Q
modulators and drive the CMOS inverters into the triode region as switches.
When the input driving signal is near ground, the PMOS transistor is ‘‘on’’
and the NMOS is ‘‘off,’’ so the drain of the CMOS inverter is charged to
VDD through the PMOS. When the input signal is high, the inverse
situation occurs and the drain is discharged to ground through the NMOS
transistor.

A major problem of this approach is the parasitic capacitor Cd at the
transistor drains, which consumes a considerable portion of power. With a
3.3-V supply voltage, as much as a 3-pF parasitic capacitance (around
0.3 pF/mm), and the circuit operated at 1 GHz, the power wasted by the
capacitor is calculated to be around 110 mW, which could be 20% amount
of the output power. The silicon on sapphire (SOS) CMOS technology
employs an insulating sapphire substrate, and the transistor substrate is
floating. With this technology, the parasitic capacitance is essentially
eliminated, which makes it an attractive candidate for this modified

Figure 4.11 Calculated overall power efficiency versus normalized output power for
various d.
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Chireix-combining method. Unfortunately, the SOS CMOS is not
compatible with most bulk CMOS processes.

Figure 4.13 shows the simulated drain efficiency versus the normalized
output power for a 0.6-mm CMOS technology where Cds has been set to zero.
The driving signal is nearly a square waveform and the driving power was not
included. The p-type MOS (PMOS) transistor (0:6mm · 4:5 mm for each)
was chosen to be three times larger than the n-type MOS (NMOS)
(0:6mm · 1:5 mm for each) because of its relatively low mobility. The
simulated maximum output power is 0.54W with drain efficiency of 70.6%.
The operating frequency is 1 GHz. It can be seen from the plot that the
efficiency stays above 50% until the output power is below 0.15W. For
comparison, the drain-efficiency characteristics of an ideal Class B and Class A
power amplifier are also displayed.

The SOS CMOS implementation of this new combining approach is
attractive and could achieve high efficiency and high linearity. However,
there are still some issues with this approach. First of all, the drain voltage
swing is from zero to VDD , instead of from zero to 2VDD for Class B and C.
So for the same size of transistor, the output power with this approach would
be roughly reduced by a factor of four. Second, to reduce the transient loss
while the transistor switches from ‘‘off ’’ to ‘‘on’’ and vice versa, the transistor
has to be driven very ‘‘hard’’ due to the large gate capacitor of MOS

Figure 4.12 CMOS implementation of a Class D outphasing amplifier with transmission
line coupler.

155Power-Combining and Efficiency-Enhancement Techniques



transistors. This will considerably increase the driving power, though it may
be possible to decrease the driving requirement with added harmonics.

The first problem may be mitigated by increasing the supply voltage.
With increased supply voltage, the drain efficiency may also be improved,
since now the load can be transformed to a higher impedance to obtain the
same amount of output power. However, this will cause a long-term
reliability problem and breakdown, due to the relatively low breakdown
voltage of the CMOS transistor. It may be possible to implement this
approach with GaAs metal semiconductor FET (MESFET) technology, as
shown in Figure 4.14. One problem, however, is the relatively high insertion
loss of the transformer, typically 0.5–1 dB, in this frequency range.

4.7 Application of Lossy Power Combiners to Outphasing
Power Amplifiers

The most straightforward approach to outphasing amplifier implementation
is to use amplifiers designed for a constant load impedance, operated near

Figure 4.13 Simulated efficiency with 0.6-mm CMOS, with the parasitic drain capacitance
turned off.
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their saturated output power where their efficiency is maximum, together
with a power combiner that provides isolation between the amplifier outputs
(such as a Wilkinson combiner). This has the benefit that linearity of the
outphasing system is enhanced because complications of signal-dependent
loading of the amplifiers are avoided. As shown in Section 4.2, however, the
power combining under these conditions is unavoidably lossy. Consider, for
example, a combiner with an S matrix characterized by f1 ¼ f2 [from
(4.3)]. If the output wave amplitudes for amplifiers 1 and 2 are aoejw and
aoe	jw, respectively, with output power jaoj

2=2, the overall output power is
easily seen to be

P ¼
1

2

1ffiffi
2

p aoðe
jw þ e	jwÞ

�����
�����
2

ð4:83Þ

¼ jaoj
2 cos2 w ð4:84Þ

If w ¼ 0 (amplifiers in phase) the overall output power is equal to the sum of
the individual amplifier powers, but if w 6¼ 0, the output power is reduced
accordingly. If the efficiencies of the individual amplifiers is hm, then
the overall efficiency is

Figure 4.14 GaAs MESFET implementation of a Class D amplifier with transmission line
coupler.
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h ¼ hm cos2 w ð4:85Þ

¼ hm
PRF

Pmax

ð4:86Þ

This is equivalent to the efficiency versus power relationship for the Class A
amplifier, which exhibits a strong reduction in efficiency as the power
decreases from its peak value.

An important example of this approach is the use of a conventional
hybrid power combiner, as shown in Figure 4.15. In the ideal case, the hybrid
completely isolates two amplifiers and each amplifier ‘‘sees’’ a 50-Q load.
On the summing port of the hybrid, the in-phase signal components of the
power amplifiers’ outputs add in power and the out-of-phase signal
components cancel out. On the other hand, the opposite situation occurs on
the difference port—the in-phase signal components cancel out and out-of-
phase signal components add in power. Unfortunately, this portion of power is
consumed at the 50-Q resistive load connected to the difference port and turns
into waste heat, which degrades the overall power efficiency. This is the price

Figure 4.15 Outphasing power amplifier with hybrid power combining.

158 Design of Linear RF Outphasing Power Amplifiers



paid to prevent the load impedance variation. The amount of wasted power
depends on the magnitude of the desired output signal.

There are two extreme cases. When the two amplifiers operate in-phase,
twice the amount of each amplifier output power is delivered to the antenna,
while no power is consumed on the load at the difference port. At the other
extreme, when the two amplifiers operate completely 180o out of phase, all
the power is wasted in the difference port, while no power is delivered to the
antenna. Since the instantaneous combining efficiency is the ratio of the
desired output power to the total power delivered by the two power
amplifiers, the average combining efficiency is easily calculated by [3]

hc ¼
Z1

0
rðrÞr2dr ð4:87Þ

where r is the normalized transmitted signal magnitude, and rðrÞ is the
probability density function of the modulation. As a matter of fact, the
wasted power is actually the quadrature signal—eðt Þ—portion of the total
transmitted power. The wasted power degrades the overall power efficiency,
especially for high-level modulations, in which the signal experiences a wide
range of variation of the power levels. For these modulations, the efficiency-
power relationships from the lossless power-combining and Chireix-
combining technique can provide advantages. To assess the relative merits
of the different approaches, however, it is necessary to consider the
distribution of power in various waveforms. This is considered in Section 4.8.

4.8 Probability Distribution of Output Power
and Its Impact on Efficiency

For the different outphasing amplifier implementations, we have shown that
the efficiency h varies with the instantaneous output power level. It is possible
to calculate the average efficiency obtained with a given modulated
waveform, given the probability density of output power for the modulation
scheme. The average efficiency of the power amplifier can be determined
from

have ¼
hPouti

hPdci
ð4:88Þ

where hPouti and hPdci are the RF output power and dc power drawn from
the supply averaged over time. These, in turn, can be calculated from
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hPouti ¼
Z

PoutrðPoutÞdPout ð4:89Þ

hPdci ¼
Z

PdcrðPoutÞdPout

¼
Pout

hðPoutÞ
rðPoutÞdPout ð4:90Þ

where rðPoutÞ is the probability of output power Pout. Thus the overall
efficiency is

h ¼

Z
PoutrðPoutÞdPoutZ PoutrðPoutÞ

hðPoutÞ
dPout

ð4:91Þ

The probability density function of the transmitted signal rðPoutÞ is required
to calculate the combining efficiency, which is generally unavailable in
analytical form. Hence the computation is based on the histogram obtained
from simulation of the waveform over a long period of time. Figure 4.16
shows the simulated power probability density functions for various
modulations. The modulations under investigation are QPSK, OQPSK,
p=4-DQPSK, 16-QAM, and 64-QAM. The baseband pulse shaping is the
square-root raised cosine filtering, with a roll-off factor a varying from 0.1 to
1.0. Obviously the probability density functions are highly dependent on
both the modulation and baseband filtering. For high-level modulations (i.e.,
16- and 64-QAM) the probability density concentrates around the low power
level more than it does for the lower-level modulations; hence we expect a
much lower average-to-peak power ratio or a lower combining efficiency.
Note that for these two modulations, the shape of the probability density
function barely changes with the roll-off factor. In practical applications, the
signal in-phase and quadrature components may be offset by half the symbol
period for 16-QAM and 64-QAM, as in the case of OQPSK.

For Class A based outphasing amplifiers using lossy combining, and for
outphasing amplifiers with lossless combiners using underdriven Class A, AB,
and B amplifiers, we have seen that

h ¼ hmax

Pout

Pmax

ð4:92Þ

from which, it is easy to show that
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Figure 4.16 Power probability density function for various modulations. The legend
indicates the roll-off factors of the square-root raised cosine filtering.
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have ¼ hmax

hPouti

Pmax

ð4:93Þ

This indicates that the average efficiency is degraded from the maximum
efficiency (which is obtained at Pmax) by the PAP ratio of the waveform. In
other words, the combining efficiency of the hybrid combiner is essentially
equivalent to the average-to-peak power ratio of the signal.

Figure 4.17 shows the calculated combining efficiency as a function of
the roll-off factor for various modulations, according to (4.87) and the
simulated probability density function. As expected, for 16- and 64-QAM
the combining efficiency is below 30% and varies little with the roll-off
factor. For lower level modulations (e.g., QPSK, OQPSK, and p=4-
DQPSK) the combining efficiency is greater than 45% for a roll-off factor of
0.4 or larger and reaches as high as 62% for OQPSK. Note that the calculated
combining efficiency does not account for the loss of hybrid combiner and
efficiency of the power amplifier. To take these into account, the overall
efficiency would be

hoverall ¼ hp hc ð1 	 rc Þ ð4:94Þ

Figure 4.17 Combining efficiency as a function of roll-off factor for various modulations.
Calculation is based on plot of Figure 4.16 and (4.87).
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where hp is the power amplifier drain efficiency, and rc is the loss of the
hybrid combiner. In fact, the combining efficiency would be a major
degradation factor of the power efficiency for this combining approach. For
simplicity later on, we will assume that the lossless hybrid combiner and the
drain efficiency of the power amplifiers is 100%.

4.9 Power Recycling in Outphasing Amplifiers

The idea of a power recycling scheme is simple—replace the power-wasting
resistive load in Figure 4.15 with a RF-dc converter to recover as much of
the wasted power as possible back to the power supply and hence the overall
power efficiency of the amplifier system is improved [4, 5]. The schematic
diagram of a particular implementation of this method is illustrated in
Figure 4.18. A 180– hybrid combiner is configured as the power splitter to
divide the wasted power into two 180– outphased portions. These two
signals are then fed to a high-speed Schottky diode pair through an
impedance-matching network. The Schottky diodes rectify the RF waves
and the dc components are withdrawn back to the power supply. A large
value capacitor together with the RF chokes embedded in the power
amplifiers shorts the harmonic current of the rectified wave to ground.
Alternatively, an inductor might be used to reject the harmonics. The RF
choke loops provide a dc return path for the circuit, if necessary. The
matching network can be adjusted to optimize the power delivered. An
optional isolator can be added between the hybrid combiner and power

Figure 4.18 Outphasing power amplifier with power recycling.
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splitter to improve the isolation. In a word, this power-recycling network is
simply a microwave version of the full-wave rectifier.

Two figures of merit are important in the RF-dc conversion and need to
be analyzed—the power efficiency of the recycling network and the isolation
between two power amplifier branches in the presence of the recycling
network. The isolation can be quantitatively analyzed by calculating the
VSWR of the recycling network. The simplest case to analyze is the continuous
wave, where the signal magnitude is a constant. In this case, the impedance-
matching network can be adjusted to optimize the system performance.
Intuitively, there might be an optimum point in which the recycling
efficiency and the isolation and VSWR are maximized or minimized
simultaneously. For linear modulations, the signal envelope varies and the
recycling efficiency averages over the whole range of the signal power
level, and the recycling efficiency and VSWR of the recycling network are
traded off.

4.9.1 Analysis of the Power-Recycling Network for a Continuous-Wave
Signal

To simplify the analysis, an ideal resistive model is assumed for the Schottky
diode (i.e., the fixed ‘‘on-resistance’’ Rd in series with the built-in potential
Vd , the infinite diode ‘‘off-resistance,’’ and a negligible shunt capacitance).
All other components are assumed to be ideal. The analysis starts from the
diode side. Since the 180– hybrid combiner is used as the power splitter, each
diode conducts less than half the time and operates 180– out of phase. This
situation is exactly the same as in the low-frequency full-wave rectifying
circuit. Figure 4.19 illustrates the voltage and current waveforms for each
Schottky diode. Note that each diode conducts at the angle of 2v. The
current through the upper diode is thus described by

Id ðt Þ ¼

Vpk cos qc t 	 ðVsup þ Vd Þ

Rd
; cos qc t $

ðVsup þ Vd Þ

Vpk

0; otherwise

8<
: ð4:95Þ

where Vsup is the power supply voltage, Vpk is the peak signal voltage applied
to the diode, and qc is the carrier frequency of the signal. The diode
conduction angle v is determined by

cos v ¼
Vsup þ Vd

Vpk

; 0 < v <
p

2
ð4:96Þ
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Note its symmetry with respect to the origin; the diode current can be
expanded as the following Fourier series

Id ðt Þ ¼ i0 þ
X1
k¼1

ik cos qc t ð4:97Þ

where ik is the kth-order harmonic of the diode current. The dc component
per diode is thus given by

i0 ¼
Vsup þ Vd

pRd
ðtan v 	 vÞ ð4:98Þ

The fundamental component and higher-order harmonics of the diode
current are

ik;upper ¼
Vsup þ Vd

pRd

1

k cos v

sinðk 	 1Þv

k 	 1
	

sinðk þ 1Þv

k þ 1

� �
ð4:99Þ

ik;lower ¼
Vsup þ Vd

pRd

cos kp

k cos v

sinðk 	 1Þv

k 	 1
	

sinðk þ 1Þv

k þ 1

� �
ð4:100Þ

Figure 4.19 Diode voltage and current in the power-recycling network.
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Obviously, the fundamental components and all odd-order harmonic current
of the two diodes are 180– out of phase, and hence cancel out. Only the dc
components and even-order harmonics are left. As we know that the RF
‘‘chokes’’ are usually embedded with the power amplifiers, a large value shunt
capacitor may be sufficient to short the harmonic currents to the ground, as
shown in Figure 4.18. A series inductor may be added to help reject the
harmonic current out of the power supply. The recycled portion of the power
is hence

Pr ¼ 2i0Vsup ð4:101Þ

The RF-dc power conversion is a strongly nonlinear process. In such a
case, the large signal impedance of the device is usually estimated by
the fundamental component of the voltage and current waveforms. The
fundamental component of the diode current at qc is thus

i1 ¼
Vsup þ Vd

pRd
ðv sec v 	 sin vÞ ð4:102Þ

The impedance-matching network scales the diode voltage and current seen
from the hybrid splitter. We assume an impedance transformation ratio of
n : 1 looking from the hybrid side to the diode side. The hybrid can also be
considered as an impedance transformer. We use the scattering matrix to
describe the hybrid and assume the following port convention [6]

b1

b2

b3

b4

2
664

3
775 ¼

1ffiffi
2

p

0 1 0 	1
1 0 1 0
0 1 0 1
	1 0 1 0

2
664

3
775

a1

a2

a3

a4

2
664

3
775

where ai and bi , i ¼ 1; 2; 3; 4 are the normalized incident and reflected
voltage wave at each port, which are given by

ai ¼
Vi;incffiffiffi

Z0

p ð4:103Þ

bi ¼
V

i;refffiffiffi
Z0

p ð4:104Þ
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where Z0 is the characteristic impedance and assumed to be 50Q. We now
account for the fundamental components and calculate the recycling
efficiency and the impedance looking into the recycling network. We have

b1

b2

b3

b4

2
664

3
775 ¼

1ffiffi
2

p

0 1 0 	1
1 0 1 0
0 1 0 1
	1 0 1 0

2
664

3
775

a1

a2

0
a4

2
664

3
775 ð4:105Þ

here a3 ¼ 0, due to 50-Q resistive load at port 3. Assuming the impedance
looking into the matching network from the hybrid splitter is Zx , then

Zx ¼ n2 Vpk

i1

ð4:106Þ

By applying (4.105), it is not difficult to obtain the following result

b1 ¼
1ffiffi
2

p ða2 	 a4Þ

¼ Gx a1 ð4:107Þ

Thus, we have Gin ¼ Gx , and Zin ¼ Zx —the input impedance of the
recycling network is actually the impedance looking into the impedance
matching network. So

Zin ¼ n2 Vpk

i1

¼
pn2Rd

v 	 sin v cos v
ð4:108Þ

and the reflection coefficient of the recycling network is

Gin ¼
Zin 	 Z0

Zin þ Z0

ð4:109Þ

The VSWR is thus, according its standard definition

VSWR ¼
1 þ jGinj

1 	 jGinj
ð4:110Þ
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The available power to the recycling network needs to be known to
calculate the recycling efficiency. The input impedance of the recycling
network varies with the diode conduction angle, which is determined by the
power delivered to the recycling network. In practice the situation is
complicated by the coupling between the variation of the load impedance
and the power delivered by the amplifiers. For example, a load-impedance
variation may drive a Class AB or Class B power amplifier into saturation or
breakdown. A few power amplifiers that are sensitive to the load impedance
and require careful tuning—like Class E amplifiers—may fail to work in this
case. Furthermore, as stated previously, the load-impedance variation
introduces an incomplete isolation between the two power amplifiers even
with the hybrid combiner. Because of the load line match of the power
amplifiers, the wideband quadrature signal reflected from the difference port
of the hybrid is reflected to the summing port, though the hybrid provides an
additional 3-dB isolation. The signal mixes with the desired output signal
and creates the signal distortion. An isolator may be placed between the two
hybrids to eliminate this effect. As shown in Section 4A.1, in this case looking
from the hybrid combiner, the load is always matched to 50Q, while looking
from the hybrid splitter, the isolator acts like an ideal voltage source Vs in
series with an internal resistance of 50Q—the maximum power transfer
theorem applies. Thus the source voltage is

Vs ¼ V1 þ Z0I1

¼
ffiffi
2

p
nVpk þ

ffiffi
2

p Z 0i1
n

ð4:111Þ

where the scaling factor n results from the 1:n matching network and the
ffiffi
2

p

comes from the fact that the hybrid is a power-addition device. The available
power to the recycling network is then

Pava ¼
1

8

V 2
s

Z0

¼
ðVsup þ Vd Þ

2

4Z0

n sec v þ
Z0

npRd
ðv sec v 	 sin vÞ

� �2

ð4:112Þ

and the recycling efficiency is

hr ¼
Pr

Pava

ð4:113Þ
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The above expression implies that the recycling efficiency is a function of the
diode conduction angle, which is determined by the available source power
and the impedance-matching network.

Figures 4.20 and 4.21 show the 3D plots of the recycling efficiency and
the VSWR as a function of the impedance transform ratio ‘‘n’’ of the
matching network and the source available power ‘‘Pava.’’ The following
typical diode parameters were chosen for the computation: Vsup ¼ 3V ,
Vd ¼ 0:4V , and Rd ¼ 10Q. The contour plots are also shown beneath the
mesh plots. It is clear that there is a close relationship between the optimum
recycling efficiency and the lowest VSWR. There are two different cases—the
constant power available to the recycling network and, more practically, the
constant impedance transform ratio of the matching network. For the former
case, the optimum recycling efficiency can be found by differentiating
(4.113) with respect to the impedance transform ratio, under the constraint
of the fixed available power; that is,

d hr

dn
¼

d hr

d v

d v

dn
ð4:114Þ

Figure 4.20 Recycling efficiency as a function of ‘‘n’’ and available power.

169Power-Combining and Efficiency-Enhancement Techniques



Equation (4.112) can be regarded as the implicit function of n and the
diode conduction angle v, since Pava is fixed

F ðn; vÞ ¼
1

4Z0

nVpkðvÞ þ Z0

i1ðvÞ

n

� �2

	Pava

¼ 0 ð4:115Þ

so the derivative of the diode conduction angle with respect to the impedance-
transformation ratio d v=dn can be found by

d v

dn
¼ 	

¶F ðn; vÞ

¶n
¶F ðn; vÞ

¶v

¼ 	
VpkðvÞ 	

Z0

n2i1ðvÞ

nV 0
pkv þ

Z0

n
i 01ðvÞ

ð4:116Þ

Figure 4.21 VSWR as a function of ‘‘n’’ and available power.

170 Design of Linear RF Outphasing Power Amplifiers



Substitute (4.116) into (4.114) and finally we get

dhr

dn
¼ 	

2Vsup

Pava

sin v
VpkðvÞ 	

Z0

n2 i1ðvÞ

npRd þ
Z0

n
ðv þ sin v cos vÞ

ð4:117Þ

The maximum recycling efficiency occurs when above expression is equal to
zero, so we have

n2VpkðvÞ 	 Z0i1ðvÞ ¼ 0 ð4:118Þ

which is equivalent to saying that

Zin ¼ n2 Vpk

i1
¼ Z0 ð4:119Þ

This implies that the optimum VSWR of the recycling network is achieved
along with the optimum recycling efficiency, when the available power to the
recycling network is constant. This conclusion also applies to any arbitrary
diode model and is the direct consequence of the maximum power transfer
theorem, as proved in Section 4A.2. Now the maximum recycling efficiency
can be calculated. From (4.112), (4.113), and (4.119), it can be shown that
the maximum recycling efficiency as function of the diode conduction angle
is given by

hr ; max ¼
Vsup

Vsup þ Vd

4ðtan v 	 vÞ

2v 	 sin 2v
cos2 v

<
4ðtan v 	 vÞ

2v 	 sin 2v
cos2 v ð4:120Þ

assuming Vsup q Vd , which is a reasonable approximation in most practical
applications. The diode conduction angle in the above expression, of course,
corresponds to the case with optimum impedance matching. A figure of
merit that indicates the capability of the recycling network can be defined as
the recycling factor er , which determines the diode conduction angle under
the optimum impedance matching.
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er ¼
2pRd Pava

ðVsup þ Vd Þ
2

¼
2v 	 sin 2v

cos2 v
ð4:121Þ

Figure 4.22 shows the maximum recycling efficiency achievable and the
recycling factor as a function of the diode conduction angle for the case of
optimum impedance matching. Hence, the maximum achievable recycling
efficiency is related to the recycling factor—the circuit parameters of the
recycling network—through the diode conduction angle. For example, it can
be seen that for recycling efficiency higher than 55%, the diode conduction
angle must keep below 60–, or correspondingly the recycling factor must be
chosen to be less than five. The diodes, power supply, and available power can
be traded off according to (4.121). Also note an interesting result: The
smaller the diode conduction angle, the more RF power is converted to dc
and hence the higher the recycling efficiency. This reminds us of the fact that
in classical power amplifier design, which can be considered as a dc-RF

Figure 4.22 (a) Maximum recycling efficiency, and (b) recycling factor as a function of the
diode conduction angle.
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converter, the bias point of the transistor is lowered to reduce the transistor
conduction angle and improve the drain efficiency. Figure 4.23 shows the
maximum recycling efficiency as a function of the recycling factor.

Figures 4.24 and 4.25 show examples of the recycling efficiency and
VSWR as a function of the impedance transform ratio for constant available
power. The supply voltage varies from 3 and 4V to 5V. It is clear that the
optimum recycling efficiency and VSWR coincide, which verifies the above
analysis. This conclusion is also true for the realistic diode model, which is
proved in Section 4A.2.

In practice, the matching network is usually fixed, and the available
power to the recycling network varies with time—for example, in the case of
linear modulated signals. The analysis shows that the maximum recycling
efficiency generally does not occur along with the lowest VSWR. As an
example, a set of calculated results are illustrated in Figures 4.26 and 4.27,
which show the recycling efficiency and VSWR as a function of available
power. The impedance transform ratio is fixed at n ¼ 0:3, and the supply
voltage varies between 3, 4, and 5V. It can be seen that the optimum
recycling efficiency and VSWR are very close to each other, although they do
not perfectly coincide.

Figure 4.23 Maximum recycling efficiency as a function of the recycling factor.

173Power-Combining and Efficiency-Enhancement Techniques



Following similar procedures, the optimum efficiency can be
determined by differentiating (4.113) with respect to the available power,
under the constraint of fixed impedance transformation ratio:

d hr

dPava

¼
2Vsup

Pava

di0

dPava

¼
2Vsup

Pava

di0
d v

dPava
d v

ð4:122Þ

The analytical derivation is quite involved and we instead give the final
results. It can be shown that the maximum recycling efficiency is given by

hr ; max ¼
Vsup

Vsup þ Vd

3 tan v þ v
�
4v2 csc2 v 	 4v tan v þ sec2 v 	 8

�
2v 	 2 tan v

<
3 tan v þ v

�
4v2 csc2 v 	 4v tan v þ sec2 v 	 8

�
2v 	 2 tan v

ð4:123Þ

Figure 4.24 Recycling efficiency as a function of the impedance transform ratio for the
constant available power.
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and correspondingly, the input impedance of the recycling network with the
optimum recycling efficiency is

Zin ¼ Z0

8v2 þ 4v cos 2v tan v þ 3 cos 3v sec v 	 3

2ðtan v 	 2vÞð2v 	 sin 2vÞ
ð4:124Þ

The diode conduction angle in the above equations is determined by

Z0

n2pRd

¼
4 tan v 	 8v

8v2 þ 4v cos 2v tan v þ 3 cos 3v sec v 	 3
ð4:125Þ

Note that the diode conduction angle and hence the maximum recycling
efficiency is independent of the supply voltage. Equations (4.123) and (4.124)
imply that the conditions for the maximum recycling efficiency and for the
lowest VSWR are generally different. In fact, they are fairly close to each other.
This situation is illustrated in Figure 4.28, in which the maximum recycling
efficiency and the correspondent VSWR are plotted as a function of the diode
conduction angle. Obviously, in most cases the VSWR under the optimum
efficiency is less than two, especially for the low-diode conduction angle.

Figure 4.25 VSWR as a function of the impedance transform ratio for the constant
available power.

175Power-Combining and Efficiency-Enhancement Techniques



4.9.2 Analysis and Discussion for Linear-Modulated Signals

For linear modulations, the signal magnitude and hence the available power
to the recycling network exhibits a large variation. With the hybrid power-
combining network, the overall power efficiency is the average-to-peak
power ratio. By using the power-recycling network, a considerable portion of
the wasted power is recovered back to the power supply, and the overall
power efficiency is improved. In practice, the impedance-matching network
is usually fixed. The total power delivered by the power amplifiers is a
constant, and the power available to the recycling network is the quadrature
signal portion of the total power, which varies with time. Assuming the
recycling efficiency hr , the instantaneous overall efficiency ho is thus

ho ¼
p

1 	 ð1 	 pÞhr
ð4:126Þ

where p is the normalized output power to the antenna. Obviously without
the recycling network, the overall efficiency becomes p; on the other hand, if
the recycling efficiency is 100%, the overall efficiency is 100% also.

Figure 4.26 Recycling efficiency as a function of the available power for the constant
impedance transform ratio.
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Figure 4.29 displays the plot of the overall efficiency as a function of the
output power for four different impedance transformation ratios. The
following parameters are used for the calculation: Vsup ¼ 5V, Vd ¼ 0:4V
and Rd ¼ 5Q. The dashed line corresponds to the case without power
recycling, in which the power efficiency is equal to the normalized output
power. With power recycling, the overall efficiency is enhanced. The solid
lines show that the power efficiency improvement is dependent on the
impedance matching network. The efficiency improvement near the low
output power level is more critical than that in the high output power level.
The reason is that when the output power is high, little power goes to the
recycling network, and the efficiency is high anyway. Note that each solid line
overlaps with the dashed line above a certain power level, depending on the
matching network. Their intersection points correspond to where the diodes
turns off, due to the fact that, beyond these points, less power is delivered to
the recycling network and the voltage applied to the diodes is unable to
overcome the supply voltage and turn on the diodes. The VSWR of the
recycling network beyond these points is infinite, as shown in Figure 4.30.
Proper choice of the impedance-matching network would result in a
reasonably low VSWR (<2:1) across a wide range of the output power level.

Figure 4.27 VSWR as a function of the available power for the constant impedance
transform ratio.
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For an even more strict requirement on VSWR, an isolator could be inserted
between the recycling network and the hybrid combiner to completely
eliminate the power reflected back to the power amplifiers. The disadvantage
is that the insertion loss of the isolator degrades the effective power efficiency.

The average power efficiency for the linear modulated signal is
calculated by integrating the instantaneous overall power efficiency weighted
by the probability density over the output power; that is,

�hho ¼
Z1

0

p

1 	 ð1 	 pÞhr ðpÞ
rðpÞdp ð4:127Þ

where rðpÞ is the power probability density function of the modulation
calculated in Figure 4.16. The instantaneous overall power efficiency and
hence the average power efficiency are strongly dependent on the impedance-
matching network. At two extreme cases, when the transformation ratio ‘‘n’’
of the impedance-matching network tends to infinity, the voltage applied to
the diodes is unable to turn them on most of the time, and the average
power efficiency of the system is similar to the case without the power

Figure 4.28 (a) Maximum recycling efficiency, and (b) corresponding VSWR as a function
of the diode conduction angle.
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Figure 4.29 Overall efficiency as a function of the output power for various impedance
transform ratios.

Figure 4.30 VSWR as a function of the output power for various impedance transform
ratios.
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recycling. On the other hand, when the transformation ratio ‘‘n’’ tends to
zero, the diodes are most often turned on. In this case, the large signal
impedance of the diodes approximates zero, and the largest portion of the
RF power delivered to the recycling network will be reflected back to the
isolator; thus the average power efficiency of the system is also low.
Obviously, there exists an optimum impedance matching for the maximum
average power efficiency, depending on the probability density of the
modulated signal.

The probability density function of the modulated signal is required
to calculate the power efficiency with and without the power recycling.
The analytical expression of the probability density generally cannot be
found, and hence the histogram from the simulation is used instead, as shown
in Figure 4.16. The modulations under investigation include QPSK,
OQPSK, p=4-DQPSK, 16-QAM, and 64-QAM, with square-root raised
cosine filtering. The roll-off factor of the shaping filter varies from 0.1 to 1.0,
with an increase of 0.1. Figure 4.31 shows the calculated peak average power
efficiency with the optimum impedance matching as a function of the roll-off
factor for various modulations. The average power efficiency without

Figure 4.31 Peak average efficiency as a function of the roll-off factor for various
modulations with and without recycling (Vsup ¼ 3V , Rd ¼ 5Q).
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the recycling network is also displayed as the dashed lines to show
the improvement. In this calculation, the maximum output power of the
amplifier system is 1W. The supply voltage is 3V and the diode on-resistance
is 5Q. The recycling factor is hence 2.7, which corresponds to a maximum
57% recycling efficiency for the full-power level, and a maximum 65%
recycling efficiency for the mid-power level, according to (4.120) and
(4.121). As illustrated in Figure 4.31, with a properly chosen impedance-
matching network, the net increase of the average power efficiency is between
14% and 21%, depending on the modulations. This corresponds to a relative
improvement of the average power efficiency from 33% to 83%, which is
quite respectable.

Note that the probability density functions in this calculation
experiences quite different distributions, while the net increase of the average
power efficiency is always approximately 16% for 16-QAM and 64-QAM,
and approximately 20% for QPSK, OQPSK, and p=4-DQPSK, except with
the modest drop for the case of roll-off factor 0.1. As shown in Figure 4.16,
the probability density of the p=4-DQPSK–modulated signal typically
possesses one or two peaks in certain medium-power levels and rolls off on
both sides. The OQPSK-modulated signal roughly approximates a constant
envelope; hence its probability density concentrates within a certain range of
power levels well above dc. In the case of 64-QAM, the probability density
function tends to be Gaussian and the PAP ratio is high. Very simply, the
proper choice of Rd , Vsup, and Pava is critical to the performance of the
recycling network, and Figure 4.22 offers useful guidance for the estimation
of the improvement.

The power-recycling experiment has been conducted for continuous-
wave as well as linear-modulated signals [4, 5, 7]. The purpose of this
experiment is to prove the concept of the power-recycling technique being
a viable approach for gaining system efficiency. A prototype of the diode
detector was tested with various power supply voltages, RF power levels, and
modulation schemes.

The experiment for the continuous-wave signal was performed and the
input power level was swept over several values and the supply voltage, was
kept constant. Three different voltage values are used: 3, 4, and 5V, as shown
in Figures 4.32 and 4.33. As can be seen from the results, the point at which
the best match occurred did not coincide with the point for the best recycling
efficiency. The maximum power transfer and optimum impedance are fairly
close to each other, though the power resolution of the experiment could be
improved. This result is consistent with the analysis shown in Figure 4.28 and
was verified with the numerical calculation.
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Figure 4.32 Comparison of calculated and measured recycling efficiency as a function of
input power level [4].

Figure 4.33 Comparison of calculated and measured variation of input VSWR as a
function of input power level [4].
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Figure 4.34 shows a plot of predicted amplifier system efficiency with
and without the power-recycling network. For illustrative purposes, the
power amplifiers in the system are assumed to have 100% efficiency.
The recycling efficiency was varied between 0.9 and 0.1 to show the effects of
power recycling on the overall power amplifier efficiency; the data from the
detector circuit is also superimposed on the plot to compare it to the various
contours of constant recycling efficiency. The ‘‘measured’’ data in Figure 4.34
refers to the measured recycling efficiency data of Figure 4.32; the system
efficiency was then calculated based on that data. As can be seen, the overall
power amplifier efficiency can be enhanced significantly by recycling the
‘‘wasted’’ power from the difference port of the 180– hybrid. The amount of
improvement will depend on the modulation scheme and data-filtering
technique applied.

The bandwidth of this technique is sufficiently broad to accommodate
a variety of modulation schemes without significant degradation of the
power returned to the power supply. Figure 4.35 plots the variation in
efficiency using a 50% amplitude modulation of the input signal at a
10-kHz rate. In this case, there is little difference between this result and the

Figure 4.34 Calculated overall efficiency as a function of power delivered to the antenna
for 0.8W peak outphasing power amplifier, showing the effect of recycling
efficiency [4].

183Power-Combining and Efficiency-Enhancement Techniques



continuous-wave result of Figure 4.32. Even wider bandwidths are required
for a CDMA-modulated signal, where the typical modulation bandwidth is
increased to 1.25 MHz. In this case, the measured results show a loss in
recycling efficiency of approximately 10%, yielding a peak recycling
efficiency of approximately 50%.

4.9.3 Practical Implementations

For multicarrier channels in a base station , the probability density function
of the modulated carrier tends to be Gaussian-distributed according to
the central limit theorem. This will make the behavior of the recycling
network much like that of a high-level modulation case, such as 64-QAM.
The bandwidth of the power-recycling system is generally determined by the
impedance-matching network. As demonstrated in [4], a simple design of
the impedance-matching network provided sufficient bandwidth for a
CDMA IS-95 modulated signal.

It is essential to reduce the diode loss to maximize the system per-
formance. The diode ‘‘on-resistance’’ can be reduced by parallel connection

Figure 4.35 Measured variation of circuit efficiency as a function of input power level
for 50% AM at 10 kHz and CDMA at 1.25 MHz at a carrier frequency of
1.96 GHz [4].

184 Design of Linear RF Outphasing Power Amplifiers



of a few diodes, but the shunt capacitance increases. The optimum design of
the recycling network may be fine-tuned with SPICE simulations and
experiments. It is also important to properly choose the matching network to
prevent a high reverse voltage from being applied to the Schottky diodes to
prevent breakdown.

It should be noted that the power-recycling circuit presented here is
only one of several ways to approach this problem depending on the center
frequency and the bandwidth of the signal. An alternative implementation of
the power-recycling circuit at lower frequencies could be a transformer and
diode pair, followed by a dc-dc converter. From a practical standpoint, a
dc-dc converter would be desirable to provide the proper supply voltage to
the power amplifiers in any given system.
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Appendix 4A

4A.1 Available Power from the Hybrid Combiner

The diode conduction angle is determined by the power delivered to the
recycling network, and therefore is related to the effective input impedance of
the recycling network. On the other hand, the variation of the impedance
alters the load presented to the power amplifiers, which in turn changes the
power delivered to the recycling network. Hence, the input impedance and
the available power to the recycling network are coupled together, depending
on the practical situation. In Class A, AB, B, and C power amplifiers, the
transistor is considered as a controlled current source. Variation of the load
may cause transistor saturation or breakdown. In saturated Class AB, B,
and C power amplifiers, the amplifiers can be regarded as a voltage source.
For some switching-mode power amplifiers, like Class E, the amplifiers may
fail to work if the load changes. Thus, the situation becomes rather
complicated, and the maximum power transfer theorem generally does not
apply to this situation. Let’s imagine that an isolator is put in between
the recycling network and the hybrid combiner. Now, looking back from the
power amplifiers, the load is fixed; looking from the recycling network, the
isolator acts like a voltage source and the maximum power transfer theorem
applies.

Figure 4A.1 shows the block diagram of this approach. The power
amplifiers are modeled as an ideal voltage source in series with a 50-Q
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resistance. If the input impedance of the power-recycling network is Zin, we
have

b1

b2

b3

b4

2
664

3
775 ¼

1ffiffi
2

p

0 1 0 	1
1 0 1 0
0 1 0 1
	1 0 1 0

2
664

3
775

a1

a2

0
a4

2
664

3
775 ð4A:1Þ

and it is easy to prove that

Vs1 ¼ V4 þ Z0i4

¼ 2
ffiffiffi
Z0

p
a4 ð4A:2Þ

and

Vs2 ¼ V2 þ Z0i2

¼ 2
ffiffiffi
Z0

p
a2 ð4A:3Þ

Thus, the voltage drop across the load is

Vin ¼
ffiffiffi
Z0

p
ða1 þ b1Þ

¼
ffiffiffi
Z0

p 2Zin

Zin þ Z0

b1

¼
1

Vs2 	 Vs1

Zin

Zin þ Z0

ð4A:4Þ

Figure 4A.1 Power available to the recycling network.
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Recall that Vs1 ¼ s 	 e and Vs2 ¼ s þ e ; hence the power available to the
recycling network is exactly the quadrature signal—e(t )—portion of the total
power.

4A.2 Recycling Efficiency and VSWR for Arbitrary Diode Model

The voltage-current characteristic of a Schottky barrier is usually described by
empirical equations. More generally, the following arbitrary current-voltage
relationship of the Schottky diode is assumed,

ID ¼ f ðVDÞ ð4A:5Þ

where VD is the voltage drop across to the diode. Then, the dc component of
the diode current can be found

i0 ¼
1

2p

Zp

	p
f ðVpk cos f 	 VsupÞd f ð4A:6Þ

and the fundamental component is

i1 ¼
1

p

Zp

	p
f ðVpk cos f 	 VsupÞ cos fd f ð4A:7Þ

The same expressions for the available power (4.122) and the recycling
efficiency (4.113) can also be obtained as a function of Vpk. The concept of
diode conduction angle in this more general case is meaningless. The
maximum recycling efficiency is determined by differentiating (4.113) with
respect to the impedance transformation ratio ‘‘n’’ for the fixed available
power to the recycling network. Similarly, (4.122) can be regarded as the
implicit function of ‘‘n’’ and Vpk. Finally we have

d hr

dn
¼

2Vsup

Pava

di

dVpk

dVpk

dn

¼
4Vpk

Pava

Zp

	p
f 0ðVpk cos f 	 VsupÞ cos fd f

np þ
Z0

n

Zp

	p
f 0ðVpk cos f 	 VsupÞ cos2 fdf

ð
Z0

n2 i1 	 VpkÞ ð4A:8Þ

The maximum recycling efficiency occurs when the above expression is equal
to zero, which is equivalent to
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Z0 ¼ n2 Vpk

i1
¼ Zin ð4A:9Þ

Equation (4A.9) concludes that in the case of the fixed available power to the
recycling network, the maximum recycling efficiency and the lowest VSWR
occur simultaneously. This conclusion is general and independent of the
exact form of the diode model and is a direct consequence of the maximum
power transfer theorem.
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transistor as current source, 135

Class D amplifier, 135
CMOS technology for, 147
defined, 146

equivalent circuit of, 148
GaAs MESFET implementation, 157
modeled as ideal square-wave voltage,

147
MOS-based, with lossless combining,

147–56
schematic, 146

transistor power dissiptation, 147
voltage-mode, 136

Class E amplifier, 135

characteristics, 145
schematic, 146

Class F amplifier, 135, 136
Code-division multiple access (CDMA), 4

advantages, 4
wideband (WCDMA), 20
See also IS-95 CDMA

Combined analog locked-loop universal
modulator (CALLUM), 27, 54,
88, 117, 119–24

advantages, 117

block diagram (CALLUM1), 120
block diagram (CALLUM2), 121
block diagram (CALLUM3), 123

block diagram (CALLUM4), 124
CALLUM1, 119–21
CALLUM2, 121–23

CALLUM3, 122–23
CALLUM4, 123, 124
disadvantage, 123
dynamic behavior, 120

feedback locked loop implementation,
119

narrowband, 117

sensitivity, 123
structure illustration, 122

Complementary cumulative distribution

function (CCDF), 14, 15
Complementary metal oxide-silicon

(CMOS)

implementation of Class D amplifier,
155

inverters, 146
SOS technology, 154, 155

technology for Class D amplifiers, 147
Correction schemes

in background, 88

based on training vectors, 88–101

Differential binary PSK (DBPSK), 38

Digital European cordless telephone
(DECT), 89

Digital modulation, 36–41
p/4-DQPSK, 38–41, 161, 162

OQPSK, 4, 38, 67, 161, 162
QAM, 36, 41, 87, 160, 162
QPSK, 36–41, 161, 162

Digital-to-analog (D/A) converters, 79, 80
Dirac function, 43
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Direct search algorithm, 104–5
baseband block diagram, 105

defined, 104
Distortion

AM/AM, 22, 23

AM/PM, 23
harmonic, 9–10
intermodulation, 9, 11

Doherty amplifier, 22

Double-sideband suppressed carrier
(DSB-SC) signals, 98

DSPs

application-specific (ASDSPs), 59, 75
baseband, 91, 107
sampling rate, 79–81

Envelope elimination and restoration

(EER), 22
Error vector magnitude (EVM)

measurement, 35
defined, 18

illustrated, 19
as root-mean-square (rms) value, 18

Feedback
linearization with, 25

signal component separation with, 57
Feedback loop

inverse sine phase modulator with, 55

signal component separator with, 57
VLLs, 126

Feedforward
predistortion illustration, 27

techniques, 26
Field effect transistors (FETs), 136, 156
Filters

Bessel, 81
Butterworth, 80, 81
FIR, 113

Gaussian, 49–50
IS-95 baseband, 50
Nyquist, 45, 47
raised cosine, 45–49

reconstruction, 79–81
two-stage polyphase, 71

Finite impulse response (FIR) filters, 113

Foreground calibration algorithm, 91–96
generation and measurement, 92

measured output spectra with/without,
101

path imbalance/calibration signals
relationship, 94

practical considerations, 96–101

signal waveforms, 100
See also Background calibration algo-

rithm; Calibration
Frequency-division multiple access

(FDMA), 2–3
Frequency shift keying (FSK), 3

Gain imbalance, 89, 96
background calibration, 109

compensation, 90
estimation error, 99

Gaussian filter, 49–50

defined, 49
frequency response, 49
high-frequency components and,

49–50
impulse response, 49

Gaussian minimum-frequency shift keying
(GMSK), 3, 49

Global system for mobile communication
(GSM), 3, 49, 50

Havens quadrature signal generator, 71

Hybrid combiners
available power from, 186–88
outphasing amplifier with, 158

transformer, 131
See also Power combiners

Impedance transform ratio, 173
Input intercept point (IIP), 13

Input signal amplitude, 13
Intermodulation distortion, 11

illustrated, 9

output frequency generation, 11
two-tone test characterization, 11

Intermodulation frequencies, 9
Intermodulation products

second-order, 11, 12
third-order, 11–12

Intersymbol interference (ISI), 43

due to lowpass filtering, 44
elimination, 45
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IS-95 CDMA, 4
baseband filter, 50

simulated spectrum, 67
simulated total output spectrum, 82
See also Code-division multiple access

(CDMA)

Japanese TACS/narrowband TACS
(JTACS/NTACS), 2

Least square (LS) algorithm, 113

Linearity
degradation, 35–36, 73, 81
effects of reconstruction filter and DSP

sampling rate, 79–81

performance, 35–83
quadrature modulator error effects on,

67–75

two-tone test analysis, 62–64
Linearization

with feedback, 25

techniques, xi
Linear-modulated signals, 176–84

average power efficiency, 178

average power efficiency without power
recycling, 180–81

instantaneous overall efficiency, 176, 178
overall efficiency as function of output

power, 179
overall power efficiency, 176
peak average efficiency, 180

probability density function, 180
Local oscillator (LO), 68, 69
Lookup table (LUT), 49, 59

one-dimensional, 61
symmetry, 60

Lossless power combiners, 133, 134, 135
Lossy power combiners, 130

application to outphasing power
amplifiers, 156–59

instantaneous combining efficiency,

159
wasted power, 159
See also Power combiners

Lowpass filter (LPF), 96, 97

Matched, isolated combiners, 133, 134
Memoryless weak nonlinearities, 7

Metal semiconductor FET (MESFET)
technology, 156

Mismatch correction scheme, 112–14
Modulation. See Digital modulation
MOS-based Class D amplifier, 147–56

analysis, 147–53
calculated power efficiency, 154
fundamental component, 151
fundamental component (even-mode

operation), 152–53
implementation, 155
output power, 151

parasitic capacitor, 154
simulation of, 153–56
source current, 152

system efficiency, 153
voltage generators, 152
See also Class D amplifier

Newton-Raphson algorithm, 71
Nonlinear inverse sine phase modulator, 52

Nonlinearities, 83
illustrated, 7
memoryless weak, 7

strong, 13
Nyquist filters, 45, 47
Nyquist’s first method, 44–45

Offset quadrature PSK (OQPSK), 4, 38, 67

combining efficiency as function of
roll-off factor, 162

constellation and phase transitions, 39
power probability density function,

161
Q-channel data stream, 38
use, 38

See also Digital modulation
Organization, this book, xii–xiii
Orthogonal frequency division multiplexing

(OFDM), 112
Out-of-band interference, 35
Outphasing approach

concept, 27

defined, xi
theory, 29–32

Outphasing power amplifiers, 27–32

amplifier choices, 135–36
band-limited input, 64
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with Class A, B, and C amplifiers,
137–42

concept description, 29
with foreground calibration loop, 91
historical perspectives, 27–29

with hybrid power combining, 158
linearity performance, 35–83
lossy power combiners application,

156–59

path mismatch reduction techniques,
87–126

with phase imbalance correction, 102

power-combining techniques, 130–35
power recycling, 163–85
quadrature modulator errors and,

72–75
SCS quantization error effects on, 75–79
signal component separation, 51–61
with simplex search algorithm, 103

simplified block diagram, 28
with transmission line coupling, 32

Output intercept point (OIP), 13

Output power
Class B amplifier, 140
MOS-based Class D amplifier, 151

probability, 160
probability distribution, 159–63

Path imbalance, 61–67, 81–82
ACI estimation and, 64–67
correction, 61
foreground calibration path convergence

and, 95
manifestation, 61
two-tone test and, 62–64

Path mismatch errors
baseband preconditioning of, 89–90
foreground calibration algorithm of,

91–101
Path mismatch reduction techniques,

87–126
background calibration algorithm,

105–12
for broadband applications, 112–14
direct search algorithm, 104–5

introduction, 87–88
phase-only correction, 101–2

simplex search algorithm correction,
102–4

training vector-based, 88–101
transparent to data transmission,

101–12

VCO-derived synthesis, 114–26
Peak-to-average power (PAP) ratio, 14

defined, 14
inverse, 76

probabilistic measurement of, 15
Phase imbalance, 95

background calibration, 109

compensation, 90
determination, 108
estimation error, 99

Phase-locked loops (PLLs), 114
block diagram, 117
cross-coupled, 115
defined, 119

Phase-only correction, 101–2
defined, 101
outphasing amplifier with, 102

Power-added efficiency (PAE), 20
Power amplifiers

average efficiency, 159

characterization for wireless
communications, 4–22

large-signal nonlinear, 14

linearization and efficiency-enhance-
ment techniques, 22–27

nonlinear distortion, 6
power efficiency measurements, 19–22

role in wireless communication systems,
1–4

switching-mode, 79

waveform quality measurements, 6–19
See also Outphasing power amplifiers

Power combiners, 130–35

admittance matrix, 134
behavior, 133
Chireix, 142–45
efficiency, 129

hybrid, 131, 158, 186–88
impedance matrix, 134
as linear circuits, 130

lossless, 133, 134, 135
lossy, 130, 156–59
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Power combiners (continued)
matched, isolated, 133, 134

for minimizing interactions between
input ports, 132

‘‘Rat-Race,’’ 131

reactive, 132
S matrix, 130, 132, 133
structures, 131
transform-based, 132

transmission line-based, 132, 135
Wilkinson, 131, 157

Power efficiency

lower results, 22
measurements, 19–22
PAE, 20

poor, origins of, 21
Power probability density function, 161
Power recycling, 163–85

alternative implementation, 185

analysis for continuous-wave signal,
164–76

available power, 168

average power efficiency without,
180–81

bandwidth, 184

defined, 163
diode voltage, 165
efficiency, 167, 168–69, 171, 172, 174

factor, 172, 173
fundamental component, 165–66
illustrated, 163
impedance transform ratio,

166, 173, 174
optimum design, 185
practical implementation, 184–85

reflection coefficient, 167
RF-dc power conversion, 166
Schottky diodes in, 163

series inductor, 166
source voltage, 168
VSWR, 167

Power series expansion, 8

Predistortion
adaptive, 23, 24
concept illustration, 23

defined, 22–23
feed-forward, 27

practical limitations, 24
problems, 26

P-type MOS (PMOS), 155

Quadrature amplitude modulation (QAM),

36
16-QAM, 42, 160
64-QAM, 160
combining efficiency as function of

roll-off factor, 162
defined, 41
M-QAM, 87

power probability density function, 161
See also Digital modulation

Quadrature modulator errors, 67–75

adjacent channel residue, 96
background calibration, 109
compensation, 89
correction by test vectors, 72

effects on linearity, 67–75
effects on outphasing systems, 72–75
generation, 69

minimization, 69–72
presence of, 96
setting upper limit, 97

Quadrature modulators
block diagram, 68
constant envelope characteristics and,

73
gain and phase mismatch, 73, 74
perfectly balanced, 96

Quadrature PSK (QPSK), 36–41

p/4-DQPSK, 38–41, 161, 162
combining efficiency as function of

roll-off factor, 162

defined, 36–37
offset (OQPSK), 4, 38, 67, 161, 162
power probability density function, 161

realization, 37
signal constellation and phase

transitions, 37
waveforms, 38

See also Digital modulation
Quadrature signal

calculation, 53

generation, 56
generation with RC-CR network, 70
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Havens generator, 71
in-phase component, 55

phase difference, 56
quantization error effects of, 76–79
wideband, 65

Quantization error effects, 75–79
A/D converter, 98, 110
of quadrature signal, 76–79
SNR, 78

of source signal, 75–76
Quantization noise, 78, 82

Raised cosine filter, 45–49
cutoff frequency, 47

defined, 45
frequency response, 45–46
implementation, 48

impulse response, 46–47, 48
roll-off factors, 46
square-root, 48

‘‘Rat-Race’’ combiner, 131

RC-Cr network, quadrature signal
generation with, 70

Reactive combiners, 132

Reconstruction filter, 79–81
Recycling efficiency

for arbitrary diode model, 188–89

calculated and measured comparison,
182

calculated overall, 183
calculating, 168

as function of available power, 176
as function of impedance transform

ratio, 173

as function of ‘‘n,’’ 169
maximum, 171, 172, 174, 178
measured variation of, 184

plots, 169, 170
See also Power recycling

Recycling factor, 172, 173

RF-dc power conversion, 166

Schottky barrier, 188

Schottky diodes, 163, 188
SCS, 52

analog implementation, 31

imbalanced caused by, 36
in-phase/quadrature, 54

quantization, 36
quantization error effects, 75–79

Second-order intermodulation
output, 12
products, 11

Shannon’s channel capacity formula, 42
Signal component separation, 51–61

canonical forms, 51
with feedback loop, 57

with frequency translation, 59
with in-phase/quadrature method, 54
with nonlinear phase modulators, 51

with power feedback, 57
Signals

accuracy, 18

bandpass, separation of, 29, 30
constant envelope, 29
DSB-SC, 98
linear-modulated, 176–84

quadrature, 53, 55, 56
spectral growth, 18

Signal-to-noise ratio (SNR), 42

in calibration loop, 108
due to quantization signal error, 78

Silicon on sapphire (SOS) CMOS

implementation, 155
technology, 154

Simplex search algorithm, 102–4

alternating variable method, 103
block diagram, 103
defined, 102
with two variables, 104

S matrix, 130, 132, 133

Taylor expansion, 95

Third-order intermodulation
fractional, 11–12
products, 11

Time-division duplex (TDD), 89
Time-division multiple access (TDMA), 3
Total access communications system

(TACS), 2

Transform-based combiners, 132
Transmission line-based combiners,

132, 135

Traveling wave tube amplifiers (TWTAs),
26
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Two-stage polyphase filter, 71
Two-tone tests, 7

acceptance, 62
linearity analysis, 62–64
output spectrum, 64

performance, 12

Variable gain amplifier (VGA), 56

control signal, 57
control voltage, 58
gain, 56, 57

VCO-derived synthesis, 114–26
Vector-locked loops (VLLs), 54, 88,

124–26

advantage, 117
control equations, 125
disadvantage, 126

feedback loop, 126
generic control equations, 124
illustrated, 125
narrowband, 117

Very large-scale integration (VLSI)
technology, xi

Voltage-controlled oscillators (VCOs)

combined outputs, 116
control voltages, 118, 119
free-running frequency, 118

as integrator, 118

output, 115
output phase, 118

output signals, 118
sensitivity, 118

Voltage standing-wave ratio (VSWR), 26

for arbitrary diode model, 188–89
calculated and measured comparison,

182
calculating, on recycling network, 164

as function of available power, 177
as function of impedance transform

ratio, 173, 175

as function of output power, 179
lowest, 169, 175
optimum, 171

recycling network, 167
under optimum efficiency, 175

Volterra-series analysis, 10

Waveform quality measurements, 6–19
Wideband CDMA (WCDMA), 20

Wilkinson combiner, 131, 157
Wireless systems

1G, 2

2G, 5
power amplifier characterization for,

4–22

power amplifier role in, 1–4
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