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When I was young, people called me a gambler. As the
scale of my operations increased I became known as a
speculator. Now I am called a banker. But I have been
doing the same thing all the time.

—Sir Ernest Cassell
Banker to Edward VII
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I N T R O D U C T I O N

Over the past decades, investors, regulators, and industry self-regulatory
bodies have forced banks, other financial institutions, and insurance com-
panies to develop organizational structures and processes for the manage-
ment of credit, market, and operational risk. Risk management became a hot
topic for many institutions, as a means of increasing shareholder value and
demonstrating the willingness and capability of top management to handle
this issue. In most financial organizations, risk management is mainly un-
derstood as the job area of the chief risk officer and is limited, for the most
part, to market risks. The credit risk officer usually takes care of credit risk
issues. Both areas are supervised at the board level by separate competence
and reporting lines and separate directives. More and more instruments,
strategies, and structured services have combined the profile characteristics
of credit and market risk, but most management concepts treat the different
parts of risk management separately. Only a few institutions have started to
develop an overall risk management approach, with the aim of quantifying
the overall risk exposures of the company (Figure I-1).

This book presents an inventory of the different approaches to market,
credit and, operational risk. The following chapters provide an in-depth
analysis of how the different risk areas diverge regarding methodologies,
assumptions, and conditions. The book also discusses how the different ap-
proaches can be identified and measured, and how their various parts con-
tribute to the discipline of risk management as a whole. The closing chapter
provides case studies showing the relevance of the different risk categories
and discusses the “crash-testing” of regulatory rules through their applica-
tion to various crises and accidents.

The objective of this book is to demonstrate the extent to which these
risk areas can be combined from a management standpoint, and to which
some of the methodologies and approaches are or are not reasonable for
economic, regulatory, or other purposes.

PROBLEMS AND OBJECTIVES

Most institutions treat market, credit, operational, and systemic risk as
separate management issues, which are therefore managed through sepa-
rate competence directives and reporting lines. With the increased com-
plexity and speed of events, regulators have implemented more and more
regulations regarding how to measure, report, and disclose risk manage-

xvii
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ment issues. As a result, one problem is to understand how the different
risk categories are defined, and what characteristics, assumptions, and
conditions are connected to the terms used to describe them. This allows
us to understand the different natures of different types of risk. And be-
cause risk has to be measured, measurement tools, methodologies, and so
forth must also be examined.

To this end, a scheme has been developed which allows a systematic
screening of the different issues characterizing the natures of the different
risk areas. It also helps determine the extent to which different risks can be
combined. Many methodologies that claim to provide “total enterprise
risk management,” “enterprisewide risk management,” and the like do
not prove whether the underlying risks share enough similarities, or the
risk areas share close enough assumptions, to justify considering them as
a homogeneous whole.

This scheme is applied to case studies, to examine the extent to
which some organizational structures, processes, models, assumptions,
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methodologies, and so forth have proved applicable, and the extent of the
serious financial, reputational, and sometimes existential damages that
have resulted when they have not.

APPROACH

This work focuses on the level above the financial instruments and is in-
tended to add value at the organization, transaction, and process levels so
as to increase the store of knowledge already accumulated. The pricing of
instruments and the valuation of portfolios are not the primary objects of
this book. Substantial knowledge has already been developed in this area
and is in continuous development. Risk management at the instrument
level is an essential basis for understanding how to make an institution’s
risk management structures, processes, and organizations efficient and 
effective.

This book aims to develop a scheme or structure to screen and com-
pare the different risk areas. This scheme must be structured in such a 
way that it considers the appropriateness and usefulness of the different
methodologies, assumptions, and conditions for economic and regulatory
purposes.

The objectives of this book are as follows:
• Define the main terms used for the setup of the scheme, such as

systemic, market, credit, and operational risk.
• Review the methodologies, assumptions, and conditions

connected to these terms.
• Structure the characteristics of the different risk areas in such a

way that the screening of these risk areas allows comparison of
the different risk areas for economic and regulatory purposes.

In a subsequent step, this scheme is applied to a selection of case
studies. These are mainly publicized banking failures from the past decade
or so. The structured analysis of these relevant case studies should demon-
strate the major causes and effects of each loss and the extent to which risk
control measures were or were not appropriate and effective.

The objectives of the case study analyses are as follows:
• Highlight past loss experiences.
• Detail previous losses in terms of systemic, market, credit, and

operational risks.
• Highlight the impact of the losses.
• Provide practical assistance in the development of improved risk

management through knowledge transfer and management
information.

• Generate future risk management indicators to mitigate the
potential likelihood of such disasters.

Introduction xix
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C H A P T E R  1

Risk Management: 
A Maturing Discipline

1.1 BACKGROUND

The entire history of human society is a chronology of exposure to risks
of all kinds and human efforts to deal with those risks. From the first
emergence of the species Homo sapiens, our ancestors practiced risk man-
agement in order to survive, not only as individuals but as a species. The
survival instinct drove humans to avoid the risks that threatened extinc-
tion and strive for security. Our actual physical existence is proof of our
ancestors’ success in applying risk management strategies.

Originally, our ancestors faced the same risks as other animals: the
hazardous environment, weather, starvation, and the threat of being
hunted by predators that were stronger and faster than humans. The en-
vironment was one of continuous peril, with chronic hunger and danger,
and we can only speculate how hard it must have been to achieve a sem-
blance of security in such a threatening world.

In response to risk, our early ancestors learned to avoid dangerous
areas and situations. However, their instinctive reactions to risk and their
adaptive behavior do not adequately answer our questions about how they
successfully managed the different risks they faced. Other hominids did not
attain the ultimate goal of survival—including H. sapiens neanderthalensis,
despite the fact that they were larger and stronger than modern humans.
The modern humans, H. sapiens sapiens, not only survived all their relatives
but proved more resilient and excelled in adaptation and risk management.

Figure 1-1 shows the threats that humans have been exposed to over
the ages, and which probably will continue in the next century, as well. It
is obvious that these threats have shifted from the individual to society

1
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and the global community. Thousands of years ago, humans first learned
to cultivate the wild herbs, grasses, grains, and roots that they had tradi-
tionally gathered. Concurrently, humans were creating the first settle-
ments and domesticating wild animals. Next, humans began to grow,
harvest, and stockpile grain, which helped to form the concept of owner-
ship. Over time, humans learned to defend their possessions and their in-
terests, to accumulate foodstuffs and other goods for the future, and to
live together in tribal and other communal settings. As wealth accumu-
lated in modest increments, rules about how to live together were needed,
and the first laws to govern human interaction were developed. Thus, the
beginning of civilization was launched. Walled cities, fortifications, and
other measures to protect property and communities demonstrate that
with increases in wealth came increased risk in a new form. Old forms,
which had threatened humans for generations, were replaced by new
threats. Famine and pestilence were frequent crises, and the perils of na-
ture destroyed what communities and individuals had built. Warfare and
plundering increased the threats. As a result, our ancestors created tech-
nologies, war strategies, and social and legal rules to survive.

The evolution of business risks coincides with the start of trading and
commerce. We do not know exactly when trading and commerce began,
but their rise is clearly connected with the fact that society took advantage
of specialization, which increased the capacity to produce and stockpile
goods for future use. Stockpiling goods acts as a cushion against misfor-
tune, the perils of nature, and the ravages of war. It is very probable that
business, in the form of trading and commerce, was one of the first active
efforts of society to deal with risk. Artifacts unearthed by archaeologists
prove that those early businesspeople developed techniques for dealing
with risk. Two major techniques are noteworthy and should be mentioned.

First, in 3000 B.C., the Babylonian civilization, with its extensive trade
relations, exhibited a highly developed bureaucracy and trading sector
with a monetary and legal system.

One consequence of the concept of private property was the evolu-
tion of a market economy, but until the innovation of money was intro-
duced, commerce was on a barter basis. There is some debate regarding
the exact moment when money was first used, but its use revolutionized
commerce, private property, and the accumulation of wealth. It pro-
vided a new means of stockpiling resources, and thus had an important
impact on risk management. With the introduction of money as a storage
medium, wealth could be held in the form of tangible property or as an
asset that could be exchanged for tangible properties. Physical assets
could be acquired even by those who did not have financial assets, pro-
vided someone was willing to lend the money, which was the innovation
of credit. This created risk for the lender, who was compensated by
charging interest for loans.

Risk Management: A Maturing Discipline 3
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The legal system was the second innovation that revolutionized soci-
ety. Laws or rules originated as tribal conventions, which became more for-
malized over time. One of the first formal legal codes was established by
Hammurabi between 1792 and 1750 B.C. There were no other major legal sys-
tem innovations until the beginning of the Industrial Revolution, so we can
fly over the periods of the Egyptian, Greek, and Roman empires, feudalism,
the rise of the merchant class, and mercantilism. The beginning of the In-
dustrial Revolution was characterized by two major events. Modern capital-
ism emerged after a transition period over several centuries, during which
the conditions needed for a capitalistic market society were created. Among
these conditions were formalized private ownership of the means of pro-
duction, profit orientation, and the mechanisms of a market economy. With
expanding industrial and economic activity, new organizational forms were
needed to raise large amounts of capital and build production capacity. The
corporation limited individual risk and leveraged production, distribution,
and capital resources. The earliest form of shareholder organization, the joint
stock company, appeared at the end of the seventeenth century. The investors
pooled their funds, allowing multiple investors to share in both the profits
and risks of the enterprise. This feature was equivalent to partnerships and
other joint forms and was not an innovation. But the corporation addressed
risk in a different way, by limiting the liability of the investors based on the
amount invested. From a legal standpoint, a corporation is an artificial con-
struct or artificial person, whose competencies and responsibilities are sepa-
rate from those of the investor-owners (with exceptions).

The Industrial Revolution created new sources of risks. The applica-
tion of steam power to the production process and transportation replaced
old threats with the new risks that accompany advancing technologies.
With the emergence of the age of information technology, inherent risks
include business system problems, fraud, and privacy issues, which can
all interrupt the day-to-day operations of a business.

Although the term risk management originated in the 1950s, Henry
Fayol recognized its significance earlier.1 Fayol, a leading management
authority, was influenced by growing mass production in the United
States, and the existence of giant corporations and their management
challenges. In 1916, he structured industrial activities into six functions,
including one called security, which sounds surprisingly like the concept
of risk management:

The purpose of this function is to safeguard property and persons against
theft, fire and flood, to ward off strikes and felonies and broadly all social
disturbances or natural disturbances liable to endanger the progress and
even the life of the business. It is the master’s eye, the watchdog of the one-
man business, the police or the army in the case of the state. It is generally
speaking all measures conferring security upon the undertaking and requi-
site peace of mind upon the personnel.2

4 CHAPTER 1
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Centuries ago, bandits and pirates threatened traders. Now hackers
are engaged in vandalism and commit electronic larceny.

The media are full of news about the perils of human-made and nat-
ural hazards. The nuclear power plant accidents at the Three Mile Island
facility in Pennsylvania in 1979 and at Chernobyl in Ukraine in 1987 show
the new risks posed by human-made hazards and the seriousness of these
threats. Destructive natural hazards exist as well. Hurricane Andrew
caused damages of around $22 billion; and the floods in the midwestern
United States in 1993 and the earthquakes in California in 1993 and in
Kobe, Japan, in 1994 had devastating effects. In addition, terrorist activi-
ties have become more dangerous over the years, as demonstrated by the
1993 and 2001 bombings of the World Trade Center in New York, and the
1995 bombing of the Murrah Federal Building in Oklahoma City.

A review of the past along with an assessment of the growing array
of risks shows that the impact of risks (in terms of financial losses) has in-
creased. This is not only a consequence of the increased numbers of risks
we are confronted with; the severity and frequency of disasters has in-
creased as well. The financial losses from natural perils, such as floods,
forest fires, and earthquakes, are not only a function of the number of
events, as natural disasters occur with a certain average frequency as in
the past. However, each catastrophe seems to be worse than the one that
came before it. The ultimate reason is obvious: as more and more people
live close together, business has become more capital intensive, and our
infrastructure is more vulnerable and capital intensive as well. With the
increased growth of capital investment in infrastructure, manufacturing
capacity, and private ownership of real estate and other goods, the risk of
financial losses increased substantially.

1.2 RISKS: A VIEW OF THE PAST DECADES

Recently, there have been a number of massive financial losses due to in-
adequate risk management procedures and processes (Figure 1-2). The fail-
ures of risk management in the world of finance were not primarily due to
the incorrect pricing of derivative instruments. Rather, the necessary su-
pervisory oversight was inadequate. The decision makers in control of or-
ganizations left them exposed to risks from derivative transactions and
institutional money. Risk management does not primarily involve the cor-
rect pricing of derivative instruments—rather, it involves the supervision,
management, and control of organizational structures and processes that deal
with derivatives and other instruments.

Many cases in which managers focused on the correct pricing of 
financial instruments and neglected the other dimensions show the 
dramatic consequences of this one-dimensional understanding of risk
management. In Switzerland, the pension fund scheme of Landis & Gyr
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resulted in the loss of a substantial part of the fund’s assets. Robert
Maxwell swindled the Mirror Group’s pension fund for £480 million.
Daiwa lost more than $1 billion. Barings lost £850 million. Kidder
Peabody lost more than $300 million. Orange County, California, lost
more than $1 billion. This list of accidents, frauds, and willful swindles
in the world of finance is never-ending. The reasons include behavioral
risk, pricing risk, an incorrect understanding of products and services,
and simple credit and market risks. Risk is not a one-dimensional, well-
defined concept. Rather, it is a shifting concept whose meaning varies
according to the environment in which it is used. Thus far, the term risk
has been used in this discussion to mean “exposure to adversity.” In this
loose sense, the term risk has been adequate for the explanation of the
history of risk. Now, risk and its associated terms have to be analyzed
and defined more precisely, and the context in which these terms are
used must be outlined. Each activity or area of knowledge has its own
individual concept and terms. The terminology of risk, like many simple
terms in everyday usage, takes on different meanings in specialized
fields. The term risk shimmers with all the colors of the rainbow; it de-
pends on how we define it. Risk is often linked with uncertainty and in-
security. Statisticians, economists, bankers, and academicians try and try
again to develop a common understanding and definition of the term
risk. But at present there is no agreed definition that can be applied to all
areas; the concept of risk that is suitable for the economist can not be
used by the social psychologist or the insurance mathematician. This
book does not attempt to develop a concept for all areas of knowledge.
The discussion is limited to economics and finance. However, there are
some concepts that are shared with the fields of insurance, mathematics,
and statistics, as many products and services in the economic and finan-
cial field are based on calculations that include risk. In the insurance in-
dustry, risk means either a peril insured against (e.g., flood damage) or a
person or property protected by insurance (e.g., a driver and vehicle
protected against financial damages from personal injury or collision by
car insurance). For the moment, however, the term risk will be applied
here in an abstract way, to indicate a situation in which a certain expo-
sure exists. Therefore, risk is not strictly related to loss for present pur-
poses, as this again would be one-dimensional and would unnecessarily
restrict the discussion.

1.3 DEFINITION OF RISK

For the purposes of this discussion, risk is defined as “a condition in which
there exists an exposure to adversity.” In addition, there is an expectation
of what the outcome should look like. Therefore, risk is defined here as
follows:
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risk A condition in which there exists a possibility of deviation from a desired
outcome that is expected or hoped for.

Other definitions include the restriction that risk is based on real-
world events, including a combination of circumstances in the external en-
vironment. We do not agree with this limitation. Potential risks that might
occur in the future are excluded. In addition, we do not limit the range of
risk to circumstances in the external environment. Many crises in the
economy and the financial services industry happen because of problems
within organizations. These often have to do with problems in the human
resource area, which belong in the realm of the behavioral sciences.

The term risk is linked to the possibility of deviation. This means that
the possibility of risk can be expressed as a probability, ranging from 0 to
100 percent. Therefore, the probability is neither impossible nor definite.
This definition does not require that the probability be quantified, only
that it must exist. The degree of risk may not be measurable, for whatever
reason, but the probability of the adverse outcome must be between 0 and
100 percent.

Another key element of the definition is the “deviation from a de-
sired outcome that is expected or hoped for.” The definition does not say
how such an undesirable deviation is defined. There are many ways of
building expectations. By projecting historical data into the future, we
build expectations. This pattern of behavior can be observed in our every-
day lives. Another way of building expectations is to forecast by using in-
formation directed toward the future, not by looking back. The definition
of expectations is absolutely key in the concept of risk, as it is used to define
the benchmark. Any misconception of the expectations will distort the
measurement of risk substantially. This issue is discussed in full in the au-
diting and consulting literature, which analyzes the problem of risk and
control in great depth.3

Many definitions of risk include the term adverse deviation to express
the negative dimension of the expected or hoped-for outcome. We do not
agree with this limitation, which implies that risk exists only with adverse
deviations, which must be negative and thus are linked to losses. Such a
restriction would implicitly exclude any positive connotations from the
concept of risk. We believe that risk has two sides, which both have to be
included in the definition, and that risk itself has no dimension, negative
or positive.

1.4 RELATED TERMS AND DIFFERENTIATION

Frequently, terms such as peril, hazard, danger, and jeopardy are used inter-
changeably with each other and with the term risk. But to be more precise
about risk, it is useful to distinguish these terms:
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• Peril. A peril creates the potential for loss. Perils include floods,
fire, hail, and so forth. Peril is a common term to define a danger
resulting from a natural phenomenon. Each of the events
mentioned is a potential cause of loss.

• Hazard. A hazard is a condition that may create or increase the
chance of a loss arising from a given peril. It is possible for
something to be both a peril and a hazard at the same time. For
instance, a damaged brake rotor on a car is a peril that causes an
economic loss (the brake has to be repaired, causing financial
loss). It is also a hazard that increases the likelihood of loss from
the peril of a car accident that causes premature death.

Hazards can be classified into the following four main categories:

• Physical hazard. This type of hazard involves the physical
properties that influence the chances of loss from various perils.

• Moral hazard. This type of hazard involves the character of
persons involved in the situation, which might increase the
likelihood of a loss. One example of a moral hazard is the dishonest
behavior of a person who commits fraud by intentionally
damaging property in order to collect an insurance payment. This
dishonest behavior results in a loss to the insurance company.

• Morale hazard. This type of hazard involves a careless attitude
toward the occurrence of losses. An insured person or
organization, knowing that the insurance company will bear the
brunt of any loss, may exercise less care than if forced to bear any
loss alone, and may thereby cause a condition of morale hazard,
resulting in a loss to the insurance company. This hazard should
not be confused with moral hazard, as it requires neither
intentional behavior nor criminal tendencies.

• Legal hazard. This type of hazard involves an increase in the
severity and frequency of losses (legal costs, compensation
payments, etc.) that arises from regulatory and legal requirements
enacted by legislatures and self-regulating bodies and interpreted
and enforced by the courts. Legal hazards flourish in jurisdictions
in which legal doctrines favor a plaintiff, because this represents a
hazard to persons or organizations that may be sued. The American
and European systems of jurisprudence are quite different. In the
American system, it is much easier to go to court, and producers of
goods and services thus face an almost unlimited legal exposure to
potential lawsuits. The European courts have placed higher hurdles
in the path of those who might take legal action against another
party. In addition, “commonsense” standards of what is actionable
are different in Europe and the United States.
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For a risk manager, the legal and criminal hazards are especially im-
portant. Legal and regulatory hazards arise out of statutes and court deci-
sions. The hazard varies from one jurisdiction to another, which means
global companies must watch legal and regulatory developments carefully.

1.5 DEGREE OF RISK

Risk itself does not say anything about the dimension of measurement.
How can we express that a certain event or condition carries more or less
risk than another? Most definitions link the degree of risk with the likeli-
hood of occurrence. We intuitively consider events with a higher likeli-
hood of occurrence to be riskier than those with a lower likelihood. This
intuitive perception fits well with our definition of the term risk. Most def-
initions regard a higher likelihood of loss to be riskier than a lower likeli-
hood. We do not agree, as this view is already affected by the insurance
industry’s definition of risk. If risk is defined as the possibility of a devia-
tion from a desired outcome that is expected or hoped for, the degree of
risk is expressed by the likelihood of deviation from the desired outcome.

Thus far we have not included the size of potential loss or profit in
our analysis. We say that a situation carries more or less risk, and mean as
well the value impact of the deviation. The expected value of a loss or
profit in a given situation is the likelihood of the deviation multiplied by
the amount of the potential loss or profit. If the money at risk is $100 and
the likelihood of a loss is 10 percent, the expected value of the loss is $10.
If the money at risk is $50 and the likelihood of a loss is 20 percent, the ex-
pected value of the loss is still $10. The same calculation applies to a profit
situation. This separation of likelihood and value impact is very impor-
tant, but we do not always consider this when we talk about more or less
risk. Later we will see how the separation of likelihood and impact can
help us analyze processes, structures, and instruments to create an overall
view of organizational risk.

Frequently, persons who sit on supervisory committees (e.g., board
members and trustees of endowment institutions and other organiza-
tions) have to make decisions with long-ranging financial impact but have
inadequate backgrounds and training to do so. Organizational structures
and processes are rarely set up to support risk management, as these
structures are usually adopted from the operational areas. But with in-
creased staff turnover, higher production volumes, expansion into new
markets, and so forth, the control structures and processes are rarely
adapted and developed to match the changing situation.

New problems challenge management, as the existing control
processes and reporting lines no longer provide alerts and appropriate in-
formation to protect the firm from serious damage or bankruptcy, as was
the case with Barings or Yamaichy.
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Banks and other regulated financial institutions have been forced by
government regulations and industry self-regulating bodies to develop
the culture, infrastructure, and organizational processes and structures for
adequate risk management. Risk management has become a nondelegable
part of top management’s function and thus a nondelegable responsibility
and liability. Driven by law, the financial sector has developed over the
past years strategies, culture, and considerable technical and management
know-how relating to risk management, which represents a competitive
advantage against the manufacturing and insurance sectors.

1.6 RISK MANAGEMENT: 
A MULTILAYERED TERM

1.6.1 Background

As previously discussed, risk management is a shifting concept that has
had different definitions and interpretations. Risk management is basi-
cally a scientific approach to the problem of managing the pure risks faced
by individuals and institutions. The concept of risk management evolved
from corporate insurance management and has as its focal point the pos-
sibility of accidental losses to the assets and income of the organization.
Those who carry the responsibility for risk management (among whom
the insurance case is only one example) are called risk managers. The term
risk management is a recent creation, but the actual practice of risk man-
agement is as old as civilization itself. The following is the definition of
risk management as used used throughout this work:

risk management In a broad sense, the process of protecting one’s person or or-
ganization intact in terms of assets and income. In the narrow sense, it is the mana-
gerial function of business, using a scientific approach to dealing with risk. As such,
it is based on a distinct philosophy and follows a well-defined sequence of steps.

1.6.2 History of Modern Risk Management

Risk management is an evolving concept and has been used in the sense de-
fined here since the dawn of human society. As previously mentioned, risk
management has its roots in the corporate insurance industry. The earliest
insurance managers were employed at the turn of the twentieth century by
the first giant companies, the railroads and steel manufacturers. As capital
investment in other industries grew, insurance contracts became an increas-
ingly significant line item in the budgets of firms in those industries, as well.

It would be mistaken to say that risk management evolved naturally
from the purchase of insurance by corporations. The emergence of risk
management as an independent approach signaled a dramatic, revolu-
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tionary shift in philosophy and methodology, occurring when attitudes
toward various insurance approaches shifted. One of the earliest refer-
ences to the risk management concept in literature appeared in 1956 in the
Harvard Business Review.4 In this article, Russell Gallagher proposed a rev-
olutionary idea, for the time, that someone within the organization should
be responsible for managing the organization’s pure risk:

The aim of this article is to outline the most important principles of a work-
able program for “risk management”—so far so it must be conceived, even
to the extent of putting it under one executive, who in a large company
might be a full-time “risk manager.”

Within the insurance industry, managers had always considered in-
surance to be the standard approach to dealing with risk. Though insurance
management included approaches and techniques other than insurance
(such as noninsurance, retention, and loss prevention and control), these ap-
proaches had been considered primarily as alternatives to insurance.

But in the current understanding, risk management began in the early
1950s. The change in attitude and philosophy and the shift to the risk man-
agement philosophy had to await management science, with its emphasis on
cost-benefit analysis, expected value, and a scientific approach to decision
making under uncertainty. The development from insurance management
to risk management occurred over a period of time and paralleled the evolu-
tion of the academic discipline of risk management (Figure 1-3). Operations
research seems to have originated during World War II, when scientists were
engaged in solving logistical problems, developing methodologies for deci-
phering unknown codes, and assisting in other aspects of military opera-
tions. It appears that in the industry and in the academic discipline the
development happened simultaneously, but without question the academic
discipline produced valuable approaches, methodologies, and models that
supported the further development of risk management in the industry.
New courses such as operations research and management science empha-
size the shift in focus from a descriptive to a normative decision theory.

Markowitz was the first financial theorist to explicitly include risk in
the portfolio and diversification discussion.5 He linked terms such as return
and utility with the concept of risk. Combining approaches from operations
research and mathematics with his new portfolio theory, he built the basis
for later developments in finance. This approach became the modern portfo-
lio theory, and was followed by other developments, such as Fischer Black’s
option-pricing theory, which is considered the foundation of the deriva-
tives industry. In the early 1970s, Black and Scholes made a breakthrough
by deriving a differential equation which must be satisfied by the price of
any derivative instrument dependent on a nondividend stock.6 This ap-
proach has been developed further and is one of the driving factors for the
actual financial engineering of structured products.
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The current trend in risk management is a convergence of the differing
approaches, as both trends have positive aspects (see Figure 1-4). Almost all
leading consulting practices have developed value-at-risk concepts for en-
terprisewide risk management. Process pricing is the ultimate challenge for
the pricing of operational risk.
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1.6.3 Related Approaches

1.6.3.1 Total Risk Management
Total risk management, enterprisewide risk management, integrated risk man-
agement, and other terms are used for approaches that implement
firmwide concepts including measurement and aggregation techniques
for market, credit, and operational risks. This book uses the following def-
inition for total risk management, based on the understanding in the mar-
ket regarding the concept:

total risk management The development and implementation of an enter-
prisewide risk management system that spans markets, products, and processes
and requires the successful integration of analytics, management, and technology.

The following paragraphs highlight some concepts developed by
consulting and auditing companies. Enterprise risk management, as devel-
oped by Ernst & Young, emphasizes corporate governance as a key element
of a firmwide risk management solution. Boards that implement leading-
edge corporate governance practices stimulate chief executives to sponsor
implementation of risk management programs that align with their busi-
nesses. In fulfilling their risk oversight duties, board members request reg-
ular updates regarding the key risks across the organization and the
processes in place to manage them. Given these new practices, boards are
increasingly turning to the discipline of enterprise risk management as a
means of meeting their fiduciary obligations. As a result, pioneering or-
ganizations and their boards are initiating enterprisewide risk manage-
ment programs designed to provide collective risk knowledge for effective
decision making and advocating the alignment of management processes
with these risks. These organizations have recognized the advantages of:

• Achieving strategic objectives and improving financial
performance by managing risks that have the largest potential
impact

• Assessing risk in the aggregate to minimize surprises and reduce
earnings fluctuations

• Fostering better decision making by establishing a common
understanding of accepted risk levels and consistent monitoring
of risks across business units

• Improving corporate governance with better risk management
and reporting processes, thereby fulfilling stakeholder
responsibilities and ensuring compliance with regulatory
requirements

At present, many risk management programs attempt to provide a
level of assurance that the most significant risks are identified and man-
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aged. However, they frequently fall short in aggregating and evaluating
those risks across the enterprise from a strategic perspective. Effective en-
terprise risk management represents a sophisticated, full-fledged man-
agement discipline that links risk to shareholder value and correlates with
the complexity of the organization and the dynamic environments in
which it operates (Figure 1-5).

Once an organization has transformed its risk management capabil-
ities, it will be in a position to promote its success through an effective, in-
tegrated risk management process. Ernst & Young’s point of view is that
effective enterprise risk management includes the following points (see
Figure 1-6):7

• A culture that embraces a common understanding and vision of
enterprise risk management

• A risk strategy that formalizes enterprise risk management and
strategically embeds risk thinking within the enterprise
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• An evolved governance practice that champions an effective
enterprisewide risk management system

• Competent and integrated risk management capabilities for
effective risk identification, assessment, and management

Coopers & Lybrand has developed its own version of an enter-
prisewide risk management solution in the form of generally accepted risk
principles (GARP).8 The GARP approach seeks to distil and codify major
principles for managing and controlling risk from the guidance issued to
date by practitioners, regulators, and other advisors. The framework uses
the experience and expertise of all parties involved in its development to
expand these principles so as to establish a comprehensive framework
within which each firm can manage its risks and through which regulators
can assess the adequacy of risk management in place. It presents a set of
principles for the management of risk by firms, and for the maintenance of
a proper internal control framework, going further than the mere assess-
ment of the algorithms within risk management models. It covers such
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matters as the organization of the firm, the operation of its overall control
framework, the means and principles of risk measurement and reporting,
and the systems themselves. The approach is based around principles, each
of which is supported by relevant details. The extent of the detail varies
depending on the principle concerned. In all cases, the guidance provided
is based on the assumption that the level of trading in a firm is likely to
give rise to material risks. In certain cases an indication of alternative ac-
ceptable practices is given.

KPMG has developed a risk management approach based on the
shareholder value concept, in which the value of an organization is not
solely dependent on market risks, such as interest or exchange rate fluc-
tuations. It is much more important to study all types of risks. This
means that macroeconomic or microeconomic risks, on both the strategic
and operational levels, have to be analyzed and considered in relation to
every single decision. An organization can seize a chance for lasting and
long-term success only if all risks are defined and considered in its overall
decision-making process as well as in that of its individual business
units. KPMG assumes (as do other leading companies) that the key fac-
tor for a total risk management approach is the phase of risk identifica-
tion, which forms the basis for risk evaluation, risk management, and
control. Figure 1-7 shows the Risk Reference Matrix, KPMG’s systematic
and integrated approach to the identification of risk across all areas of
the business.9 This is a high-level overview, which can be further broken
down into details.

Many other approaches from leading consulting and auditing prac-
tices could be mentioned. They all assume that they have a framework
that contains all the risks that must be identified and measured to get the
overall risk management.

Figure 1-8 shows a risk map that covers many different risk areas,
from a high-level to low-level view. From an analytical standpoint, it looks
consistent and comprehensive, covering all risks in an extended frame-
work. The allocation of individual risks may be arbitrary, depending on
what concept is used. But the combination and complexity of all risks,
their conditions and assumptions, might make it difficult to identify and
measure the risk for an enterprisewide setup.

In practice, significant problems often occur at this stage. A system-
atic and consistent procedure to identify risk across all areas of the busi-
ness, adhering to an integrated concept, is essential to this first sequence
of the risk management process. But this integrated concept is, in certain
regards, a matter of wishful thinking. The definition of certain individual
risks—for example, development, distribution, and technology risks—is
not overly problematic. The concepts span the complete range of risk
terms. But in many cases the categorization and definition of some terms
are ambiguous. One example is the term liquidity. Liquidity can be seen as
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part of market and credit risks, but it also affects systemic risk. The total
risk management concept appears to be complete, consistent, and ade-
quate. But this interpretation is too optimistic, as some of the concepts still
lack major elements and assumptions.

In an overall approach, the interaction between individual risks, as
well as the definition of the weighting factors between the risk trees that
must be attached to this correlation, creates serious difficulties. Portfolio
theory tells us that correlation between the individual risk elements rep-
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F I G U R E 1-8

Risk Map of a Total Risk Management Approach. (Source: Modified from KPMG.)
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resents a central role in the establishment of risk definitions and strate-
gies, and therefore in the risk management and hedging process (pro-
vided hedging is feasible). The same is also true for the risk management
of a business (with elements such as new product risks, model risks,
counterparty risks, etc.). From a practical standpoint, it is often not possi-
ble to get data and calculate risk coefficients if the overall scheme of a
total risk management concept represents a widely branching system,
because the number of interactions (correlations) and the required data
increase substantially as the number of elements increases. Such ap-
proaches require the combined and well-orchestrated use of question-
naires, checklists, flowcharts, organization charts, analyses of yearly
financial statements and transactions, and inspections of the individual
business locations. This requires substantial expenditures and commit-
ment from management.

As can be seen from the preceding descriptions of the different en-
terprise risk management solutions, the major consulting firms approach
the same issues from different perspectives. Whereas KPMG and Ernst &
Young have a more holistic approach, Coopers & Lybrand takes a more
normative, trading-oriented, and regulatory approach. Regardless of the
different approaches offered by the various auditing and consulting com-
panies, a company has to adapt the approach it selects based on its own
needs, its understanding of risk management, and the extent to which risk
management is an integrated part of upper management’s responsibilities
or an independent control and oversight function.

1.6.3.2 Total Quality Management
Virtually every activity within an organization changes the organiza-
tion’s exposure to risk. It is part of a risk manager’s responsibility to ed-
ucate others on the risk-creating and risk-reducing aspects of their
activities. The recognition that risk control is everyone’s responsibility
closely links risk control to principles of quality improvement, an ap-
proach to management that has been employed with considerable suc-
cess in Japan and the United States. The movement toward quality
improvement often is known by code names and acronyms such as total
quality management (TQM) and total quality improvement (TQI). TQM was
developed in Japan after World War II, with important contributions
from American experts. Ultimately, Japanese companies recognized that
production volume itself does not create competitive advantage, only
quality and product differentiation can do so. In the context of TQM,
quality is here defined as follows:10

quality The fulfillment of the agreed-upon requirements communicated by the
customer regarding products, services, and delivery performance. Quality is
measured by customer satisfaction.
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TQM has five approaches, reflecting the different dimensions of
quality:11

• Transcendent approach. Quality is universally recognizable and is
a synonym for high standards for the functionality of a product.
The problem is that quality cannot be measured precisely under
this approach.

• Product-oriented approach. Differences in quality are observable
characteristics linked to specific products. Thus, quality is
precisely measurable.

• User-oriented approach. Quality is defined by the user, depending
on the utility value.

• Process-oriented approach. The production process is the focus of
quality efforts. Quality results when product specifications and
standards are met through the use of the proper production
process.

• Value-oriented approach. Quality is defined through the price-
product-service relationship. A quality product or service is
identified as one that provides the defined utility at an acceptable
price.

The TQM approach has four characteristics:

• Zero-error principle. Only impeccable components and perfect
processes may be used in the production process to ensure
systematic error avoidance in the quality circle.

• Method of “why.” This is a rule of thumb: the basis of a problem
can be evaluated by asking why five times. This avoids taking the
symptoms of a problem to be the problem itself.

• Kaizen. Kaizen is a continuous process of improvement through
systematic learning. This means turning away from the traditional
tayloristic division of labor and returning to an integrated
organization of different tasks that includes continuous training to
develop personnel’s technical and human relations skills.

• Simultaneous engineering. Simultaneous engineering demands
feedback loops between different organizational units and
different processes. This requires overlapping teams and process
orientation.12

Table 1-1 highlights the profiles of the total quality management and
total risk management approaches.

Total quality management has its own very distinct terms and defi-
nitions, which make it a different approach from total risk management. It
is a multidimensional client-oriented approach, in which management
takes preventive measures to ensure that all processes, organizational en-
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tities, and employees focus on quality assurance and continuous improve-
ment throughout the organization.

1.6.4 Approach and Risk Maps

Figures 1-9 and 1-10 present the approach and risk maps used in this book.

1.7 SYSTEMIC RISK

1.7.1 Definition

There is no uniform accepted definition of systemic risk. This book uses
the definition contained in a 1992 report of the Bank for International Set-
tlement (BIS):13
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T A B L E 1-1

Differences and Similarities Between Total Quality Management 
and Total Risk Management

Total Quality Management (TQM) Total Risk Management (TRM)

Extended, multidimensional, client- Integrated, multidimensional enterprise-
oriented quality term. oriented term.

Extended client definition: clients are Internal client definition: clients are
internal and external. internal.

Preventive quality assurance policy. Preventive and product-oriented risk
management policy.

Quality assurance is the duty of all TRM assurance is the duty of specially
employees. assigned and responsible persons.

Enterprisewide quality assurance. TRM assurance within the limits and for
the risk factors to be measured according
to the risk policy.

Systematic quality improvement with Systematic risk control within the
zero-error target. defined limits.

Quality assurance is a strategic job. TRM is a strategic job.

Quality is a fundamental goal of the TRM is a fundamental goal of the
enterprise. enterprise.

Productivity through quality. TRM to ensure ongoing production.

SOURCE: Hans-Jörg Bullinger, “Customer Focus: Neue Trends für eine zukunftsorientierte Unternehmungsführung,” in
Hans-Jörg Bullinger (ed.), “Neue Impulse für eine erfolgreiche Unternehmungsführung, 13. IAO-Arbeitstagung,” Forschung
und Praxis, Band 43, Heidelberg u.a., 1994.
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F I G U R E 1-9

Risk Categorization Used as an Integrative Framework in This Book.
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Portfolio
Management

Resarch Compliance Trade Management
Tools

Order Routing Trade Execution
Trade

Confirmation
Settlement and
Reconciliation

Custody or
Securities Lending Compliance

Portfolio
Accounting

Market Risk Market Risk

Credit Risk Credit Risk

Legal /
Regulatory

Operational
Risk

Market Risk

Operational
Risk

Operational
Risk

Systemic Risk

Operational
Risk

Operational
Risk

Operational
Risk

Operational
Risk

Legal /
Regulatory

Pretrade Trade Posttrade

Market Risk

Credit Risk

During the phases of research, tactical or 
strategic asset allocation, and selection of 
instruments, there is an inherent risk of 
misjudgment or faulty estimation. 
Therefore, timing, instrument selection, 
and rating considerations have a market 
and credit component.

Compliance has to take 
into account all client 
restrictions, internal 
directives, and 
regulatory constraints 
affected by the intended 
transaction. Capital 
adequacy, suitability to 
the client's account, and 
so forth, also must be 
considered.

From the moment the trade is entered into the system until the final transaction is entered in the portfolio accounting and custody or 
securities lending systems, systems are crucial and have inherent risks.

During the trade execution phase, the trading desk has directed exposure to system risk. Until final settlement, the trade amount is 
exposed to disruption in the system, which could disturb correct trade confirmation and settlement.

From the moment of execution until settlement, the books are exposed to changes in the market risk factors. They are also exposed to 
changes in spread risk (i.e., credit risk).

Market risk during the trade execution is especially high, as the market price or model pricing might give the wrong information (e.g., the 
market could be illiquid, or the models might not fit the instruments).

Compliance can be 
considered the last stop 
before the transaction is 
complete. There is the 
opportunity to review 
whether the transaction 
has been executed and 
settled correctly.

F I G U R E 1-10

Example of Transaction Breakdown, Process-Oriented Flow of Different Risk Categories Involved.
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systemic risk The risk that a disruption (at a firm, in a market segment, to a set-
tlement system, etc.) causes widespread difficulties at other firms, in other market
segments, or in the financial system as a whole.

In this definition, systemic risk is based on a shock or disruption originating
either within or outside the financial system that triggers disruptions to
other market participants and mechanisms. Such a risk thereby substan-
tially impairs credit allocation, payments, or the pricing of financial assets.
While many would argue that no shock would be sufficient to cause a total
breakdown of the financial system, there is little doubt that shocks of sub-
stantial magnitude could occur, and that their rapid propagation through
the system could cause a serious system disruption, sufficient to threaten the
continued operation of major financial institutions, exchanges, or settlement
systems, or result in the need for supervisory agencies to step in rapidly.

1.7.2 Causes of Systemic Risk

Under the BIS definition, one should consider not only the steps taken
within the institution to guard against a major internal breakdown. One
should also consider those features of the global financial marketplace
and current approaches to risk management and supervision that could
adversely affect the institution’s ability to react quickly and appropriately
to a shock or disturbance elsewhere.

Recent developments in the financial market have produced a broad
range of highly developed pricing models. Shareholder value, which is often
mistakenly thought of as the generation of higher return on equity, leads fi-
nancial institutions to reduce the proprietary capital used for activities that in-
crease the profitability of equity capital. The financial institution reduces the
equity capital to the bare regulatory minimum with the result that less and less
capital supports the expanded trading activities, because the shareholder
value concept has nothing to do with capital support. This trend is quite
dangerous, as less and less capital serves as security capital in the return-
generationprocessformoreandmorerisk,withoutgeneratingcommensurate
returns, and this trend alone promotes systemic risks. The development of an
internationally linked settlement system has progressed significantly; never-
theless, there are still other factors that create systemic risk.

1.7.3 Factors That Support Systemic Risk

The following factors support systemic risk, based on empirical experi-
ence from previous crises or near-misses in the market:

• Economic implications. Our understanding of the relationship
between the financial markets and the real state of the economy is
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questionable. The pricing of individual positions or positions for a
portfolio can be done with any desired precision. The economic
implications of the created models are often overlooked. It is not
always a simple matter to understand the basic economic
assumptions and parameters of complex mathematical models.
This is one of the biggest systemic risks and a possible reason for
the irritating, erratic movements of the markets. The participants—
especially the “rocket scientists,” highly intelligent but with a
narrow horizon—do not understand the impact of coordination
and feedback loops among the many individual decisions on the
financial markets, especially concerning derivative constructs.

• Liquidity. Pricing models work under the ideal assumption that
markets are liquid. Even worst-case scenarios and stress testing of
market situations assume liquid markets. Valuation models are
still hedge and arbitrage models, and are always based on the
assumptions that positions can be liquidated and cash positions
can be adjusted. With illiquid markets, strategy changes or
position liquidation are difficult and sometimes impossible. Such
a situation might cause a domino effect—an institution trying to
liquidate positions in an illiquid market experiences cash
problems, which causes the market to react negatively, sweeping
away other institutions. The LTCM case is a typical example of
this kind of systemic risk exposure (see case study in Chapter 6).

It is important to distinguish between liquidity risk as part of sys-
temic risk and liquidity risk as part of market and credit risk. Market liq-
uidity risk as part of systemic risk relates to the market itself, not to the
pricing of individual positions.

The over-the-counter (OTC) market is a very attractive market for fi-
nancial institutions, as the margins in this market are higher than on
traded exchanges. The volume in the OTC market is enormous, but non-
transparent. Transactions are not subject to the same clearing, settlement,
and margin requirements as on traded exchanges. The risk of the OTC
market, then, is that it is nontransparent, noninstitutionalized, and almost
unregulated. Surprises may appear out of nowhere, and they may cause
quick market reactions, disrupting the financial system with feedback
loops and affecting financial institutions.

1.7.4 Regulatory Mechanisms 
for Risk Management

The regulatory bodies have recognized the need for adequate risk meas-
urement and management techniques and approaches. The toolbox of the
regulators is not limited to quantitative models, as many accidents and
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near-misses have highlighted the need for transparency and disclosure of
market, credit, and operational risk information. A well-informed investor
is well positioned to adjust the price based on available information, re-
flecting the expected risk premium for the entity being invested in.

Minimum disclosure requirements, risk management and control
guidance through local supervisors, cross-border coordination of local
regulators, and shared control of supranational organizations are some of
the options regulators can select to keep systemic risk under control. The
following topics highlight the focus of regulations recently published by
BIS, and also indicate the mindset of the regulators, based on some recent
accidents:

• Enhancing Bank Transparency, September 1998. Public disclosure
and supervisory information that promote safety and soundness
in banking systems.14

• Supervisory Information Framework for Derivatives and Trading
Activities, September 1998. Joint Report by the Basel Committee
on Banking Supervision and the Technical Committee of the
International Organization of Securities Commissions (IOSCO).15

• Framework for Internal Control Systems in Banking Organisations,
September 1998.16

• Essential Elements of a Statement of Cooperation Between Banking
Supervisors, May, 2001. Framework for cross-border cooperation
among different local regulators.17

• Conducting a Supervisory Self-Assessment: Practical Application,
April 2001; The Relationship Between Banking Supervisors and Banks’
External Auditors, February 2001. Guidelines for local regulators
to assess their own supervisory abilities and the national
supervisory frameworks.18

• Best Practices for Credit Risk Disclosure, September 2000; Industry
Views on Credit Risk Mitigation, January 2000; Range of Practice in
Banks’ Internal Ratings Systems, January 2000. Reviews of current
best practices for credit risk disclosures, which became part of the
new capital adequacy framework to increase the quality level of
disclosed information and generate peer pressure.19

• Review of Issues Relating to Highly Leveraged Institutions, March
2001; Banks’ Interactions with Highly Leveraged Institutions, January
2000. Reviews and recommendations regarding banks’ exposure
and transactions with highly leveraged institutions, based on the
LTCM crisis of September 1998.20

The approach of the BIS regulations is clearly a combination of the
various measures available to the supervisory organizations, designed to
avoid systemic risks and protect clients through increased disclosure and
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transparency and more precise calculation of the capital needed to sup-
port risks.

None of the previously mentioned approaches would achieve these
objectives on their own. Thus, the new capital adequacy approach inte-
grates the different risk categories and the different supervisory tools in
the form of capital adequacy calculation, disclosure requirements, cross-
border cooperation among supervisors, and the like.

1.8 SUMMARY

Risk management is not a new function or gadget in the financial industry.
However, based on recent events, regulators and the media have increas-
ingly scrutinized risk management practices and techniques. A closer look
at some of the accidents makes it apparent that managers, regulators, and
investors have partially lost control of risk management, overestimated
their own capabilities and capacities, and brought companies and entire
markets to the edge of the abyss.

For well over 100 years, farmers, for example, have engaged in risk
management as they have sought to hedge their crops against price fluc-
tuations in commodity markets. Their preferred strategy has been to sell
short some or all of their anticipated crops before harvest time to another
party on what are called futures markets. The Chicago Board of Trade
(CBOT) was the first exchange to offer futures contracts. This strategy
guarantees the farmer a known price for a crop, regardless of what the
commodity’s future price turns out to be when the crop is harvested. Risk
management along these lines makes sense for farmers for at least two
reasons. First, agricultural prices are exposed to volatility. Many of these
farmers are not diversified and must also borrow in order to finance their
crops. Therefore, setting the future sale price now migrates the risk of
price fluctuations.

For another example that demonstrates the same approach, consider
a large aluminum extraction company, owned by numerous shareholders,
facing similar commodity price risk. For concreteness, consider a firm pri-
marily engaged in the extraction and sale of raw aluminum on a global
basis. Given that aluminum prices are relatively volatile and are exposed
to global economic cycles, the first rationale for risk management might
seem similar to the farmer’s. However, unlike the farmer’s circumstance,
this firm is owned by a large number of shareholders, who can, if they
wish, greatly reduce or eliminate their risk from low aluminum prices
simply by holding a diversified portfolio that includes only a small frac-
tion of assets invested in the aluminum extraction company. More gener-
ally, if investors can freely trade securities in many firms, they can choose
their exposure to volatility in aluminum prices. Indeed, in two studies,
Modigliani and Miller21 showed that, in a world with no transactions costs
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or taxes and with equal information, managers could not benefit their
shareholders by altering the risk profile of the firm’s cash flow. Essentially,
in this situation, shareholders can already do whatever they choose at no
cost; actions by managers are redundant.

Although the Modigliani and Miller studies considered the options
of changing the firm’s risk profile only through the use of debt financing
(1958),22 or the distribution (or lack thereof) of dividends (1961),23 and not
through the use of financial derivative securities, the powerful implication
here is the same as that outlined earlier.

However, the practical world is not without transaction costs and
not as transparent as academic assumptions would have it. Several times
over the past decades, investors and the market have been surprised by
the announcement that a company has incurred substantial losses through
speculation, fraud, or money laundering, leaving investors with dramati-
cally devalued investments or even in bankruptcy. No risk management
strategy as proposed by Miller and Modigliani could have prevented such
a disaster, as shareholders were unable to take any action to offset or mit-
igate the risks.

Regulators have become more active over the past decades and have
launched several initiatives regarding credit, market, and operational risks,
forcing financial organizations to invest in their infrastructure, processes,
and knowledge bases. The objective of both management and the regula-
tors is to build and enforce an integrated risk management framework.
However, although the objective might be the same, the strategy is com-
pletely different from the regulatory and management viewpoints, which
is why risk management has become a hot issue. Management seeks to
protect clients’ assets at the lowest possible cost by avoiding losses and by
increasing the value of the shareholders’ investment through business de-
cisions that optimize the risk premium. Regulators seek to protect the
clients’ assets without regard to cost, maintaining market stability and pro-
tecting the financial market by excluding systemic risk.

Risk management has to serve both purposes and thus has to be
structured, built, and managed in such a way that it can answer these dif-
ferent needs simultaneously. The models and approaches used in the dif-
ferent risk categories must give statements about the risk exposures and
allow aggregation of risk information across different risk categories. It is
the purpose of this book to look into the different models and analyze the
compatibility, assumptions, and conditions between the different models
and risk categories.
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1. Henri Fayol, General and Industrial Management, New York: Pitman, 1949.
English translation of book originally published in French in 1916.
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C H A P T E R  2

Market Risk

2.1 BACKGROUND

Many of the basic concepts used in risk management have evolved
from models and methodologies that were originally developed decades
ago. Nowadays, most financial organizations have established sophisti-
cated risk management infrastructures, policies, and processes, which
support senior management in the steering and fine-tuning of the risk ap-
petite and risk capacity of institutions. However, crises and accidents have
happened in the past and will happen again in the future. Regulators have
established rules and methods to measure the risks of individual institu-
tions and to force them to support these risks with capital. Many quanti-
tative models and methodologies have evolved from modern portfolio
theory, option pricing theories, and other investment-oriented methodolo-
gies. The models have been refined for different instruments and asset
types, for short and long investment horizons, etc. But the mapping of 
regulatory-oriented policies onto academic models and practical every-
day applications is not without problems.

This chapter analyzes the different models and approaches to mar-
ket risk, including assumptions and conditions underlying these models
and approaches. It also discusses the tolerance and compatibility of both
the practical and regulatory approaches to market risk. We will focus on
topics such as time horizon, calculation approaches for probability, volatil-
ity and correlation, stability of assumptions, and the impact of liquidity.
Financial institutions, faced with the need to comply with far-reaching
regulations, have a natural incentive to achieve an understanding of the
details of risk models and approaches, and to reduce the regulatory re-
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quired capital. The capital saved through understanding academic and
regulatory frameworks allows organizations to invest the “exempt” capi-
tal in new and other business opportunities.

2.2 DEFINITION OF MARKET RISK

The Bank for International Settlement (BIS) defines market risk as “the risk
of losses in on- and off-balance-sheet positions arising from movements in
market prices.”1

The main factors contributing to market risk are equity, interest rate,
foreign exchange, and commodity risk. The total market risk is the aggre-
gation of all risk factors. In addition to market risk, the price of financial
instruments may be influenced by the following residual risks: spread
risk, basis risk, specific risk, and volatility risk:

• Spread risk is the potential loss due to changes in spreads between
two instruments. For example, there is a credit spread risk
between corporate and government bonds.

• Basis risk is the potential loss due to pricing differences between
equivalent instruments, such as futures, bonds, and swaps.

• Specific risk refers to issuer-specific risk—e.g., the risk of holding a
corporate bond versus a Treasury futures contract. How to best
manage specific risk has been extensively researched and is still a
topic of debate. According to the capital asset pricing model
(CAPM), specific risk is entirely diversifiable. (See Section 2.4.1
for a discussion of the CAPM.)

• Volatility risk is defined as the potential loss due to fluctuations in
(implied) volatilities and is referred to as vega risk.

To determine the total price risk of financial instruments, market risk
and residual risk have to be aggregated. Risk is not additive. Total risk is
less than the sum of its parts, because the diversification between different
assets and risk components has to be considered (i.e., the correlation
would never be 1). This effect is described as diversification effect. High di-
versification effect between market and residual risk is expected due to
the low correlation.

Table 2-1 lists the key risk dimensions that give rise to market and
credit exposure.

Risk can be analyzed in many dimensions. Typically, risk dimen-
sions are quantified as shown in Figure 2-1, which illustrates their interre-
lationship. Fluctuations in market rates can also give rise to counterparty
credit exposure and credit risk, as an increasing interest-rate level makes it
more difficult for the issuer to pay the accrued interest rate from the oper-
ative cash flow, and as the higher interest rates lower the profit margin.
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Counterparty trading limits should be in place to limit credit exposure
due to market-driven instruments, such as swaps and forwards. The man-
agement of credit exposure for market-driven instruments is discussed
further in Chapter 3.

Business risk is not included in the definition of risk used in this book
(see Chapter 1). Business and market risk are two key sources of risk that
can impact a company’s ability to achieve earnings or cash-flow targets
(see Figure 2-2). The relative magnitude of business risk to market risk
varies from company to company and thus reflects the approach and pol-

Market Risk 35

T A B L E 2-1

Key Risk Dimensions Giving Rise to Market and Credit Exposure

Dimension Example

Risk taker Position, portfolio, trading desk, business unit

Risk factor Equity, interest rate, foreign-exchange currency, 
and commodity

Country or region Europe, Americas, Asia Pacific

Maturity or duration 1 week, 1 month, 3 months . . . 30 years

Instrument or instrument type Cash, options, forwards, futures

Counterparty Crédit Suisse, UBS, Morgan Stanley

Risk Taker

Region

Risk Factor

Horizon

Instrument

Market Risk

Counterparty

Credit RiskM
ar

ke
t R

is
k

Risk Taker

Region

Risk Factor

Duration

Instrument
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it R

isk

Operational Risk

F I G U R E 2-1

Key Risk Dimensions Giving Rise to Market and Credit Exposure. (Source: Modified
from RiskMetrics Group, Risk Management: A Practical Guide, New York: RiskMetrics
Group, 1999, p. 15. Copyright © 1999 by RiskMetrics Group, all rights reserved. Risk-
Metrics is a registered trademark of RiskMetrics Group, Inc., in the United States and in
other countries. Reproduced with permission of RiskMetrics Group, LLC.)
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icy for managing both types of risks; it also helps set the tone for a com-
pany’s risk management culture and awareness. When discussing business
risk, we are referring to the uncertainty (positive and negative) related to
the business decisions that companies make and to the business environ-
ment in which companies operate. For example, business risk can arise
from investment decisions and strategy, product development choices,
marketing approaches, product placement issues, and client behavior un-
certainty. Broadly speaking, these are decisions with an inherent long-term
horizon and involve structural risks that companies are “paid to take” in
order to generate profits. Companies evaluate and take business risks in
areas based on their expertise and, to varying degrees, with significant in-
fluence over potential returns. In contrast, market risk refers to the uncer-
tainty of future financial results that arises from market-rate changes.

Market risk can impact on a company’s business in many different
ways. For example, operating margins can be eroded due to the rising
prices of raw materials or depreciating currencies in countries in which a
company has foreign sales (direct market risk impact). Changes in the mar-
ket environment may eventually force companies to adjust the prices of
their products or services, potentially altering sales volumes or competi-
tiveness, depending on the positioning and market exposures of the com-
pany’s competitors (the indirect impact of market risk on business results).
Some organizations may be “paid” to take market risks (e.g., financial or-
ganizations), but most seek to manage the impact of market risk on finan-
cial results (this is especially true of most nonfinancial organizations).

Financial organizations have overlapping business and market risks.
However, as their “raw materials” are currencies, interest rates, etc., fi-
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Differentiation Between Market Risk and Business Risk. (Source: Modified from Risk-
Metrics Group, CorporateMetrics—Technical Document, New York: RiskMetrics Group,
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nancial organizations have to keep business and market risks separated to
realize success from intended business strategies and decisions, and from
the risk-return relationship of these decisions.

2.3 CONCEPTUAL APPROACHES 
FOR MODELING MARKET RISK

Investment diversification was a well-established practice long before
Markowitz published his paper on portfolio selection in 1952.2 The devel-
opment of the modern portfolio theory and of option pricing theories had
its roots some decades before Markowitz. These mostly quantitative ap-
proaches were not the first to provide diversification for their customers,
because such approaches were modeled on the investment trusts of Scot-
land and England, which began in the middle of the nineteenth century,
and diversification had occurred even earlier. In The Merchant of Venice,
Shakespeare has the merchant Antonio say:

My ventures are not in one bottom trusted,
Nor to one place; Nor is my whole estate
Upon the fortune of this present year;
Therefore, my merchandise makes me not sad.3

Prior to Markowitz’s 1952 article, there was no adequate quantita-
tive theory of investment established that covered the effects of diversifi-
cation when risks are correlated, distinguished between efficient and
inefficient portfolios, and analyzed risk–return trade-offs on the portfolio
as a whole. In order to understand the benefits and pitfalls of the theories
and models currently used for regulatory and management purposes, it is
necessary to understand the development of portfolio theory. In 1935,
Hicks discussed the need for an improved theory of money and the desir-
ability of building a theory of money along the same lines as the already
existing theory of value.4 Hicks introduced risk into his analysis. Specifi-
cally, he noted: “The risk-factor comes into our problem in two ways: First,
as affecting the expected period of investment, and second, as affecting
the expected net yield of investment.”5 Hicks represents the probabilities
of risk dispersions by a mean value and by some appropriate measure of
dispersion. Hicks was a forerunner of Tobin6 in seeking to explain the de-
mand for money as a consequence of the investor’s desire for low risk as
well as high return. Beyond that, there is little similarity between the two
authors. Hicks, unlike Tobin or the appendix in Hicks7 (1962), did not des-
ignate standard deviation or any other specific measure of dispersion as
representing risk for the purposes of analysis. Hicks could not demon-
strate a formula relating risk on the portfolio to risk on individual assets.
Hicks did not distinguish between efficient and inefficient portfolios,
lacked a coherent image of an efficient frontier, and gave no hint of any
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kind of theorem explaining that all efficient portfolios that include cash
have the same allocation of distribution among risky assets.

Hicks’s article on liquidity (1962) is more precise about the formula-
tion of risk by mentioning the standard deviation as a measure of “cer-
tainty” and the mean.8 The formalization was spelled out in a mathematical
appendix to Hicks (1962) titled “The Pure Theory of Portfolio Investment”
and in a footnote on page 796 of the work that presents a µσ-efficient set di-
agram. The appendix presents a mathematical model that is almost identi-
cal to Tobin’s, but with no reference to Tobin’s work. The difference between
the Hicks and Tobin models is that Hicks assumed that all correlations are
zero, whereas Tobin permitted any nonsingular covariance matrix. Specifi-
cally, Hicks presented the general formula for portfolio variance, written in
terms of correlations rather than covariances. Hicks (1962) derived the
Tobin conclusion that among portfolios which include cash, there is a linear
relationship between portfolio mean and standard deviation, and that the
proportions among risky assets remain constant along this linear portion of
the efficient frontier. Hicks presented what later was called the Tobin separa-
tion theorem.

Marschak (1938) was clearer in formulating risk by constructing an
ordinal theory of choice under uncertainty.9 He assumed a preference 
ordering in the space of parameters of probability distributions—in the
simplest form—expressed by the mean and the variance. From this for-
mulation to the analysis of portfolio selection in general is the shortest of
steps, but one not fully taken by Marschak,10 though he made tentative
moves in this direction, expressing preferences for investments by indif-
ference curves in the mean-variance space. Marschak’s 1938 work is a
landmark on the road to a theory of markets whose participants act under
risk and uncertainty, as later developed in Tobin11 and the CAPMs.12 It is
the most significant advance of economic theory regarding risk and un-
certainty prior to the publication of von Neumann and Morgenstern in
1944.13 The asset allocation decision had not been adequately addressed
by neoclassical economists at the time of Marschak. The methodology of
deterministic calculus is adequate for the decision of maximizing a con-
sumer’s utility subject to a budget constraint (as part of the neoclassic ap-
proach), whereas portfolio selection involves making a decision amidst
uncertainty. Under these circumstances, the probabilistic notions of ex-
pected return and risk become very important.

In 1938, Williams highlighted the importance of diversification.14 He
concluded that probabilities should be assigned to possible values of a se-
curity and the mean of these values used as the value of that security. He
also concluded that by investing in many securities, risk could be virtually
eliminated. This presumption, that the law of large numbers applies to a
portfolio of securities, cannot be accepted. The returns from securities are
too intercorrelated. Diversification cannot eliminate all variance. Williams
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suggested that the way to find the value of a risky security has always
been to add a “premium for risk” to the pure interest rate, and then use the
sum as the interest rate for discounting future receipts. Williams discussed
the separation of specific and systematic risk, without giving a clear over-
all framework. It should be noted, however, that Williams’s “dividend dis-
count model” remains one of the standard ways to estimate the security
means needed for a mean-variance analysis.15

Leavens’ 1945 article on the diversification of investments concluded
that each security is acted upon by independent causes.16 Leavens made
the assumptions behind the systemic/specific risk separation very clear,
without directly tying his findings to a theoretical formulation.

2.4 MODERN PORTFOLIO THEORY

On the basis of his path-breaking 1952 article, Markowitz became the
father of modern portfolio theory (MPT).17 At the same time, Roy (1952)
published an article on the same topic with similar conclusions and a clear
theoretical framework.18 The 1952 article on portfolio selection by
Markowitz proposed expected (mean) return, and variance of return, of
the portfolio as a whole as criteria for portfolio selection, both as a possi-
ble hypothesis about actual behavior and as a maxim for how investors
ought to act. The article assumed that beliefs or projections about securities
follow the same probability rules that random variables obey. From this
assumption, Markowitz concluded that the expected return on the portfo-
lio is a weighted average of the expected returns on individual securities
and that the variance of return on the portfolio is a particular function of
the variances of, and the covariances between, securities and their weights
in the portfolio. Markowitz distinguished between efficient and inefficient
portfolios. Subsequently, this frontier became the “efficient frontier” for
what Markowitz referred to as the set of mean-variance efficient combina-
tions. Markowitz proposed that means, variances, and covariances of se-
curities be estimated by a combination of statistical analyses. From these
estimates, the set of mean-variance efficient combinations can be derived
and presented to the investor, who can choose the desired risk-return
combination. Markowitz used geometrical analyses of various security ex-
amples to illustrate properties of efficient sets, assuming nonnegative in-
vestments subject to a budget constraint. He showed in his 1952 article
that the set of efficient portfolios is piecewise linear (made up of con-
nected straight lines) and the set of efficient mean-variance combinations
is piecewise parabolic.

Roy (1952) similarly proposed making choices on the basis of mean
and variance of the portfolio as a whole. Specifically, he proposed choos-
ing the positions that maximize the portfolio’s utility, based on the re-
turn, with σ as the standard deviation of return. Roy’s formula for the
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variance of the portfolio included the covariances of returns among secu-
rities. The main differences between the Roy and Markowitz approaches
were that Markowitz required nonnegative investments, whereas Roy al-
lowed the amount invested in any security to be positive or negative.
Furthermore, Markowitz proposed allowing the investor to choose a de-
sired portfolio from the efficient frontier, whereas Roy recommended
choosing a specific portfolio. Roy’s 1952 article was his first and last arti-
cle in finance. He made this one tremendous contribution and then dis-
appeared from the field, whereas Markowitz wrote several books and
many articles on the portfolio-selection problem and enhancements of
his 1952 article.19

The conceptual approach to market risk is closely linked historically
to the development of modern portfolio theory and the option pricing
theory. Modern portfolio theory started with the path-breaking theory of
Markowitz.20 Markowitz was the first finance theorist who explicitly in-
cluded risk in portfolio analysis. The Markowitz approach is based on the
assumption of a relation between risk and return and considers the effect
of diversification, using the standard deviation or variance as a measure
for risk.
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The portfolio return is the weighted return of the individual posi-
tions, and the portfolio risk is the weighted risk of all individual assets
and the covariance between those assets:
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The covariance can be expressed as a correlation term as follows:
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The risk-adjusted portfolio return is:
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The efficient frontier is an outcome of Markowitz’s theory, a border-
line of all portfolios with optimal risk–return relations (Figure 2-3). His ap-
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proach was developed further by Tobin.21 Tobin improved the correlation
between the assets and the risk aversion by including a risk-free position.
Through combining the portfolios on the efficient frontier of Markowitz
and a risk-free position, Sharpe further developed the conceptual model-
ing of market risks and introduced the capital market line as the tangent
from the risk-free asset to the efficient frontier.

2.4.1 The Capital Asset Pricing Model

The complexity of Markowitz’s portfolio model and some generalization
of assumptions led to further developments. The capital asset pricing
model (CAPM) was developed by Sharpe,22 Lintner,23 and Mossin,24 and
later was enhanced by Black. It is a logical extension of the ideas behind
modern portfolio theory as first outlined by Markowitz. Because the
Markowitz approach makes no statement about the pricing of equities, the
CAPM offers a statement on the relevant investment risks and the risk–
return relation under the condition that the markets are in equilibrium.
The CAPM is an equilibrium model for the capital market.
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The CAPM is based on the following nine assumptions:25

• Utility maximization. Investors try to maximize their own
utilities; they are risk-averse.

• Decision basis. Investors make their decisions only on the basis
of risk and return.

• Expectations. Investors have homogeneous expectations
regarding return and risk (variance and covariance) of the assets.

• One-period time horizon. Investors have identical time horizons of
one period.

• Information efficiency. Information is free and simultaneously
available to all market participants.

• Risk-free asset. Investors can borrow or invest in an unlimited
amount of risk-free assets.

• Markets without friction. No taxes, transaction fees, restrictions
on short positions or other market restrictions exist.

• Capital market equilibrium. The sum of all instruments is given
and in possession of the investors. All instruments are
marketable, and the assets are divisible to any degree. Supply
and demand are not influenced by anything other than price.

• Distribution. The CAPM, like the Markowitz approach, is based
on the normal distribution of returns or a quadratic utility
function.

All combinations are on the line between a risk-free investment and
the uncertain investment of the efficient frontier. The part between rf and
D is called the capital market line (CML) and contains only one efficient
portfolio, which is at the tangential point between the efficient frontier
and the capital market line (see Figure 2-3).

It is not enough to know the return distribution (variance) of a posi-
tion; the return must be viewed relative to the market and risk compo-
nents. The CAPM assumes that a certain portion of the risk of a position is
a reflection of the overall market risk, which is carried by all positions in
the market and thus cannot be diversified. This part of the risk is defined
as systematic risk, which cannot be eliminated through diversification. This
risk premium is defined as the market risk premium. In contrast, the spe-
cific risk (or unsystematic risk) cannot be explained by market events and
has its origins in position-specific factors (e.g., management errors and
competitive disadvantages). This component can be diversified and is not
rewarded by a premium.

The expected return of a specific stock is calculated as follows:

E (ri) = rf + βi ⋅ [E(rm) − rf] + εi (2.5)
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where ri = return of security i
rf = return of the risk-free asset

rm = return of the market
βi = sensitivity of security i relative to market movement m
εi = error term

2.4.2 The Security Market Line

One of the key elements of modern portfolio theory is that, despite diver-
sification, some risk still exists. The sensitivity of a specific position rela-
tive to the market is expressed by βi (see Figure 2-4). The CAPM defines βi

as the relation of the systematic risk of a security i to the overall risk of the
market.

Market Risk 43

E
xp

ec
te

d 
re

tu
rn

β

Security market lin
e

m

r
f

10

Investment in marketRisk free investment

rm

Expected
risk

premium

Defensive Aggressive

F I G U R E 2-4

Security Market Line.

Gallati_02_1p_j.qxd  2/27/03  9:12 AM  Page 43



βi =�
cov

v
a
a
r
r
i
i
a
a
n
n

c
c
e
e

(
(
r
r

m

m

,
)

ri)
� =

�
βi = co

σ
v
rm

(ri, rm)
� (2.6)

where ri = return of security i
rf = return of the risk-free asset

rm = return of the market
βi = sensitivity of security i relative to market movement m
εi = error term

The one-factor model is a strong simplification of the Markowitz
model, and the CAPM is a theory. The main criticisms of the CAPM are as
follows:

• The market efficiency is not given in its strong form, as 
not all information is reflected in the market. This 
presents an opportunity for arbitrage profits, which can 
be generated as long as insider information is not available 
to the public.

• The normal distribution is a generalization, which distorts the
results, especially for idiosyncratic risks.

The main message of market efficiency as it pertains to capital mar-
ket models is that a market is considered efficient if all available data and
information are reflected in the pricing and in the demand-and-supply re-
lation.26 Fama distinguishes three types of market efficiency: weak, semi-
strong, and strong.27

In a study on Swiss equities, Zimmermann and Vock28 came to the
conclusion that the test statistics (the standardized third and fourth
moment as a measure for the skewness and kurtosis, the standardized
span or studentized range, and the test from Kolmogorov-Smirnov)
point to a leptokurtic return distribution (see Figure 2-5). The study
concluded that the normal distribution has to be questioned from a
statistical point of view. The deviations are empirically marginal. The
leptokurtosis has been confirmed for U.S. equities in studies by
Fama,29 Kon,30 Westerfield,31 and Wasserfallen and Zimmermann32 (see
Figure 2-5). Zimmermann33 concluded that over a longer time horizon
(1927 to 1987), the normal distribution fits the return distribution of
Swiss equities.

systematic risk of title i
���
risk of market portfolios
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2.4.3 Modified Form of CAPM 
by Black, Jensen, and Scholes

Black, Jensen, and Scholes conducted an empirical examination of the
CAPM in 1972. They used a model without a risk-free interest rate, because
the existence of a risk-free interest rate was controversial.34 In the model
without a risk-free return, the security market line (SML) is no longer de-
fined by the risk-free return and the market portfolio; instead, it is a multi-
tude of combinations, as there is a multitude of zero-beta portfolios.35

The return that they were able to explain was significantly higher
than the average risk-free return within the observation period. They con-
cluded that the model is compatible with the standard form of the CAPM,
but differentiates between borrowing and lending. The study supports the
practical observation that borrowing is more expensive than lending
money. Empirical studies support the development of the capital market
line with two interest rates, one for borrowing and one for lending money.
It is an important improvement, as it excludes the assumption that bor-
rowing and lending are based on the same risk-free rate.36 Figure 2-6 is
based on the following equations:

E(ri) = rL + βi ⋅ [E(rm) − rL] + εi (2.7)

E(ri) = rB + βi ⋅ [E(rm) − rB] + εi (2.8)
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2.4.4 Arbitrage Pricing Theory

Empirical examinations of the CAPM showed significant deficiencies in
its ability to forecast and alleviate risk. These studies led to the develop-
ment of the arbitrage pricing theory (APT), first introduced by Ross37 and
further developed by other scientists.

APT is based on the empirical observation that different instruments
have simultaneous and homogeneous development ranges. The theory
implicitly assumes that the returns are linked to a certain number of fac-
tors which influence the instrument prices. The part explained by these
factors is assigned to the systematic factors, whereas the nonexplainable
part of the return (and thus the risk) is assigned to specific factors.

In theory, the factors are uncorrelated, as empirical examination sup-
ports correlated factors. Such correlated factors have to be transformed
into an observation-equivalent model with uncorrelated factors. The fac-
tors cannot be observed and have to be examined empirically.

A critical difference between CAPM and APT is that APT is an equi-
librium theory, based on the arbitrage condition. As long as it is possible
with intensive research to find factors that systematically impact the return
of a position, it is possible to do arbitrage based on this superior knowledge.
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2.4.5 Approaches to Option Pricing

Modern portfolio theory is not based solely on return calculations. Risk and
risk management become increasingly important. As the portfolio theory
shows, despite diversification, an investor is still exposed to systematic risk.
With the development of portfolio and position insurance, an approach has
been created to hedge (insure) against unwanted moves of the underlying
position. The theoretical framework introduced a range of applications,
such as replication of indices, dynamic insurance, leveraging, immuniza-
tion, structured products, etc. To understand the current state of option pric-
ing, the different approaches, and the critics, it is necessary to summarize
the development of, and approaches to, modern option-valuation theory.

Valuation and pricing of income streams is one of the central prob-
lems of finance. The issue seems straightforward conceptually, as it
amounts to identifying the amount and the timing of the cash flows ex-
pected from holding the claims and then discounting them back to the
present. Valuation of a European-style call option requires that the mean of
the call option’s payout distribution on the expiration date be estimated,
and the discount rate be applied to the option’s expected terminal payout.

The first documented attempt to value a call option occurred near
the turn of the twentieth century. Bachelier wrote in his 1900 thesis that the
call option can be valued under the assumption that the underlying claim
follows an arithmetic Brownian motion.38 Sprenkle and Samuelson used a
geometric Brownian motion in their attempt to value options.39 As the un-
derlying asset prices have multiplicative, rather than additive (as with the
arithmetic motion) fluctuations, the asset price distribution at the expira-
tion date is lognormal, rather then normal. Sprenkle and Samuelson’s re-
search set the stage, but there was still a problem. Specifically, for
implementation of their approach, the risk-adjusted rates of price appreci-
ation for both the asset and the option are required. Precise estimation was
the problem, which was made more difficult as the option’s return de-
pends on the asset’s return, and the passage of time.

The breakthrough came in 1973 with Black, Scholes, and Merton.40

They showed that as long as a risk-free hedge may be formed between the
option and its underlying asset, the value of an option relative to the asset
will be the same for all investors, regardless of their risk preferences. The
argument of the risk-free hedge is convincing, because in equilibrium, no
arbitrage opportunities can exist, and any arbitrage opportunity is obvi-
ous for all market participants and will be eliminated. If the observed
price of the call is above (or below) its theoretical price, risk-free arbitrage
profits are possible by selling the call and buying (or selling) a portfolio
consisting of a long position in a half unit of the asset, and a short position
in the other half in risk-free bonds. In equilibrium, no arbitrage opportu-
nities can exist, and any arbitrage opportunity can exist.
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2.4.5.1 Analytical Formulas
The option valuation theory goes beyond the mathematical part of the for-
mula. The economic insight is that if a risk-free hedge between the option
and its underlying asset my be formed, risk-neutral valuation may be ap-
plied. The Black-Scholes model follows the work of Sprenkle and Samuel-
son. In a risk-neutral market, all assets (and options) have an expected rate
of return equal to the risk-free interest rate. Not all assets have the same
expected rate of price appreciation. Some assets, such as bonds, have
coupons, and equities have dividends. If the asset’s income is modeled as
a constant and continuous proportion of the asset price, the expected rate
of price appreciation on the asset equals the interest rate less the cash dis-
bursement rate. The Black-Scholes formula covers a wide range of under-
lying assets. The distinction between the valuation problems described as
follows rests in the asset’s risk-neutral price appreciation parameter:

• Non-dividend-paying stock options. The best-known option
valuation problem is that of valuing options on non-dividend-
paying stocks. This is, in fact, the valuation problem addressed by
Black and Scholes in 1973.41 With no dividends paid on the
underlying stock, the expected price appreciation rate of the stock
equals the risk-free rate of interest, and the call option valuation
equation becomes the familiar Black-Scholes formula.

• Constant-dividend-yield stock options. Merton generalized stock
option valuation in 1973 by assuming that stocks pay dividends
at a constant, continuous dividend yield.42

• Futures options. Black valued options on futures in 1976.43 In a
risk-neutral world with constant interest rates, the expected rate
of price appreciation on a futures contract is zero, because it
involves no cash outlay.

• Futures-style futures options. Following the work of Black, Asay
valued futures-style futures options.44 Such options, traded on
various exchanges, have the distinguishing feature that the
option premium is not paid up front. Instead, the option position
is marked to market in the same manner as the underlying
futures contract.

• Foreign currency options. Garman and Kohlhagen valued options
on foreign currency in 1983.45 The expected rate of price
appreciation of a foreign currency equals the domestic rate of
interest less the foreign interest.

• Dynamic portfolio insurance. Dynamic replication is at the heart
of one of the most popular financial products of the 1980s—
dynamic portfolio insurance. Because long-term index put
options were not traded at the time, stock portfolio managers had
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to create their own insurance by dynamically rebalancing a
portfolio consisting of stocks and risk-free bonds. The weights in
the portfolio show that as stock prices rise, funds are transferred
from bonds to stocks, and vice versa.

• Compound options. An important extension of the Black-Scholes
model that falls in the single underlying asset category is the
compound option valuation theory developed by Geske.46

Compound options are options on options. A call on a call, for
example, provides its holder with the right to buy a call on the
underlying asset at some future date. Geske shows that if these
options are European-style, valuation formulas can be derived.

• American-style call options on dividend-paying stocks. The Geske
compound option model has been applied in other contexts. Roll,
Geske, and Whaley developed a formula for valuing an
American-style call option on a stock with known discrete
dividends.47 If a stock pays a cash dividend during the call’s life,
it may be optimal to exercise the call early, just prior to dividend
payment. An American-style call on a dividend-paying stock,
therefore, can be modeled as a compound option providing its
holder with the right, on the ex-dividend date, either to exercise
early and collect the dividend, or to leave the position open.

• Chooser options. Rubinstein used the compound option
framework in 1991 to value the “chooser” or “as-you-like-it”
options traded in the over-the-counter market.48 The holder of a
chooser option has the right to decide at some future date
whether the option is a call or a put. The call and the put usually
have the same exercise price and the same time remaining to
expiration.

• Bear market warrants with a periodic reset. Gray and Whaley used
the compound option framework to value yet another type of
contingent claim, S&P 500 bear market warrants with a periodic
reset traded on the Chicago Board Options Exchange and the
New York Stock Exchange.49 The warrants are originally issued as
at-the-money put options but have the distinguishing feature that
if the underlying index level is above the original exercise on
some prespecified future date, the exercise price of the warrant is
reset at the then-prevailing index level. These warrants offer an
intriguing form of portfolio insurance whose floor value adjusts
automatically as the index level rises. The structure of the
valuation problem is again a compound option, and Gray and
Whaley’s 1997 paper provides the valuation formula.

• Lookback options. A lookback option is another exotic that has
only one underlying source of price uncertainty. Such an option’s
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exercise price is determined at the end of its life. For a call, the
exercise price is set equal to the lowest price that the asset
reached during the life of the option; for a put, the exercise price
equals the highest asset price. These buy-at-the-low and sell-at-
the-high options can be valued analytically. Formulas are
provided in Goldman, Sosin, and Gatto’s 1979 paper.50

• Barrier options. Barrier options are options that either cease to
exist or come into existence when some predefined asset price
barrier is hit during the option’s life. A down-and-out call, for
example, is a call that gets knocked out when the asset price falls
to some prespecified level prior to the option’s expiration.
Rubinstein and Reiner’s 1991 paper provides valuation equations
for a large family of barrier options.51

2.4.5.2 Approximation Methods
Many valuation problems do not have explicit closed-form solutions.
Probably the best-known example of this is the valuation of American-
style options. With American-style options, the option holder has an infi-
nite number of exercise opportunities between the current date and the
option’s expiration date, making the problem challenging from a mathe-
matical standpoint. Hundreds of different types of exotic options trade in
the OTC market, and many, if not most, do not have analytical formulas.
Nonetheless, they can all be valued accurately using the Black-Scholes
model. If a risk-free hedge can be formed between the option and the un-
derlying asset, the Black-Scholes model risk-neutral valuation theory can
be applied, albeit using numerical methods. A number of numerical 
methods for valuing options are lattice based. These methods replace the
Black-Scholes model assumption that asset price moves smoothly and
continuously through time with an assumption that the asset price moves
in discrete jumps over discrete intervals during the option’s life:

• Binomial method. Perhaps the best-known lattice-based method is
the binomial method, developed independently in 1979 by Cox,
Ross, and Rubinstein and Rendleman and Bartter.52 In the
binomial method, the asset price jumps up or down, by a fixed
proportion, at each of a number of discrete time steps during the
option’s life. The length of each time step is determined when the
user specifies the number of time steps. The greater the number of
time steps, the more precise the method. The cost of the increased
precision, however, is computational speed. With n time steps, 2n
asset price paths over the life of the option are considered. With 20
time steps, this means more than 1 million paths.

The binomial method has wide applicability. Aside from the
American-style option feature, which is easily incorporated
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within the framework, the binomial method can be used to value
many types of exotic options. Knockout options, for example, can
be valued using this technique. One simply imposes a different
check on the calculated option values at the nodes of the interme-
diate time steps between 0 and n, i.e., if the underlying asset price
falls below the option’s barrier, the option value at that node is
set equal to 0. The method can also be extended to handle multi-
ple sources of asset price uncertainty. Boyle, Evnine, and Gibbs
adapt the binomial procedure to handle exotics with multiple
sources of uncertainty, including options on the minimum and
maximum, spread options, and so on.53

• Trinomial method. The trinomial method is another popular
lattice-based method. As outlined by Boyle, this method allows
the asset to move up, move down, or stay the same at each time
increment.54 Again, the parameters of the discrete distribution are
chosen in a manner consistent with the lognormal distribution,
and the procedure begins at the end of the option’s life and works
backward. By having three branches instead of two, the trinomial
method provides greater accuracy than the binomial method for a
given number of time steps. The cost, of course, is that the greater
the number of branches, the slower the computational speed.

• Finite difference method. The explicit finite difference method was
the first lattice-based procedure to be applied to option valuation.
Schwartz applied it to warrants, and Brennan and Schwartz
applied it to American-style put options on common stocks.55 The
finite difference method is similar to the trinomial method in the
sense that the asset price moves up, moves down, or stays the
same at each time step during the option’s life. The difference in
the techniques arise only from how the price increments and the
probabilities are set. In addition, finite difference methods calculate
an entire rectangle of node values rather than simply a tree.

• Monte Carlo simulation. Boyle introduced Monte Carlo simulation
to option valuation.56 Like the lattice-based procedures, the
technique involves simulating possible paths that the asset price
may take over the life of the option. Again, the simulation is
performed in a manner consistent with the lognormal asset price
process. To value a European-style option, each sample run is
used to produce a terminal asset price, which, in turn, is used to
determine the terminal option value. With repeated sample runs, a
distribution of terminal options values is obtained, and the
expected terminal option value may be calculated. This expected
value is then discounted to the present to obtain the option
valuation. An advantage of the Monte Carlo method is that the

Market Risk 51

Gallati_02_1p_j.qxd  2/27/03  9:12 AM  Page 51



degree of valuation error can be assessed directly, using the
standard error of the estimate. The standard error equals the
standard deviation of the terminal option values divided by the
square root of the number of trials. Another advantage of the
Monte Carlo technique is its flexibility. Because the path of the
asset price beginning at time 0 and continuing throughout the life
of the option is observed, the technique is well suited for handling
barrier-style options, Asian-style options, Bermuda-style options,
and the like. Moreover, it can easily be adapted to handle multiple
sources of price uncertainty. The technique’s chief disadvantage is
that it can be applied only when the option payout does not
depend on its value at future points in time. This eliminates the
possibility of applying the technique to American-style option
valuation, in which the decision to exercise early depends on the
value of the option that will be forfeit.

• Compound option approximation. The quasi-analytical methods
for option valuation are quite different from the procedures that
attempt to describe asset price paths. Geske and Johnson, for
example, use a Geske compound option model to develop an
approximate value for an American-style option.57 The approach
is intuitively appealing. An American-style option, after all, is a
compound option with an infinite number of early exercise
opportunities. While valuing an option in this way makes
intuitive sense, the problem is intractable from a computational
standpoint. The Geske-Johnson insight is that although we
cannot value an option with an infinite number of early exercise
opportunities, we can extrapolate its value by valuing a sequence
of “pseudo-American” options with zero, one, two, and perhaps
more early exercise opportunities at discrete, equally spaced
intervals during the option’s life. The advantage that this offers is
that each of these options can be valued analytically. With each
new option added to the sequence, however, the valuation of a
higher-order multivariate normal integral is required. With no
early exercise opportunities, only a univariate function is
required. However, with one early exercise opportunity, a
bivariate function is required; with two opportunities, a trivariate
function is required, and so on. The more of these options used in
the series, the greater the precision in approximating the limiting
value of the sequence. The cost of increased precision is that
higher-order multivariate integral valuations are time-consuming
computationally.

• Quadratic approximation. Barone-Adesi and Whaley presented a
quadratic approximation in 1987.58 Their approach, based on the
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work of MacMillan, separates the value of an American-style
option into two components: the European-style option value and
an early exercise premium.59 Because the Black-Scholes model
formula provides the value of the European-style option, they
focus on approximating the value of the early exercise premium.
By imposing a subtle change on the Black-Scholes model partial
differential equation, they obtain an analytical expression for the
early exercise premium, which they then add to the European-
style option value, thereby providing an approximation of the
American-style option value. The advantages of the quadratic
approximation method are speed and accuracy.

2.4.5.3 Generalizations
The generalizations of the Black-Scholes option valuation theory focus on
the assumed asset price dynamics. Some examine the valuation implica-
tions of modeling the local volatility rate as a deterministic function of the
asset price or time or both. Others examine the valuation implications
when volatility, like asset price, is stochastic.

Under the assumption that the local volatility rate is a deterministic
function of time or the asset price or both, the Black-Scholes model risk-
free hedge mechanisms are preserved, so risk-neutral valuation remains
possible. The simplest in this class of models is the case in which the local
volatility rate is a deterministic function of time. For this case, Merton
showed that the valuation equation for a European-style call option is the
Black-Scholes model formula, where the volatility parameter is the aver-
age local volatility rate over the life of the option.60

Other models focus on the relationship between asset price and
volatility and attempt to account for the empirical fact that, in at least
some markets, volatility varies inversely with the level of asset price. One
such model is the constant elasticity of variance model proposed by Cox
and Ross.61 However, valuation can be handled straightforwardly using
lattice-based or Monte Carlo simulation procedures.

Derman and Kani, Dupire, and Rubinstein and Reiner recently de-
veloped a valuation framework in which the local volatility rate is a de-
terministic (but unspecified) function of asset price and time.62 If the
specification of the volatility function is known, any of the lattice-based or
simulation procedures can be applied to option valuation. Unfortunately,
the structural form is not known. To circumvent this problem, these au-
thors parameterize their model by searching for a binomial or trinomial
lattice that achieves an exact cross-sectional fit of reported option prices.
An exact cross-sectional fit is always possible, because there are as many
degrees of freedom in defining the lattice (and, hence, the local volatility-
rate function) as there are option prices. With the structure of the implied
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tree identified, it becomes possible to value other, more exotic, OTC op-
tions and to refine hedge ratio computations.

The effects of stochastic volatility on option valuation are modeled
by either superimposing jumps on the asset price process or allowing
volatility to have its own diffusion process or both. Unfortunately, the in-
troduction of stochastic volatility negates the Black-Scholes model risk-
free hedge argument, because volatility movements cannot be hedged. An
exception to this rule is provided by Merton, who adds a jump term to the
usual geometric Brownian motion governing asset price dynamics.63 By
assuming that the jump component of an asset’s return is unsystematic,
the Merton model can create a risk-free portfolio in the Black-Scholes
model sense and apply risk-neutral valuation. Indeed, Merton finds ana-
lytical valuation formulas for European-style options. If the jump risk is
systematic, however, the Black-Scholes model risk-free hedge cannot be
formed, and option valuation will be utility-dependent.

A number of authors model asset price and asset price volatility as
separate, but correlated, diffusion processes. Asset price is usually as-
sumed to follow geometric Brownian motion. The assumptions governing
volatility vary. Hull and White, for example, assume that volatility follows
geometric Brownian motion.64 Scott models volatility using a mean-
reverting process, and Wiggins uses a general Wiener process.65 Bates
combines both jump and volatility diffusions in valuing foreign currency
options. Except in the uninteresting case in which asset price and volatil-
ity movements are independent, these models require the estimation of
risk premiums.66 The problem when volatility is stochastic is that a risk-
free hedge cannot be created, because volatility is not a traded asset. But
perhaps this problem is only temporary. The critical issue for all options,
of course, is correct contract design.

2.5 REGULATORY INITIATIVES FOR MARKET
RISKS AND VALUE AT RISK

Alan Greenspan has made it very clear that the assumptions and condi-
tions must be fully discussed and understood when applying quantitative
models such as value at risk (VaR):

Probability distributions estimated largely, or exclusively, over cycles that
do not include periods of panic will underestimate the likelihood of extreme
price movements because they fail to capture a secondary peak at the ex-
treme negative tail that reflects the probability of occurrence of a panic. Fur-
thermore, joint distributions estimated over periods that do not include
panics will underestimate correlations between asset returns during panics.
Under these circumstances, fear and disengagement on the part of investors
holdings net long positions often lead to simultaneously declines in the val-
ues of private obligations, as investors no longer realistically differentiate
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among degrees of risk and liquidity, and to increase in the values of riskless
government securities. Consequently, the benefits of portfolio diversifica-
tion will tend to be overestimated when the rare panic periods are not taken
into account.67

The 1988 Basel accord provided the first step toward tighter risk
management and enforceable international regulation with similar struc-
tural conditions for financial supervision.68 The Basel accord set minimum
capital requirements that must be met by banks to guard against credit
risk. This agreement led to a still-evolving framework to impose capital
adequacy requirements to guard against market risks.

The reasoning behind regulation is multilayered and complex. One
could ask why regulations are necessary. In a free market, investors should
be free to invest in firms that they believe to be profitable, and as owners of
an institution, they should be free to define the risk profile within which
the institution should be free to act and evolve. Essentially, this is what
happened to Barings, where complacent shareholders failed to monitor the
firm’s management (see Section 6.6). Poor control over traders led to in-
creasingly risky activities and, ultimately, bankruptcy. In freely functioning
capital markets, badly managed institutions should be allowed to fail. Such
failures also serve as powerful object lessons in risk management.

Nevertheless, supervision is generally viewed as necessary when
free markets appear to be unable, themselves, to allocate resources effi-
ciently. For financial institutions, this is the rationale behind regulations to
protect against systemic risk (externalities) and to protect client assets (i.e.,
deposit insurance).

Systemic risk arises when an institution’s failure affects other partic-
ipants in the market. Here the fear is that a default by one institution will
have a cascading effect on other institutions, thus threatening to destabi-
lize the entire financial system. Systemic risk is rather difficult to evaluate,
because it involves situations of extreme instability, which happen infre-
quently. In addition, regulators tend to take preventive measures to pro-
tect the system before real systemic damage is caused.69

Deposit insurance also provides a rationale for regulative measures.
By nature, bank deposits have destabilizing potential. Depositors are
promised that the full face value of their investments will be repaid on de-
mand. If customers fear that a bank’s assets have fallen behind its liabili-
ties, they may then rationally trigger a run on the bank. Given that banks
invest in illiquid assets, including securities and real estate, the demand
for repayment will force liquidation at great cost.

One solution to this problem is government guarantees on bank de-
posits, which reduce the risk of bank runs. These guarantees are also
viewed as necessary to protect small depositors who have limited finan-
cial experience and cannot efficiently monitor their banks.
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There is an ongoing argument that deposit insurance could be pro-
vided by the private sector instead of the government. Realistically, how-
ever, private financial organizations may not be able to provide financial
transfers to investors if large macroeconomic shocks or sector collapses
occur, such as the U.S. savings and loan crisis of the 1980s. On the other
hand, applying Darwinism to capital markets, it should be possible to
eliminate failing institutions from the market and replace them with fitter
organizations.70

This government guarantee is no “panacea, for it creates a host of
other problems, generally described under the rubric of moral hazard (see
Section 1.4). Given government guarantees, there is even less incentive for
depositors to monitor their banks. As long as the cost of the deposit insur-
ance is not related to the risk-profile of the activities, there will be perverse
incentives to take additional risks. The moral hazard problem, due to de-
posit insurance, is a rationale behind regulatory attempts to supervise
risk-taking activities. This is achieved by regulating the bank’s minimum
levels of capital, providing a reserve for failures of the institution or sys-
temic risks. Capital adequacy requirements can also serve as a deterrent to
unusual risk taking if the amount of capital set aside is tied to the amount
of risk undertaken.

Alan Greenspan stated in 1999 that the current regulatory standards
had been misused due to inconsistent and arbitrary treatment:

The current international standards for bank capital had encouraged bank
transactions that reduce regulatory requirements more than they reduce a
bank’s risk position. The fundamental credibility of regulatory capital stan-
dards as a tool for prudential oversight and prompt corrective action at the
largest banking organizations has been seriously undermined.71

2.5.1 Development of an International Framework 
for Risk Regulation

The Basel Committee on Banking Supervision was founded in 1975; it is the
driving force for harmonization of banking supervision regulation on an in-
ternational level, and it substantially supports cross-border enforcement of
cooperation among national regulators. The committee’s recommendations
have no internal binding power, but based on the material power of per-
suasion and the implementation of its recommendations at the local level by
the members of the Committee, it has a worldwide impact.72

Capital adequacy is the primary focus of the committee, as capital
calculation has a central role in all local regulations, and the standards of
the BIS are broadly implemented. The standards are intended to
strengthen the international finance system and reduce the distortion of
normal trading conditions by arbitrary national requirements. The BIS
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recommendations apply only to international banks and consolidated
banking groups. They are minimum standards, allowing local regulators
to set or introduce higher requirements. The Basel Committee intends to
develop and enhance an international regulatory network to increase the
quality of banking supervision worldwide.

2.5.2 Framework of the 1988 BIS Capital 
Adequacy Calculation

Since its inception, the Basel Committee has been very active on the issue
of capital adequacy. A landmark financial agreement was reached with
the Basel accord, concluded on July 15, 1988, by the central bankers of
the G-10 countries.73 The regulators announced that the accord would re-
sult in international convergence of supervisory regulations governing
the capital adequacy of international banks. Though minimal, these cap-
ital adequacy standards increase the quality and stability of the interna-
tional banking system, and thus help to reduce distortion between
international banks. The main purpose of the 1988 Basel accord was to
provide general terms and conditions for commercial banks by means of
a minimum standard of capital requirements to be applied in all member
countries. The accord contained minimal capital standards for the support
of credit risks in balance and off-balance positions, as well as a definition
of the countable equity capital. The Basel capital accord was modified in
1994 and 1995 with regard to derivatives instruments and recognition of
bilateral netting agreements.74

With the Cooke defined ratio, the 1988 accord created a common
measure of solvency. However, it covers only credit risks and thus deals
solely with the identity of banks’ debtors. The new ratios became binding
by regulation in 1993, covering all insured banks of the signatory countries.

2.5.2.1 The Cooke Ratio
The Basel accord requires that banks hold capital equal to at least 8 percent
of their total risk-weighted assets. Capital, however, is interpreted more
broadly than the usual definition of equity, because its goal is to protect
deposits. It consists of two components:

• Tier 1 capital. Tier 1 capital, or core capital, includes stock issues
and disclosed reserves. General loan loss reserves constitute
capital that has been dedicated to funds to absorb potential future
losses. Real losses in the future are funded from the reserve
account rather than through limitation of earnings, smoothing
out income over time.

• Tier 2 capital. Tier 2 capital, or supplementary capital, includes
perpetual securities, undisclosed reserves, subordinated debt
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with maturity longer than five years, and shares redeemable at
the option of the issuer. Because long-term debt has a junior
status relative to deposits, debt acts as a buffer to protect
depositors (and the deposit insurer).

The Cooke ratio requires an 8 percent capital charge, at least 50 per-
cent of which must be covered by Tier 1 capital. The general 8 percent cap-
ital charge is multiplied by risk capital weights according to predetermined
asset classes. Government bonds, such as Treasuries, Bundesobligationen,
Eidgenossen, and so forth are obligations allocated to the Organization for
Economic Cooperation and Development (OECD) government papers,
which have a risk weight of zero. In the same class fall cash and gold held
by banks. As the perceived credit risk increases (nominally), so does the
risk weight. Other asset classes, such as claims on corporations (including
loans, bonds, and equities), receive a 100 percent weight, resulting in the
required coverage of 8 percent of capital.

Signatories of the Basel accord are free to impose higher local capital
requirements in their home countries.75 For example, under the newly es-
tablished bank capital requirements, U.S. regulators have added a capital
restriction which requires that Tier 1 capital must comprise no less than 3
percent of total assets.

2.5.2.2 Activity Restrictions
In addition to the weights for the capital adequacy calculation, the Basel
accord set limits on excessive risk taking. These restrictions relate to large
risks, defined as positions exceeding 10 percent of the bank’s capital.
Large risks must be reported to regulatory authorities on a formal basis.
Positions exceeding 25 percent of the bank’s capital are not allowed (un-
less a bank has the approval of the local regulator). The sum of all large-
risk exposures may not exceed 800 percent of the capital.

2.5.3 Criticisms of the 1988 Approach

The 1988 Basel accord had several drawbacks, which became obvious
with implementation. The main criticisms were the lack of accommoda-
tion of the portfolio approach, the lack of netting possibilities, and the way
in which market risks were incorporated.

• The portfolio approach was not accommodated. Thus, correlations
between different positions of the bank’s portfolio did not
account for the portfolio risk of the bank’s activities. The Basel
accord increased the capital requirements resulting from hedging
strategies, as offsetting hedging positions were not allowed.

• Netting was not allowed. If a bank nets corresponding lenders
and borrowers, the total net exposure may be small. If a
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counterparty fails to fulfill its obligations, the overall loss may be
reduced, as the positions lent are matched by the positions
borrowed. Netting was an important driving force behind the
creation of swaps and time deposits. Swaps (of currencies and
interest rates) are derivatives contracts involving a series of
exchanges of payments and are contracted with explicit offset
provisions. In the event of a counterparty default, the bank is
exposed only to the net of the interest payments, not to the
notional amount.76

• Exposures to market risk were vaguely regulated. According to the
1988 Basel accord, assets were recorded at book value. These
positions could deviate substantially from their current market
values. As a result, the accounting approach created a potential
situation in which an apparently healthy balance sheet with
acceptable capital (recorded at book value) hid losses in market
value. This regulatory approach concerning accounting created
problems for the trading portfolios of banks with substantial
positions in derivatives. This specific drawback convinced the
Basel Committee to move toward measuring market risk by the
value-at-risk approach and mark-to-market position booking.

2.5.4 Evolution of the 1996 Amendment 
on Market Risks

In view of the increasing exposure to market risks in securities and de-
rivatives trading, the Basel Committee created a substantial enhancement
of the credit-risk-oriented capital adequacy regulations through new
measurement rules and capital requirements to support market risks
throughout an institution. The committee published the results of its
work for discussion in January 1996.77 The discussion paper proposed
two alternative methods for risk measurement and capital requirements
to support market risks. The standard model approach was to be used by
small and midsized banks lacking the complex technological infrastruc-
ture and expertise needed to calculate daily market risk exposures. The
internal model approach could be used if the local regulator explicitly al-
lowed the bank to use its own technological infrastructure and expertise
to calculate daily market risk exposures. Banks would have the opportu-
nity to use both approaches simultaneously during a transition period.
After a certain time, banks would be expected to use only one model
across the institution.

Originally, the aim had been for a harmonized standard, which
should have balanced the terms of competition between the securities
dealers and the banks regarding capital requirements. The development
of such a regulative framework would have been supported by a joint
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project between the Basel Committee and the stock exchange supervisory
authorities, for whom market risks have always been in the foreground.
The discussion with the Technical Committee of the International Organi-
zation of Securities Commission (IOSCO)—the international association
of supervisory authorities of the securities houses of the Western industri-
alized nations—failed, because the IOSCO members could not agree on a
common approach. Partly responsible for the failure was the fact that
IOSCO had no concrete capital adequacy standard. This would have re-
quired a substantial reworking of IOSCO’s regulations.

Based on this discussion, the Basel Committee published a first con-
sultation paper in 1993, which included proposals for the regulatory treat-
ment of market risks of debt and equity positions in the trading books. For
trading positions, the related derivatives instruments, and foreign cur-
rency risks from the banking books, the committee proposed a binding
standard approach for measurement and capital requirements to support
market risks. In addition, a proposal for the measurement of interest rate
risks based on the bank’s complete activity has been developed to identify
unexceptionally high interest rate risks (the so-called outlier concept). As
an alternative to the proposed standard approach for the measurement
and capital requirements to support market risks, the committee also con-
sidered the banks’ own internal models for the measurement and capital
requirements to support market risks. The modified recommendations of
the Basel Committee were published in April 1995. Simultaneously, an-
other globally coordinated consultation procedure was carried out with
market participants and representatives from the local regulators. The
final capital adequacy accord for measurement and capital requirements
to support market risks was adopted by the committee in December 1995
and published in January 1996. The member countries had until the end of
1997 to include the modified capital adequacy regulation in their national
supervisory regulations.

2.6 AMENDMENT TO THE CAPITAL ACCORD 
TO INCORPORATE MARKET RISKS

Starting at the end of 1997, or earlier, if their supervisory authority so
prescribed, banks were required to measure and apply capital charges to
their market risks in addition to their credit risks.78 Market risk is defined
as “the risk of losses in on- and off-balance-sheet positions arising from
movements in market prices.” The following risks are subject to this 
requirement:

• Risks pertaining to interest-rate-related instruments and equities
in the trading book

• Foreign exchange risk and commodities risk throughout the bank
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2.6.1 Scope and Coverage of Capital Charges

The final version of the amendment to the capital accord to incorporate
market risks regulates capital charges for interest-rate-related instruments
and equities and applies to the current market value of items in the bank’s
trading books. By trading book is meant the bank’s proprietary positions in
financial instruments (including positions in derivative products and off-
balance-sheet instruments) which are intentionally held for short-term re-
sale. The financial instruments may also be acquired by the bank with the
intention of benefiting in the short term from actual or expected differences
between their buying and selling prices, or from other price or interest-rate
variations; positions in financial instruments arising from matched princi-
pal brokering and market making; or positions taken in order to hedge
other elements of the trading book.79

Capital charges for foreign exchange risk and for commodities risk
apply to the bank’s total currency and commodity positions, subject to
some discretion to exclude structural foreign exchange positions:

For the time being, the Committee does not believe that it is necessary to
allow any de minimis exemptions from the capital requirements for market
risk, except for those for foreign exchange risk set out in paragraph 13 of A.3,
because the Capital Accord applies only to internationally active banks, and
then essentially on a consolidated basis; all of these are likely to be involved
in trading to some extent.80

2.6.2 Countable Capital Components

The definition of capital is based on that of the BIS, from the Amendment to
the Capital Accord to Incorporate Market Risks:

The principal form of eligible capital to cover market risks consists of
shareholders’ equity and retained earnings (tier 1 capital) and supple-
mentary capital (tier 2 capital) as defined in the 1988 Accord. But banks
may also, at the discretion of their national authority, employ a third tier
of capital (“tier 3”), consisting of short-term subordinated debt as de-
fined in paragraph 2 below for the sole purpose of meeting a proportion
of the capital requirements for market risks, subject to the following
conditions. . . .81

The definition of eligible regulatory capital remains the same as out-
lined in the 1988 accord and clarified in the October 27, 1998, press release
on instruments eligible for inclusion in Tier 1 capital. The ratio must be no
lower than 8 percent for total capital. Tier 2 capital continues to be limited
to 100 percent of Tier 1 capital.82

To clarify the impact of the amendment for market risk on the risk
steering of the banks, the capital definitions are summarized as follows:
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• Banks are entitled to use Tier 3 capital solely to support market
risks as defined in Parts A and B of the amendment. This means
that any capital requirement arising in respect of credit and
counterparty risk in the terms of the 1988 accord, including the
credit counterparty risk in respect of derivatives in both trading
and banking books, needs to be met by the existing definition of
capital in the 1988 accord (i.e., Tiers 1 and 2).

• Tier 3 capital is limited to 250 percent of a bank’s Tier 1 capital
that is required to support market risks. This means that a
minimum of about 28.5 percent of market risks needs to be
supported by Tier 1 capital that is not required to support risks in
the remainder of the book.

• Tier 2 elements may be substituted for Tier 3 up to the same limit
of 250 percent if the overall limits in the 1988 accord are not
breached. That is, eligible Tier 2 capital may not exceed total Tier
1 capital, and long-term subordinated debt may not exceed 50
percent of Tier 1 capital.

• In addition, because the committee believes that Tier 3 capital is
appropriate only to meet market risk, a significant number of
member countries are in favor of retaining the principle in the
present accord that Tier 1 capital should represent at least half of
total eligible capital—that is, that the sum total of Tier 2 plus Tier
3 capital should not exceed total Tier 1. However, the committee
has decided that any decision whether to apply such a rule
should be a matter for national discretion. Some member
countries may keep the constraint, except in cases in which
banking activities are proportionately very small. In addition,
national authorities will have discretion to refuse the use of short-
term subordinated debt for individual banks or for their banking
systems generally.

For short-term subordinated debt to be eligible as Tier 3 capital, it
must, if circumstances demand, be capable of becoming part of a bank’s
permanent capital and thus be available to absorb losses in the event of in-
solvency. It must, therefore, at a minimum:

• Be unsecured, subordinated, and fully paid up
• Have an original maturity of at least two years
• Not be repayable before the agreed repayment date unless the

supervisory authority agrees
• Be subject to a lock-in clause which stipulates that neither interest

nor principal may be paid (even at maturity) if such payment
means that the bank will fall below or remain below its minimum
capital requirement
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2.6.3 The de Minimis Rule

The Basel Committee has ruled out the use of simplifying approaches, al-
lowing small institutions with negligible exposures to be excluded from
the capital requirement for market risks:

For the time being, the Committee does not believe that it is necessary to
allow any de minimis exemptions from the capital requirements for market
risk, except for those for foreign exchange risk set out in paragraph 13 of A.3,
because the Capital Accord applies only to internationally active banks, and
then essentially on a consolidated basis; all of these are likely to be involved
in trading to some extent.83

However, several countries, such as Germany and Switzerland, have in-
cluded de minimis rules in their national regulations, especially with re-
gard to asset management–oriented institutions which have negligible
market risk positions.84 Assuming the approval of the national authorities
(subject to compliance with the criteria for de minimis exception), local
supervisors are free to monitor the relevant exposures in the non–de min-
imis institutions more carefully. The approach is reasonable for smaller
asset management and private banking institutions, which do not take
substantial amounts of risk on their own books, as they execute on behalf
of their clients. The important distinction is between organizations sub-
ject to the standard model approach and those subject to the internal
model approach, as this difference determines how risk has to be sup-
ported by capital. Thus it fixes capital that could be used for other busi-
ness purposes.85

2.7 THE STANDARDIZED MEASUREMENT
METHOD

With the standard approach, a standardized framework for a quantitative
measurement of market risks and the capital calculation to support mar-
ket risks is given for all banks. The capital adequacy requirements are pre-
set, depending on the risk factor categories:

• Interest-rate and equity-price risks in the trading book
• Currency, precious metals, and commodity risks in the entire

organization

The capital adequacy requirements are calculated for each individ-
ual position and then added to the total capital requirement for the insti-
tution; see Table 2-2.

For interest-rate risk, the regulations define a set of maturity bands,
within which net positions are identified across all on- and off-balance-
sheet items. A duration weight is then assigned to each of the 13 bands,
varying from 0.20 percent for positions under 3 months to 12.50 percent
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for positions over 20 years. The sum of all weighted net positions then
yields an overall interest-rate-risk indicator. Note that the netting of posi-
tions within a band (horizontal) and aggregation across bands (vertical)
essentially assumes perfect correlation across debt instruments.

For currency and equity risk, the market risk capital charge is essen-
tially 8 percent of the net position; for commodities, the charge is 15 per-
cent. All of these capital charges apply to the trading books of commercial
banks, except for currency risks, which apply to both trading and banking
books.

The framework for measurement of market risks and the capital cal-
culation to support market risks has to ensure that banks and securities
dealers have adequate capital to cover potential changes in value (losses)
caused by changes in the market price. Not including derivatives, which
usually exhibit nonlinear price behavior, the potential loss based on the
linear relationship between the risk factors and the financial instruments
corresponds to the product of position amount, sensitivity of the position
value regarding the relevant risk factors, and potential changes in the rel-
evant risk factors. Equation (2.9) provides a methodological basis for the
measurement of market risks as well as the calculation of the capital re-
quirements based on the standard approach.
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T A B L E 2-2

Capital Adequacy Requirements with the Standardized Measurement Method

Instrument Risk Decomposition

Interest-rate-sensitive position General market risk: duration or 
maturity method

Specific market risk: net position by
issuer × weight factor, depending on the
instrument class

Equity instruments General market risk: 8% of the net
position per national market

Specific market risk: 8% of the net
position per issuer

Precious metals 10% of the net position

Currencies 10% of all net long positions or all net 
short positions, whichever is greater

Commodities 20% of the net position per commodity
group + 3% of the brutto position of all
commodity groups
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∆w = w ⋅ s ⋅ ∆f (2.9)

where ∆w = change in value of the position
w = value of the position
s = sensitivity

∆f = change in the price-relevant factor

For the quantification of market risks using Equation (2.9), the direc-
tion of the change of the relevant risk factors is less important than the
change per se. This is based on the assumption that the long and short po-
sitions are influenced by the same risk factors, which causes a loss on the
net position. The extent of the potential changes of the relevant risk factors
has been defined by BIS such that the computed potential losses, which
would have to be supported by capital, cover approximately 99 percent of
the value changes that have been observable over the last 5 to 10 years
with an investment horizon of 2 weeks.

The framework of the standard approach is based on the building-
block concept, which calculates interest rate and equity risks in the trading
book and currency, precious metals, and commodity risks in the entire in-
stitution separate from capital requirements, which are subsequently ag-
gregated by simple addition. The building-block concept is also used
within the risk categories. As with equity and interest-rate risks, separate
requirements for general and specific market risk components are calcu-
lated and aggregated. From an economic viewpoint, this concept implies
that correlations between the movements—the changes in the respective
risk factors—are not included in the calculation and aggregation. With
movements in the same direction, a correlation of +1 between the risk fac-
tors is assumed, and with movements in opposite directions, a correlation
of −1 is assumed. The standard approach is thus a strong simplification of
reality, as the diversification effect based on the correlations between the
risk factors is completely neglected, which results in a conservative risk
calculation. Related to this risk measurement approach is a higher capital
requirement (relative to the internal model).

Contrary to the internal model, apart from the general requirements
for risk management in trading and for derivatives, no further specific
qualitative minimums are required. The implementation must be care-
fully examined by the external auditor, in compliance with the capital ad-
equacy regulations, and the results confirmed to the national regulator.

2.7.1 General and Specific Risks for Equity- 
and Interest-Rate-Sensitive Instruments

In the standard approach, the general and specific components of market
risk for the equity- and interest-rate-sensitive instruments in the trading

Market Risk 65

Gallati_02_1p_j.qxd  2/27/03  9:12 AM  Page 65



book are calculated separately. The different types of market risks can be
defined as follows:

• Specific risk includes the risk that an individual debt or equity
security may move by more or less than the general market in
day-to-day trading (including periods when the whole market is
volatile) and event risk (when the price of an individual debt or
equity security moves precipitously relative to the general
market, e.g., on a takeover bid or some other shock event; such
events would also include the risk of default).86 The specific
market risk corresponds to the fraction of market risk associated
with the volatility of positions or a portfolio that can be explained
by events related to the issuer of specific instruments and not in
terms of general market factors. Price changes can thus be
explained by changes in the rating (upgrade or downgrade) of
the issuer or acquiring or merging partner.

• General market risk corresponds to the fraction of market risk
associated with the volatility of positions or a portfolio that can
be explained in terms of general market factors, such as changes
in the term structure of interest rates, changes in equity index
prices, currency fluctuation, etc.

The capital adequacy requirements of the revised regulation assume
that splitting the individual risk components is possible. The credit risk
components of market risk positions may not be neglected, as they as well
are regulated and require capital support.

Forward transactions have a credit risk if a positive replacement value
(claims against the counterparties) exists. Off-balance-sheet positions
have to be converted into the credit equivalents and supported by capital.

A critical condition for the application of the current market risk
measurement regulations is the correct mapping of the positions. In order
to do so, all trading-book positions must be valued mark-to-market on a
daily basis. In an additional step, all derivatives belonging to the trading
book must be decomposed adequately to allocate the risk exposure to the
corresponding risk factors. An aggregation between spot and forward
rates requires the mapping of forwards, futures, and swaps as combina-
tions of long and short positions, in which the forward position is mapped
as either of the following:

• A long (or short) position in the underlying physical or fictive
(e.g., derivatives) basis instruments

• An opposite short (or long) position in the underlying physical or
fictive (e.g., derivatives) basis instruments

An interest-rate swap can be decomposed as shown in Figure 2-7.
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In this example, a fixed-rate-receiver swap is decomposed in a long
position, in which the bank receives from the swap counterparty a fixed
coupon of 5 percent and pays a variable 3-month London interbank of-
fered rate (LIBOR) with monthly interest-rate resets.

2.7.2 Interest-Rate Risks

This subsection describes the standard framework for measuring the risk
of holding or taking positions in debt securities and other interest-rate-
related instruments in the trading book. The trading book itself is not dis-
cussed in detail here.87

The instruments covered include all fixed-rate and floating-rate debt
securities and instruments that behave like them, including nonconvert-
ible preference shares.88 Convertible bonds—i.e., debt issues or preference
shares that are convertible, at a stated price, into common shares—are
treated as debt securities if they trade like debt securities and as equities if
they trade like equities. The basis for dealing with derivative products is
considered later under Treatment of Options (Section 2.7.6). The mini-
mum capital requirement is expressed in terms of two separately calcu-
lated charges, one applying to the specific risk of each security, whether it is
a short or a long position, and the other to the interest-rate risk in the port-
folio (termed general market risk), where long and short positions in differ-
ent securities or instruments can be offset. In computing the interest-rate
risk in the trading book, all fixed-rate and floating-rate debt securities and
instruments, including derivatives, are to be included, as well as all other
positions that present risks induced by interest rates.

The capital requirements for interest-rate risks are composed of two
elements, which are to be computed separately:
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Interest-rate swap 
(fixed receiver)
Fixed leg 6%

Floating leg 3-mo
LIBOR

Reset date monthly
Time to maturity 5 years

Long-position
coupon 6 %

Time to maturity
5 years

Short-position FRA
Duration 1 month

Instrument-specific parameters:
• Duration
• Rating
• Currency
• Long/short position, etc.

instrument-specific parameters:
• Duration
• Rating
• Currency
• Long / short position, etc.

F I G U R E 2-7

Decomposition of an Interest-Rate Swap.
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• Requirements applying to specific risk. All risks that relate to
factors other than changes in the general interest-rate structure
are to be captured and subjected to a capital charge.

• Requirements applying to market risk. All risks that relate to
changes in the general interest-rate structure are to be captured
and subjected to a capital charge.

The capital requirements applying to specific risks are to be com-
puted separately for each issuer and those applying to general market
risk, per currency. An exception exists for general market risk in foreign
currencies with little business activity.

Should interest-rate instruments present other risks in addition to
the interest-rate risks dealt with here, such as foreign-exchange risks,
these other risks are to be captured in accordance with the related provi-
sions as outlined in Part A.1-4 of the amendment.

2.7.2.1 Mapping of Positions
The systems of measurement shall include all derivatives and off-balance-
sheet instruments in the trading book that are interest-rate sensitive. These
are to be presented as positions that correspond to the net present value of
the actual or notional underlying value (contract volume—i.e., market val-
ues of the underlying instruments) and subsequently are to be dealt with
for general market and specific risk in accordance with the rules presented.

Positions in identical instruments fulfilling the regulatory require-
ments and which fully or almost fully offset each other are excluded from
the computation of capital requirements for general market and specific
risks. In computing the requirements for specific risks, those derivatives
which are based on reference rates (e.g., interest-rate swaps, currency swaps,
forward rate agreements, forward foreign-exchange contracts, interest-rate
futures, and futures on an interest-rate index) are to be ignored.

Allowable Offsetting of Matching Positions
Offsetting is allowed for the following matching positions:

• Positions that match each other in terms of amount in a futures or
forward contract and related underlying instrument (i.e., all
deliverable securities). Both positions, however, must be
denominated in the same currency. It should be kept in mind that
futures and forwards are to be treated as a combination of a long
and a short position (see Figure 2-7); therefore, one of the two
futures or forward positions remains when offsetting it against a
related spot position in the underlying instrument.

• Opposite positions in derivatives that relate to the same
underlying instrument and are denominated in the same
currency. In addition, the following conditions must be met:
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Futures. Offsetting positions in the notional or underlying
instruments to which the futures contract relates must be for
identical products and must mature within seven days of each
other.
Swaps and forward rate agreements. The reference rate (for
floating-rate positions) must be identical, and the coupon must be
closely matched (i.e., within 15 basis points).
Swaps, forward rate agreements, and forwards. The next interest-
fixing date; or, for fixed coupon positions or forwards, the
residual maturity must correspond within the following limits:
• Less than one month from cutoff date—same day
• One month to one year from cutoff date—within seven days
• Over one year from cutoff date—within 30 days

2.7.2.2 Futures, Forwards, and Forward 
Rate Agreements
Futures, forwards and forward rate agreements (FRAs) are treated as a
combination of a long and a short position. The duration of a futures con-
tract, a forward, or an FRA corresponds to the time until delivery or exer-
cise of the contract plus (if applicable) the duration of the underlying value.

A long position in an interest-rate futures contract is, for example, to
be treated as follows:

• A notional long position in the underlying interest-rate
instrument with an interest-rate maturity as of its maturity

• A short position in a notional government security with the same
amount and maturity on the settlement date of the futures contract

If different instruments can be delivered to fulfill the contract, the in-
stitution can choose which deliverable financial instruments are to be fit-
ted into the maturity ladder. In doing so, however, the conversion factors
set by the exchange are to be taken into consideration. In the case of a fu-
tures contract on an index of company debentures, the positions are to be
mapped at the market value of the notional underlying portfolio.

2.7.2.3 Swaps
Swaps are treated as two notional positions in government securities
with respective maturities. For instance, when an institution receives a
floating interest rate and pays a fixed rate, the interest-rate swap is
treated as follows:

• A long position in a floating-rate instrument with a duration that
corresponds to the period until the next interest-rate repricing date

• A short position in a fixed-interest instrument with a duration
that corresponds to the remaining duration of the swap
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Should one leg of a swap be linked to another reference value, such as
a stock index, the interest component is to be taken into consideration, with
a remaining duration (interest maturity) that corresponds to the duration of
the swap or the period until the next interest-rate repricing date, while the
equity component is to be handled according to the rules pertaining to equi-
ties. In the case of interest-rate and currency swaps, the long and short posi-
tions are to be considered in the computations for the applicable currencies.

Institutes with significant swap books, and which do not avail them-
selves of the offsetting possibilities dealt with previously under Mapping
of Positions (Section 2.7.2.1), may also compute the positions to be re-
ported in the maturity or duration ladders with so-called sensitivity mod-
els or preprocessing models. The following possibilities exist:

• Computation of the present value of the payment flows caused by each
swap by discounting each individual payment with a corresponding
zero-coupon equivalent. The net present values aggregated over
the individual swaps are slotted into the corresponding duration
band for low-interest-bearing bonds (i.e., coupon <3 percent) and
dealt with in accordance with the maturity method.

• Computation of the sensitivity of net present values of the individual
payment flows on the basis of the changes in yield arrived at under the
duration method. The sensitivities are then slotted into the
corresponding time bands and dealt with in accordance with the
duration method.

2.7.2.4 Specific Risk
The capital charge for specific risk is designed to protect against an ad-
verse movement in the price of an individual security owing to factors re-
lated to the individual issuer. In measuring the risk, offsetting is restricted
to matched positions in the identical issue (including positions in deriva-
tives). Even if the issuer is the same, no offsetting is permitted between
different issues, because differences in coupon rates, liquidity, call fea-
tures, etc. mean that prices may diverge in the short run.

In computing the capital adequacy requirements for specific risk, the
net position per issuer is determined. Within a category—government,
qualified, other, or high-yield interest-rate instruments—all interest-rate in-
struments of the same issuer may be offset against each other, irrespective of
their duration. In addition, the individual institution is free to allocate all 
interest-rate instruments of an issuer to that category corresponding to the
highest capital charge for an interest-rate instrument of the issuer in ques-
tion contained in the relevant portfolio. The institution shall opt for one
method and apply this method consistently.

The capital requirements for specific risk are determined by multiply-
ing the open position per issuer by the appropriate rate, as listed in Table 2-3.
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The government category includes all forms of G-10 paper, including
bonds, Treasury bills, and other short-term instruments, but national au-
thorities reserve the right to apply a specific risk weight to securities is-
sued by certain foreign governments, especially securities denominated in
a currency other than that of the issuing government.

Qualified interest-rate instruments are those that meet one of the fol-
lowing criteria:

• Investment-grade rating or higher from at least two credit-rating
agencies recognized by the local supervisory authority

• Investment-grade rating or higher from one credit-rating agency
recognized by the local supervisory authority in the absence of a
lower rating from a rating agency recognized by the local
supervisory authority

• Unrated, but with a yield to maturity and remaining duration
comparable with those of investment-grade-rated instruments of
the same issuer and trading on a recognized exchange or a
representative market

Rating agencies deemed to be recognized by the local regulator
would typically include those such as the following:

• Dominion Bond Rating Service (DBRS), Ltd., Toronto
• Fitch IBCA [International Bank Classification Agency], Duff &

Phelps, London
• Mikuni & Company, Ltd., Tokyo
• Moody’s Investors Service, Inc., New York
• Standard & Poor’s (S&P) Ratings Services, New York
• Thomson Bank Watch (TBW), Inc., New York

Accordingly, instruments with investment-grade ratings are long-
term interest-rate instruments with a rating of BBB (DBRS, IBCA, Mikuni,
S&P, and TBW) or Baa (Moody’s) and higher, and short-term interest-rate
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T A B L E 2-3

Capital Requirements for Specific Risks of Interest-Rate Instruments

Category Capital Requirements

Interest-rate instruments 0%

Qualified interest-rate instruments 2.5

Other interest-rate instruments 8.0

High-yield interest-rate instruments 10.0
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instruments with a rating such as Prime-3 (Moody’s), A-3 (S&P and
IBCA), M-4 (Mikuni), R-2 high (DBRS), or TBW-3 (TBW) and higher. Each
supervisory authority is responsible for monitoring the application of
these qualifying criteria, particularly in relation to the last criterion, where
the initial classification is essentially left to the reporting banks.

The other category receives the same specific risk charge as a private-
sector borrower under the credit risk requirements (i.e., 8 percent). How-
ever, because this may in certain cases considerably underestimate the
specific risk for debt securities that have a high yield to redemption rela-
tive to government debt securities, each member country has the discre-
tion to apply a specific risk charge higher than 8 percent to such securities
and to disallow offsetting for the purposes of defining the extent of gen-
eral market risk between such securities and any other debt securities.

High-yield interest-rate instruments are those which meet one of the
following criteria:

• Rating such as CCC, Caa, or lower for long-term or an equivalent
rating for short-term interest-rate instruments from a rating
agency recognized by the local supervisory authority

• Unrated, but with a yield to maturity and remaining duration
comparable to those with a rating such as CCC, Caa, or lower for
long-term or an equivalent rating for short-term interest-rate
instruments

This means that long-term interest-rate instruments with a rating
such as CCC (DBRS, IBCA, Mikuni, S&P, and TBW), Caa (Moody’s), or
lower are deemed to be high-yield instruments. The high-yield rate is ap-
plicable to short-term interest-rate instruments if the rating is C (S&P), D
(IBCA), M-D (Mikuni), R-3 (DBRS), TBW-4 (TBW), or lower.

2.7.2.5 General Market Risk
The capital requirements for general market risk are designed to capture
the risk of loss arising from changes in market interest rates. A choice be-
tween two principal methods of measuring the risk is permitted, a matu-
rity method and a duration method. In each method, the capital charge is
the sum of four components:

• The net short or long position in the whole trading book
• A small proportion of the matched positions in each time band

(the vertical disallowance)
• A larger proportion of the matched positions across different time

bands (the horizontal disallowance)
• A net charge for positions in options, where appropriate

The capital requirements are computed for each currency separately
by means of a maturity ladder. Currencies in which the institution has a
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small activity volume may be regrouped into one maturity ladder. In this
case, no net position value is determined, but an absolute position value
(i.e., all net long and short positions of all currencies in one time band) is de-
termined by adding all the net positions together, irrespective of whether
they are long or short positions, and no further offsetting is permitted.

Maturity Method
When applying the maturity method, the equity requirements for general
market risk are computed as follows:

• Slotting the positions valued at market into the maturity ladders. All
long and short positions are entered into the corresponding time
bands of the maturity ladder. Fixed-interest instruments are
classified according to their remaining duration until final
maturity, and floating-rate instruments according to the
remaining term until the next repricing date. The boundaries of
the maturity bands are defined differently for instruments whose
coupons are equal to or greater than 3 percent and those whose
coupons are less than 3 percent (see Table 2-4). The maturity
bands are allocated to three different zones.
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T A B L E 2-4

Maturity Method: Time Bands and Risk-Weighting Factors

Coupon ≥ 3% Coupon < 3%

Zone Over Up to Over Up to Risk Weighting

1 1 month 1 month 0.00%

1 month 3 months 1 month 3 months 0.20

3 months 6 months 3 months 6 months 0.40

6 months 12 months 6 months 12 months 0.70

2 1 year 2 years 1.0 year 1.9 years 1.25

2 years 3 years 1.9 years 2.8 years 1.75

3 years 4 years 3.6 years 3.6 years 2.25

3 4 years 5 years 3.6 years 4.3 years 2.75

5 years 7 years 4.3 years 5.7 years 3.25

7 years 10 years 5.7 years 7.3 years 3.75

10 years 15 years 7.3 years 9.3 years 4.50

15 years 20 years 9.3 years 10.6 years 5.25

20 years 10.6 years 12 years 6.00

12 years 20 years 8.00

20 years 12.50
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• Weighting by maturity band. In order to take account of the price
sensitivity in relation to interest-rate changes, the positions in the
individual maturity bands are multiplied by the risk-weighting
factors listed in Table 2-4.

• Vertical offsetting. The net position is determined for each
maturity band from all weighted long and short positions. The
risk-weighted net position is subject to a capital charge of 10
percent for each maturity band. This serves to account for the
base and interest structure risk within each maturity band.

• Horizontal offsetting. To determine the total net interest positions,
offsetting between opposed positions of differing maturities is
possible, whereby the resulting closed net positions in turn
receive a capital charge. This process is called horizontal offsetting.
Horizontal offsetting takes place at two levels: within each of the
three zones and between the zones.

• Horizontal offsetting within the zones. The risk-weighted open net
positions of individual maturity bands are aggregated and offset
against each other within their respective zones to obtain a net
position for each zone. The closed positions arising from
offsetting are subject to a capital charge. This charge amounts to
40 percent for Zone 1 and 30 percent each for Zones 2 and 3.

• Horizontal offsetting between various zones. Zone net positions of
adjacent zones may be offset against each other, provided they
bear opposing polarities (plus and minus signs). The resulting
closed net positions are subject to a capital charge of 40 percent.
An open position remaining after offsetting two adjacent zones
remains in its respective zone and forms the basis for further
offsetting, if applicable. Closed net positions arising from
offsetting between nonadjacent zones (Zones 1 and 3), if
applicable, are subject to a capital charge of 100 percent.

The result of the preceding calculations is to produce two sets of
weighted positions, the net long or short positions in each time band and
the vertical disallowances, which have no sign. In addition, however,
banks are allowed to conduct two rounds of horizontal offsetting, first be-
tween the net positions in each of three zones (0 to 1 year, 1 year to 4 years,
and 4 years and over), and subsequently between the net positions in the
three different zones. The offsetting is subject to a scale of disallowances
expressed as a fraction of the matched positions, as set out in Table 2-5.
The weighted long and short positions in each of the three zones may be
offset, subject to the matched portion, attracting a disallowance factor that
is part of the capital charge. The residual net position in each zone may be
carried over and offset against opposite positions in other zones, subject to
a second set of disallowance factors.
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Using the maturity method, the capital requirements for interest-rate
risk in a certain currency equal the sum of the components that require
weighting, as listed in Table 2-5.

Offsetting is to be applied only if positions with opposing polarities
(minus and plus signs) can be offset against each other within a maturity
band, within a zone, or between the zones.

Duration Method
Under the alternative duration method, banks with the necessary capabil-
ity may, with the consent of their regulatory supervisors, use a more accu-
rate method of measuring all of their general market risk by calculating
the price sensitivity of each position separately. Banks that elect to do so
must use the method on a continuous basis (unless a change in method is
approved by the national authority), and they are subject to supervisory
monitoring of the systems used.

Institutions that possess the necessary organizational, personnel,
and technical capacities may apply the duration method as an alternative
to the maturity method. If they opt for the duration method, they may
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T A B L E 2-5

Components of Capital Requirements

Component Weighting Factor

1. Net long or net short positions, total 100%

2. Vertical offsetting: weighted closed position in each 10
maturity band

3. Horizontal offsetting

Closed position in Zone 1 40

Closed position in Zone 2 30

Closed position in Zone 3 30

Closed position from offsetting between adjacent zones 40

Closed position from offsetting between nonadjacent zones 100

4. Add-on for option positions, if applicable (pursuant to 100
Sections 5.3.1, 5.3.2b, 5.3.2c, and 5.3.3 of the
amendment)
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change back to the maturity method only in justified cases. The duration
method is to be used, in principle, by all branches and for all products.

As already mentioned, the price sensitivity of each financial instru-
ment is computed separately under this method. It is also possible to split
the financial instrument into its payment flows and to take account of the
duration for each individual payment flow. The capital requirements for
general market risk are computed in the following manner:

• Computation of price sensitivities. Price sensitivity is computed
separately for each instrument or its payment flows; the different
changes in yield dependent on duration, as listed in Table 2-6, are
subject to a capital charge. The price sensitivity is calculated by
multiplying the market value of the instrument or of its payment
flows by its modified duration and the assumed change in yield.

• Entering price sensitivities into the time bands. The resulting
sensitivities are entered into one of the ladders. There are 15 time
bands, based on the duration of the instrument or its payment
flows, as shown in Table 2-6.
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T A B L E 2-6

Duration Method: Maturity Bands and Assumed Changes in Yield

Duration

Zone Over Up to Change in Yield

1 1 month 1.00%

1 month 3 months 1.00

3 months 6 months 1.00

6 months 12 months 1.00

2 1.0 years 1.9 months 0.90

1.9 years 2.8 years 0.80

2.9 years 3.6 years 0.75

3 3.6 years 4.3 years 0.75

4.3 years 5.7 years 0.70

5.7 years 7.3 years 0.65

7.3 years 9.3 years 0.60

9.3 years 10.6 years 0.60

10.6 years 12 years 0.60

12 years 20 years 0.60

20 years 0.60
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• Vertical offsetting. The vertical offsetting within the individual
time bands is to be effected in a manner analogous to that used
under the maturity method, whereby the risk-weighted closed
position for each maturity band is subject to a capital charge of 5
percent.

• Horizontal offsetting. The horizontal offsetting between the time
bands is to be effected in a manner analogous to that used under
the maturity method.

Under the duration method, the required equity for general market
risk per currency is thus calculated from the sum of the net position, the
various offsets, and, where applicable, an add-on for option positions.

2.7.2.6 Interest-Rate Derivatives
The measurement system should include all interest-rate derivatives and
off-balance-sheet instruments in the trading book that react to changes in
interest rates, (e.g., forward rate agreements, other forward contracts,
bond futures, interest-rate and cross-currency swaps, and forward for-
eign-exchange positions). Options can be treated in a variety of ways. A
summary of the rules for dealing with interest rate derivatives is set out
later under Treatment of Options (Section 2.7.6).

Calculation of Positions
Derivatives should be converted into positions in the relevant underlying
instruments (see Table 2-7) and become subject to specific and general
market risk charges as previously described. In order to calculate the stan-
dard formula as previously described, the amounts reported should be the
market value of the principal amount of the underlying instrument or of
the notional underlying instrument. When the apparent notional amount
of the instrument differs from the effective notional amount, banks must
use the effective notional amount.

• Futures and forward contracts, including forward rate
agreements, are treated as a combination of a long and a short
position in a notional government security. The maturity of a
future or an FRA will be the period until delivery or exercise of
the contract, plus (where applicable) the life of the underlying
instrument. For example, a long position in a June three-month
interest-rate future (taken in April) is to be reported as a long
position in a government security with a maturity of five months
and a short position in a government security with a maturity of
two months. Where a range of deliverable instruments may be
delivered to fulfill the contract, the bank has flexibility to elect
which deliverable security goes into the maturity or duration
ladder but should take account of any conversion factor defined
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by the exchange. In the case of a future on a corporate bond
index, positions are included at the market value of the notional
underlying portfolio of securities.

• Swaps are treated as two notional positions in government
securities with relevant maturities. For example, an interest-rate
swap under which a bank receives floating-rate interest and pays
fixed-rate interest is treated as a long position in a floating-rate
instrument of maturity equivalent to the period until the next
interest fixing and a short position in a fixed-rate instrument of

78 CHAPTER 2

T A B L E 2-7

Summary of Treatment of Interest-Rate Derivatives

Specific  
Instrument Risk Charge* General Market Risk Charge

Exchange-traded future

Government debt security No Yes, as two positions

Corporate debt security Yes Yes, as two positions

Index on interest rates No Yes, as two positions
(e.g., LIBOR)

OTC forward

Government debt security No Yes, as two positions

Corporate debt security Yes Yes, as two positions

Index on interest rates No Yes, as two positions
(e.g., LIBOR)

FRAs, swaps No Yes, as two positions

Forward foreign exchange No Yes, as one position in each currency

Options

Government debt security No Either: Carve out together with the 
associated hedging positions:

Simplified approach

Scenario analysis

Internal models

Corporate debt security Yes General market risk change according

Index on interest rates No to the delta-plus method (gamma and

FRAs, swaps No
vega should receive separate capital
charges)

*This is the specific risk charge relating to the issuer of the instrument. Under the existing credit risk rules, there remains a
separate capital charge for the counterparty risk.
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maturity equivalent to the residual life of the swap. For swaps
that pay or receive a fixed or floating interest rate against some
other reference price (e.g., a stock index), the interest-rate
component should be slotted into the appropriate repricing
maturity category, with the equity component being included in
the equity framework. The separate legs of cross-currency swaps
are to be reported in the relevant maturity ladders for the
currencies concerned.

Calculation of Capital Charges for Derivatives 
Under the Standardized Methodology
Matched positions may be offset if certain conditions are fulfilled. Banks
may exclude from the interest-rate maturity framework altogether (for
both specific and general market risk) long and short positions (both ac-
tual and notional) in identical instruments with exactly the same issuer,
coupon, currency, and maturity. A matched position in a future or forward
and its corresponding underlying instrument may also be fully offset, and
thus excluded from the calculation; however, the leg representing the time
to expiry of the future should be reported. When the future or the forward
comprises a range of deliverable instruments, offsetting of positions in the
future or forward contract and its underlying instrument is permissible
only in cases in which there is a readily identifiable underlying security
that is the most profitable for the short-position trader to deliver. The price
of this security—sometimes called the cheapest to deliver—and the price of
the future or forward contract should, in such cases, move in close align-
ment. No offsetting is allowed between positions in different currencies;
the separate legs of cross-currency swaps or forward foreign-exchange
deals are to be treated as notional positions in the relevant instruments
and included in the appropriate calculation for each currency.

In addition, opposite positions in the same category of instruments
can, in certain circumstances, be regarded as matched and allowed to off-
set fully. To qualify for this treatment, the positions must relate to the same
underlying instruments,89 be of the same nominal value, and be denomi-
nated in the same currency.90

In addition, the following conditions have to be considered for the
calculation of the regulatory risk exposure:

• Futures. Offsetting positions in the notional or underlying
instruments to which the futures contract relates must be for
identical products and must mature within seven days of each
other.

• Swaps and FRAs. The reference rate (for floating-rate positions)
must be identical, and the coupon must be closely matched (i.e.,
within 15 basis points).
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• Swaps, FRAs, and forwards. The next interest-fixing date or, for
fixed coupon positions or forwards, the residual maturity must
correspond within the following limits:
Less than one month hence—same day
One month to one year hence—within seven days
Over one year hence—within 30 days

Banks with large swap books may use alternative formulas for these
swaps to calculate the positions to be included in the maturity or duration
ladder. One method would be to first convert the payments required by the
swap into their present values. For this purpose, each payment should be
discounted using zero-coupon yields, and a single net figure for the
present value of the cash flows should be entered into the appropriate time
band, using procedures that apply to zero- (or low-) coupon bonds; these
figures should be slotted into the general market risk framework as set out
earlier. An alternative method would be to calculate the sensitivity of the
net present value implied by the change in yield used in the maturity or
duration method and allocate these sensitivities into the time bands.

Other methods that produce similar results could also be used. Such
alternative treatments will, however, be allowed only if:

• The supervisory authority is fully satisfied with the accuracy of
the systems being used.

• The positions calculated fully reflect the sensitivity of the cash
flows to interest-rate changes and are entered into the
appropriate time bands.

• The positions are denominated in the same currency.

Interest-rate and currency swaps, FRAs, forward foreign-exchange
contracts, and interest-rate futures are not subject to a specific risk charge.
This exemption also applies to futures on an interest-rate index (e.g.,
LIBOR). However, in the case of futures contracts where the underlying
instrument is a debt security, or an index representing a basket of debt se-
curities, a specific risk charge will apply according to the credit risk of the
issuer, as set out in the preceding paragraphs.

General market risk applies to positions in all derivative products in
the same manner as for cash positions, subject only to an exemption for
fully or very closely matched positions in identical instruments as de-
fined. The various categories of instruments should be slotted into the ma-
turity ladder and treated according to the rules identified earlier.

2.7.3 Equity Position Risk

To determine the capital requirements for equity price risks, all positions
in equities and derivatives, as well as positions whose behavior is similar
to equities (hereinafter these are referred to as equities) are to be included.
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Shares in investment funds are also be dealt with like equities, unless they
are split into their component parts and the capital charges are deter-
mined in accordance with the provisions relating to each risk category.

Capital requirements for equity price risks comprise the following
two components, which are to be computed separately:

• Specific risk requirements. Those risks which are related to the
issuer of the equities and cannot be explained by general market
fluctuations are to be captured and subjected to a capital charge.

• General market risk requirements. Risks in the form of fluctuations
of the national equity market or the equity market of a single
monetary area are to be captured and subjected to a capital charge.

Should positions present risks other than the equity price risk dealt
with here, such as foreign-exchange risks or interest-rate risks, these are to be
captured in accordance with the corresponding sections of these guidelines.

2.7.3.1 Mapping of Positions
Initially, all positions are to be marked to market. Foreign currencies must
be translated into the local currency at the current spot rate.

Index positions may be either treated as index instruments or split
into the individual equity positions and dealt with as normal equity posi-
tions. The institution shall decide on one approach and then apply it on a
consistent basis.

Derivatives based on equities and off-balance-sheet positions whose
value is influenced by changes in equity prices are to be recorded in the
measurement system at their market value of the actual or nominal un-
derlying values (contract volume, such as market values of the underlying
instruments).

Allowable Offsetting of Matched Positions
Opposite positions (differing positions in derivatives or in derivatives and
related underlying instruments) in each identical equity or each identical
stock index may be offset against each other. It is to be noted that futures
and forwards are to be treated as a combination of a long and a short po-
sition, and therefore the interest-rate position remains in the case of the
offsetting with a corresponding spot position in the underlying value.

Equity Derivatives
Except for options, which are dealt with under Futures and Forward Con-
tracts, equity derivatives and off-balance-sheet positions that are affected
by changes in equity prices should be included in the measurement sys-
tem.91 These include futures and swaps on both individual equities and
stock indexes. The derivatives are to be converted into positions in the rel-
evant underlying instrument. The treatment of equity derivatives is sum-
marized in Table 2-8.
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Futures and Forward Contracts
Futures and forward contracts are to be dealt with as a combination of a
long and a short position in an equity, a basket of equities, or a stock index,
on the one hand; and as a notional government bond, on the other. Equity
positions are thereby captured at their current market price. Equity-basket
or stock-index positions are captured at the current value of the notional
underlying equity portfolio, valued at market prices.

Swaps
Equity swaps are also treated as a combination of a long and a short posi-
tion. They may relate to a combination of two equity, equity-basket, or
stock-index positions or a combination of a equity, equity-basket, or stock-
index position and an interest-rate position.

2.7.3.2 Calculation of Positions
In order to calculate the standard formula for specific and general mar-
ket risk, positions in derivatives should be converted into notional eq-
uity positions:
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T A B L E 2-8

Summary of Treatment of Equity Derivatives

Instrument Specific Risk* General Market Risk

Exchange-traded or
OTC future

Individual equity Yes Yes, as underlying

Index 2% Yes, as underlying

Options

Individual equity Yes Either: Carve out together with the 
associated hedging positions:

Simplified approach

Scenario approach

Internal models

Index 2% General market risk charge according to 
the delta-plus method (gamma and vega 
should receive separate capital charges)

*This is the specific risk charge relating to the issuer of the instrument. Under the existing credit risk rules, there remains a
separate capital charge for the counterparty risk.
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• Futures and forward contracts relating to individual equities
should in principle be reported at current market prices.

• Futures relating to stock indexes should be reported as the marked-
to-market value of the notional underlying equity portfolio.

• Equity swaps are to be treated as two notional positions.92

• Equity options and stock-index options should be either carved
out together with the associated underlying instruments or be
incorporated in the measure of general market risk described in
this section according to the delta-plus method.

2.7.3.3 Calculation of Capital Charges
Several risk components have to be considered in the calculation of the
capital charges:

• Measurement of specific and general market risk. Matched positions
in each identical equity or stock index in each market may be
fully offset, resulting in a single net short or long position to
which the specific and general market risk charges will apply. For
example, a future in a given equity may be offset against an
opposite cash position in the same equity. However, the interest-
rate risk arising from the future should be reported.

• Risk in relation to an index. Besides general market risk, a further
capital charge of 2 percent is applied to the net long or short
position in an index contract comprising a diversified portfolio of
equities. This capital charge is intended to cover factors such as
execution risk. National supervisory authorities will take care to
ensure that this 2 percent risk weight applies only to well-
diversified indexes and not, for example, to sectoral indexes.

• Arbitrage. In the case of the futures-related arbitrage strategies
described later, the additional 2 percent capital charge previously
described may be applied to only one index with the opposite
position exempt from a capital charge. The strategies are:
When the bank takes an opposite position in exactly the same
index at different dates or in different market centers

When the bank has an opposite position in contracts at the same
date in different but similar indexes, subject to supervisory
oversight that the two indexes contain sufficient common
components to justify offsetting

When a bank engages in a deliberate arbitrage strategy, in which a
futures contract on a broadly based index matches a basket of stocks, it is
allowed to carve out both positions from the standardized methodology
on condition that:
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• The trade has been deliberately entered into and separately
controlled.

• The composition of the basket of stocks represents at least 90
percent of the index when broken down into its notional
components.

In such a case the minimum capital requirement is 4 percent (i.e., 2
percent of the gross value of the positions on each side) to reflect diver-
gence and execution risks. This applies even if all of the stocks comprising
the index are held in identical proportions. Any excess value of the stocks
comprising the basket over the value of the futures contract or excess
value of the futures contract over the value of the basket is to be treated as
an open long or short position.

If a bank takes a position in depository receipts against an opposite
position in the underlying equity or identical equities in different markets,
it may offset the position (i.e., bear no capital charge), but only on condi-
tion that any costs on conversion are fully taken into account. Any foreign
exchange risk arising out of these positions has to be reported.

2.7.3.4 Specific Risk
To determine the capital requirements for specific risk, the net position by
issuer is determined; that is, positions with differing plus and minus signs
for the same issuer may be offset.

The capital charge corresponds to 8 percent of the net position per
issuer.

For diversified and liquid equity portfolios, the requirements to sup-
port specific risks are reduced to 4 percent of the net position per issuer. A
diversified and liquid portfolio exists whenever the equities are quoted on
an exchange and no individual issuer position exceeds 5 percent of the
global equity portfolio or a subportfolio. The reference value to determine
the 5 percent limit in this context means the sum of the absolute values of
the net positions of all issuers. The global equity portfolio may be split into
two subportfolios so that one of the two subportfolios falls into the diver-
sified and liquid category, and the specific risks within this portfolio need
only be subject to a 4 percent capital charge.

If stock-index contracts are not split into their components, a net long
or net short position in a stock-index contract representing a widely diver-
sified equity portfolio is subject to a capital charge of 2 percent of equity. The
rate of 2 percent, however, shall not apply to sector indexes, for example.

2.7.3.5 General Market Risk
The capital requirements for general market risk amount to 8 percent of
the net position per domestic equity market or per single currency zone. A
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separate computation is to be made for each domestic equity market,
whereby long and short positions in instruments of differing issuers of the
same domestic market may be offset.

2.7.4 Foreign-Exchange Risk

All positions in foreign currency and gold are to be included in the com-
putation of capital requirements for foreign-exchange risk.

2.7.4.1 Determination of Net Position
The net position of an institution in a foreign currency is computed as the
sum of the following positions:

• Net spot position. All assets less all liabilities and shareholders’
equity.

• Net forward positions. All amounts outstanding less all amounts
to be paid within the framework of forward transactions
executed in this currency. The net present values are to be
included; that is, positions discounted with the current foreign-
currency interest rates. Because they relate to present values,
forward positions (including guarantees and similar instruments
that are certain to be called and are likely to be irrecoverable) are
also translated into the local currency at the spot rate and not the
forward rate.

• Net amount of known, future income or expense that is fully hedged.
Future unhedged income and expense items can be taken into
consideration at the institution’s discretion, but thereafter on a
uniform and consistent basis.

• Foreign-currency options.

In this manner, a net long or a net short position is arrived at. This is
translated at the respective spot rate into the local currency.

Basket currencies can be dealt with as a separate currency or broken
down into their currency components. The treatment, however, has to be
consistent.

Positions in gold (cash and forward positions) are translated into a
common standard unit of measurement (in general, ounces or kilograms).
The net position is then valued at the respective spot price in the local cur-
rency. Any interest-rate or foreign-exchange risks arising from forward
gold transactions are to be recorded. Institutions may, in addition and at
their discretion, treat positions in gold as foreign-currency positions, but
then only in a uniform and consistent manner.
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2.7.4.2 Exclusions
The following positions can be excluded from the computation:

• Positions that were deducted from equity in the computation of
the equity base

• Other participating interests that are disclosed at acquisition cost
• Positions that demonstrably serve on an ongoing basis as a hedge

against foreign-currency fluctuations in order to secure the equity
ratio

2.7.4.3 Determination of Capital Requirements
The capital requirements for foreign exchange and gold amount to 10 per-
cent of the sum of net long or net short foreign-exchange positions,
whichever is greater, translated into the local currency, plus the net gold
position, ignoring plus or minus signs.

2.7.5 Commodities Risk

This section establishes a minimum capital standard to cover the risk of hold-
ing or taking positions in commodities, including precious metals, but ex-
cluding gold (which is treated as a foreign currency). A commodity is defined
as a physical product which is or can be traded on a secondary market—e.g.,
agricultural products, minerals (including oil), and precious metals.

The standard approach for commodities risk is suitable only for institu-
tions with insignificant commodities positions. Institutions with significant
trading positions either in relative or absolute terms must apply the model-
based approach. In computing the capital charges for risks arising from raw
materials, in principle, the following risks must be taken account of.93

The price risk in commodities is often more complex and volatile
than that associated with currencies and interest rates. Commodity mar-
kets may also be less liquid than those for interest rates and currencies
and, as a result, changes in supply and demand can have a more dramatic
effect on price and volatility. Banks also need to guard against the risk that
arises when the short position falls due before the long position. Owing to
a shortage of liquidity in some markets, it might be difficult to close the
short position, and the bank might be squeezed by the market. These mar-
ket characteristics can make price transparency and the effective hedging
of commodities risk more difficult.

For spot or physical trading, the directional risk arising from a
change in the spot price is the most important risk. However, banks using
portfolio strategies involving forward and derivative contracts are ex-
posed to a variety of additional risks, which may well be larger than the
risk of a change in spot prices. These include:
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• The risk of changes in spot prices
• The forward gap risk—that is, the risk of changes in the forward

price which cannot be explained by changes in interest rates
• The base risk to capture the risk of changes in the price

correlation between two similar, but not identical, raw materials

In addition, banks may face credit counterparty risk on over-the-
counter derivatives, but this is captured by the 1988 capital accord. The
funding of commodities positions may well open a bank to interest-rate or
foreign-exchange exposure; if so, the relevant positions should be in-
cluded in the measures of interest-rate and foreign-exchange risk. When a
commodity is part of a forward contract (quantity of commodities to be re-
ceived or delivered), any interest-rate or foreign-currency exposure from
the other leg of the contract should be reported. Positions which are
purely stock financing (i.e., a physical stock has been sold forward and the
cost of funding has been locked in until the date of the forward sale) may
be omitted from the commodities risk calculation, although they will be
subject to interest-rate and counterparty risk requirements.

The interest-rate and foreign-exchange risks arising in connection
with commodity transactions are to be dealt with in accordance with the
related sections of these guidelines.

2.7.5.1 Determination of Net Positions
All commodity positions are to be allocated to a commodity group in accor-
dance with Table 2-9. Within the group, the net position can be computed; that
is, long and short positions may be offset. For markets that have daily deliv-
ery dates, any contracts maturing within 10 days of one another may be offset.

Banks may choose to adopt the models approach. It is essential that
the methodology used encompasses the following risks:

• Directional risk, to capture the exposure from changes in spot
prices arising from net open positions

• Forward gap and interest rate risk, to capture the exposure to
changes in forward prices arising from maturity mismatches

• Basis risk, to capture the exposure to changes in the price
relationship between two similar, but not identical, commodities

All commodity derivatives and off-balance-sheet positions that are
affected by changes in commodity prices should be included in this meas-
urement framework. These include commodity futures, commodity
swaps, and options where the delta-plus method is used. (Banks using
other approaches to measure options risk should exclude all options and
the associated underlying instruments from both the maturity ladder ap-
proach and the simplified approach.) In order to calculate the risk, com-
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modity derivatives should be converted into notional commodities posi-
tions and assigned to maturities as follows:

• Futures and forward contracts relating to individual commodities
should be incorporated in the measurement system as notional
amounts of barrels, kilos, etc. and should be assigned a maturity
with reference to expiry date.

• Commodity swaps in which one leg is a fixed price and the other
the current market price should be incorporated as a series of
positions equal to the notional amount of the contract, with one
position corresponding to each payment on the swap and slotted
into the maturity ladder accordingly. The positions would be long
positions if the bank is paying fixed and receiving floating, and
short positions if the bank is receiving fixed and paying floating.

• Commodity swaps in which the legs are in different commodities
are to be incorporated in the relevant maturity ladder. No
offsetting is allowed in this regard except where the commodities
belong to the same subcategory.

2.7.5.2 Commodity Derivatives
Futures and forward contracts are to be dealt with as a combination of a
long and a short position in a commodity on the one hand, and as a no-
tional government bond on the other.
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T A B L E 2-9

Commodity Groups

Category Commodity Group

Crude oil Allocation according to geographic criteria;
e.g., Dubai (Persian Gulf), Brent (Europe and
Africa), WTI (America), Tapis (Asia-Pacific), etc.

Refined products Allocation according to quality; e.g., gasoline,
naphtha, aircraft fuel, light heating oil (incl.
diesel), heavy heating oil, etc.

Natural gas Natural gas

Precious metals Allocation according to chemical elements;
e.g., silver, platinum, etc.

Nonferrous metals Allocation according to chemical elements;
e.g., aluminum, copper, zinc, etc.

Agricultural products Allocation according to basic products, but 
without differentiating between quality; e.g.,
soya (incl. soybeans, oil, and flour), maize,
sugar, coffee, cotton, etc.
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Commodity swaps with a fixed price on the one hand and with the
respective market price on the other are to be considered as a string of po-
sitions that correspond to the nominal value of the contract. In this con-
text, each payment in the framework of the swap is to be regarded as a
position. A long position arises when the bank pays a fixed price and re-
ceives a variable price (short position: vice versa). Commodity swaps con-
cerning different commodities are to be captured separately in the
corresponding groups.

Commodities futures and forwards are dealt with in a manner anal-
ogous to that of equity futures and forwards.

Banks may choose to adopt the models approach. It is essential that
the methodology used encompasses the following risks:

• Directional risk, to capture the exposure from changes in spot
prices arising from net open positions

• Forward gap and interest-rate risk, to capture the exposure to
changes in forward prices arising from maturity mismatches

• Basis risk, to capture the exposure to changes in the price
relationship between two similar, but not identical, commodities

All commodity derivatives and off-balance-sheet positions that are
affected by changes in commodity prices should be included in this meas-
urement framework. These include commodity futures, commodity
swaps, and options where the delta-plus method is used. (Banks using
other approaches to measure options risk should exclude all options and
the associated underlying instruments from both the maturity ladder ap-
proach and the simplified approach.) In order to calculate the risk, com-
modity derivatives should be converted into notional commodities
positions and assigned to maturities as follows:

• Futures and forward contracts relating to individual commodities
should be incorporated in the measurement system as notional
amounts of barrels, kilos, etc. and should be assigned a maturity
with reference to expiry date.

• Commodity swaps in which one leg is a fixed price and the other
the current market price should be incorporated as a series of
positions equal to the notional amount of the contract, with one
position corresponding to each payment on the swap and slotted
into the maturity ladder covering interest-rate-related
instruments accordingly. The positions would be long positions if
the bank is paying fixed and receiving floating, and short
positions if the bank is receiving fixed and paying floating.

• Commodity swaps in which the legs are in different commodities
are to be incorporated in the relevant maturity ladder. No
offsetting is allowed in this regard except where the commodities
belong to the same subcategory, as previously defined.
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2.7.5.3 Determination of Capital Requirements
The requirements to support commodities risk amount to 20 percent of the
net position per commodities group. In order to take account of the base
and time-structure risk, an additional capital charge of 3 percent of gross
positions (sum of the absolute values of long and short positions) of all
commodities groups is applied.

2.7.6 Treatment of Options

2.7.6.1 Segregation
In the case of financial instruments containing an option component that
does not appear in a substantial and dominant manner, it is not compulsory
to deal with the option component thereof as an option. Convertible bonds
may be treated as bonds or as equities in accordance with the specific char-
acteristics of each financial instrument. Bonds with a right of the issuer to
early redemption can be dealt with as pure bonds and entered into the cor-
responding time band based on the most probable date of repayment.

2.7.6.2 Treatment of Financial Instruments with Option
Characteristics
If the option component appears in a substantial and dominant manner,
the financial instruments in question are to be dealt with by one of the fol-
lowing methods:

• Analytical breakdown into option and underlying instrument
• Approximation of the risk profiles by means of synthetic

portfolios of options and basis instruments

2.7.6.3 Approach to Compute Capital Requirements
In recognition of the wide diversity of banks’ activities in options and
the difficulties of measuring price risk for options, several alternative
approaches are permissible at the discretion of the national supervisory
authority:

• Those banks which solely use purchased options are free to use
the simplified approach, unless all their written option positions
are hedged by perfectly matched long positions in exactly the
same options, in which case no capital charge for market risk is
required.

• Those banks which also write options are expected to use one of
the intermediate approaches or a comprehensive risk
management model approach. The more significant its trading,
the more the bank will be expected to use a sophisticated
approach.
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In the simplified approach, the positions for the options and the as-
sociated underlying instrument, cash, or forward are not subject to the
standardized methodology but rather are carved out and subject to sepa-
rately calculated capital charges that incorporate both general market risk
and specific risk. The risk numbers thus generated are then added to the
capital charges for the relevant category—that is, interest-rate-related in-
struments, equities, foreign exchange, and commodities. The delta-plus
method uses the sensitivity parameters or “Greek letters” associated with
options to measure their market risk and capital requirements. Under this
method, the delta-equivalent position of each option becomes part of the
standardized methodology, with the delta-equivalent amount subject to
the applicable general market risk charges. Separate capital charges are
then applied to the gamma and vega risks of the option positions. The sce-
nario approach uses simulation techniques to calculate changes in the
value of an options portfolio for changes in the level and volatility of its
associated underlying instruments. Under this approach, the general mar-
ket risk charge is determined by the scenario grid (i.e., the specified com-
bination of underlying and volatility changes) that produces the largest
loss. For the delta-plus method and the scenario approach, the specific risk
capital charges are determined separately by multiplying the delta equiv-
alent of each option by the specific risk weights.

Three approaches are admissible for the computation of capital re-
quirements on option positions: the simplified procedure for institutions
that use only purchased options, the delta-plus method, and scenario
analysis for all other institutions.

Simplified Approach
In the case of the simplified approach, options are not to be included
under the standard approach in regard to specific risk and general market
risk, but they are subject to capital requirements computed separately. The
risk values so computed are then added to the capital requirements for the
individual categories—that is, interest-rate instruments, equities, foreign
exchange, gold, and commodities.

• Purchased call and put options. The capital requirements
correspond to the smaller of:
The market value of the option
The market value of the underlying instrument (contract volume,
i.e., market values of the underlying instruments) multiplied by
the sum of the rates for general market risk and (if applicable) for
specific market risk in relation to the underlying instrument.

• Long cash position and purchased put option or short cash position and
purchased call option. The capital requirements correspond to the
market value of the underlying instrument (contract volume, i.e.,
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market values of the underlying instruments) multiplied by the
sum of the rates for general market risk and (if applicable) for
specific risk in relation to the underlying instrument less the
intrinsic value of the option. The total requirement, however,
cannot be a negative value. The corresponding underlying
instruments are no longer to be included in the standard method.
(See Table 2-10.)

Intermediate Approach: Delta-Plus Method
Banks that write options are allowed to include delta-weighted options
positions within the standardized methodology. If options are dealt with
in accordance with the delta-plus method, they are to be mapped as posi-
tions that correspond to the market value of the underlying instrument
(contract volume, i.e., market values of the underlying instruments) mul-
tiplied by the delta (sensitivity of the option price in relation to changes in
the price of the underlying instrument). Depending on the underlying in-
strument, they are included in the computation of capital requirements for
specific and general market risk. As the risks of options are, however, in-
adequately captured by the delta, institutions must also measure the
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T A B L E 2-10

Simplified Approach: Capital Charges

Position Treatment

Long cash and long put The capital charge is the market value of the
Short cash and long call underlying security* multiplied by the sum of

specific and general market risk charges† for
the underlying security less the amount the
option is in the money (if any) bounded at zero.‡

Long call or long put The capital charge is the lesser of:
The market value of the underlying security
multiplied by the sum of specific and general
market risk charges for the underlying security
The market value of the option

*In some cases, such as foreign exchange, it may be unclear which side is the underlying security; this should be taken to
be the asset that would be received if the option were exercised. In addition, the nominal value should be used for items
where the market value of the underlying instrument could be zero—caps and floors, swaptions, etc.
†Some options (e.g., where the underlying security is an interest rate, a currency, or a commodity) bear no specific risk but
specific risk will be present in the case of options on certain interest-rate-related instruments (e.g., options on a corporate
debt security or corporate bond index) and for options on equities and stock indexes. The charge under this measure for
currency options will be 8 percent and for options on commodities 15 percent.
‡For options with a residual maturity of more than six months, the strike price should be compared with the forward, not
current, price. A bank unable to do this must take the in-the-money amount to be zero.
¶Where the position does not fall within the trading book (i.e., options on certain foreign-exchange or commodities
positions not belonging to the trading book), it may be acceptable to use the book value instead.
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gamma risk (risk resulting from nonlinear relationships between option
price changes and changes in the underlying instrument) and vega risk
(risk resulting from the sensitivity of the option price to fluctuations of
volatility of the underlying instrument).

• Delta risk. Capital requirements for delta risk on options with
interest-rate instruments, equities, foreign exchange, and
commodities are based on the delta-weighted positions.

In computing the general market risk, delta-weighted options on
debentures or interest rates are allocated to the time bands for interest-rate
instruments and (if applicable) also for computing specific risk. Options
on derivatives are to be mapped twice, like the corresponding derivatives
themselves. Thus, an April purchase of a June call option on a three-month
interest-rate future—on the basis of its delta equivalent—will be consid-
ered as a long position with a maturity of five months and as a short posi-
tion with a maturity of two months. The written option will similarly be
entered as a long position with a maturity of two months and a short po-
sition with a maturity of five months.

Options on equities, foreign exchange, gold, and commodities will also
be incorporated into the measurement values as delta-weighted positions.

• Gamma risk. For each individual option, a gamma effect, as
defined here, is to be computed:

Gamma effect = 0.5 ⋅ γ ⋅ δ2 (2.10)

where γ designates gamma and δ the change in the underlying
value of the option. δ is computed by multiplying the market
value of the (notional) underlying value (contract volume, i.e.,
amount receivable of the underlying value or nominal value) by
the following factors:

Interest-rate options: risk weight in accordance with Table 2-4
[dependent on the maturity of the (notional) underlying
instrument]
Options on equities or stock indexes: 8 percent
Options on foreign exchange or gold: 10 percent
Options on commodities: 20 percent

A net gamma effect is to be computed from the gamma effects for the
same categories of underlying instruments. The individual categories are
defined as follows:

• Interest-rate instruments of the same currency and the same time
band
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• Equities and stock indexes of the same national market or the
same currency zone

• Foreign currencies of each identical currency pair
• Gold
• Commodities

Only the negative net gamma effects are to be included in the com-
putation of required equity and to be summed as absolute values to arrive
at the total capital requirement.

The method of computing the gamma capital requirements pre-
sented here takes into account only general market risk. Banks that pos-
sess significant positions in options on specific equities or debt
instruments must, however, take specific risks into consideration in com-
puting gamma effects.

• Vega risk. For each individual option, a vega effect, as defined
here, is to be computed:

Vega effect = 0.25 ⋅ ν ⋅ volatility (2.11)

where ν designates the value of vega.

For each category of underlying instruments, a net vega effect is to
be computed by addition of all vega effects of long positions (purchased
options) and subtraction of all vega effects of short positions (sold op-
tions). The total capital requirements for the vega risk subject to a capital
charge result from the aggregation of the sum of absolute values of net
vega effects computed for each category.

The computation of vega effects is to be made based on implicit
volatilities. In the case of illiquid underlying instruments, other methods
may be used on an exception basis to determine the volatility structure.

Intermediate Approach: Scenario Method
More sophisticated banks also have the right to base the market risk capi-
tal charge for options portfolios and associated hedging positions on sce-
nario matrix analysis. This is accomplished by specifying a fixed range of
changes in the option portfolio’s risk factors and calculating changes in
the value of the option portfolio at various points along this grid. For the
purpose of calculating the capital charge, the bank revalues the option
portfolio using matrices for simultaneous changes in the option’s under-
lying rate or price and in the volatility of that rate or price. A different ma-
trix is set up for each individual underlying instrument, as previously
defined. As an alternative, at the discretion of each national authority,
banks that are significant traders in options are permitted to base the cal-
culation for interest-rate options on a minimum of six sets of time bands.
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When using this method, no more than three time bands should be com-
bined into any one set.

In computing the capital requirements for options and related hedging
positions using scenario analysis, the potential change in value for all possi-
ble combinations of changes in the underlying instrument or rate (dimension
1) and volatility (dimension 2), within the framework of a separate standard
matrix, is to be computed for each category of underlying instruments or
rates.94 In the case of interest-rate instruments, it is possible to carry out a sep-
arate analysis not for the instruments of each time band but to summarize the
time bands into groups. However, a maximum of three time bands may
grouped together, and at least six different groups must be formed. For
foreign-exchange options in the scenario definition, the arbitrage relation-
ship between the underlying instruments may be taken into consideration.
In such cases, the scenarios can be defined uniformly against the U.S. dollar.

The dimensions of the matrices to be used are defined as follows:

• Change in value of underlying instrument or rate (dimension 1). The
computations are to be made within the range for at least seven
different changes in value (including a change of 0 percent),
where the assumed changes in value are at equally spaced
intervals. The ranges are to be defined as follows:
Interest-rate options: Plus or minus the change in yield, in
accordance with Table 2-6. Should several time bands be
regrouped, the highest of the rates of the regrouped time bands
shall apply for the group.
Options on equities and stock indexes: �8 percent.
Options on foreign exchange and gold: �10 percent.
Options on commodities: �20 percent.
Computations on the basis of these value changes take into account
only general market risk, not specific risk. The requirement for
specific risk is thus to be computed separately, based on the delta-
weighted positions (cf. secs. 1.2 and 1.3 of the 1996 amendment).

• Change in volatility (dimension 2). In regard to the variation in
volatility, computations are to be conducted for at least three
points: an unchanged volatility as well as relative changes in
volatility of �25 percent each.

After the computation of the matrix, each cell contains the net gain
or loss of options and related hedging positions. The capital requirement
computed for each category of underlying instrument corresponds in this
case to the greatest of the losses contained in the matrix.

The scenario analysis is to be made based upon implicit volatilities.
In the case of illiquid underlying instruments, other methods may be used
on an exception basis to determine the volatility structure.
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2.7.7 Criticisms of the Standard Approach

Although the standard approach aims to identify banks with unusual ex-
posure, it is still beset by problems, such as duration, diversification, inter-
dependencies of market risk and credit risk, and qualitative requirements.

• The duration of some instruments cannot be easily identified.
Mortgages, for instance, contain prepayment options that allow
the homeowner to refinance the loan if interest rates fall.
Conversely, homeowners will make payments over a longer
period if interest rates increase. The effective duration of
mortgages thus changes with the level of interest rates and the
history of prepayments for a mortgage pool. Assigning a duration
band to one of these instruments becomes highly questionable.
More generally, the risk classification is arbitrary. The capital
charges of 8 percent are applied uniformly to equities and
currencies (and gold) without regard for their actual return
volatilities.

• The standard approach does not account for diversification across
risks. Low correlations imply that the risk of a portfolio can be
much less than the sum of individual component risks. This
diversification effect applies across market risks or across
different types of financial risks. Diversification across market
risks is the easiest to measure. Historical data are available; they
reveal that correlations across sources of risk generate
diversification and lower the total risk. These diversification
benefits are not recognized by simply aggregating across risk
factors. Similarly, exchange movements are not perfectly
correlated, nor are movements between interest rates and
exchange rates. Assuming perfect correlations across various
types of risks overestimates portfolio risk and leads to capital
adequacy requirements that are too high.

• Correlations across different types of risks are more difficult to
deal with. Most notably, default risk may be related to interest-
rate risk. This is true for most floating-rate instruments (such as
adjustable-rate mortgages, where borrowers may default should
interest rates increase to insufferable amounts).

• At times, even credit rating agencies have overlooked the effect
of market risk on the possibility of default. A prime example is
the Orange County bankruptcy in December 1994. At that
time, S&P’s and Moody’s long-term credit ratings for the
county were close to the highest possible—AA and Aa1,
respectively—in spite of more than $1 billion in unrealized
losses in the investment pool. The agencies claimed to have
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conducted a thorough examination of the county’s finances,
yet they remained unaware of the impending cash crisis. This
occurred because the agencies focused only on credit risk—that
is, the possibility that a borrower could fail to repay. The
rating agencies failed to recognize that market risk can lead to
credit risk.

2.8 THE INTERNAL MODEL APPROACH

In April 1995, the Basel Committee presented a major extension of the
market risk models.95 For the first time, it gave banks the option of using
their own risk measurement models to determine their capital charge.
This decision stemmed from a recognition that many banks have devel-
oped sophisticated risk management systems, in many cases far more
complex than can be dictated by regulators. As for institutions lagging be-
hind the times, this proposal provided a further impetus to create sound
risk management systems.

To use this approach, banks have to satisfy various qualitative re-
quirements, including regular review by various management levels
within the bank and by regulators.

To summarize, the general market risk charge on any day t is:

MRCt = max �k − ⋅ �
60

i = 1

VaR t − i, VaR t − 1� (2.12)

where k is the multiplication factor determined by the supervisory au-
thority, which can be set higher than its minimum of 3 if the supervisor is
not satisfied with the bank’s internal risk model.

To obtain total capital adequacy requirements, banks add their credit
risk charges to their market risk charges applied to trading operations.
Upon application, the local supervisory authority can authorize an insti-
tution to compute the capital requirements for market risks by means of
risk aggregation models specific to each institution.

Risk aggregation models are statistical processes used to determine
the potential changes in the value of portfolios on the basis of changes in
the factors that determine such risks. In this connection, value at risk (VaR)
is defined as that value which represents the maximum potential change
in value of the total position, given a certain confidence level during a pre-
determined period of time.

The equity requirements for interest-rate and equity price risks in the
trading book, and for foreign-exchange and commodity risks throughout
an institution, result from the aggregation of VaR-based capital charges
and any applicable additional requirements for specific risks on equity
and interest-rate instruments.

1
�
60
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2.8.1 Conditions for and Process 
of Granting Approval

Should an institution desire to apply the model-based approach, it should
make application to the local supervisory authority and submit documen-
tation demanded by that authority.

The local supervisory authority shall base its decision concerning
its consent to use the model-based approach on the results of testing
conducted under its aegis together with the banking law auditors. Fur-
thermore, the local supervisory authority can base its decision on the re-
view results of foreign supervisory authorities, other banking law
auditors aside from those of the applicant, or other independent profes-
sional experts.

The approval to use the model-based approach is dependent on cer-
tain conditions.

The costs associated with testing the model during the preapproval
phase, as well as any subsequent necessary testing, are to be borne by the
institution.

The local supervisory authority shall grant approval for the use of
the model-based approach only if the following conditions have been met
on a continual basis:

• The institution possesses a sufficient number of staff who are
familiar with complex models not only in the area of trading, but
also in risk control, internal auditing, and back-office functions.

• The areas of trading, back office, and risk control possess an
adequate electronic data processing (EDP) infrastructure.

• The risk aggregation model, in relation to the specific activities of
the institution (composition of its trading book and its role within
the individual markets—market maker, dealer, or end user), is
constructed on a sound concept and is correctly implemented.

• The preciseness of measurement of the risk aggregation model is
adequate.

The local supervisory authority can demand that the risk aggrega-
tion model first be monitored during a specific time frame and tested
under real-time conditions before it is implemented for the computation
of capital requirements for market risks to ensure that the following con-
ditions are met:

• The risk factors set as minimum requirements are taken account
of by the risk aggregation model.

• The risk aggregation model corresponds to the set minimum
quantitative requirements.

• The set minimum qualitative requirements are complied with.
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After granting approval for the use of the model-based approach,
the local supervisory authority is to be notified whenever:

• Significant modifications are made to the risk aggregation model.
• The risk policy is changed.

The local supervisory authority shall decide whether and which fur-
ther verification is necessary.

2.8.2 VaR-Based Components 
and Multiplication Factor

The internal model proposal is based on the following approach:

• The computation of VaR shall be based on a set of uniform
quantitative inputs.

• A horizon of 10 trading days, or two calendar weeks, shall be
used.

• A 99 percent confidence interval is required.
• An observation period based on at least a year of historical data

and updated at least once a quarter shall be used.
• Correlations can be recognized in broad categories (such as fixed

income) as well as across categories (e.g., between fixed income
and currencies). As discussed before, this is an improvement over
previous proposals.

The capital charge shall be set as the higher of the previous day’s
VaR or the average VaR over the last 60 business days, times a multiplica-
tion factor. The exact value of this factor is to be determined by the local
regulators, subject to an absolute floor of 3. This factor is intended to pro-
vide additional protection against environments that are much less stable
than historical data would lead one to believe.

A penalty component shall be added to the multiplication factor if
backtesting reveals that the bank’s internal model incorrectly forecasts
risks. The purpose of this factor is to give incentives to banks to improve
the predictive accuracy of the models and to avoid overly optimistic pro-
jections of profits and losses due to model fitting. As the penalty factor
may depend on the quality of internal controls at the bank, this system is
designed to reward internal monitoring, as well as to develop sound risk
management systems.

The VaR-based equity requirement on a certain day corresponds to
the greater of the following two amounts:

• The VaR computed within the framework of the model-based
approach for the portfolio held on the preceding day
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• The average of the daily VaR values computed using the model-
based approach for the preceding 60 trading days multiplied by
the multiplication factor for the specific institution as fixed by the
local supervisory authority.

The multiplication factor for each specific institution shall be at least
3. Its precise size will depend on the following:

• The fulfillment of the qualitative minimum requirements
• The preciseness of forecasting by the risk aggregation model,

which is to be tested using so-called backtesting

2.8.3 Requirement for Specific Risks

Institutions that model specific risks neither in the form of residual risks
nor in the form of event and default risks shall determine capital require-
ments for specific risks in accordance with the standard approach.

Institutions that model specific risks in accordance with the prereq-
uisites, but which in doing so limit themselves to capturing residual risks,
and do not capture event and default risks at all or only partially, are sub-
ject to additional capital requirements for the specific risks of equity and
interest-rate instruments. At the discretion of the institution, these may be
determined using one of the following two approaches:

• Amount of VaR for equity and interest-rate portfolios
• Amount of VaR for the specific risks inherent in the equity and

interest-rate portfolio

To determine the additional requirements, the amount of specific
risk captured by the risk aggregation model for equity or interest-rate
portfolio shall, in this case, correspond to one of the following:

• The increase in VaR for the related subportfolio caused by the
inclusion of specific risks

• The difference between the VaR for the related portfolio and the
VaR, which ensues when all positions are substituted by positions
whose fluctuation in value is determined exclusively through
fluctuations of share market index or the reference interest-rate
curve

• The result of the analytical separation of general market risk from
specific risk within the framework of a certain model

For the purposes of determining these additional capital require-
ments, the general market risk for equities is to be defined by means of a
single risk factor: a representative market index or the first factor or a lin-
ear combination of factors for the purposes of an empirical factor model.
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For interest-rate instruments, the general market risk shall correspond to
the fluctuation of the reference curve per currency based upon an estab-
lished liquid market.

The institution must opt for a method for determining the additional
requirements for specific risks and apply this method on a continual basis.

Should an institution provide the local supervisory authority with
evidence that not only residual risks but also event and default risks are
fully modeled, it may be dispensed from additional capital requirements
for specific risks.

2.8.4 Combination of Model-Based 
and Standard Approaches

Institutions wishing to use internal models must in principle possess a
risk aggregation model which, at minimum, covers all risk factor cate-
gories (foreign exchange, interest rates, equity prices, and commodity
prices) with respect to general market risks.

During the phase when an institution is migrating to the model-
based approach, the local regulator can allow it to combine the model-
based and standard approaches under the condition that the same
approach is applied within the same risk factor category, i.e., either the
model-based or standard approach.

If positions in a certain risk factor category (such as commodities
risk) are absolute and insignificant when considered relatively, the local
regulator may also allow an institution not to integrate these into the
model-based approach, but to deal with them separately in accordance
with the standard approach.

If the model-based and standard approaches are combined, the total
capital requirement for market risks is arrived at through a simple addi-
tion of the capital requirements for each component.

2.8.5 Specification of Market Risk Factors 
to Be Captured

An important part of a bank’s internal market risk measurement system is
the specification of an appropriate set of market risk factors, i.e., the mar-
ket rates and prices that affect the value of the bank’s trading positions.
The risk factors contained in a market risk measurement system should be
sufficient to capture the risks inherent in the bank’s portfolio of on- and
off-balance-sheet trading positions. Although banks will have some dis-
cretion in specifying the risk factors for their internal models, the follow-
ing guidelines should be fulfilled.

In principle, the risk aggregation model must take into consideration
all risk factors that impact the relevant positions of the institution. An ex-
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ception exists for the specific risks of equity and interest-rate instruments
whose capital requirements may also be computed in accordance with the
standard approach.

The following minimum requirements apply for the individual risk
factor categories:

• Interest-rate risks. The interest-structure risks in each currency in
which notable interest-rate-sensitive positions are held are to be
captured. In this respect, the following shall apply:
The modeling of the interest maturity structure is to be made in
accordance with a recognized method.
The number and distribution of the time bands must be appropriate
to the size and structure of operations; there must be six at a
minimum.
The risk aggregation model must capture spread risks. These
exist in that changes in value of cash flows with similar maturity
and currency but issuers of different rating categories are not
fully correlated.

• Foreign-exchange risks. Risk factors for the exchange rates
between the domestic currency and each foreign currency in
which the institution holds a significant exposure are to be taken
into consideration.

• Equity price risks. The risk aggregation model must take into
consideration a risk factor (e.g., a stock market index) at least for
each national market or single currency zone in which significant
positions are held. Risk factor definitions based on sector or
branch indexes are also possible.

• Commodities risks. Risk factors are to be modeled for each group
of commodities. In addition, the risk aggregation model must
take into consideration risks in the form of so-called convenience
yields—i.e., different developments in spot and forward prices
not induced by interest rates.

• Risks of option positions. For options, the VaR measure, in
addition to delta risks, must capture at least the following risks:
Gamma risks. Risks arising from nonlinear relationships between
option price changes and changes in the price of the underlying
instrument.
Vega risks. Risks arising from the sensitivity of option prices
against changes in volatility of the underlying instrument.
Institutions with large and complex option portfolios must take
appropriate account of volatility risks of option positions
according to different maturities.
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• Specific risks of equity and interest-rate instruments. Specific risks
equate those parts of aggregate volatility which relate to
occurrences in connection with the issuer of the individual
instruments and which cannot be explained by general market
risks. To determine the capital requirements, the following
further differentiation is to be made:
Specific risks in the form of residual risks. A residual risk represents
that part of the volatility of price fluctuations of equity and
interest-rate instruments which cannot be explained empirically
by general market factors within the context of a single- or
multiple-factor model.
Specific risks in the form of event and default risks. Specific event
risks correspond to the risk that the price of a certain equity or
interest-rate instrument changes abruptly as a result of
occurrences in connection with the issuer and to an extent which
cannot be explained as a general rule by the analysis of historic
price fluctuations. In addition to default risk, any abrupt price
fluctuations in connection with shocklike occurrences—such as,
for instance, a takeover bid—constitute event risks.

An appropriate modeling of specific risks in the form of residual
risks presupposes that the model satisfies all quantitative and qualitative
minimum requirements, as well as that the following conditions are met:

• The historic change in the portfolio value is explained to a large
degree.

• The model demonstrably captures concentrations; i.e., it is
sensitive to fluctuations in the composition of the portfolio.

• The model has proven itself to be robust even in periods of
strained market situations.

A complete capture of specific risks presupposes that residual risks as
well as event and default risks are captured by the risk aggregation model.

2.8.6 Minimum Quantitative Requirements

No specific type of risk aggregation model is prescribed for the determina-
tion of capital requirements for market risks. Institutions may determine
the VaR on the basis of variance-covariance models, historical simulations,
Monte Carlo simulations, and the like. The risk aggregation model, how-
ever, must fulfill the following quantitative minimum requirements:

• Periodicity of computation. The VaR is to be computed daily on
the basis of the prior day’s positions.
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• Confidence level. The computation of VaR should be effected
using a one-tailed forecasting interval with a confidence level of
99 percent.

• Holding period. In computing VaR, a change in the risk factors
corresponding to a change over a 10-day period is to be used.
Also allowed are VaR numbers which are, for instance,
determined on the basis of a holding period of 1 day and
converted to a value corresponding to a holding period of 10
days by multiplication by 10. Institutions with significant option
positions must, however, convert in due course to capturing in
the risk aggregation model the nonlinear relationship between
option price changes and changes in the price of the
corresponding underlying instrument by means of 10-day
changes in risk factors.

• Historical observation period and updating of data sets. The
observation period for the forecasting of future changes and
volatilities in risk factors, including the correlation between
them which is at the basis of the VaR computation, must amount
to one year at least. Should the individual daily observations be
taken into consideration with individual weights in the
computation of volatility and correlations (weighting), the
weighted average observation period (weighted lag) must be at
least six months (i.e., the individual values in the weighted
average must be at least six months old). The data sets must be
updated at least each quarter unless market conditions require
immediate updating.

• Correlations. The VaR computation may be effected by
recognizing empirical correlations both within the general risk
factor categories (i.e., interest rates, exchange rates, equity prices,
and commodity prices, including related volatilities) and between
the risk factor categories in case the correlation system of the
institution is based on sound concepts and correctly
implemented. The correlations are to be continuously monitored
with particular care. Above all, the impact on the VaR of abrupt
changes in correlations between the risk factor categories are to
be computed and evaluated regularly during stress testing.
Should the computation of VaR be effected without considering
empirical correlations between the general risk factor categories,
the VaR for the individual risk factor categories is to be
aggregated through addition.

Alan Greenspan was very explicit about stress testing, highlighting
its importance in the context of liquidity and systemic risk:
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The use of internal models for risk analysis, and as the basis for regulatory
capital charges has become common so far as market risk is concerned.
While the limits of models, and the importance of the assumptions that must
be made to put them to use, have been reasonably well understood, those is-
sues have been brought into sharp focus by the Asian crisis. For example,
firms now appreciate more fully the importance of the tails of the probabil-
ity distribution of the shocks and of the assumptions about the covariance of
prices charges. The use of stress tests, which address the implications of ex-
treme scenarios, has properly increased.96

2.8.7 Minimum Qualitative Requirements

The supervisory authorities are able to assure themselves that banks using
models have market risk management systems that are conceptually
sound and that are implemented with integrity. Accordingly, the supervi-
sory authorities have specified a number of qualitative criteria that banks
have to meet before they are permitted to use a models-based approach.
The extent to which banks meet the qualitative criteria may influence the
level at which supervisory authorities set the multiplication factor. Only
those banks whose models are in full compliance with the qualitative cri-
teria are eligible for application of the minimum multiplication factor.

2.8.7.1 Integrity of Data
The institution shall demonstrate that it possesses sound, documented, in-
ternally tested, and approved procedures which ensure that all transac-
tions are captured, valued, and prepared for risk measurement in a
complete, accurate, and timely manner. Manual corrections to data are to
be documented so that the reason and exact content of the correction may
be reconstructed. In particular, the following principles shall apply:

• All transactions are to be confirmed daily with the counterparty.
The confirmation of transactions as well as their reconciliation is
to be effected by a unit independent of the trading department.
Differences are to be investigated at once.

• A procedure must be in force which will ensure the
appropriateness, uniformity, consistency, timeliness, and
independence of the data used in the valuation models.

• All positions are to be processed in a manner which ensures
complete recording in terms of risk.

2.8.7.2 Independent Risk Control Department
The institution must possess a risk control department which has quali-
fied employees in sufficient number, is independent of the trading activi-
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ties, and reports directly to a member of the management team responsi-
ble for risk control.

Risk control shall support the following functions in particular:

• Organization and implementation of risk monitoring systems
(trading and control systems).

• Close control over daily operations (limits, profit and loss
statement, etc.) including measurement criteria for market risk.

• Daily VaR computations, analyses, controls, and reporting:
Preparation of daily reports on the results of the risk aggregation
model, as well as analyses of the results, including the
relationship between VaR and trading limits.
Daily reporting to the responsible member of management.

• Completion of regular backtesting.97

• Completion of regular stress testing.
• Testing and authorization of risk aggregation models, valuation

models for computing the daily profit and loss statement, and
models to generate input factors (e.g., yield-curve models).

• Ongoing review and updating of the documentation for the risk
monitoring system (trading and control systems).

2.8.7.3 Management
The following provisions shall apply to management for the purposes of
using the model-based approach:

• The responsible member of management must be informed
directly on a daily basis, and in an appropriate manner, of the
results of the risk aggregation model, and he or she shall subject
these to a critical review.

• The responsible member of management who evaluates the daily
reports of the independent risk-monitoring department must
possess the authority to reduce the positions of individual traders
as well as to reduce the overall risk exposure of the bank.

• The responsible member of management must be informed
periodically of the results of backtesting and stress testing by the
risk control department, and he or she must subject these results
to critical review.

2.8.7.4 Risk Aggregation Model, Daily Risk Management,
and System of Limits
The following principles shall apply for the relationship between the risk
aggregation model, daily risk control, and limits:
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• The risk aggregation model must be closely integrated into daily
risk control. In particular, its results must be an integral part of
the planning, monitoring, and management of the market risk
profile of the institution.

• There must exist a clear and permanent relationship between the
internal trading limits and the VaR (as it is used to determine
capital requirements for market risks). The relationship must be
known by both dealers and management.

• The limits are to be reviewed regularly.
• The procedures to be followed in case the limits are exceeded,

and any applicable sanctions, must be clearly defined and
documented.

2.8.7.5 Backtesting
An institution using the model-based approach must possess regular,
sound, documented, and internally tested procedures for backtesting. In
principle, backtesting serves the purpose of obtaining feedback on the
quality and precision of the risk measurement system.

The process of backtesting retrospectively compares the trading in-
come during a defined period of time with the dispersion area of trading
income predicted by the risk aggregation model for that period. The goal
of the process is to be able to state, within certain probabilities of error,
whether the VaR determined by the risk aggregation model actually cov-
ers 99 percent of the trading outcome. For reasons of statistical reliability
of the assertions, the daily trading profits and the daily VaR are compared
over a longer observation period.

For the purposes of the model-based approach, a standardized back-
testing process is required to determine the multiplier specific to the insti-
tution. Regardless, institutions should also use backtesting on a lower
level than that of the global risk aggregation model—for example, for in-
dividual risk factors or product categories—in order to investigate ques-
tions regarding risk measurement. In this manner, parameters other than
those of the standardized backtesting process can be used in backtesting.

Institutions which determine not only requirements for general market
risks but also those for specific risks by means of a risk aggregation model
must also possess procedures for backtesting which indicate the adequacy of
modeling specific risks. In particular, separate backtesting is to be conducted
for subportfolios (equity and interest-bearing portfolios) containing specific
risks, and the results are to be analyzed and reported upon demand to the
local supervisory authority as well as to the banking law auditors.

Backtesting is to be conducted with consideration given to the fol-
lowing standards in order to determine the multiplication factor specific
to the institution:
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• The test must be based on the VaR computed for the daily market
risk report. The only difference relates to the fact that a holding
period of 1 day, not 10 days, is subject to a capital charge.

• The decision whether backtesting should be carried out on the
basis of actual trading results (i.e., inclusive of results of intraday
trading and inclusive of commissions), trading results from
which these items have been eliminated, or hypothetical trading
results determined by revaluation to market of the financial
instruments in the institution’s portfolio on the preceding day is
left, in principle, to each individual institution. The condition is
that the process may be declared to be sound, and the income
figures used must not systemically distort the test outcome. In
addition, a uniform process over the time period is to be applied;
i.e., the institution is not free to change the backtesting
methodology without consulting the local supervisory authority.

• The sampling method applied is to be based on 250 prior
observations.

The daily VaR reported internally, as well as the trading result on the
day of computation, are to be documented in a manner that is irreversible
and that may be inspected at any time by the local supervisory authority
and the banking law auditors.

The institution shall daily compare the trading result with the VaR com-
puted for the day before. Cases in which a trading loss exceeds that of the cor-
respondingVaRaredesignatedasexceptions.Thereviewanddocumentation
of these exceptions (for observations for the 250 preceding trading days) is to
be undertaken at least each quarter. The result of this quarterly review is to be
reported to the local supervisory authority and the banking law auditors.

The increase in the multiplication factor specific to the institution
corresponds to the number of exceptions noted during the observation pe-
riod of the preceding 250 trading days (Table 2-11). In the case of the in-
crease of the multiplication factor dependent on backtesting, the local
supervisory authority can ignore individual exceptions if the institution
demonstrates that the exception does not relate to an imprecise (forecast-
ing quality) risk aggregation model.

If there are more than four exceptions for the relevant observation
period before 250 observations are available, the local supervisory author-
ity is to be notified immediately. From that day forward, the institution
must compute VaR with an increased multiplier until the local supervi-
sory authority has made a final decision.

If an institution-specific multiplication factor greater than 3 should
be set as a result of backtesting, it is expected that the origin of the impre-
cise estimates of the risk aggregation model will be investigated and, if
possible, eliminated. The setting of the multiplier to 4 requires a compul-

108 CHAPTER 2

Gallati_02_1p_j.qxd  2/27/03  9:12 AM  Page 108



sory rapid and careful review of the model. The shortcomings are to be
eliminated swiftly. Otherwise, the conditions for using the model-based
approach will be deemed violated.

A reduction of the multiplication factor by the local supervisory au-
thority will ensue only if the institution can demonstrate that the error has
been remedied and that the revised model presents an appropriate fore-
casting quality.

2.8.7.6 Stress Testing
An institution using the model-based approach must apply regular,
sound, consistent, documented, and internally tested stress-testing proce-
dures. Important goals of stress testing are to ascertain whether the equity
can absorb large potential losses and to derive possible corrective action.

The definition of meaningful stress scenarios is left, in principle, to
the individual institution. The following guidelines, however, shall apply:

• Scenarios which lead to extraordinary losses or which render the
control of risks difficult or impossible are to be considered.

• Scenarios with extreme changes in market risk factors and the
correlation between these (arbitrarily set scenarios or historic
scenarios corresponding to periods of significant market
turbulence) are to be applied.

• Scenarios specific to the institution which must be considered
particularly grave in regard to the specific risk positions are to be
applied.

• The analyses must capture liquidity aspects of market
disturbances in addition to extreme changes in market risk
factors and their intercorrelation.
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4 or fewer 0.00

5 0.40

6 0.50

7 0.65

8 0.75

9 0.85

10 or more 1.00
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• The risks of all positions are to be included in stress testing,
especially option positions.

In addition to actual quantitative stress tests and analyses thereof,
lines of responsibility must exist to ensure that the outcome of stress testing
will trigger the necessary measures:

• The results of stress testing must be periodically reviewed by the
responsible member of management and be reflected in the
policy and limits that are set by management and the internal
authority for direction, supervision, and control.

• If certain weaknesses are uncovered through stress testing, steps
must be taken immediately to deal with these risks appropriately
(e.g., by hedging or by reduction of the risk exposure).

2.8.7.7 Criticisms of the Internal Model Approach
The internal model approach has been highly welcomed and criticized at
the same time. This part of the accord has been severely criticized by the
International Swaps and Derivatives Association (ISDA). In particular, the
multiplication factor of 3 is viewed as too large. The ISDA showed that a
factor of 1 would have provided enough capital to cover periods of global
turmoil, such as the 1987 stock market crash, the 1990 Gulf War, and the
1992 European Monetary System (EMS) crisis. An even more serious criti-
cism is that the method based on an internal VaR creates a capital require-
ment that is generally higher than the standard model prescribed by the
Basel Committee. Hence, the current approach provides a negative incen-
tive to the development of internal risk models.

2.9 THE PRECOMMITMENT MODEL

The debate on the appropriate risk measurement system took another
turn when the U.S. Federal Reserve Board proposed a precommitment ap-
proach to bank regulation in 1995. Under this third alternative, the bank
would precommit to a maximum trading loss over a designated hori-
zon. This loss would become the capital charge for market risk. The su-
pervisor would then observe, after, say, a quarterly reporting period,
whether trading losses exceeded the limit. If so, the bank would be pe-
nalized, which might include a fine, regulatory discipline, or higher fu-
ture capital charges. Violations of the limits would also bring public
scrutiny to the bank, which provides a further feedback mechanism for
good management.

The main advantage of this “incentive-compatible” approach is that
the bank itself chooses its capital requirement. As Kupiec and O’Brien
have shown, this choice is made optimally in response to regulatory
penalties for violations.98 Regulators can then choose the penalty that will
induce appropriate behavior.
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This proposal was welcomed by the ISDA, which argued that this
approach explicitly recognizes the links between risk management prac-
tices and firm-selected deployment of capital. Critics, in contrast, pointed
out that quarterly verification is very slow in comparison to the real-time
daily capital requirements of the Basel proposals. Others worried that dy-
namic portfolio adjustments to avoid exceeding the maximum loss could
exacerbate market movements, in the same way that portfolio insurance
supposedly caused the crash of 1987.

2.10 COMPARISON OF APPROACHES

At this point, it is useful to compare the pros and cons of each method. The
first, the standard model method, is generally viewed as least adequate
because of the following factors:

• Portfolio considerations. The model ignores diversification effects
across sources of risk.

• Arbitrary capital charges. The capital charges are only loosely
related to the actual volatility of each asset category. This can
distort portfolio choices, as banks move away from assets for
which the capital charge is abnormally high.

• Compliance costs. Given that many banks already run
sophisticated risk measurement systems, the standard model
imposes a significant additional reporting burden.

The second method, the internal model, addresses all of these issues.
It relies on the self-interest of banks to develop accurate risk management
systems. Internal VaR systems measure the total portfolio risk of the bank,
account for differences in asset volatilities, and impose only small addi-
tional costs. In addition, regulatory requirements will automatically
evolve at the same speed as risk measurement techniques, as new devel-
opments will be automatically incorporated into internal VaRs.

Unfortunately, from the viewpoint of regulators, the internal model
still has some drawbacks:

• Performance verification. Supervisors are supposed to monitor
whether internal VaRs indeed provide good estimates of future
profits and losses in trading portfolios. As capital charges are
based on VaRs, there may be an incentive to artificially lower the
VaR figure to lower capital requirements; thus, verification by
regulators is important. The problem is that, even with a well-
calibrated model, there will be instances when losses will exceed
the VaR by chance (e.g., 5 percent of the time using a 95 percent
confidence level). Unfortunately, long periods may be needed to
distinguish between chance losses and model inaccuracies. This
issue makes verification difficult.
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• Endogenity of positions. The banks’ internal VaRs typically
measure risk over a short interval, such as a day. Extending these
numbers to a 10-day trading period ignores the fact that positions
will change, especially in response to losses or unexpectedly high
volatility. Therefore, measures of long-horizon exposure ignore
efficient risk management procedures and controls. Perhaps this
is why the ISDA found that the current approach appeared too
conservative.

Note that these problems do not detract from the usefulness of VaR
models for corporate risk management. From the viewpoint of regulators,
however, the precommitment approach has much to recommend, because
it automatically accounts for changing positions. In addition, the risk cov-
erage level is endogenously chosen by the bank, in response to the penalty
for failure, which creates fewer distortions in capital markets.

Unfortunately, all models suffer from a performance verification
problem. The regulator can compare only ex post, or realized, performance
to ex ante estimates of risk or maximum loss. Unless the maximum loss is
set extremely high, there always will be instances in which a loss will ex-
ceed the limit even with the correct model. The key then for regulators is
to separate good intentions and bad luck from reckless behavior.

2.11 REVISION AND MODIFICATION OF THE
BASEL ACCORD ON MARKET RISKS

2.11.1 The E.U. Capital Adequacy Directive

The history of capital adequacy requirements in Europe must be put in the
perspective of plodding movements toward European economic and po-
litical integration. The Single European Act of 1985 committed member
countries to achieving a free market in goods, services, capital, and labor.
To this end, the European Union’s Investment Services Directive (ISD),
which came into effect on January 1, 1996, swept away restrictions against
nonlocal financial services. Up until then, a securities firm that wanted to
do business in another European Union country had to abide by local
rules—for instance, having to establish separately capitalized subsidiaries
(and expensive offices) in foreign countries. In effect, this raised the cost of
doing business abroad and made Europe’s internal market less efficient
than it might otherwise have been.99

Under the new regulations, firms based in one E.U. country were au-
thorized to carry out business in any other E.U. country. This was ex-
pected to lead to the general consolidation of office networks. For
instance, Deutsche Bank announced that its global investment banking ac-
tivities would be centralized in London. Also, the centralization of risk
management would provide for better control of financial risks. In addi-
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tion to efficiency gains, more competition was expected to drive down
transaction costs and increase the liquidity of European financial markets.

To discourage firms from rushing to set up shop in the country with the
lowest level of regulations, however, the European Union adopted Europe-
wide capital requirements known as the Capital Adequacy Directive 
(CAD I). The CAD, published in March 1993, laid down minimum levels of
capital to be adopted for E.U. banks and securities houses by January 1996.

In many ways, the CAD paralleled the Basel guidelines. It extended
the 1989 Solvency Ratio and Own Funds Directives, which were similar to
the 1988 Basel accord. The 1993 requirements were very similar and in
some cases identical to those laid out in the 1993 Basel proposal. The
amendment to incorporate market risks led to the updated version, CAD
II (April 1997), which allowed all E.U. institutions to run their own VaR
models for daily calculation.

There were some differences, however. First, the Basel guidelines
were aimed only at banks, not securities houses. Regulation of securities
houses is concerned mainly with orderly liquidation, while bank regula-
tors aim to prevent outright failure. Second, the CAD II guidelines were
put into effect in 1996, whereas the Basel rules became effective in 1998,
which left a period during which European firms had to comply with a
separate set of guidelines.

2.11.2 New Capital Adequacy Framework 
to Replace the 1988 Accord

The market risk approaches remained unchanged.100 Refer back to the dis-
cussion earlier in this chapter of the 1996 Amendment to the Capital Ac-
cord to Incorporate Market Risks (Section 2.6), which outlines the
quantitative approaches in detail.

2.12 REGULATION OF NONBANKS

In many ways, the regulation of nonbank financial intermediaries paral-
lels that of banks. Each of these institutions must learn to deal effectively
with similar sources of financial risk.

Also, there is a tendency for lines of business to become increasingly
blurred. Commercial banks have moved into trading securities and pro-
vide some underwriting and insurance functions. The trading portfolios
of banks contain assets, liabilities, and derivatives that are no different
from those of securities houses. Therefore, trading portfolios are meas-
ured at market values, while traditional banking items are still reported at
book value. With the trend toward securitization, however, more and
more assets (such as bank loans) have become liquid and tradable.
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2.12.1 Pension Funds

Although pension funds are not subject to capital adequacy requirements,
a number of similar restrictions govern defined-benefit plans. The current
U.S. regulatory framework was defined by the Employee Retirement In-
come Security Act (ERISA) promulgated in 1974. Under ERISA, companies
are required to make contributions that are sufficient to provide coverage
for pension payments. In effect, the minimum capital is the present value
of future pension liabilities. The obligation to make up for unfunded liabil-
ities parallels the obligation to maintain some minimal capital ratio. Also,
asterisk weights are replaced by a looser provision of diversification and of
not taking excessive risks, as defined under the “prudent man” rule.

As in the case of banking regulation, federal guarantees are provided
to pensioners. In the United States, the Pension Benefit Guarantee Corpo-
ration (PBGC), like the Federal Deposit Insurance Corporation (FDIC),
charges an insurance premium and promises to cover defaults by corpo-
rations. Other countries have similar systems, although most other coun-
tries rely much more heavily on public pay-as-you-go schemes, in which
contributions from current employees directly fund current retirees. The
United States, Britain, and the Netherlands are far more advanced in their
reliance on private pension funds. Public systems in countries afflicted by
large government deficits can ill afford generous benefits to an increas-
ingly aging population. As a result, private pension funds are likely to
take on increasing importance all over the world. With those will come the
need for prudential regulation.

2.12.2 Insurance Companies

Regulation of insurance companies is globally less centralized than that of
other financial institutions, whose insurance is regulated at the national
level. In the United States, the insurance industry is regulated at the state
level. As in the case of FDIC protection, insurance contracts are ultimately
covered by a state guaranty association. State insurance regulators set na-
tionwide standards through the National Association of Insurance Com-
missioners (NAIC).

In December 1992, the NAIC announced new capital adequacy re-
quirements for insurers. As in the case of the early 1988 Basel accord, the
new rules emphasized credit risk. For instance, no capital would be
needed to cover holdings of government bonds and just 0.5 percent for
mortgages, but 30 percent of the value of equities would have to be cov-
ered. This ratio was much higher than the 8 percent ratio required for
banks, which some insurers claimed put them at a competitive disadvan-
tage vis-à-vis other financial institutions that were increasingly branching
out into insurance products.
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In the European Union, insurance regulation parallels that of banks,
with capital requirements, portfolio restrictions, and regulatory interven-
tion in cases of violation. For life insurance companies, capital must ex-
ceed 4 percent of mathematical reserves, computed as the present values
of future premiums minus future death liabilities. For non-life insurance
companies, capital must exceed the highest of about 17 percent of premi-
ums charged for the current year and about 24 percent of annual settle-
ments over the past three years.

2.12.3 Securities Firms

The regulation of securities firms is still evolving. Securities firms hold se-
curities on the asset and liability sides (usually called long and short posi-
tions) of their balance sheets. Regulators generally agree that some
prudent reserve should be available to cover financial risks. There is no
agreement, however, as to whether securities firms should hold capital to
cover their net positions, consisting of assets minus liabilities, or their
gross positions, consisting of the sum of all long plus short positions.

The United States and Japan use the gross position approach, the
United Kingdom uses the net position, and the Basel Committee and the
European Union consider a variant of both approaches. The European
Union, for instance, required firms to have equity equal to 2 percent of
their gross positions plus 8 percent of their net positions as of 1996.

Dimson and Marsh compare the effectiveness of these approaches
for a sample of detailed holdings of British market makers.101 Comparing
the riskiness of the portfolio to various capital requirements, they show
that the net position approach, as required by the United Kingdom, dom-
inates the E.U. and U.S. approaches, as it best approximates the actual
portfolio risk. The net position approach comes closest to what portfolio
theory would suggest.

Although there are differences in the regulations of banks and secu-
rities firms, capital requirements are likely to converge as banks and secu-
rities firms increasingly compete in the same markets. Currently, the same
accounting rules apply to the trading-book activities of banks and the
trading activities of securities firms. In the United States, the 1933 Glass-
Steagall Act, which separates the commercial and investment bank func-
tions, is slowly being chipped away. The 1933 act is widely viewed as
obsolete and overly restrictive, especially in comparison with the univer-
sal banking system prevalent in Europe. Cracks in the Glass-Steagall wall
started to appear in 1989, when commercial banks were allowed to under-
write stocks and bonds on a limited basis (although no more than 10 per-
cent of their revenues could come from underwriting). Banks have also
been expanding into insurance products, such as annuities, although fur-
ther expansion is being fiercely resisted by U.S. insurance companies.

Market Risk 115

Gallati_02_1p_j.qxd  2/27/03  9:12 AM  Page 115



More recently, VaR has been gaining prominence in the regulation of
securities firms. The Securities and Exchange Commission, the Commod-
ity Futures Trading Commission, and six major Wall Street securities
houses have entered an agreement to base capital requirements on VaR
methodology. An authoritative resource for counterparty risk manage-
ment, published by the Counterparty Risk Management Policy Group
(CRMPG) in June 1999, is improving counterparty risk management prac-
tices. CRMPG was formed by a group of 12 parties in the aftermath of the
1998 market turmoil to promote better industrywide counterparty market
and credit risk practices. As for the commercial banking system, VaR is
bound to become a universally accepted benchmark.102

2.12.4 The Trend Toward 
Risk-Based Disclosures

In addition to deriving strategic benefits from risk measurement and man-
agement, institutions can use their risk management systems to generate
the kinds of reports that regulators are seeking. Disclosure guidelines re-
leased by the U.S. Securities and Exchange Commission (SEC) in 1997
allow companies to use VaR-type measures to communicate information
about market risk. While many companies may be interested in measur-
ing the aggregate market risk of their underlying exposures and hedge in-
struments for internal purposes, current regulations require only the
disclosure of market risk–sensitive instruments (e.g., derivative con-
tracts). Disclosure of underlying exposures and other positions is encour-
aged, but not required. Whether companies decide to report only the
required disclosures or to also include the encouraged disclosures, the
systems being used for internal risk measurement can be leveraged to
meet regulatory disclosure requirements.

2.12.5 Disclosure Requirements

SEC market risk disclosure requirements affect all companies reporting
their financial results in the United States.103 These regulations apply to de-
rivative commodity instruments, derivative financial instruments, and
other financial instruments (investments, loans, structured notes, mort-
gage-backed securities, indexed debt instruments, interest-only and princi-
pal-only obligations, deposits, and other debt obligations) that are sensitive
to market risk, all of which are collectively called market risk–sensitive 
instruments.

The SEC requires that companies provide both quantitative and
qualitative information about the market risk–sensitive instruments they
are using.104 Currently, the allowed alternatives for the reporting of quan-
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titative information include tabular summaries of contract fair values;
measures of sensitivity to market rate changes; and VaR measures ex-
pressing potential loss of earnings, cash flows, or fair values.

The New Basel Capital Accord has integrated disclosure require-
ments as an integral part of the entire accord, across all risk factors:

The third pillar, market discipline, will encourage high disclosure standards
and enhance the role of market participants in encouraging banks to hold
adequate capital. The Committee proposes to issue later this year [2001]
guidance on public disclosure that will strengthen the capital framework.105

2.12.6 Encouraged Disclosures

Apart from setting requirements on market risk–sensitive instruments,
the SEC encourages, but does not require, risk disclosures on instruments,
positions, and transactions not covered by Item 305 of Regulation S-K and
Item 9A of Form 20-F. Such instruments can include physically settled
commodity derivatives, commodity positions, cash flows from antici-
pated transactions, and other financial instruments, such as insurance
contracts. The BIS emphasizes disclosure practices and requires that regu-
lations on the disclosure of specific, relevant information regarding mar-
ket, credit, and operational risk be enforced; thus, the banks become more
transparent.

In general, the reporting of the combined market risk of underlying
business exposures and market risk–sensitive instruments should provide
a more accurate portrayal of a firm’s total risk profile than reporting for
market risk–sensitive instruments alone.

2.13 MARKET INSTRUMENTS 
AND CREDIT RISKS

Credit exposure and market risk are interrelated, and the boundaries be-
tween credit and market risk increasingly overlap and merge; this is partic-
ularly obvious in the case of credit risk derivatives. It can be argued that
credit risk is a component of market risk, as it reflects the company- or 
issuer-specific risk. A change in the quality of a company and its ability to
fulfill its financial obligations is, in an efficient market, immediately re-
flected in the specific risk, either on the equity side through the idiosyncratic
risk or on the fixed-income side through the spread on top of the risk-free
term structure. This reflects the balance sheet, as all financing instruments
ultimately lead back to the balance sheet of the original underlying com-
pany and should therefore reflect the same company-specific risk.

Credit exposures from market-driven transactions such as swaps,
forwards, and purchased options are an issue for all participants in the
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OTC derivatives markets. Credit or market risk can result from fluctua-
tions in market rates. (More instrument types are analyzed and decom-
posed regarding market, credit, and operational risk in Chapter 3.)

In the case of a swap, the interrelationship of credit and market risk
can be illustrated in a simple example. Party A engages in an interest-rate
swap with Party B, paying a five-year fixed rate and receiving a three-
month LIBOR. If the five-year rate goes down, A incurs a market loss be-
cause it agreed to pay B an above-market interest rate. On the other hand, if
a 10-year rate falls, the swap is in the money for A. However, this mark-to-
market (MTM) gain on the swap is now a credit exposure to B—if B defaults,
A forsakes the MTM gain on the swap. Therefore, a company has credit ex-
posure whenever rates fluctuate in its favor. A company has potential credit
exposure from the time a contract is initiated up to final settlement.

For example, simulating a simple equity-index fall would do little to
uncover the risk of a market-neutral risk arbitrage book. In a real-world
example, Long Term Capital Management (LTCM) had leveraged credit-
spread-tightening positions (i.e., long corporate bond positions were 
interest-rate hedged with short Treasuries) in August 1998. This portfolio
was supposedly market neutral.106

A stress test for spread widening (i.e., flight-to-safety phenomenon)
would have uncovered the potential for extreme losses. Stressed markets
often give rise to counterparty credit risk issues that may be much more
significant than pure market impacts. For example, a market-neutral swap
portfolio could result in huge credit exposures if interest rates moved sig-
nificantly and counterparties defaulted on their contractual obligations.
While market rates and creditworthiness are unrelated for small market
movements, large market movements could precipitate credit events, and
vice versa. Note that it is much more straightforward to reduce market
risk than credit risk. To reduce the market risk in our example, Party A can
purchase a 10-year government bond or futures contract, or enter into an
opposite swap transaction with another counterparty. Credit risk presents
a more complex problem. For example, taking an offsetting swap with an-
other counterparty to reduce market risk actually increases credit risk (one
counterparty will always end up owing the party the net present value of
the swap). Solutions to the credit problem are available, however. Party A
could arrange a credit enhancement structure with Party B, such as struc-
turing a collateral or MTM agreement (e.g., Party B agrees to post collat-
eral or pay the MTM of a swap on a periodic basis, or if a certain threshold
is reached). Furthermore, a credit derivative could be written by a third
party to insure the swap contract.

Options have their own credit and market risk profile (Figure 2-8).
Only purchasers of options have credit exposure to their counterparts. If
the option is in the money and the counterparty defaults, the party is in
trouble. For example, Party A has potential credit exposure when it buys a
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put option on the S&P 500 Stock Index to insure an equity portfolio. If the
equity market falls and Party A’s counterparty defaults on its obligation to
honor the put option, A would incur a credit loss (for example, if the in-
surer of its equity portfolio does not fulfill its obligation). Sellers of op-
tions do not have credit exposure. After a party sells an option and collects
the premium, it is not exposed to its counterparty (for example, the coun-
terparty will not owe it anything, but it will potentially owe something to
the counterparty). As a seller of options, a party incurs only market risk
(i.e., the risk that market rates will move out of its favor). The projected
credit exposure of options increases with time, with the peak exposure ex-
pected just before final settlement.

The credit risk of swaps and forwards is mostly counterparty risk.
Counterparties engaging in swaps and forwards incur credit exposure to
each other. Swaps and forwards are generally initiated at the money. That
is, at the beginning of a contract, neither counterparty owes the other any-
thing. However, as rates change, the MTM value of the contract changes,
and one counterparty will always owe another counterparty money (the
amount owed will be the MTM value).

Usually, the projected credit exposure of an interest-rate swap has a
concave shape. Projected exposure of a currency swap, however, increases
with time and peaks just before settlement. A currency swap has a larger,
and continually upward sloping, exposure profile due to the foreign-
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exchange risk of the principal amount, which is exchanged only at final
settlement. Projected credit exposure of a forward also slopes continually
upward, as there is no exchange of payments before settlement.

2.14 SUMMARY

Market risk management has become a relatively mature discipline.
Therefore, this chapter focuses on the evolution of the different mod-
els and approaches, and on the conditions and assumptions which are
linked to those models and approaches. The groundbreaking works of
Markowitz and Black and Scholes 50 years ago set the framework in the
market risk area, subsequently enhanced and modified by others. These
origins have shaped the profile of the discipline and provided a substan-
tial set of specialized parameters and assumptions, typical for a discipline
considered to have an integrated framework. The terms time horizon, di-
versification, and volatility, just to mention three parameters, have a differ-
ent meaning within the market risk framework than in credit risk or
operational risk. The international regulatory body has developed the su-
pervisory framework for each risk category independently from the other
categories, and tries to bring the individual components together in the
new capital adequacy framework.

The discussion of different models and their application within the
regulatory framework covering market risk–related issues is a central part
of this chapter. The Basel Committee on Banking Supervision of the Bank
for International Settlement has moved from a prescriptive approach on
supporting risk with capital to a risk-sensitive framework, and the latest
approach is intended to integrate the market, credit, and operational risk
categories into an integrated risk framework. This chapter focuses on the
conceptual approaches regarding the modeling of market risk and the reg-
ulatory initiatives on market risk and VaR.
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C H A P T E R  3

Credit Risk

3.1 BACKGROUND

Over the past decade, a number of the world’s largest banks and re-
search and academic institutions have developed sophisticated systems
that model the credit risk arising from important aspects of their busi-
nesses. Such systems have been designed for identifying, quantifying, ag-
gregating, and managing credit risk exposures. The output and analysis of
these systems have become increasingly important in risk management,
performance measurement (including performance-oriented compensa-
tion), and customer profitability analysis, as well as in forming the base
for decisions in credit portfolio management and for equity-capital alloca-
tion by the institution.

These systems and models are used for internal purposes by those
who manage credit risks, and they also have the potential to be used in the
supervisory oversight of the entire organization. The authorization of the
modeling approach to be used in the formal process of setting regulatory
capital requirements for credit risks depends on several conditions. Regu-
lators have to be confident that the models are used to actively manage
risk, that the models are conceptually sound and empirically validated,
and that the procedures for capital requirements are adequate and com-
parable across institutions. The major concerns are data integrity and
availability and validation of the conceptual model.

The following paragraphs discuss the different approaches to credit
risk management, including how economic and regulatory conditions and
assumptions are congruent. The increase of structured products that have
simultaneous credit risk and market risk components has to be taken into
account when designing such models.
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3.2 DEFINITION

This work uses the definition of credit risk contained in a 1996 report of the
Bank for International Settlement (BIS):1

Credit risk/exposure: the risk that a counterparty will not settle an obliga-
tion for full value, either when due or at any time thereafter. In exchange-
for-value systems, the risk is generally defined to include replacement risk
and principal risk.

This work also uses a consistent definition of loan:2

A “loan” is a financial asset resulting from the delivery of cash or other as-
sets by a lender to a borrower in return for an obligation to repay on a spec-
ified date or dates, or on demand, usually with interest.

Loans include the following:

• Consumer installments, overdrafts and credit card loans
• Residential mortgages
• Nonpersonal loans, such as commercial mortgages, project

finance loans, and loans to businesses, financial institutions,
governments, and their agencies

• Direct financing leases
• Other financing arrangements that are, in substance, loans

Loan impairment represents deterioration in the credit quality of one
or more loans such that it is probable that the bank will be unable to col-
lect, or there is no longer reasonable assurance that the bank will be able
to collect, all amounts due according to the contractual terms of the loan
agreements.3

3.3 CURRENT CREDIT RISK REGULATIONS

Current credit risk regulations are based on the 1988 BIS guidelines. These
minimum requirements have been subsequently enforced and imple-
mented by local regulators at the national level by more than 100 nations,
and they include minimum standards for capital adequacy for credit risks
and the definition of the countable equity capital. Since 1988 the regulations
have been modified five times, primarily during the transitional period of
1988 to 1992.4 In 1989 the regulations were materially modified by substan-
tially differentiating capital requirements for balance and off-balance posi-
tions, and by extending the incorporation of subordinated loans to the
equity calculation. Based on the BIS guidelines, the calculation approach
was switched to the indirect capital requirement calculation method in
1994. Balance sheet positions are first weighted according to their relative
counterparty risk and then multiplied by the standard capital requirement
of 8 percent. The basic problem with this approach is that securitization and
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other forms of capital arbitrage allow banks to achieve effective capital re-
quirements well below the nominal 8 percent Basel standard.

The regulatory risk weights do not reflect certain risks, such as interest-
rate and operating risks. More important, they ignore critical differences in
credit risk among financial instruments (for example, all commercial credits
incur a 100 percent risk weight), as well as differences across banks in hedg-
ing, portfolio diversification, and the quality of risk management systems.
These anomalies create opportunities for “regulatory capital arbitrage” that
render the formal risk-based capital ratios increasingly less meaningful for
the largest, most sophisticated banks. Through securitization and other fi-
nancial innovations, many large banks have lowered their risk-based capital
requirements substantially without reducing materially their overall credit
risk exposures. More recently, the September 1997 Market Risk Amendment
to the Basel Accord created additional arbitrage opportunities by affording
certain credit risk positions much lower risk-based capital requirements
when held in the trading account rather than in the banking book.

Despite several substantial modifications, the current framework for
capital requirements does not reflect the fact that market and risk man-
agement have evolved over the past 10 years (see Figure 3-1). The BIS has
published a consultative paper on reform of its 1998 capital accord.5

3.4 DEFICIENCIES OF THE 
CURRENT REGULATIONS

The fundamental concept of the capital accord is relatively simple—it as-
sumes that for all banks, independent of their size, business activity, and
level of development of risk management, only one standardized ap-
proach exists, which contains several defects. The original accord focused
mainly on credit risk; it has since been amended to address market risk.
Interest-rate risk in the banking book and other risks, such as operational,
liquidity, legal, and reputational risks, are not explicitly addressed:

• The risk weightings for counterparties are not differentiated in
detail and thus do not represent the risk in an adequate and
sensitive form.

• Correlations between the positions in a credit portfolio are not
considered. A risk reducing diversification from a portfolio
management approach is not rewarded with lower capital
requirements. An individual credit position of $50 million is
treated in the same way as a portfolio of five different credits of
$10 million each.

• The current regulations do not consider hedging of credit risk
positions with credit derivatives. Offsetting positions that
economically net out each have to be supported with capital.
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• Convergence from capital markets to commercial lending drive
risk analytics, e.g., credit securitization, credit derivatives, and
option-pricing models.

The following factors challenge credit risk management and must be
included in the discussion to develop a useful credit risk methodology:

• The current practice does not distinguish between transaction
and portfolio approaches. These approaches represent different
levels in the credit process and must be integrated together.

• Commercial loans are often complex heterogeneous contracts
with a number of complicated embedded options and other
structural elements.

• Measuring risk-adjusted profitability is difficult due to a lack of
good understanding of “true” operating and economic capital costs.

• Due to limited loan trading, a market view of loan value is hard
to come by, making it cumbersome to compare value between
loans and other traded asset classes.

3.5 DEFICIENCIES OF CURRENT CONCEPTUAL
APPROACHES FOR MODELING CREDIT RISK

The existing credit risk models use a conceptual setup similar to that for the
measurement of market risks. Most market risk models have evolved from
a mean-variance approach and developed further, as the profit-and-loss
(P&L) distribution did not fit the assumptions of the models. For market
risks, a variety of different approaches are used to calculate P&L distribu-
tions: the RiskMetrics approach, historical simulation, and Monte Carlo
simulation. Delta-gamma methods have been developed to identify and
adjust distributions for the nonlinear component of risk.6 The regulatory
requirements can be better covered with an insurance or actuarial ap-
proach, which uses econometric methods such as autoregressive condi-
tional heteroskedasticity (ARCH) and generalized ARCH (GARCH) and
scenario analysis and historical databases reaching back a long time to an-
alyze and calculate these extreme events.

The existing commercial credit risk models are based on the concept of
covering losses with adequate pricing and provisions. This is basically a cost
approach applied to a portfolio of credit positions, whereas the regulatory
approach is more of a loss approach implemented to identify and measure
individual extreme events and to calculate the loss from such events.

To calculate the default probability, the ratings for the borrowers’
positions are needed. Data availability and data integrity generally dictate
the methods used to estimate expected default frequency (EDF)/transi-
tion matrices. At most banks, internal credit ratings are a key variable—or
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in some cases the sole criterion—for assigning borrowers to risk segments.
This is especially true with large corporate credit customers. Most banks
have stored historical aggregate performance data by broad loan types or
lines of business, but not by risk grade. Furthermore, such databases gen-
erally go back only a few years, at best.

Since banks typically have comparatively little useful internal de-
fault and migration data, they often attempt to estimate EDF/transition
matrices using historical performance studies published by the rating
agencies, such as Standard & Poor’s, Moody’s or Duff & Phelps. Such his-
torical data often reports historical default, loss, and rating migration ex-
perience by rating category, covering time spans of 20 or more years.
However, in some cases, the geographical and industry composition of
this published data may not be appropriate to the characteristics of the
loan portfolio being modeled. For example, published rating agency data
is often dominated by U.S. experience and based on U.S. accounting prac-
tices. Using inappropriate transition matrices will result in misleading 
assessments of credit risk.7 External rating information is sometimes ad-
justed based on judgment to incorporate internal information on the bor-
rower’s creditability. To use an experience database for credits, a bank
must first develop or assume some economic and econometric relations
between the internal rating categories and the grading systems applied by
the rating agencies. Such correspondences are commonly developed
using four basic approaches, either individually or in combination:

• The first approach involves matching historical default
frequencies within each internal rating grade to the default
frequencies by the agency’s rating category.

• The second approach compares a bank’s own internal grades with
those of the rating agencies for borrowers that are rated by both.
Such comparisons may not be possible for major segments of the
portfolio (middle-market customers, non-U.S. business firms).

• The third method attempts to expand the population of firms for
which such comparisons are possible by constructing
pseudo–credit agency ratings for firms not formally rated by the
agencies. This is accomplished by estimating the relationship
between agency ratings and financial and other characteristics of
firms using publicly available data for agency-rated firms.

• The fourth approach involves subjective comparison of the
bank’s rating criteria for assigning internal grades with the rating
agencies’ published rating criteria.

Unlike the market risk approach, backtesting is not yet seriously ap-
plicable. The methodology applied to backtesting market risk value-at-
risk (VaR) models is not easily transferable to credit risk models due to the
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data constraints. The market risk amendment requires a minimum of 250
trading days of forecasts and realized losses. A similar standard for credit
risk models would require an impractical number of years of data, given
the models’ longer time horizons. Given the limited availability of data for
out-of-sample testing, backtesting estimates of unexpected credit loss is
certain to be problematic in practice, as previously mentioned. Where
analyses of ex-ante estimates and ex-post experience are made, banks typ-
ically compare the historical time series of estimated credit risk losses to
historical series of current credit losses captured over some years. How-
ever, the comparison of expected and actual credit losses does not address
the accuracy of the model’s forecasting ability of unexpected losses,
against which economic capital is allocated. While such independent
work on backtesting is limited, some literature indicates the difficulty of
ensuring that capital requirements generated using credit risk models will
provide an adequately large capital buffer.8

However, the assumption underlying these approaches is that pre-
vailing market perceptions of credit spreads (for rate-of-return analysis)
are substantially accurate and economically well founded. If this is not so,
reliance on such techniques raises questions as to the comparability and
consistency of credit risk models, an issue which may be of particular im-
portance to supervisors.9

3.6 CONCEPTUAL APPROACHES 
FOR MODELING CREDIT RISK

The design of the credit risk management structure and culture varies
from bank to bank. While some banks have implemented systems and
structures that measure and monitor credit risk exposures throughout the
organization, other institutions have structures that monitor credit risk ex-
posures within given business lines or legal entities. In addition, some
banks have separate models for corporate and retail clients.

The internal applications of model output also span a wide range,
from the simple to the complex. The trend is increasing, but a few organi-
zations still use the output for active credit portfolio management. The
current applications include setting concentration and limit exposures,
risk-based pricing, evaluation of the risk-return profile of business lines or
portfolio managers using risk-adjusted return on capital (RAROC), and
calculation of economic capital calculation for the different business lines.
Institutions also rely on model estimates for setting or validating loan loss
reserves, either for direct calculations or for validation purposes.

These models have some factors, conditions, and assumptions in
common which must be analyzed in more detailed. When possible, it is
best to bring all these factors and parameters to their highest common de-
nominator.
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The most critical factors of the different conceptual approaches to credit
risk modeling are the following:

• Probability density function of credit loss
• Expected and unexpected credit loss
• Time horizon
• Default mode
• Conditional versus unconditional models
• Approaches to credit risk aggregation
• Correlations between credit events.

There are five main factors contributing to the level of credit risk losses
with credit risk models:

• Changes in loss rate given defaults
• Rating migrations
• Correlations among default and rating transitions
• Changes in credit spreads
• Changes in exposure levels

3.6.1 Transaction and Portfolio Management

Transaction and portfolio management serve complementary objectives:

• Transaction management pursues value creation.
• Portfolio management pursues value preservation.

Transaction management is based on individual transaction opti-
mization and added value through the use of appropriate risk and
pricing models, methods for structuring loan instruments, and the like
for individual positions. Relationships to other segments and markets
are not included in this view. The portfolio management approach
considers all factors (such as correlations, volatilities, etc.) for a port-
folio in order to optimize and preserve the existing risk-return level in
a portfolio.

Depending on the credit risk management setup, different activities
(such as securitization, credit derivatives, syndicated loans, etc.) are possi-
ble with the given infrastructure and management know-how. Figure 3-2
gives an overview of the impact of the loan structure on credit risk man-
agement decisions.

Depending on the credit risk management type, the focus is on dif-
ferent objectives. At the transaction level, the focus is on:

• Measuring credit risk using risk ratings and default and loss
probability calculations
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• Developing and using migration models
• Integrating risk ratings into the credit process.

The key input elements are risk ratings. Risk-rating methodology is
developed with three objectives in mind:

• Measure credit risk (default and loss probability or potential)
using good discrimination, separation, and accuracy across the
full spectrum of credit risk.

• Provide management with accurate and meaningful information
for decision making.

• Produce supportable and accurate information for regulatory and
financial statement reporting purposes.

3.6.1.1 Primary Approaches to Risk Rating
Table 3-1 gives an overview of the primary approaches.

3.6.1.2 Migration Models
Migration models can help to calibrate the risk rating and the predicted
losses by default frequency and amount of loss. The objectives are as
follows:

• Adjust the internal rating process to external rating systems.
• Support provisioning requirements.
• Determine the risk cost by rating.
• Support risk-based pricing.
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138 T A B L E 3-1

Overview of Primary Approaches to Risk Rating

Technique Description Disadvantages Advantages Examples

Judgmental approach/ Relationship managers Subjective; ratings affected In-place common, Most bank systems
expert systems and/or credit officers by fads or politics; historical track record 

assign ratings based on vulnerable to relativity may be available; allows 
financial ratios, opinions and anchoring; no for nonquantitative factors;
on management quality, numerical estimates of promotes identification of 
and other data collected risk term structures risk factors.
in due diligence review; except by reference to 
expert system codifies past experience.
rules of successful loan 
officers.

Discriminant analysis Classifies companies or Oriented to the history; Simple to apply to all Altman’s Z score
facilities into several often calibrated over an borrowers, allows testing 
categories based on arbitrary period; usually no of many variables and 
financial ratios measuring term structure; prone to functional forms.
leverage, debt-service overfitting.
coverage, volatility; uses 
historical default data to 
calibrate model.

Contingent claims Capital owners hold a Oriented to the future; Hard to apply and KMV’s CreditMonitor
(options model) default option, which parsimonious; determines probably less reliable for 

they exercise when default term structure; private firms; unbundling 
advantageous; associated measures sensitivity to of volatility of structured 
with migration model; changing business and securitized products 
predicts cumulative default conditions. to identify risk factors.
probabilities as a function
of market leverage, 
term, and volatility.
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The average loss rate model measures transactional losses by risk rating.
The cumulative loss over several periods is calculated on the basis of indi-
vidual positions allocated to credit development curves, which are based
on average loss rates based on historical experience. Figure 3-3 shows the
development curves for two positions.

Applying a Markov approach, the model measures rating transitions
through various “credit” stages (see Figure 3-4). The true Markov process
probabilities are based on the following assumptions:
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Average Loss Rate Approach for Measuring Rating Transitions.
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• The model is independent of its prior grade history.
• The model is constant over time.
• The probabilities are the same for all credits in a given category

regardless of the specific credit characteristics.
• The probabilities are independent of the movements of other credits.

The results from the Markov process have to be mapped against
standard ratings (e.g., from S&P) to review and calibrate the internal
process to external rating information (see Figure 3-5).

The EDF is an essential input for many analytical methodologies and
models, including risk-based pricing, RAROC, and quantitative models
(e.g., CreditMetrics). EDFs also allow financial institutions to test the align-
ment of their own grading systems across different business units and
against third-party data. (See comments on EDF in Section 3.7.3.2.)

3.6.2 Measuring Transaction 
Risk–Adjusted Profitability

The current performance measurement approaches use two different
methodologies: RAROC and net present value (NPV). Performance
measurement comes in many variations. The statements in Table 3-2
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refer to the way in which most transaction-level RAROC models are 
implemented.

3.7 MEASURING CREDIT RISK 
FOR CREDIT PORTFOLIOS

Credit portfolio management requires the following:

• Rich data and informational resources
• A structure that spans multiple organizations and functions
• A consistent organizational vision that promotes concerted action

steps

To calculate a portfolio VaR, multiple input information is required:

• Ratings transition probabilities
• Correlations across borrowers
• Information on the pricing and structure of each loan position

and contract:
Loan type (revolving versus term)
Amortization
Collateral
Spread and fees
Tenor
Options (e.g., prepayment,
repricing or grid, and term-out)

In general, a portfolio model and a transaction model must be integrated
in order to deliver useful output information.
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T A B L E 3-2

Comparison of Current Performance Measurement Approaches

NPV RAROC

Can treat credit risk as dynamic Tends to take a static view of credit risk

Can value embedded optionalities Typically does not consider credit structure 
and credit structure and optionalities

Can calibrate to the market or to an Tends to be policy driven and accounting 
internal risk premium oriented

Can consider credit risk migrations Tends to be two-state
in multistate framework
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3.7.1 Economic Capital Allocation

3.7.1.1 Probability Density Function of Credit Losses
Sophisticated financial organizations use an analytical setup that relates the
overall required economic capital of the institute to its credit activities. 
The required economic capital is linked to the portfolio’s credit risk with the
probability density function (PDF) of credit losses, a key result from the credit
risk model.10 An important element is the probability that credit losses will
exceed a given amount, which is represented by the area under the density
function to the right of the given limit (the upper limit covering expected
credit losses). A portfolio with a higher risk of credit loss is one whose den-
sity under the function has a relatively long and fat tail (see Figure 3-6).

The expected credit loss is defined as the total amount of credit losses
the bank would expect from its credit portfolio over a specific time hori-
zon (leftmost vertical line in Figure 3-6). The expected loss is one of the
costs of transacting business that gives rise to credit risk. For marketing
and other reasons, financial institutes prefer to express the risk of the
credit portfolio by the unexpected credit loss, i.e., the amount by which the
actual losses exceed the expected loss. The unexpected loss is a measure of
the uncertainty or variability of actual losses versus expected losses. The
estimated economic capital needed to support the institution’s credit port-
folio activities is generally referred to as its required economic capital for
credit risk. A cushion of economic capital is required for loss absorption,
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because the actual level of credit losses suffered in any one period could
be significantly higher than the expected level. The procedure for calcu-
lating this amount is similar to the VaR methods used in allocating eco-
nomic capital for market risks. The understanding is that economic capital
for credit risk is determined in such a way that the estimated probability
of unexpected credit loss exhausting economic capital is less than some
target insolvency rate.

The capital allocation systems generally assume that it is the role of
reserve funding to cover expected credit losses, while it is the role of eco-
nomic capital to cover unexpected credit losses. The required economic
capital represents the additional amount of capital necessary to achieve
the target insolvency rate, over and above that needed for coverage of ex-
pected losses (the distance between the two lines in Figure 3-6).

3.7.1.2 Measuring Credit Loss
Loss in a credit portfolio is defined by three variables: the difference be-
tween the portfolio’s current value and its future value at the end of a certain
time horizon. Because many functions depend on the time dimension in
one way or another, the time horizon is a key input variable for the defini-
tion of risk. There are basically two ways of selecting the time horizon
over which credit risk is monitored:

• The first approach is the application of a standardized time period
across all contracts (instruments). Most financial institutions
adopt a one-year time horizon across all asset classes (not only
credit instruments).

• The second is the liquidation period approach, in which each
credit contract (instrument) is associated with a unique time
period, coinciding with the instrument’s maturity or with the
time needed for liquidation. Some vendor systems allow
specific time periods for asset classes or portfolios (for
structured credit portfolios). The hold-to-maturity approach
seems to be applicable if the exposures were intended to be held
to maturity and/or liquid markets for trading these instruments
are limited.

The factors influencing the fixing of the period are as follows:

• Availability or publication of default information
• Availability of borrower information
• Internal control rhythms and renewal processes
• Capital planning
• Account statement preparations; changes to the capital structure

(capital increase or reduction).
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3.7.1.3 Default-Mode Paradigm
The default-mode (DM) paradigm states that a credit loss occurs only if a
borrower defaults on a repayment obligation within the planning horizon.
As long as the default event does not become a fact, no credit loss would
exist. In the event that the borrower defaults on obligations, the credit loss
is calculated as the difference between the bank’s credit exposure (the
amount due to the bank at the moment of default) and the present value
of future net recoveries (discounted cash flows from the borrower less
workout expenses). The current and the future values of the credit are de-
fined in the default-mode paradigm based on the underlying two-state
(default versus nondefault) notion of the credit loss. The current value is
typically calculated as the bank’s credit exposure (e.g., book value). The
future value of the loan is uncertain. It would depend on whether the bor-
rower defaults during the defined time horizon. In the case of nondefault,
the credit’s future value is calculated as the bank’s credit engagement at
the end of the time horizon (adjusted so as to add back any principal pay-
ments made over the time horizon).

In the case of a default, the future value of the credit is calculated as
the credit minus loss rate given default (LGD). The higher the recovery rate
following default, the lower the LGD. Using a credit risk model, the cur-
rent value of the credit instrument is assumed to be known, but the future
value is uncertain. Applying a default-mode credit risk model for each in-
dividual credit contract (e.g., loan versus commitment versus counter-
party risk), the financial institution must define or estimate the joint
probability distribution between all credit contracts with respect to three
types of random variables:

• The bank’s associated credit exposure
• A binary zero/one indicator denoting whether the credit contract

defaults during the defined time horizon
• In the event of default, the associated LGD

3.7.1.4 Mark-to-Market Paradigm
The mark-to-market (MTM) paradigm treats all credit contracts under the
assumption that a credit loss can arise over time, deteriorating the asset’s
credit quality before the end of the planned time horizon. The mark-to-
market paradigm treats all credit contracts as instruments of a portfolio
being marked to market (or, more accurately, marked to model) at the be-
ginning and end of the defined time horizon. The credit loss reflects the
difference of the valuation at the beginning and at the end of the time hori-
zon. This approach considers changes in the asset’s creditworthiness, re-
flecting events that occur before the end of the time horizon. These models
must incorporate the probabilities of credit rating migrations (through the
rating transition matrix), reflecting the changes in creditworthiness.

144 CHAPTER 3

Gallati_03_1p_j.qxd  2/27/03  9:12 AM  Page 144



For each credit position in the portfolio, migration paths have to be
calculated, using the rating transition matrix and Monte Carlo simulation.
For all positions, the simulated migration (including the risk premium as-
sociated with the contract’s rating grade at the end of the rating period) is
used to mark the position to market (or, more accurately, to model) as of
the end of the time horizon. For the purpose of estimating the current and
future values of the credit contracts, two approaches can be used:

• The discounted contractual cash flow (DCCF) approach
• The risk-neutral valuation (RNV) approach

3.7.1.5 Discounted Contractual Cash Flow Approach
The discounted contractual cash flow (DCCF) approach is commonly associ-
ated with J. P. Morgan’s CreditMetrics methodology. The current value of
a nondefaulted loan is calculated as the present discounted value of its fu-
ture contractual cash flows. For a credit contract with an assigned risk rat-
ing (i.e., BBB), the credit spreads used for the calculation of the discounted
cash flows of the credit contract equal the market-determined term struc-
ture of credit spreads corresponding to similar corporate bonds (maturity,
coupon, sinking-fund provision, etc.) with that same rating. The current
value is treated as known, because the future value of the credit depends
on the (uncertain) end-of-period rating and the market-determined term
structure of credit spreads associated with the specific rating. The future
value of the credit is subject to changes in migration (creditworthiness) or
in the credit spreads according to the market-determined term structure.
In the event of default, the future value of a credit would be given by its
recovery value, calculated as the credit minus loss rate given default (a
similar approach to that used in the default-mode approach).

The DCCF approach is a practical approach, but it is not completely in
line with modern finance theory. For all contracts with the same rating, the
same discount rates are assigned. Thus, for all contracts not defaulted within
the defined time horizon, the future value does not depend on the expected
loss rate given default, as they are not defaulted. Modern finance theory
holds that the value of an asset (borrower’s asset) depends on the correlation
of its return with that of the market. Borrowers in different market segments,
exposed to different business cycles and other risk factors, will still be as-
signed to the same risk grade according to the DCCF approach.

3.7.1.6 Risk-Neutral Valuation Approach
To avoid the pitfalls of the discounted contractual cash flow approach,
Robert Merton developed a structural approach imposing a model of firm
value and bankruptcy.11 A company defaults when the value of its under-
lying assets falls beneath the level required to serve its debt. The risk-
neutral valuation (RNV) approach discounts contingent payments instead
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of discounting contractual payments. A credit can be considered as a set of
derivative contracts on the underlying value of the borrower’s assets. If a
payment (interest rate, amortization, etc.) is contractually due at date t, the
payment actually received by the lender will be the contractual amount
only if the firm has not defaulted by date t. The lender receives a portion of
the credit’s face amount equal to the credit minus loss rate given default
(an approach similar to that used in the default-mode method) if the bor-
rower defaults at date t, and the lender receives nothing at date t if the bor-
rower has defaulted prior to date t. The value of the credit equals the sum
of the present values of these derivative contracts (each payment obliga-
tion at time t is regarded as an option). The difference from the discount
rates used for the discounted contractual cash flow approach is that the dis-
count rate applied to the contracts’ contingent cash flows is determined
using a risk-free term structure of interest rates and the risk-neutral pricing
measure. Similar to the option-adjusted spread approach, the risk-neutral
pricing measure can be regarded as an adjustment to the probabilities of
borrower default at each horizon t, which incorporates the market risk pre-
mium associated with the borrower’s default risk. The magnitude of the
adjustment depends on the expected return and volatility of the bor-
rower’s asset value. Returns modeled consistently with the capital asset
pricing model (CAPM) can be expressed in terms of the market expected
return and the firm’s correlation beta (β) with the market. This approach
combines pricing of the credits with the respective credit losses:

• The expected default frequency and the loss rate given default by
the borrower

• The correlation between the borrower’s risk and the systematic
(market) risk

This is consistent with modern finance theory.
The interpretation of default is key in understanding the risk-neutral

valuation approach. A credit is considered to be in default once it migrates
to a predefined limit. This worst-case scenario is not clearly defined; it
varies according to the institution’s risk appetite and risk capacity, thus af-
fecting measures of default, migration, credit loss, and the probability
density function.

3.7.2 Choice of Time Horizon

As mentioned earlier, most institutions use a one-year time horizon to
measure their credit risk exposures. This has to do more with computa-
tional convenience and availability of information rather than with inter-
nal process and model optimization. The definition of default used in
credit models is not congruent with that applied for legal purposes. The
institution may consider a credit to be in default if the credit is classified as
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falling below an investment-grade rating, if cash flows are past due, if the
credit is placed on a nonaccrual status, if recovery proceedings are initi-
ated, and so forth.

The time horizon appears to be an important variable for the assess-
ment of capacity of models to meet economic and regulatory needs.

The ability of a default-mode model to assess the effects of poten-
tially unfavorable credit events due to the model’s two-state nature (i.e.,
default/nondefault) may be particularly sensitive to the defined length of
the time horizon.

3.7.3 Credit Loss Measurement Definition

3.7.3.1 DM Versus MTM Models
Both the default-mode (DM) and mark-to-market (MTM) approaches esti-
mate the credit losses from adverse changes in credit quality. The quality
of credit models is primarily influenced by the fit between the model out-
put and the model application. The model choice should be made based
on the circumstances of the use and application. An institution that uses a
portfolio of liquid credits and exposure to credit spreads (i.e., the hedge
transactions for credit portfolios using credit spreads between different
term structures) may require a credit loss measurement definition that in-
corporates potential shifts in credit spreads and thus opt for the (more
complicated) MTM model with the multistate nature.

3.7.3.2 DCCF Versus RNV Approaches
In practice, the difference between the approaches is smaller than in theory,
because the credit value is priced as a discounted present value of its future
cash flows in both approaches. The dichotomy is sharper in theory because
the discount factors are calculated differently. The discounted contractual
cash flow (DCCF) approach assumes a nonparametric approach to esti-
mating these discount factors. The public debt issuers (issues) are grouped
into rating categories, and the credit spreads on the issuers are then aver-
aged within each rating “bucket.” On the other hand, the risk-neutral val-
uation (RNV) approach is more complex. In a structural process, each
credit is simultaneously modeled in an individual framework. This means
that the modeling of the market risk premium for each credit in the RNV
model is typically referenced to credit spreads from the debt market.

The empirical evidence of the econometric theory shows that highly
structural estimators make efficient use of available data but are vulnera-
ble to model misspecification. Nonparametric estimators make minimal
use of modeling assumptions but underperform where data integrity is a
problem. The two approaches will, in general, assign different credit
losses to any given loan. Under normal market conditions (liquidity and
information efficiency) and the stable assumptions of the RNV model,
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both approaches should deliver reasonable output for a well-diversified
credit portfolio.

The probability that a particular credit contract will default during the
time horizon is a critical input. The bank’s credit staff has to assign internal
credit risk ratings for all credit contracts. This is done for most corporate
customers. The trend is that all customers, corporate or retail, are assigned
risk ratings in order to obtain the overall risk profile of the credit portfolio,
including the correlations between the different segments of the portfolio as
they are exposed to different business cycles, macroeconomic factors, etc.

There are basically three approaches (which can be combined) for as-
signing a credit rating to a customer or the contract:

• The traditional approach, based on financial, accounting, and
other characteristics of the customer. This approach is very
subjective and is based on the reliability and availability of
specific information.

• Credit-scoring models supplied by commercial vendors, which
also deliver a database that reflects the best-practice standards in
the market.

• Credit-scoring models developed internally, which reflect the
structure and the processes of the credit department.

External ratings are frequently combined with internal rating cate-
gories, which allows combination of the internal credit authorization
process and external rating data. The expected default frequency (EDF) can
be interpreted as a credit’s probability of migrating from its current inter-
nal rating grade to default within the credit model’s time horizon. The like-
lihood of such a migration from its current risk rating category to another
category is defined in the transition matrix, as illustrated in Table 3-3.

Given the contract’s actual rating (defined by each row), the proba-
bility to migrate to another category (defined by the columns) is defined
within the intersecting cell of the transition matrix. Thus, in Table 3-3, the
likelihood of a credit contract rated A migrating to BBB within one year
would be 7.4 percent. The likelihood of a credit contract rated CCC mi-
grating to default within one year would be 18.6 percent.

3.7.3.3 Unconditional Versus Conditional Models
In a broad sense, all models are conditional, as they process input infor-
mation on the credit quality of the borrower and the credit contracts. In a
narrower sense, it is possible to distinguish between unconditional and
conditional models. The unconditional models process information lim-
ited to the borrower and the credit contracts. The transition matrix and the
correlations are modeled to capture the long-run values of these parame-
ters. But such long-run averages may misrepresent the short-term condi-
tion, as correlations and default frequency tend to vary systematically
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with the course of the business cycle. The conditional models process in-
formation on the borrower and the credit contracts and, in addition, are
linked to macroeconomic information such as gross domestic product,
current levels and trends in domestic and international employment, in-
flation rates, indicators specific for particular sectors, etc.

CreditMetrics and CreditRisk are examples of unconditional risk mod-
els. They estimate the expected default frequency and correlations between
historical default data and borrower- or contract-specific information, such
as the rating. These models are based on data collected and estimated over
many credit cycles to reflect the averages of these parameters. They should
predict reasonable credit loss probabilities based on the transition matrix, if
the credit portfolio is composed of similar credit contracts. This type of
model has drawbacks; if the borrowers are upgraded or downgraded over
time, their expected default rates will be revised downward or upward.
Such a portfolio will not have a similar standard deviation over time and
will be more complex to manage relative to given risk levels. The uncondi-
tional models are not able to incorporate macroeconomic parameters such
as business cycle effects. The tendency for rating improvement or deteriora-
tion is positive during cyclical upturns or downturns, respectively.

The drawbacks of the unconditional models are avoided with the con-
ditional models. Examples of conditional credit risk models include McKin-
sey and Company’s CreditPortfolioView12 and KMV’s PortfolioManager.
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T A B L E 3-3

Sample Credit Rating Transition Matrix: Probability of Migrating 
to Another Rating Within 1 Year

Rating at Year End, %
Initial 
Rating AAA AA A BBB BB B CCC Default

AAA 87.74 10.93 0.45 0.63 0.12 0.10 0.02 0.02

AA 0.84 88.23 7.47 2.16 1.11 0.13 0.05 0.02

A 0.27 1.59 89.05 7.40 1.48 0.13 0.06 0.03

BBB 1.84 1.89 5.00 84.21 6.51 0.32 0.16 0.07

BB 0.08 2.91 3.29 5.53 74.68 8.05 4.14 1.32

B 0.21 0.36 9.25 8.29 2.31 63.89 10.13 5.58

CCC 0.06 0.25 1.85 2.06 12.34 24.86 39.97 18.60

SOURCE: Greg M. Gupton, Christopher C. Finger, and Mickey Bhatia, CreditMetrics Technical Document, New York: Morgan
Guaranty Trust Co., April 1997, 76. Copyright © 1997 by J. P. Morgan & Co., Inc., all rights reserved. Reproduced with
permission of RiskMetrics Group, Inc.
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Within its conceptual modeling, the transition matrices of CreditPortfo-
lioView are related to the state of the economy, as the matrices of the covari-
ance matrix are modified to give an increased likelihood of an upgrade (and
decreased likelihood of a downgrade) during an upswing (or downswing)
in a credit cycle. KMV’s PortfolioManager links the process of estimating
the asset values, rates of return, and volatility to current equity prices,
which are information-efficient and incorporate all information available in
the market. This approach is comparable to the arbitrage price theory (APT)
and the multifactor models. Empirical research has generated empirical ev-
idence. The drawbacks of these models are timing and parameterization.
They might underestimate losses as the credit cycle enters a downturn and
overestimate losses as the cycle bottoms out.

3.7.4 Risk Aggregation

Within most credit risk approaches, broadly similar conceptual approaches
are implemented, modeling individual-level credit risk exposures for dif-
ferent type of positions. Most banks measure credit risk at the individual
asset level for capital market and corporate instruments (bottom-up ap-
proach), while aggregate data is used for quantifying risk for different types
of positions (top-down approach), including product lines such as consumer,
credit card, or mortgage portfolios.

• Bottom-up approaches attempt to measure credit risk at the
individual level of each facility based on an explicit evaluation of
the creditworthiness of the portfolio’s constituent debtors. Each
specific position in the portfolio is linked with an individual risk
rating, typically used as a proxy for the EDF or the probability of
rating migration.13 The data is then aggregated to the portfolio
level, taking into account diversification effects based on the
correlation matrix.

• Top-down approaches are used to cope with the sheer number of
exposures. Typically, for retail positions, a top-down empirical
approach is applied. The information for individual positions is
allocated to specific factors and aggregated into buckets, such as
credit scores, age, geographical location, collateralized exposures,
and so forth. The credit risk is quantified at the level of these
buckets. Facilities within each bucket are treated as statistically
identical. In the process of estimating the distribution of credit
losses, the model builder would attempt to model both the
aggregate default rate and the LGD rate using historical time-series
data for that risk segment (bucket) taken as a whole, rather than by
arriving at this average through a joint consideration of default and
migration risk factors for each specific facility in the pool.
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The literature on credit risk models tends to make a distinction be-
tween these two approaches, whereas in practice the differences are less
clear-cut. The differences in the implementation arise primarily in the ways
the underlying parameters are estimated using the available data. The dis-
tinction between top-down and bottom-up approaches is not always pre-
cise. The key consideration is the degree to which a financial institution can
distinguish meaningfully between borrower classes (buckets). Frequently,
so-called bottom-up models rely on aggregate data to estimate individual
borrower parameters. A practical example is the mapping of individual bor-
rower ratings (a bottom-up approach) to a transition matrix calculated from
pooled data, which is derived from published ratings by rating agencies or
from internal statistics (an average of aggregate top-down data). The accu-
racy of aggregate data and the compatibility to the financial institution’s ac-
tual credit portfolio influences the use of aggregate data and potentially
distorts idiosyncratic loan-specific effects to which the financial institution
is exposed.

3.8 DEVELOPMENT OF NEW APPROACHES 
TO CREDIT RISK MANAGEMENT

3.8.1 Background

Over the past few years, a revolution has been brewing in the way credit
risk is both measured and managed. In contrast to the accounting-driven,
relatively dull, and routine history of credit risk, new technologies and
methodologies have emerged among a new generation of financial engi-
neering professionals who are applying their engineering skills and
analysis to this risk topic.

Why is this development happening now? The eight most obvious
reasons for this sudden surge in interest are as follows:

• Maturing market risk area. Given the maturity of market risk
models, the experience gained over the past decades, based on
theoretical and academic research and practical experience which
has relativized and improved the relevance of market risk
modeling, the market risk area has evolved in a way that frees
resources and welcomes new challenges, such as credit and
operational risk.

• Disintermediation of borrowers. As capital markets have expanded
and become accessible to small- and middle-market firms,
borrowers left behind to raise funds from banks and other
traditional financial institutions are increasingly likely to be
smaller and have weaker credit ratings. Capital market growth
has produced a “winner’s curse” effect on the credit portfolio
structure of traditional financial institutions.
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• Competitive margin structure. Almost paradoxically, despite a
decline in the average quality of loans (due to disintermediation),
the respective margin spreads, especially in wholesale loan
markets, have become very thin—that is, the risk–premium
trade-off from lending has gotten worse. A number of reasons can
be cited, but an important factor is the enhanced competition for
lower-quality borrowers, such as from finance companies, much
of whose lending activity is concentrated at the higher-risk,
lower-quality end of the market.

• Structural change in bankruptcies. Although the most recent
recessions hit at different times in different countries, most
bankruptcy statistics showed a significant increase in
bankruptcies, compared to the prior economic downsides. To the
extent that there has been a permanent or structural increase in
bankruptcies worldwide—possibly due to the increase in global
competition and sectoral changes, such as the technology
sector—accurate credit risk analysis becomes even more
important today than in the past.

• Diminishing and volatile values of collaterals. Concurrent with the
ongoing Asian crisis, banking crises in well-developed countries
have shown that real estate values and precise asset values are
very hard to predict and to realize through liquidation. The
weaker the rating and the more uncertain collateral values are,
the more risky lending is likely to be.

• Exposures from off-balance-sheet derivatives. The growth of credit
exposure and counterparty risk, based on the phenomenal
growth of the derivative markets, has extended the need for
credit analysis beyond the loan book. In many of the largest
banks, the notional (not market) value of the off-balance-sheet
exposure to instruments such as over-the-counter (OTC) swaps
and forwards exceeds more than 10 times the size of the loan
portfolios. The growth in credit risk off the balance sheet was one
of the reasons for the introduction of risk-based capital
requirements in 1993.14

• Capital requirements. Under the BIS system, banks have to hold a
capital requirement based on the marked-to-market current value
of each OTC derivatives contract (so-called current exposure)
plus an add-on for potential future exposure.

• Technological advances. Computer infrastructure developments
and related advances in information technology—such as the
development of historic information databases—have given
banks and financial organizations the opportunity to test high-
powered modeling techniques. In the case of credit risk
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management, besides being able to analyze loan loss and value
distribution functions and especially the tails distributions,
the infrastructure enables the active management of loan
portfolios, based on modern portfolio theory (MPT) models
and techniques.15

3.8.2 BIS Risk-Based Capital 
Requirement Framework

Despite the importance of the reasons previously discussed, probably the
greatest incentive and key impetus to the development of enhanced credit
risk models has been dissatisfaction with the BIS and local regulators’ im-
position of capital requirements on loans. The current BIS regime has been
described as a “one size fits all” policy; virtually all loans to private-sector
counterparties are subjected to the same 8 percent capital ratio (or capital
reserve requirement), not taking into account the different impacts of the
size of the loan; the maturity of the loan; or, most important, the credit
quality (rating) of the borrowing counterparty. Under current capital re-
quirement terms, loans to a firm near bankruptcy are treated in the same
fashion as loans to a AAA borrower or the government. Further, the cur-
rent capital requirement is additive across all loans; there is no allowance
for lower capital requirements because of a greater degree of diversifica-
tion in the loan portfolio.

In 1997, the European Community was the first to give certain large
banks the discretion to calculate capital requirements for their trading
books—or market risk exposures—using internal models rather than the al-
ternative regulatory (standardized) model. Internal models are subject to
certain constraints imposed by regulators and are subjected to backtesting
verification.16 They potentially allow the following revisions:

• VaR of each tradable instrument to be more accurately measured
(e.g., based on its price volatility, maturity, etc.)

• Correlations among assets (diversification effect) to be taken into
account

In the context of market risk, VaR is defined as the predicted worst-
case loss at a specific confidence level (e.g., 95 percent) over a certain pe-
riod of time (e.g., 10 days). For example, under the BIS market risk
regulations, when banks calculate their VaR-based capital requirements
using their internal models, they are required to measure the worst-case
day as the worst day that happens once every 100 business days. The cur-
rent regulative framework is additive and does not consider diversifica-
tion in the loan portfolio to allow lower capital requirements.

The critical questions for bankers and regulators developing a new
framework are the following:
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• Can an internal-model approach be used to measure the VaR or
capital exposure of (nontradable) loans?

• Do internal models provide sufficient flexibility and accuracy to
support the standardized 8 percent risk-based capital ratio that
imposes the same capital requirement on virtually all private-
sector loans?

Internal models require additional enhancements before they can re-
place the 8 percent rule, especially because of the nontradability of some
types of loans compared to marketable instruments, and the lack of deep his-
toric databases on loan defaults. However, the new internal models offer
added value to financial organizations, regulators, and risk managers. Specif-
ically, internal model approaches potentially offer better insight on how to
value and manage outstanding loans and credit risk–exposed instruments
such as bonds (corporate and emerging market), as well as better methods for
estimating default risk probabilities regarding borrowers and derivative
counterparties. Moreover, internal models have the following advantages:

• In many cases they allow a better estimation of the credit risk of
portfolios of loans and credit risk–sensitive instruments.

• They enhance the pricing of new loans, in the context of a bank’s
RAROC, and of relatively new instruments in the credit
derivatives markets (such as credit options, credit swaps, and
credit forwards). The models provide an alternative opportunity
to measure the optimal or economic amount of capital a bank
should hold as part of its capital structure.

Before looking at some of these models and new approaches to credit
risk measurement, a brief analysis of the more traditional approaches will
heighten the contrast between the new and traditional approaches to
credit risk measurement.

3.8.3 Traditional Credit Risk 
Measurement Approaches

3.8.3.1 Background
It is hard to draw a clear line between traditional and new approaches, as
many of the superior concepts of the traditional models are used in the
new models. For the purposes of this historical review, the traditional
credit models are segregated into three types: expert systems, rating sys-
tems, and credit-scoring systems.17

3.8.3.2 Expert Systems
In an expert system, the credit decision is made by the local or branch
credit officer. Implicitly, this person’s expertise, skill set, subjective judg-
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ment, and weighting of certain key factors are the most important deter-
minants in the decision to grant credit. The potential factors and expert
systems a credit officer could look at are infinite. However, one of the most
common expert systems, the “five Cs” of credit, will yield sufficient un-
derstanding. The expert analyzes these five key factors, subjectively
weights them, and reaches a credit decision:

• Capital structure. The equity-to-debt ratio (leverage) is viewed 
as a good predictor of bankruptcy probability. High leverage
suggests greater probability of bankruptcy than low leverage, as a
low level of equity reduces the ability of the business to survive
losses of income.

• Capacity. The ability to repay debts reflects the volatility of the
borrower’s earnings. If repayments on debt contracts proves to be
a constant stream over time, but earnings are volatile (and thus
have a high standard deviation), the probability is high that the
firm’s capacity to repay debt claims is at risk.

• Collateral. In the event of a default, a lender has a claim on the
collateral pledged by the borrower. The greater the proportion of
this claim and the greater the market value of the underlying
collateral, the lower the remaining exposure risk of the loan in the
case of a default.

• Cycle/economic conditions. An important factor in determining
credit risk exposure is the state of the business cycle, especially
for cycle-dependent industries. For example, the infrastructure
sectors (such as the metal industries, construction, etc.) tend to be
more cycle dependent than nondurable goods sectors, such as
food, retail, and services. Similarly, industries that have exposure
to international competitive conditions tend to be cycle sensitive.
Taylor, in an analysis of Dun and Bradstreet bankruptcy data by
industry (both means and standard deviations), found some quite
dramatic differences in U.S. industry failure rates during the
business cycle.18

• Character. This is a measure of the firm’s reputation, its
willingness to repay, and its credit history. In particular, it has
been established empirically that the age factor of an organization
is a good proxy for its repayment reputation.

Another factor, not covered by the five Cs, is the interest rate. It 
is well known from economic theory that the relationship between the 
interest-rate level and the expected return on a loan (loss probability) is
highly nonlinear.19 At low interest-rate levels, the expected return could in-
crease if rates are raised. However, at high interest-rate levels, an increase
in rates may lower the return on a loan, as the probability of loss increases.
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This negative relationship between high loan rates and expected loan re-
turns is due to two effects: (1) adverse selection and (2) risk shifting. When
loan rates rise beyond some point, good borrowers drop out of the loan
market, preferring to self-finance their investment projects or to seek 
equity capital funding (adverse selection). The remaining borrowers, who
have limited liability and limited equity at stake—and thus lower rat-
ings—have the incentive to shift into riskier projects (risk shifting). In up-
side economies and supporting conditions, they will be able to repay their
debts to the bank. If economic conditions weaken, they will have limited
downside loss from a borrower’s perspective.

Although many financial institutions still use expert systems as part
of their credit decision process, these systems face two main problems re-
garding the decision process:

• Consistency. What are the important common factors to analyze
across different types of groups of borrowers?

• Subjectivity. What are the optimal weights to apply to the factors
chosen?

In principle, the subjective weights applied to the five Cs derived by an ex-
pert can vary from borrower to borrower. This makes comparability of
rankings and decisions across the loan portfolio very difficult for an indi-
vidual attempting to monitor a personal decision and for other experts in
general. As a result, quite different processes and standards can be applied
within a financial organization to similar types of borrowers. It can be ar-
gued that the supervising committees or multilayered signature authorities
are key mechanisms in avoiding consistency problems and subjectivity, but
it is unclear how effectively they impose common standards in practice.20

3.8.3.3 Rating Systems
One of the oldest rating systems for loans was developed by the U.S. Of-
fice of the Comptroller of the Currency (OCC). The system has been used
in the United States by regulators and bankers to assess the adequacy of
their loan loss reserves. The OCC rating system allocates an existing loan
into five rating buckets: four low-quality ratings and one high-quality rat-
ing. In Table 3-4, the required loss reserve appears next to each category.

Over the years, the financial institutions have extended and en-
hanced the OCC-based rating system by developing internal rating sys-
tems that more finely subdivide the pass/performing rating category.

The OCC pass grade is divided into six different categories (ratings
1 to 6). Ratings 7 to 10 correspond to the OCC’s four low-quality loan rat-
ings. These loan-rating systems do not exactly correspond with the bond-
rating systems, especially at the lower-quality end of the spectrum (see
Section 2.7.2.4 for a further discussion of bond-rating systems). One rea-
son is the different focus of the approaches: loan-rating systems are sup-
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posed to rate an individual loan (including its covenants and collateral
backing). Bond-rating systems are more oriented toward rating the over-
all borrower. This gap of one-to-one mapping between bond and loan rat-
ing methodologies raises a flag as to the merits of those newer approaches
that rely on bond data (spreads, transition matrices, etc.) to value and
price loans individually and in a portfolio context.

Given this trend toward finer internal ratings of loans, compared to
the OCC’s regulatory model, the 1998 Federal Reserve System Task Force
Report21 and Mingo22 give some tentative support for using an internal
model ratings-based approach as an alternative to the OCC model, to cal-
culate capital reserves against unexpected losses, and loan loss reserves
against expected loan losses. For example, using the outstanding dollar
value of loans in each internal rating class (1 to 10), a bank might calculate
its capital requirement against unexpected loan losses as follows:

total class 1 loans ⋅ 0.2%
+

Capital requirement = Σ� � � (3.1)
+

total class 10 loans ⋅ 100%

The 0.2 percent for rating class 1 is just suggestive of unexpected loss
rates and should be based on historic loss probabilities of a loan in class 1
moving to class 10 (loss) over the next year.23 However, an important prob-
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T A B L E 3-4

Example for Loss Reserves Based on Rating System

Rating Bucket Loss Reserves, %

Low-quality ratings

Other assets especially mentioned (OAEM) 0

Substandard assets 20

Doubtful assets 50

Loss assets 100

High-quality rating

Pass/performing 0

NOTE: From a technical perspective, the 0 percent loss reserves for OAEM and pass loans are lower bounds. In practice,
the reserve rates on these categories are determined by the bank in consultation with examiners and auditors, depending
on some type of historical analysis of charge-off rates for the bank.

SOURCE: U.S. Office of the Comptroller of the Currency, EC-159 (rev.), December 10, 1979, www.occ.treas.gov/ftp/release.
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lem remains, similar to the current 8 percent risk-based capital ratio of the
BIS approach—the diversification in the loan portfolio is not considered.
The credit risks of each rating class are simply added up to calculate a total
capital requirement.

3.8.3.4 Credit-Scoring Systems
Credit-scoring approaches can be found in virtually all types of credit
analysis. The basic concept is generally the same: certain key factors are
preidentified. They determine the loss probability of default and the recov-
ery rate (as opposed to repayment), and they are combined or weighted
into a quantitative score schema. The score can be literally interpreted as a
loss probability of default. In other scoring systems, the score can be re-
garded as a classification system: it allocates a potential or existing bor-
rower into either a good group (higher rating) or a bad group (lower
rating), based on a score and a cutoff point. Full reviews of the traditional
approach to credit scoring, and the various methodologies, can be found in
Caouette, Altman, and Narayanan24 and in Saunders.25 See Altman and
Narayanan for a good review of the worldwide application of credit-
scoring models.26 One simple example of this new credit risk model type
should cover the key issues supposedly addressed by many of these newer
models. The Altman Z-score model is a classification model for corporate
borrowers and can also be used to get a default probability prediction.27

Based on a matched sample by year, size, and sectors of defaulted and sol-
vent firms, and applying the linear discriminant analysis, the best-fitting
scoring model for commercial loans results in the following equation:

Z = 1.2 ⋅ X1 + 1.4 ⋅ X2 + 3.3 ⋅ X3 + 0.6 ⋅ X4 + 1.0 ⋅ X5 (3.2)

where X1 = working capital/total assets ratio
X2 = retained earnings/total assets ratio
X3 = earnings before interest and taxes/total assets ratio
X4 = market value of equity/book value of total liabilities ratio
X5 = sales/total assets ratio

If a corporate borrower’s accounting ratios Xi, weighted by the esti-
mated coefficients in the Z function, result in a Z score below a critical
value (in Altman’s initial study, 1.81), the borrower would be classified as
“insufficient” and the loan would be refused.

A number of issues need to be discussed here. First, the model is lin-
ear, whereas the path to bankruptcy can be assumed to be highly nonlin-
ear, and the relationship between the Xi values itself is likely to be
nonlinear. A second issue is that, with the exception of the market value of
equity term in the leverage ratio, the model is essentially based on ac-
counting ratios. In most countries, standards require accounting data only

158 CHAPTER 3

Gallati_03_1p_j.qxd  2/27/03  9:12 AM  Page 158



at discrete intervals (e.g., quarterly) and are generally based on historic- or
book-value accounting principles. It is also questionable whether such
models can capture the momentum of a firm whose condition is rapidly
deteriorating (e.g., as in the Russia crisis of October 1998). As the world
becomes more complex and competitive, and the decision flow becomes
faster, the predictability of simple Z-score models may worsen. Brazil of-
fers a good example. When fitted in the mid-1970s, the Z-score model did
a quite good job of predicting default even two or three years prior to
bankruptcy.28 However, more recently, even with low inflation and greater
economic stability, this type of model has performed less well as the
Brazilian economy has become more open.29

The recent application of nonlinear methods (such as neural net-
works) to credit risk analysis shows potential to improve on the proven
credit-scoring models. Rather than assuming there is only a linear and di-
rect effect from the Xi variables on the Z credit score (or, in the language of
neural networks, from the input layer to the output layer), neural net-
works allow for additional explanatory power via complex correlations or
interactions among the Xi variables (many of which are nonlinear). For ex-
ample, the five variables in the Altman Z-score model can be described by
some nonlinearly transformed sum of X1 and X2 as a further explanatory
variable.30 In neural network terminology, the complex correlations
among the Xi variables form a “hidden layer” which, when exploited (i.e.,
included in the model), can improve the fit and reduce type 1 and type 2
errors. (A type 1 error consists of misjudging a bad loan as good; a type 2
error consists of misjudging a good loan as bad.)

Yet, neural networks pose many problems for financial economists.
How many additional hidden correlations should be included? In the
language of neural networks, when should training stop? It is entirely
possible that a large neural network, including large N nonlinear trans-
formations of sums of the Xi variables, can reduce type 1 and type 2 errors
of a historic loan database close to zero. However, as is well known, this
creates the problem of overfitting—a model that well explains in-sample
data may perform quite poorly in predicting out-of-sample data. More
generally, the issue is when does one stop adding variables—when the re-
maining forecasting error is reduced to 10 percent, 5 percent, or less? Re-
ality might prove that what is thought to be a global minimum forecast
error may turn out to be just a local minimum. In general, the issue of eco-
nomic meaning is probably the most troubling aspect of financial inter-
pretation and use. For example, what is the economic meaning of an
exponentially transformed sum of the GARCH-adjusted sales to total as-
sets and the credit-spread-adjusted discount factor ratio? The ad hoc eco-
nomic nature of these models and their tenuous links to existing financial
theory separate them from some of the newer models that are discussed
in the following chapters.
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3.8.4 Option Theory, Credit Risk, and the KMV Model

3.8.4.1 Background
The idea of applying option pricing theory to the valuation of risky loans
and bonds has been in the literature at least as far back as Merton.31 In re-
cent years, Merton’s approach has been extended in many directions. KMV
Corporation’s CreditMonitor model, a default prediction model that pro-
duces (and updates) default predictions for all major companies and banks
whose equity is publicly traded, is one well-known and widely applied op-
tion theory–based loan valuation model.32 This section explains the link be-
tween loans and options, then investigates how this link can be used to
derive a default prediction model. (Option theory is discussed in more de-
tail in Section 2.4.5.)

3.8.4.2 Loans as Options
Figure 3-7 demonstrates the link between loans and optionality. Assume
that this represents a one-year loan and the amount OB is borrowed on a
discount basis. Technically, option formulas model loans as zero-coupon
bonds with fixed maturities. Over the year, the borrowing firm will invest
the funds in various investments or assets. Assuming that at the end of the
year the market value of the borrowing firm’s assets is OA2 , the borrower
has an incentive to repay the loan (OB) and keep the residual as profit or re-
turn on investment (OA2 − OB). Indeed, for any value of the firm’s assets ex-
ceeding OB, the owners of the firm will have an incentive to repay the loan.
However, if the market value of the firm’s assets is less than OB (e.g., OA1 in
Figure 3-7), the owners have an incentive (or option) to default and to turn
over the remaining assets of the firm to the lender (the bank).
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For market values of assets exceeding OB, the bank will earn a fixed up-
side return on the loan; essentially, interest and principal will be repaid in full.
For asset values less than OB, the bank suffers increasingly large losses. In the
extreme case, the bank’s payoff is zero: principal and interest are a total loss.33

The loan payoff function shown in Figure 3-7—a fixed payoff on the
upside and a long-tailed downside risk—looks familiar to an option theo-
rist. Comparing this profile with the payoff profile of a short put option on
a stock (shown in Figure 3-8) makes the correspondence more obvious. If
the price of the stock S exceeds the strike price K, the writer of the option
will keep the put premium received. If the price of the stock falls below K,
the writer will lose successively larger amounts.

Merton noted this formal payoff equivalence; that is, if a bank grants
a loan, its payoff is isomorphic to short a put option on the assets of the bor-
rowing firm.34 Moreover, just five variables enter the classic Black-Scholes-
Merton model of a put option valuation for stocks (equity capital); the
value of the default option (or, more generally, the value of a risky loan)
will also depend on and reflect on the value of five similar variables.

In general form:

Value of a put option on a stock = f(S,K,r,T,σS) (3.3)

Value of a default option on a risky loan = f(E�,B,r,T,σ�E) (3.4)

where S, K, E, and B are as previously defined (a bar above a variable de-
notes that it is not directly observable); r is the short-term interest rate; E
and σE are, respectively, the volatilities of the firm’s equity value and the
market value of its assets; and r is the maturity of the put option or, in the
case of loans, the time horizon (default horizon) for the loan.
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In general, for options on stocks, all five variables on the right-hand
side of Equation (3.3) are directly observable; however, this is true for only
three variables on the right-hand side of Equation (3.4). The market value
of a firm’s assets E and the volatility of the market value of a firm’s assets
σE are not directly observable. If E and σE could be directly measured, the
value of a risky loan, the value of the default option, and the equilibrium
spread on a risky loan over the risk-free rate could all be calculated.35

Some analysts have substituted the observed market value of risky
debt on the left-hand side of Equation (3.4) (or, where appropriate, the ob-
served interest spread between a firm’s risky bonds and a matched risk-
free Treasury rate) and have assumed that the book value of assets equals
the market value of assets. This allows the implied volatility of assets σE to
be backed out from Equation (3.4).36 However, without additional as-
sumptions, it is impossible to input two unobservable values (E and σE),
based solely on one equation [Equation (3.4)]. Moreover, the market value
of risky corporate debt is hard to get for all but a few firms.37 Corporate
bond price information is generally not easily available to the public, and
quoted bond prices are often artificial matrix prices.37

3.8.4.3 KMV CreditMonitor Model
The innovation of the KMV CreditMonitor model is that it looks at the
bank’s lending problem from the viewpoint of the borrowing firm’s eq-
uity holders and considers the loan repayment incentive problem (see bib-
liography). To solve the two unknown variables, E and σE, the system uses
the following relationships:

• The structural relationship between the market value of a firm’s
equity and the market value of its assets.

• The relationship between the volatility of a firm’s assets and the
volatility of a firm’s equity. After values of these variables are
derived, an expected default frequency (EDF) measure for the
borrower can be calculated.

Figure 3-9 shows the loan repayment issue from the side of the bor-
rower (the equity owner of the borrowing firm). Suppose the firm borrows
OB and the end-of-period market value of the firm’s assets is OA2 (where
OA2 > OB). The firm will then repay the loan, and the equity owners will
keep the residual value of the firm’s assets (OA2 − OB). The larger the mar-
ket value of the firm’s assets at the end of the loan period, the greater the
residual value of the firm’s assets to the equity holders (borrowers). How-
ever, if the firm’s assets fall below OB (e.g., are equal to OA1), the borrowers
of the firm will not be able to repay the loan.39 They will be economically in-
solvent, will declare bankruptcy, and will turn the firm’s assets over to the
bank. Note that the downside risk to the equity owners is truncated no mat-
ter how low asset values are, compared to the amount borrowed. Specifi-
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cally, “limited liability” protects the equity owners against losing more than
OL (the owners’ original stake in the firm). As shown in Figure 3-9, the pay-
off to the equity holder of a leveraged firm has a limited downside and a
long-tailed upside. Being familiar with options, we recognize the similarity
between the payoff function of an equity owner in a leveraged firm and
buying a call option on a stock. Thus, we can view the market-value posi-
tion of equity holders in a borrowing firm E as isomorphic to holding a call
option on the assets of the firm A.

In general terms; equity can be valued as:

E = h(A�,σ�A,r,B,T) (3.5)

In Equation (3.5), the observed market value of a borrowing firm’s
equity (price of shares × number of shares) depends on the same five vari-
ables as in Equation (3.4), as per the Black-Scholes-Merton model for valu-
ing a call option (on the assets of a firm). However, a problem still remains:
how to solve two unknowns (A and σA) from one equation (where E, r, B,
and T are all observable).

KMV and others in the literature have resolved this problem by not-
ing that a second relationship can be exploited: the theoretical relationship
between the observable volatility of a firm’s equity value σE� and the un-
observable volatility of a firm’s asset value σA. In general terms:

σ�E = g(σA) (3.6)
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With two equations and two unknowns, Equations (3.5) and (3.6) can
be used to derive a solution for A and σA by successive iteration. Explicit
functional forms for the option-pricing model (OPM) in Equation (3.5) and
for the stock price–asset volatility linkage in Equation (3.6) have to be spec-
ified.40 KMV uses an option-pricing Black-Scholes-Merton-type model that
allows for dividends. B, the default exercise point, is taken as the value of
all short-term liabilities (one year and under), plus half the book value of
outstanding long-term debt. While the KMV model uses a framework sim-
ilar to that of Black-Scholes-Merton, the actual model implemented, which
KMV calls the Vasicek-Kealhofer model, makes a number of changes in order
to produce usable results. These modifications include defining five classes
of liabilities, reflecting cash payouts such as dividends, handling convert-
ible debt, assuming the default point is an absorbing barrier, and relying on
an empirical distribution to convert distance to default into a default prob-
ability. The precise strike price or default boundary has varied under dif-
ferent generations of the model. There is a question as to whether net
short-term liabilities should be used instead of total short-term liabilities.41

The maturity variable t can also be altered according to the default horizon
of the analyst; it is most commonly set equal to one year. A slightly differ-
ent OPM was used by Ronn and Verma to solve a very similar problem, es-
timating the default risk of U.S. banks.42

After they have been calculated, the A and σA values can be em-
ployed, along with assumptions about the values of B and T, to generate a
theoretically based EDF score for any given borrower.

The idea is shown in Figure 3-10. Suppose that the values backed out
of Equations (3.5) and (3.6) for any given borrower are, respectively, A =
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$100 million and σA = $10 million, where σA is the annual standard devia-
tion of the asset value. The value of B is $80 million. In practice, the user
can set the default boundary or exercise price B equal to any proportion of
total debt outstanding that is of interest. Suppose we want to calculate the
EDF for a one-year horizon. Given the values of A, σA, B, and r, and with r
equal to one year, what is the theoretical probability of a borrowing firm’s
failure at the one-year horizon? As can be seen in Figure 3-10, the EDF is
the cross-hatched area of the distribution of asset values below B. This
area represents the probability that the current value of the firm’s assets,
$100 million, will drop below $80 million at the one-year time horizon.

If it is assumed that future asset values are normally distributed
around the firm’s current asset value, we can measure the t = 0 (or today’s)
distance from default at the one-year horizon as follows:

Distance from default = �
A

σ
−

A

B
� =�

$100
$
M
10

−
M
$80 M
�

= 2 standard deviations (3.7)

For the firm to enter the default region (the shaded area), asset values
would have to drop by $20 million, or 2 standard deviations, during the
next year. If asset values are normally distributed, we know that there is a
95 percent probability that asset values will vary between plus and minus
2σ from their mean value. Thus, there is a 2.5 percent probability that asset
values will increase by more than 2σ over the next year, and a 2.5 percent
probability that they will fall by more than 2σ. In other words, there is an
EDF of 2.5 percent. We have shown no growth in expected or mean asset
values over the one-year period in Figure 3-10, but this can easily be in-
corporated. For example, if we project that the value of the firm’s assets
will grow 10 percent over the next year, then the relevant EDF would be
lower because asset values would have to drop by 3σ, which is below the
firm’s expected asset growth path, for the firm to default at year-end. The
distance from default is:43
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$110
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The normal distribution assumption of asset values around some
mean level is critical in calculating joint default transition probabilities in
J. P. Morgan’s CreditMetrics (see Section 3.8.5.3), yet there is an important
issue as to whether it is theoretically or empirically reasonable to make
this assumption. With this in mind, rather than producing theoretical
EDFs, the KMV approach generates an empirical EDF along the follow-
ing lines. Suppose that we have a large historic database of firm defaults
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and no defaults (repayments), and we calculate that the firm we are ana-
lyzing has a theoretical distance from default of 2σ. We then ask the em-
pirical questions:

• What percentage of the borrowers in the database actually
defaulted within the one-year time horizon when their asset
values placed them a distance of 2σ away from default at the
beginning of the year?

• What is the percentage of the total population of borrowers that
were 2σ away from default at the beginning of the year?

This produces an empirical EDF:

Empirical EDF =

Number of borrowers that defaulted 
within a year with asset values of 2σ
from B at the beginning of the year

Total population of borrowers with 
asset values of 2σ from B at the 
beginning of the year

(3.9)

Assume that, based on a global database, it was estimated that 5 per-
cent of all possible firms defaulted. As a result, this empirically based EDF
can differ quite significantly from the theoretically based EDF. From a pro-
prietary perspective, KMV’s advantage comes from building up a large
global database of firms (and firm defaults) that can produce such empir-
ically based EDF scores.

The EDFs have a tendency to rise before the credit quality deteriora-
tion is reflected in the agency ratings. This greater sensitivity of EDF
scores, compared to both accounting-based and rating-based systems,
comes from the direct link between EDF scores and stock market prices.
As new information about a borrower is generated, its stock price and
stock price volatility will react, as will its implied asset value A and stan-
dard deviation of asset value σA.44 Changes in A and σA generate changes
in EDFs. For actively traded firms, it would be possible (in theory) to up-
date an EDF every few minutes. In actuality, KMV can update EDF scores
frequently for some 20,000 firms globally.

Because an EDF score reflects information signals transmitted from
equity markets, it might be argued that the model is likely to work best in
highly efficient equity market conditions and might not work well in
many emerging markets. This argument ignores the fact that many thinly
traded stocks are those of relatively closely held companies. Thus, major
trades by insiders, such as sales of large blocks of shares (and thus major
movements in a firm’s stock price), may carry powerful signals about the
future prospects of a borrowing firm.
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Overall, the option-pricing approach to bankruptcy prediction has a
number of strengths. It can be applied to any public company. Further, be-
cause it is based on stock market data rather than historic book value ac-
counting data, it is forward-looking. In addition, it has a strong theoretical
framework, because it is a structural model based on the modern theory of
corporate finance and options, in which equity is viewed as a call option on
the assets of a firm. However, the strengths can be offset by four weaknesses:

• Construction of theoretical EDFs is difficult without the
assumption of normality of asset returns.

• It does not differentiate between different types of long-term
bonds according to their seniority, collateral, covenants, or
convertibility.

• The private firms’ EDFs can be estimated only by using some
comparability analysis based on accounting data and other
observable characteristics of the borrower and thus are subject to
the same criticisms regarding subjectivity and consistency as are
the expert systems.

• It is static in that the Merton model assumes that once
management puts a debt structure in place, it leaves this structure
unchanged even if the value of a firm’s assets has increased or
decreased substantially. As a result, the Merton model cannot
capture the financial behavior of those firms that seek to maintain
a constant or target leverage ratio (debt to equity) across time.45

3.8.4.4 Structural and Intensity-Based Models
An additional potential problem with KMV-type models, and the Black-
Scholes-Merton structural model approach on which they are based, is their
implications for the calculation of the default probability and credit spreads
as the time to default, or the maturity of debt, shrinks. Under normal Black-
Scholes-Merton continuous time diffusion processes for asset values, the
probability that a firm’s asset value A will fall below its debt boundary B
(Figure 3-10) declines substantially as the default horizon T approaches
zero. Indeed, the implication of structural models is that the credit spread at
the very short end of the risky debt market should be zero.46

In general, however, observable short-term credit spreads are
nonzero. It could be argued that this is due to liquidity and transaction
cost effects, but there is a conflicting opinion that the structural models of
the Black-Scholes-Merton and KMV types—and especially the underlying
assumptions of these models regarding the diffusion of asset values over
time (see Figure 3-10)—underestimate the probability of default over
short horizons.47 Recent research efforts have focused on resolving this
issue by modifying the basic assumptions of the Black-Scholes-Merton
model. The work by Zhou48 attempts to address underestimation of short-
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horizon risk by allowing for jumps in the asset value A of the firm. Related
work on intensity-based models by Jarrow and Turnbull49 and by Duffie and
Singleton50 presents an alternative approach to resolving the short-term
horizon problem. Intensity-based models apply fixed or variable hazard
functions to default risk. Essentially, rather than assuming a structural
model of default (as in the Black-Scholes-Merton approach), in which a
firm defaults when asset values fall below debt values, the intensity-based
model is a reduced-form model; default follows a Poisson distribution, 
and default arises contingent on the arrival of some hazard.51 Duffie and
Lando52 have sought to integrate the intensity based approach into the
structural Black-Scholes-Merton approach. Assume that asset values in
the context of the structural model are noisy in that they cannot be ade-
quately observed by outsiders. In this context, accounting information re-
leases may partially resolve this information gap and lead to jumps in
asset values as investors revise their expectations based on partial infor-
mation. Thus, imperfect information and noisiness in observed asset val-
ues may potentially be integrated into the OPM (structural) framework
and resolve the underestimation of default risk at the short-term horizon.
Work by Leland,53 by Anderson, Sunderesan, and Tychon,54 and by Mella-
Barral and Perraudin55 extends the classic Black-Scholes-Merton model by
allowing for debt renegotiations (i.e., renegotiations of the debt boundary
value), and thus a “dynamic” B.56 Similarly, Leland57 builds in agency
costs as a friction to the traditional Black-Scholes-Merton model, and
Acharya and Carpenter58 model callable defaultable bonds under condi-
tions of stochastic interest rates and endogenous bankruptcy.

3.8.5 J. P. Morgan’s CreditMetrics 
and Other VaR Approaches

3.8.5.1 Background
Since 1993, when the Bank for International Settlement (BIS) announced
its intention to introduce a capital requirement for market risk (see Section
2.5.4), great efforts have been made in developing and testing methodolo-
gies of value at risk (VaR). In 1995, the BIS amended its market risk pro-
posal and agreed to allow certain banks to use their own internal models,
rather than the standardized model approach, to calculate their market
risk exposures. Since 1997, in the European Community and later in the
United States, the largest banks (subject to local regulatory approval) have
been allowed to use their internal models to calculate VaR exposures and
the capital requirements for their trading books.59

The following sections review some general VaR concepts and sub-
sequently discuss its potential extension to nontradable loans and its sub-
stitution or enhancement as a model for the 8 percent risk-based capital
ratio currently applied when calculating the capital requirement for loans
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in the banking book. The focus is on CreditMetrics, developed by J. P.
Morgan in conjunction with several other sponsors, including KMV.

3.8.5.2 Conceptual VaR Approach
Essentially, VaR models seek to measure the maximum loss of value on a
given asset or liability over a given time period at a given confidence level
(e.g., 95 percent, 97.5 percent, 99 percent, etc.).

This book defines VaR as the predicted worst-case loss at a specific
confidence level over a certain period of time.

An example of a tradable instrument such as a corporate bond will
suffice to describe the basic concept of VaR methodology (see Figure 3-11).
Assume that the market price P of a corporate bond today is $80, and the
estimated daily standard deviation of the value σ is $10. Because the trad-
ing book is managed over a relatively short horizon (usually with a 
one-day time horizon), a trader or risk manager may ask: “What is the po-
tential loss tomorrow expressed in dollars at a 95 percent confidence
level?” Assume that the trader is concerned with the potential loss on a
bad day that occurs, on average, once in every 100 days, and that daily
asset values (and thus returns) are normally distributed around the cur-
rent bond value of $80. Statistically speaking, the one bad day has a 1 
percent probability of occurring tomorrow. The area under a normal dis-
tribution function carries information about probabilities. Roughly 68 
percent of return observations must lie between +1 and −1 standard devi-
ation from the mean; 95 percent of observations lie between +2 and −2
standard deviations from the mean; and 98 percent of observations lie be-
tween +2.33 and −2.33 standard deviations from the mean. With respect to
the latter, and in terms of dollars, there is a 1 percent chance that the value
of the bond will increase to a value of $80 + 2.33σ tomorrow, and a 1 per-
cent chance that it will fall to a value of $80 − 2.33σ. Because σ is assumed
to be $10, there is a 1 percent chance that the value of the bond will fall to
$56.70 or below; alternatively, there is a 99 percent probability that the
bond holder will lose less than $80 − $56.70 = $23.30 in value; that is, $23.30
can be viewed as the VaR on the bond at the 99 percent confidence level.
Note that, by implication, there is a 1 percent chance of losing $23.30 or
more tomorrow. As, by assumption, asset returns are normally distrib-
uted, the 1 bad day in every 100 can lead to the loss being placed any-
where in the shaded region below $56.70 in Figure 3-11. In reality, losses
on nonleveraged financial instruments are truncated at −100 percent of
value, and the normal curve is at best an approximation to the log-normal.

The key input variables for the VaR calculation of a tradable instru-
ment are its current market value P and the volatility or standard devia-
tion of that market value σ. Given an assumed risk horizon (number of
days, weeks, etc.) and a required confidence level (e.g., 99 percent), the
VaR can be directly calculated.
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Application of this standardized methodology to nontradable loans
creates direct problems:

• The current market value of a loan P is not directly observable, as
most loans are not traded.

• As P is not observable, no time series is available to calculate σ,
the volatility of P.

At best, the assumption of a normal distribution for returns on some
tradable assets is a rough approximation, and the assumed approximation
becomes critical when applied to the possible distribution of values for
loans. Specifically, loans have both severely truncated upside returns and
long downside risks (see Figure 3-12). As a result, even if we can and do
measure P and σ, we still need to take into account the asymmetry of re-
turns on making a loan.

3.8.5.3 CreditMetrics
CreditMetrics was introduced in 1997 by J. P. Morgan and its cosponsors
(Bank of America, KMV, Union Bank of Switzerland, and others) as a VaR
framework to apply to the valuation and risk of nontradable assets such as
loans and privately placed bonds.60 RiskMetrics seeks to answer the ques-
tion: “If tomorrow is a bad day, how much will I lose on tradable assets
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such as stocks, bonds, and equities?” CreditMetrics asks: “If next year is a
bad year, how much will I lose on my loans and loan portfolio?”61

As mentioned earlier, loans are not publicly traded, thus neither P
(the loan’s market value) nor σ (the volatility of the loan value over the
specified horizon) can be observed directly. However, using the following
information, it is possible to calculate a hypothetical P and σ for any non-
traded loan or bond, and, thus, a VaR figure for individual loans and the
loan portfolio.62

• Available data on a borrower’s credit rating
• The probability that the rating will change over the next year (the

rating transition matrix)
• Recovery rates on defaulted loans (empirical data)
• Credit spreads and yields in the bond or loan market (market data)

The first step is the calculation of the VaR on a loan using a simple
example; the second step is consideration of technical issues arising from
the calculation. Consider, as the example, a five-year fixed-rate loan of
$100 million at 6 percent annual interest.63 The borrower is rated BBB.

Rating Migration
Based on historical data on publicly traded bonds and loans collected by
Standard & Poor’s, Moody’s, KMV, or other bond or loan analysts, the
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Nonnormal Distributed Returns and Impact on VaR Calculation. (Source: J. P. Mor-
gan, CreditMetrics Technical Document, New York: J. P. Morgan, April 2, 1997, 7,
chart 1.1. Copyright © 1997 by J. P. Morgan & Co., Inc., all rights reserved. Re-
produced with permission of RiskMetrics Group, Inc.)
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probability that a BBB borrower will stay at BBB over the next year is esti-
mated at 86.93 percent.64 There is also some probability that the borrower
will be upgraded (e.g., to A) or will be downgraded (e.g., to CCC or even
to default, D). Indeed, eight transitions are possible for the borrower dur-
ing the next year. Seven involve upgrades, downgrades, and no rating
change, and one involves default.

Valuation
The effect of rating upgrades and downgrades is to reflect the required
credit risk spreads or premiums (based on the changed ratings) on the
loan’s remaining cash flows and, thus, on the implied market (or present)
value of the loan. If a loan is downgraded, the required credit spread pre-
mium should increase, so that the outstanding present value of the loan to
the financial organization should decrease. The contractual loan rate in the
example is assumed fixed at 6 percent. A credit rating upgrade has the op-
posite effect. Technically, because we are revaluing the five-year, $100 mil-
lion, 6 percent loan at the end of the first year, after a credit event has
occurred during that year, then (measured in millions of dollars):65

P = 6 + + + + �
(1 +

1
r
0

4

6
+ s4)4� (3.10)

where ri are the risk-free rates (so called forward zero rates) on zero-
coupon T-bonds expected to exist one year into the future, and the one-year
forward zero rates are calculated from the current treasury yield curve.
Further, s is the annual credit spread on zero-coupon loans of the particu-
lar rating class of one-year, two-year, three-year, and four-year maturities
(the latter are derived from observed spreads in the corporate bond mar-
ket over treasuries). In the example, the first year’s coupon or interest pay-
ment of $6 million is undiscounted and can be regarded as accrued
interest earned on a bond or a loan.

Assume that during the first year, the borrower gets upgraded from
BBB to A. The present or market value of the loan to the financial organi-
zation at the end of the one-year risk horizon (in millions) is then:66

P = 6 + + + + = $108.66 (3.11)

At the end of the first year, if the loan borrower is upgraded from
BBB to A, the $100 million (book value) loan has a market value to the fi-
nancial organization of $108.66 million. (This is the value the financial or-
ganization would theoretically be able to obtain at the year-1 horizon if it
sold the loan to another financial organization at the fair market price.)
Table 3-5 shows the value of the loan if other credit events occur. Note that

106
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the loan has a maximum market value of $109.37 million (if the borrower
is upgraded from BBB to AAA) and an estimated minimum value of
$51.13 million if the borrower defaults. The latter is the estimated recovery
value of the loan, or one minus the loss given default (LGD) if the bor-
rower declares bankruptcy.67

The probability distribution of loan values is shown in Figure 3-13.
The value of the loan has a relatively fixed upside and a long downside
(i.e., a negative skew). The value of the loan is not symmetrically (or nor-
mally) distributed.

The maps are based on the rating transitions (nonnormal), whereas
the returns of the underlying assets (loans) are assumed to be normally
distributed. The VaR calculation in CreditMetrics has normally and non-
normally distributed components. In order to see how accurate the as-
sumption of normal distribution is, we can now calculate two VaR
measures, based on the normal and the actual distribution of loan values,
respectively.

Calculation of VaR
Table 3-6 demonstrates the calculation of the VaR, based on two ap-
proaches, for both the 5 and 1 percent worst-case scenarios around the
mean or expected (rather than original) loan value. Step 1 in determining
VaR is to calculate the expected mean of the loan’s value (or its expected
value) at year 1. This is calculated as the sum of each possible loan value
at the end of the year times its transition probability over this one-year pe-
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T A B L E 3-5

Value of the Loan at the End of Year 1, Under Different Ratings 
(Including First-Year Coupon)

Year-End Rating Value, Millions Transition Probability, %

AAA $109.37 0.02

AA 109.19 0.33

A 108.66 5.95

BBB 107.55 86.93

BB 102.02 5.30

B 98.10 1.17

CCC 83.64 0.12

Default 51.13 0.18

SOURCE: J. P. Morgan, CreditMetrics Technical Document, New York: J. P. Morgan, April 2, 1997, 11. Copyright © 1997 by 
J. P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of RiskMetrics Group, Inc.
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riod. The mean value of the loan is $107.09 (also see Figure 3-14). How-
ever, the financial organization is interested in knowing the unexpected
losses or volatility in the loan’s value. Specifically, if next year is a bad
year, how much can the organization lose at a certain probability level? A
bad year could be defined as occurring once every 20 years (the 5 percent
confidence level) or once every 100 years (the 1 percent confidence level).
This definition is similar to market risk VaR, except that for credit risk, the
risk horizon is one year rather than one day.

Assuming that loan values are normally distributed, the variance of
loan value (in millions) around its mean is $8.94 (squared), and its standard
deviation, or volatility, is the square root of the variance, equal to $2.99.
Thus, the VaR on a 5 percent confidence level for the loan is 1.65 × $2.99 =
$4.93 million. The VaR on a 1 percent confidence level is 2.33 × $2.99 = $6.97
million. However, this likely underestimates the actual or true VaR of the
loan, because, as shown in Figure 3-14, the distribution of the loan’s value
is clearly not normal. In particular, it demonstrates a negative skew or a
long-tailed downside risk.

Applying the current distribution of loan values and probabilities in
Table 3-6 results in a 6.77 percent probability that the loan value will fall
below $102.02, implying an approximate VaR on a 5 percent confidence
level of $5.07 million ($107.09 − $102.02 = $5.07 million), and a 1.47 percent
probability that the loan value will fall below $98.10, implying an approxi-
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F I G U R E 3-13

Distribution of Loan Values on Five-Year BBB Loan at the End of Year 1. (Source:
J. P. Morgan, CreditMetrics Technical Document, New York: J. P. Morgan, April 2,
1997, 11, chart 1.2. Copyright © 1997 by J. P. Morgan & Co., Inc., all rights re-
served. Reproduced with permission of RiskMetrics Group, Inc.)
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mate VaR on a 1 percent confidence level of $8.99 million ($107.09 − $98.10 =
$8.99). These current VaR measures could be made less approximate by ap-
plying a linear interpolation to get at the 5 and 1 percent confidence levels.
For example, because the 1.47 percentile equals $98.10 and the 0.3 percentile
equals $83.64, using linear interpolation, the 1.00 percentile equals approxi-
mately $92.29. This suggests an actual 1 percent VaR of $107.09 − $92.29 =
$14.80.68

3.8.5.4 Capital Adequacy Requirements
The critical test for a credit model is to compare these VaR figures with the
8 percent risk-based capital requirement against loans that is currently
mandated by the BIS and the Federal Reserve. For a $100 million face
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T A B L E 3-6

VaR Calculations for the BBB Loan (Benchmark Is Mean Value of Loan)

New Loan Probability
Value Plus Probability Difference of Weighted

Year-End Coupon, Weighted Value from Difference
Rating Probability Millions Value, $ Mean, $ Squared

AAA 0.02 $109.37 0.02 2.28 0.0010

AA 0.33 109.19 0.36 2.10 0.0146

A 5.95 108.66 6.47 1.57 0.1474

BBB 86.93 107.55 93.49 0.46 0.1853

BB 5.30 102.02 5.41 (5.06) 1.3592

B 1.17 98.10 1.15 (8.99) 0.9446

CCC 0.12 83.64 1.10 (23.45) 0.6598

Default 0.18 51.13 0.09 (55.96) 5.6358

$107.09 = 8.94 =
mean value variance of

value

σ = standard deviation = $2.99
Assuming normal distribution:

5 percent VaR = 1.65σ = $4.93
1 percent VaR = 2.33σ = $6.97

Assuming actual distribution:*
5 percent VaR 95 percent of actual distribution = $107.09 − $102.02 = $5.07
1 percent VaR 99 percent of actual distribution = $107.09 − $98.10 = $8.99

*5% VaR approximated by 6.77% VaR (i.e., 5.3% + 1.17% + 0.12% + 0.18%) and 1% VaR approximated by 1.47% VaR
(i.e., 1.17% + 0.12% + 0.18%).

SOURCE: J. P. Morgan, CreditMetrics Technical Document, New York: J. P. Morgan, April 2, 1997, 28. Copyright © 1997 by 
J. P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of RiskMetrics Group, Inc.
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(book) value BBB loan to a private-sector borrower, the capital require-
ment would be $8 million. (Note the contrast to the two VaR measures de-
veloped previously.) Using the 1 percent VaR based on the normal
distribution, the capital requirement against unexpected losses on the loan
would be $6.97 million (i.e., less than the BIS requirement). Using the 1
percent VaR based on the interpolated value from the actual distribution,
the capital requirement would be $14.80 million (an amount much greater
than the BIS capital requirement).69 Implementing the CreditMetrics ap-
proach, every loan is likely to have a different VaR and thus a different im-
plied or economic capital requirement. This contrasts with the current BIS
regulations, in which all loans of different ratings (AAA to CCC) and dif-
ferent maturities are subject to the same 8 percent capital requirement.
Moreover, the question of a stress-test multiplier for an internally based
capital requirement would also need to be addressed. In particular, esti-
mated losses at the 99 percent confidence level have a distribution which
might exceed the boundaries in extreme events. In extreme events (such as
a catastrophic year), the loss will exceed the 99 percent measure calculated
by a significant margin. Under the BIS approach to support market risk,
this extreme loss (or stress-test issue) is addressed by requiring banks to
multiply their estimated VaRs by a factor ranging between 3 and 4.70

Applying such a multiplication factor in the credit risk context to
low-quality loans would raise capital requirements considerably. The
process to derive the appropriate size of such a multiplication factor, given
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Actual Distribution of Loan Values on Five-Year BBB Loan at the End of Year 1.
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the problems of stress testing credit risk models, remains a critical issue
for the success of credit risk models in the capital requirement context.

3.8.5.5 Technical Challenges and Solution Approaches
Rating Migration
A number of questions arise in applying the bond-rating transitions as-
sumed in Table 3-6 to calculate the transition probabilities of ratings mov-
ing to different rating categories (or to default) over the one-year horizon:

• First, the way defaults and transitions occur and the transition
probabilities are calculated is mapped in CreditMetrics with an
average one-year transition period over past data (e.g., 20
years).71 Specifically, the transition probabilities are assumed to
follow a stable Markov process,72 which assumes that the
probability that a bond or loan will transition to any particular
level during this period is independent of (not correlated with)
any outcome in the past period. However, there is empirical
evidence that rating transitions are autocorrelated over time.
For example, a bond or loan that was downgraded in the
previous period has a higher probability of being downgraded
in the current period (compared to a borrower or a loan that
was not downgraded).73 This suggests that the ratings
transitions can be described better with a second or higher
Markov over time.

• Second, the transition matrix stability is assumed to be stable. The
use of a single transition matrix assumes that transitions do not
differ across borrower types (a detailed segregation of industrial
firms versus banks, or Europe versus the United States) or across
time (e.g., peaks versus troughs in the business cycle). There is
considerable empirical evidence to assume that important
industry factors, such as country factors or business cycle factors,
impact rating transitions. For example, when analyzing a loan to
a German industrial company, it is required to apply a rating
transition matrix built around data for that specific country and
industry. CreditPortfolioView, analyzed later in this chapter, can
be regarded as a direct attempt to manage the issue of cyclical
impact on the bond or loan transition matrix.74

• The third issue relates to the portfolio effect of bonds used in
calculating the transition matrix. Altman and Kishore found a
noticeable empirical impact of bond “aging” on the probabilities
calculated in the transition matrix.75 Indeed, a substantial impact
has been found, depending on whether the bond sample used to
calculate transitions is based on new bonds or on all bonds
outstanding in a rating class during a specific time frame.
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• The fourth issue relates to the methodology of applying bond
transition matrices to value loans. As collateral, covenants, and
other features make loans behave differently from bonds,
applying bond transition matrices may result in an inherent
valuation bias. This demands the internal development, by the
banks, of loan-rating transitions based on historic loan databases,
as a crucial step to improve the methodological accuracy of VaR
measures of loan risk.76

Valuation
In the VaR calculation, as shown earlier, the amount recoverable on de-
fault (assumed to be $51.13 per $100 in this example), the forward zero in-
terest rates ri , and the credit spreads si are all assumed to be nonstochastic.
Making any or all of them stochastic generally will increase any VaR
measure and thus capital requirement. In particular, loan recovery rates
have substantial variability, and the credit spread has empirically different
sizes, where the credit spread variability is expected to vary over some rat-
ing class at a given moment in time (e.g., AAA and A+ bonds or loans are
likely to have different credit spreads).77 More generally, credit spreads
and interest rates are likely to vary over time with the credit cycle and
shifts, rotation, and convexity in the term structure, rather than being de-
terministic.

Another topic to mention is recovery rates. If the standard deviation
of recovery rates is $25 to $45, around a mean value of $51.13 per $100 of
loans, it can be shown that the VaR (assuming the 99 percent confidence
level) will increase to 2.33 × $3.13 million = $7.38 million, or a VaR-based
capital requirement of 7.38 percent of the face value of the BBB loan.78 One
reason for assuming that interest rates are nonstochastic or deterministic
is to separate market risk from credit risk.79 But this remains highly con-
troversial, especially to those who feel that their measurement should be
integrated rather than separated and that credit risk is positively corre-
lated with the interest-rate cycle.80

Mark-to-Market Model versus Default Model
By allowing for the effects of credit-rating transitions (and hence, spread
changes) on loan values, as well as default, CreditMetrics is viewed as a
mark-to-market (MTM) model. Other models, such as CreditRisk+, attrib-
ute spread risk as part of market risk and concentrate on calculation of ex-
pected and unexpected loss rather than on expected and unexpected
changes in value as in CreditMetrics. This alternative approach is often
called the default model or default mode (DM). (See Section 3.7.1.3.)

It is useful to compare the effects of the MTM model versus the DM
model by calculating the expected and, more important, the unexpected
losses for the same example.
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The expected loss on the loan is:

Expected loss = p × LGD × exposure (3.12)

To calculate the unexpected loss, some assumptions regarding the
default probability distributions and recoveries have to be made. The sim-
plest assumption is that recovery rates are fixed and are independent of
the distribution of probabilities. As the borrower either defaults or does
not default, the default probability can, most simply, be assumed to be bi-
nomially distributed with a standard deviation of:

σ = �p × (1�− p)� (3.13)

The unexpected loss on the loan (given a fixed recovery rate and ex-
posure amount) is:

Unexpected loss = �p × (1�− p)� × LGD × exposure (3.14)

The difference between the MTM and the DM approaches occurs
partly because the MTM approach allows an upside as well as a downside
transition to the loan’s value, whereas the DM approach fixes the maxi-
mum upside value of the loan to its book or face value of $100 million.
Thus, economic capital under the DM approach is more closely related to
book value accounting concepts than to the market value accounting con-
cepts as applied in the MTM approach.

3.8.6 The McKinsey Model and Other
Macrosimulation Models

3.8.6.1 Background
The current methodology underlying CreditMetrics VaR calculations as-
sumes that transition probabilities are stable across borrower types and
across the business cycle. The assumption of stability is critical to the
CreditMetrics approach. A recent survey of the internal rating systems of
18 major bank holding companies suggested that as much as 60 percent
of their collective loan portfolios may be below the equivalent of invest-
ment grade.81 The study concludes further that the default rates on low-
quality credits (including junk bonds) are highly sensitive to the state of
the business cycle. Moreover, there is empirical evidence that rating tran-
sitions in general may be correlated to the state of the economy.82 This em-
pirical evidence suggests that the probability of downgrades and defaults
may be significantly greater in a cyclical downturn than in an upturn, as-
suming that transitions do not follow a normal distributed probability
function.
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3.8.6.2 Incorporating Cyclical Factors
There are at least two approaches to how to incorporate cyclical factors:

• The past sample period is segregated into recession years and
nonrecession years (a recession matrix and a nonrecession matrix)
to yield two separate VaR calculations to calculate two separate
historic transition matrices.

• The Relationship between transition probabilities and
macrofactors is modeled directly, and in a secondary step, a
model is fitted to simulate the evolution of transition probabilities
over time by shocking the model with macroevents.

McKinsey’s CreditPortfolioView is based on the second approach.

3.8.6.3 The Macrosimulation Multifactor Approach
One way to build in business cycle effects and to take a forward-looking
view of VaR is to model macroeffects, both systematic and unsystematic,
on the probability of default and associated rating transitions. The
macrosimulation approach should be viewed as complementary to Cred-
itMetrics, which overcomes some of the biases resulting from assuming
static or stationary transition probabilities period to period.83

The essential concept is represented in the transition matrix for a
given country, as shown in Figure 3-15. Note especially the cell of the ma-
trix in the bottom right-hand corner, pCD.
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Historic (Unconditional) Transition Matrix.
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Each cell in the transition matrix shows the probability that a partic-
ular counterparty, rated at a given grade at the beginning of the period,
will move to another rating by the end of the period. In Figure 3-15, pCD

shows the estimated probability that a C-rated borrower (in this example
a speculative-grade borrower) will default over the next year—that is, it
will transition from a C rating to a D rating.

In general, it can be expected that this probability moves signifi-
cantly during the business cycle and is higher in recessions than in expan-
sions. Because the probabilities in each row of the transition matrix must
sum up to 1, an increase in pCD must be compensated for by a decrease in
other probabilities—for example, those involving upgrades of initially C-
rated debt, where pCB and pCA represent the probabilities of the C-rated
borrower’s moving to, respectively, a B grade and an A grade during the
next year. The probability density in the transition matrix moves increas-
ingly in a southeast direction as a recession proceeds.84

With this in mind, let pCD vary at time t along with a set of factors in-
dexed by variable y. For convenience, the subscripts C and D will be
dropped. However, there is an implicit probability that a C-rated bor-
rower will default over the next one-year period. In general terms:85

pt = f(yt) (3.15)

where f < 0

That is, there is an inverse correlation between the state of the econ-
omy and the default probability. The macroindicator, variable y, can be
viewed as being driven by a set of i systematic macroeconomic variables
at time t (Xit) as well as by unsystematic random shocks, structural
changes to the economic system such as innovations, new industries and
technology, and the like. In general:

Yt = g(Xit, Vt) (3.16)

where i = 1, . . . , n
Vt ∼ N(0, σ)

In turn, macroeconomic variables Xit, such as gross domestic product
(GDP) growth, unemployment, and so on, can themselves be considered
to be explained by their past histories (e.g., lagged GDP growth) as well as
to be sensitive to shocks themselves, εit.86 Thus:

Xit = h(Xit − 1, Xit − 2 , . . . , εit) (3.17)

Different macromodel specifications can be applied in the context of
Equations (3.16) and (3.17) to improve model fit, and different models can
be used to explain transitions for different countries and industries.
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Substituting Equation (3.17) into Equation (3.16), and Equation (3.16)
into Equation (3.15), the probability that a speculative grade-C loan will
transition to grade D during the next year will be determined by:

pt = f(Xit − j;Vt, εit) (3.18)

Equation (3.18) models the determinants of this transition probability
as a function of lagged macrovariables, a general economic shock factor or
innovation Vt, and shock factors or innovations for each of the i macrovari-
ables εit. Because the Xit − j are predetermined, the key variables driving pt

will be the innovations or shocks Vt and εit. Using a structured Monte Carlo
simulation approach (see Monte Carlo Simulation in Section 5.4.3.5), val-
ues for Vt and εit can be generated for periods in the future that occur with
the same probability as that observed from history.87 We can use the simu-
lated V and ε values, along with the fitted macromodel, to simulate sce-
nario values for pCD in periods t, t + 1, t + 2, . . . , t + n, and on into the future.

Suppose that, based on current macroconditions, the simulated
value for pCD, labeled p*, is 0.35, and the number in the historic (uncondi-
tional) transition matrix is 0.30 (where the asterisk indicates the simulated
value of the transition probability). Because the unconditional transition
value of 0.30 is less than the value estimated conditional on the macroeco-
nomic state (0.35), we are likely to underestimate the VaR of loans and a
loan portfolio, especially at the low-quality end. Defining the ratio rt:

rt = = �
0
0

.

.
3
3

5
0

� = 1.16 (3.19)

Based on the simulated macromodel, the probability of a C-rated bor-
rower’s defaulting over the next year is 16 percent higher than the average
unconditional historical transition relationship implies. We can also calcu-
late this ratio for subsequent periods t + 1, t + 2, and so on. For example,
suppose that, based on simulated innovations and macrofactor relation-
ships, the simulation predicts p*t + 1 to be 0.38. The ratio relevant for the
next year, rt + 1, is then:

rt + 1 = �
p
p
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1
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0
0
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3
3

8
0

� = 1.267 (3.20)

The unconditional transition matrix will underestimate the predicted risk
of default on low-grade loans in this period.

These calculated ratios can be used to adjust the elements in the pro-
jected t, t + 1, . . . , t + n transition matrices. In McKinsey’s CreditPortfo-
lioView, the unconditional value of pCD is adjusted by the ratio of the
conditional value of pCD to its unconditional value. Consider the transition

pt*
�
pt
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matrix for period t; then rt × 0.30 = 0.35 (which is the same as pt*), thus re-
placing 0.30 with 0.35 in the transition matrix pCD, as shown in Figure 3-16.
This also means that all the other elements in the transition matrix have to
be adjusted (e.g., pCA, pCB, and so on). A number of procedures can be used
to do this, including linear and nonlinear regressions of each element or
cell in the transition matrix on the ratio rt.88 The rows of the transition ma-
trix must sum up to 1.89

For the next period (t + 1), the transition matrix would have to be
similarly adjusted by multiplying the unconditional value of p by rt + 1, or
0.30 × 1.267 = 0.38. This is shown in Figure 3-17.

Thus, there would be different transition matrices for each year into
the future (t, t + 1, . . . , t + n), reflecting the simulated effect of the macro-
economic shocks on transition probabilities. This type of approach, along
with CreditMetrics, could be used to calculate a cyclically sensitive VaR
for 1 year, 2 years, . . . , n years.90

Specifically, the simulated transition matrix M would replace the his-
torically based unconditional (stable Markov) transition matrix, and,
given any current rating for the loan (say C), the distribution of loan val-
ues based on the macroadjusted transition probabilities in the C row of the
matrix Mt could be used to calculate VaR at the one-year horizon, in a fash-
ion similar to that used by CreditMetrics in Section 3.8.5.3.
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We could also calculate VaR estimates using longer horizons. Sup-
pose we are interested in transitions over the next two years (t and t + 1).
Multiplying the two matrices,

Mt′t + 1 = Mt ⋅ Mt + 1 (3.21)

produces a new matrix, Mt′t + 1. The final column of this new matrix will
give the simulated (cumulative) probabilities of default on differently
rated loans over the next two years.

The macrosimulation approach described until now considered just
one simulation of values for p*, from one set of shocks Vt and εit. This
process has to be repeated over and over again—for example, taking
10,000 random draws to generate 10,000 estimates of pt* and 10,000 possi-
ble transition matrices.

As shown in Figure 3-18, hypothetical simulated values can be plot-
ted. The mean simulated value of p* is 0.30, but the extreme value (99th
percentile, or worst-case value) is 0.55. Calculating capital requirements
when considering unexpected declines in loan values (the latter figure for
pt*), and the transition matrix associated with this value, might be consid-
ered most relevant for the capital requirement calculation.
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3.8.7 KPMG’s Loan Analysis System and Other 
Risk-Neutral Valuation Approaches

3.8.7.1 Background
The application of risk-neutral probabilities to value risky assets has been
in the finance literature at least as far back as Arrow (1953)91 and has been
subsequently enhanced by Harrison and Kreps (1979),92 Harrison and
Pliska (1981),93 and Kreps (1982).94 Traditionally, valuing risky assets by
discounting cash flows is done on an asset by a risk-adjusted discount
rate. To do this, the probability distribution for all cash flows and the risk-
return preferences of investors have to be known or estimated. The latter
are especially difficult to incorporate into the calculation. Suppose that all
assets are assumed to trade in a market in which all investors are willing
to accept, from any risky asset, the same expected return as that promised
by the risk-free asset. Such a theoretical market can be described as be-
having in a risk-neutral fashion. In a financial market in which investors
behave in a risk-neutral manner, the prices of all assets can be determined
by simply discounting the expected future cash flows on the asset by the
risk-free rate.95

The equilibrium relationship, where the expected return on an asset
equals the risk-free rate, can be applied to back out an implied risk-neutral
probability of default, also called the equivalent martingale measure. This 
forward-looking estimate of the default risk of a security can be compared
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with historical estimated measures of transition probabilities. As long as an
asset is risky, the forward-looking risk-neutral probability will not equal its
historical measure (the realized value of the transition probability).96

3.8.7.2 Deriving Risk-Neutral Probabilities
The following paragraphs discuss two ways of deriving forward-looking
default probability measures based on the risk-neutral valuation ap-
proach. After that is a discussion of the relationship between the risk-
neutral measure of default and its historical measure. The last discussion
focuses on the potential use of the risk-neutral concept in pricing loans
and in calculating the market value of a loan and its VaR.

3.8.7.3 Deriving Risk-Neutral Measures 
from Spreads on Zero-Coupon Bonds
One methodology for deriving risk-neutral probabilities from spreads be-
tween risky bonds (ratings less than AAA; e.g., corporate bonds) and Trea-
suries has been used at Goldman Sachs and was described by Litterman
and Iben.97

Consider the two zero-coupon bond yield curves shown in Figure
3-19. The annualized discount yield on one-year zero-coupon Treasuries
is assumed to be 10 percent, and the annualized discount yield on one-
year grade-B zero-coupon corporates is 15.8 percent. The methodology
assumes that the zero-yield curves either exist or can be fitted. As noted
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previously, in equilibrium, under risk-neutral valuation, the expected re-
turn on the risky bond must equal the risk-free return (the return on the
risk-free Treasury bond), or:

p1 × (1 + k1) = 1 + i1 (3.22)

where p1 = implied risk-neutral probability of repayment in year 1
1 + k1 = expected return on risky one-year corporate bond
1 + i1 = risk-free return on one-year Treasury bond

We assume that if the risky bond defaults, the loss given default (LGD)
equals 1, and the holder of the bond receives nothing (for simplicity).

From Equation (3.22), we can derive the implied risk-neutral proba-
bility of repayment p:

p1 = �
1
1

+
+

k
i 1

1
� = �

1
1
.1

.1
58
� = 0.95 (3.23)

Thus, the risk-neutral probability of default p*1 is:

p*1 = 1 − p1 = 1 − 0.95 = 0.05 (3.24)

We can also back out the risk-neutral probability of default in the
year 2, . . . , year n by exploiting the forward rates embedded in the zero
curves in Figure 3-19. For example, p*2, the risk-neutral probability of de-
fault in year 2 (essentially, the forward marginal probability that the B-
rated corporate borrower will default between year 1 and year 2), can be
derived in a two-step process. The first step is to derive the one-year ex-
pected forward rates on corporates and Treasuries from the existing zero
curves. The second step is to back out the implied risk-neutral probabil-
ity of default from the forward rates. By applying this approach, the en-
tire term structure of forward-looking risk-neutral probabilities can be
derived.

3.8.7.4 Deriving the Risk-Neutral Probability 
Measure from Stock Prices
Using bond prices and yield spreads, the preceding approach extracts
the risk-neutral probability of default forecast for a particular borrower
(e.g., rate B). This involves placing the borrower into a particular rating
bucket. Thus, this implies a matched yield curve for that rating class and
utilizes relationships between zero-coupon bond prices and yields for
risky versus risk-free debt. An alternative approach is to exploit the type
of option-pricing models discussed in Section 2.4.5, along with stock
prices and the volatility of stock prices. A risk-neutral probability fore-
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cast for a particular borrower can also be backed out of an option-pricing
model.98 Indeed, from a Merton-type model, where equity is viewed as a
call option on the value of the firm’s assets, the probability that the value
of a firm’s assets at the time of debt maturity (e.g., T = 1) will be greater
than the face value of the firm’s debt is N1(k). The risk-neutral probabil-
ity of default is then:

p*t = 1 − N1(k) (3.25)

N1(k) is the area under the normal distribution relating to a variable k,
which, in turn, depends on the value of the firm’s assets, the volatility of
the firm’s assets, leverage, time to maturity, and the risk-free rate. As with
the KMV approach, neither the market value nor the volatility of the
firm’s assets is directly observable. These values have to be iterated from
observable stock prices and the volatility of stock prices. Delianedis and
Geske99 have shown that using the risk-neutral probabilities derived from
a standard Merton model100 as a first step and the risk-neutral probabili-
ties derived from an enhanced Merton-type model101 as a second step al-
lows for multiple classes of debt, demonstrating the ability of these
measures to predict actual rating transitions and defaults. In other words,
the risk-neutral measure has the potential to predict changes in the histor-
ical measure.102

3.8.7.5 The Relationship Between the Historical 
and the Risk-Neutral Measures
Following Ginzberg et al.103 and Belkin et al.,104 the relationship between
the risk-neutral measure and the historical measure of default probability
can be best viewed in terms of a risk premium.105 That is, the spread Φ be-
tween the returns on a one-year risk-free asset (such as a corporate bond)
will reflect the risk-neutral probability of default p*1 and some loss given
default (LGD):

Φ1 = p*1 × LGD (3.26)

Alternatively, we can view the spread as compensating investors for
both an expected loss ε1 and an unexpected loss u1 on the risky bond:

Φ1 = ε1 + u1 (3.27)

The expected loss ε1 can, in turn, be set equal to the average or his-
torical probability of default of this type of borrower by multiplying the
historic transition probability t1 times the LGD:106

ε1 = t1 × LGD (3.28)
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The unexpected loss component u1 can be viewed as being equal to the
unexpected default probability of default times the LGD.107

Substituting Equation (3.28) into Equation (3.27) and incorporating
Equation (3.26) results in:

p*1 × LGD = (t1 × LGD) + u1 (3.29)

Given some fixed LGD, the difference between p* (the risk-neutral
probability of default) and t1 (the historical probability of default) is a risk
premium that reflects the unexpected default probability. For example, if
Φ = 1 percent, LGD = 40 percent, and t1 = 1 percent, then:

Φ1 = p*1 × LGD = (t1 × LGD) + u1 (3.30)

Φ1 = p*1 × 0.40 = (0.01 × 0.40) + u1 = 0.01 (3.31)

In the next step we solve for values of both p*1 and u1. From Equations
(3.30) and (3.31), the risk-neutral probability of default p*1 = 2.5 percent,
which is higher than the historical default probability of t1 = 1 percent, and
the unexpected loss or risk premium u1 = 0.60 percent.

Ginzberg et al.108 offer an approach to how actual U.S. credit spreads
can be segregated into an expected loss and a risk premium component.
For example, an average (par) spread of 20.01 basis points on one-year
AAA corporates over one-year Treasuries can be broken down into an ex-
pected loss component t1 × LGD of 0.01 basis points and a risk premium
u1 of 20 basis points. An 1188.97 basis-point spread on one-year CCC
bonds over Treasuries can be broken down into an expected loss compo-
nent of 918.97 basis points and an unexpected loss component of 270
basis points.

3.8.7.6 Risk-Neutral Probabilities Applied 
to Credit Risk Valuation
Risk-neutral probabilities offer substantial potential value for a credit offi-
cer in pricing decisions and in making market valuations of loans. For ex-
ample, risk-neutral probabilities can be used in setting the required spread
or risk premium on a loan. Following Ginzberg et al.,109 assume a credit of-
ficer wants to find the fixed spread W on a one-year loan that will yield $1
of expected NPV from each $1 lent. The loan would be a break-even proj-
ect in an NPV sense. The credit officer knows that:

• r = one-year risk-free rate = 4 percent
• p*1 = risk-neutral probability of default = 6.5 percent
• LGD = 33.434 percent
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To solve for s:

E(NPV) = (1 − p*1)(1 + r + s) + p*1(1 − LGD)
1 + r

= (0.935)(1.04 + s) + 0.65(0.66566)
1.04

(3.32)

The value of the loan spread s that solves Equation (3.32) is 2.602 per-
cent. However, a major problem with this approach is seen in extending
this type of analysis beyond the one-year horizon. The default or no-
default scenario, under which risk-neutral probabilities are derived, fits
the one-year loan case but not the multiyear loan case. For multiyear
loans, a richer universe of possibilities exists. These include borrower mi-
gration upgrades and downgrades, which may trigger some loan repric-
ing clauses, which may in turn affect the value of the loan and the
borrower’s option to prepay a loan early.

Ginzberg et al.110 and KPMG’s Loan Analysis System111 have at-
tempted to extend the valuation framework in Equation (3.32) to multi-
period loans with a variety of options. These options include loan spread
repricing as nondefault transitions in credit quality occur and building in
penalty fees for borrowers who prepay early.

Figure 3-20, from Aguis et al.,112 describes, in a simplified fashion, the
potential transitions of the credit rating of a B-rated borrower over a four-
year loan period. Similarities with bond valuation models, especially lat-
tice or “tree” diagrams for bond valuation (binominal model), are obvious.
Given transition probabilities, the original grade-B borrower can migrate
up or down over the loan’s life to different ratings, and may even default
and migrate to D (an absorbing state). Along with these migrations, a pric-
ing grid that reflects the bank’s current policy on spread repricing for bor-
rowers of different quality can be built. This methodology has the potential
to generate additional information regarding whether the credit model has
a good or bad repricing grid in an expected NPV sense—basically, whether
E(NPV) ≠ 1.

When valuing a loan in this framework, valuation takes place recur-
sively (from right to left in Figure 3-20), as it does when valuing bonds
under binomial or multinomial models. For example, if the E(NPV) of the
loan in its final year is too high (too rich), and given some prepayment fee,
the model supports prepayment of the loan to take place at the end of pe-
riod 3. Working backward through the tree from right to left, the total
E(NPV) of the four-year loan can be calculated. Moreover, the credit offi-
cer can make different assumptions about spreads (the pricing grid) and
prepayment fees to determine the loan’s value. Other parameters of a
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loan’s structure, such as caps, and amortization schedules, can be built in,
and a VaR can be calculated.113

The risk-neutral valuation framework supports the calculation for
both default prediction and loan valuation. Compared to historic transi-
tion probabilities, the risk-neutral model gives the advantage of a 
forward-looking prediction of default. The risk-neutral prediction will
generally exceed the history-based transition prediction over some hori-
zon because, conceptually, it contains a risk premium reflecting the unex-
pected probability of default. Moreover, the risk-neutral framework
considers only two credit states: default and nondefault; it does not recog-
nize several rating buckets.

KPMG suggested a valuation approach that is potentially consistent
with the risk-neutral model under no arbitrage.114 Over its life, a loan can
migrate to states other than default/nondefault. The valuation model is
similar in spirit to a multinomial tree model for bond valuation, with the
difference that transition probabilities replace interest-rate movement
probabilities. This model has some flexibility, as credit spreads can vary,
fees can be charged on prepayments, and other special provisions can be
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built into the valuation process. A question arises as to the link between
the model and the existence of an underlying portfolio of replicating as-
sets. In particular, the exact details of the construction of a replicating no-
arbitrage portfolio for a multiperiod nontradable loan are still open.

3.8.8 The CSFB CreditRisk+ Model

3.8.8.1 Background
Only quite recently have ideas and concepts from the insurance industry
found their way into the new approaches for credit risk measurement and
management. The following sections discuss two applications of insur-
ance ideas, one from life insurance and one from property insurance. Alt-
man115 and others have developed mortality tables for loans and bonds
using ideas (and models) similar to those that insurance actuaries use
when they set premiums for life insurance policies. Credit Suisse Financial
Products, a former subsidiary of Credit Suisse First Boston (CSFB), devel-
oped a model similar to the one used by household insurance vendors for
assessing the risk of policy losses in setting premiums.

3.8.8.2 Migration of Mortality Approach 
for Credit Risk Measurement
The concept is quite simple: based on a portfolio of loans or bonds and
their historic default experience, develop a table that can be applied in a
predictive sense for one-year or marginal mortality rates (MMRs) and for
multiyear or cumulative mortality rates (CMRs). Combining such calcu-
lations with LGDs allows us to create estimates of expected losses.116

To calculate the MMRs of a B-rated bond or loan defaulting in each
year of its life, the analyst will pick a sample of years—say, 1971 through
1998—and, for each individual year, will analyze:

MMR1 =
Total value of grade-B bonds defaulting in year 1 of issue
Total value of a B-rated bond outstanding in year 1 of issue

MMR2 =
Total value of B-rated bond defaulting in year 2 of issue
Total value of a B-rated bond outstanding in year 2 of  
issue (adjusted for defaults, calls, sinking fund 
redemptions, and maturities in the prior year) (3.33)

And so on for MMR3, . . . , MMRn.
When the MMR for a specific individual year has been calculated,

the credit officer calculates a weighted average of all MMRs, which be-
comes the figure entered into the mortality table. The weights used should
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reflect the relative issue sizes in different years, thus biasing the results
toward the years with larger issues. The average MMR in year 1 for a par-
ticular rating bucket (M�M�R�) would be calculated as:

M�M�R�1 = �
1998

i = 1971

MMR1i ⋅ wi

� wi = 1 (3.34)

To calculate a CMR—the probability that a loan or bond will default
over a period longer than a year (e.g., 2 years)—it is first necessary to spec-
ify the relationship between MMRs and survival rates (SRs):

MMRi = 1 − SRi

SRi = 1 − MMRi (3.35)

Consequently,

CMRN = 1 − �
N

i = 1
SRi (3.36)

where ∏ is the geometric sum or product [SR1 × SR2 × . . . SRN] and N de-
notes the number of years over which the cumulative mortality rate is
calculated.

3.8.8.3 Mortality Rates and Tables
Table 3-7 shows MMRs and CMRs for syndicated loans and bonds over a
five-year horizon, as computed by Altman and Suggitt.117 Looking at the
table in more detail, we can see that for the higher-grade buckets the mor-
tality rates are quite comparable, but this is not the case for the lowest-
quality-rating buckets. For example, low-quality loans have substantially
higher MMRs in the first three years of life than do similarly rated bonds.
The critical question is whether high-yield loans and bonds have sub-
stantially different default profiles, or is this a statistical result due to a
relatively small sample size? In particular, although not described, each
of the MMR estimates has an implied standard error and confidence in-
terval. It can be shown that with an increasing number of loans or bonds
in the observation sample (i.e., as n gets bigger), the standard error on a
mortality rate will fall (i.e., the degree of confidence level applied to cal-
culate the MMR estimate of expected out-of-sample losses increases). As
a loan or bond either dies or survives in any period, the standard error T
of an MMR is:118
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σ = (3.37)

and rearranging:

N = (3.38)

As can be derived from Equations (3.37) and (3.38), there is an in-
verse relationship between sample size N and the standard error σ of a
mortality rate estimate.

Assume that MMR1 = 0.01 is a mortality rate estimate, and extreme
actuarial standards of confidence in the stability of the estimate for pricing
and prediction out of sample have to be applied. Extreme actuarial stan-
dards might require σ to be one-tenth the size of the mortality rate esti-
mate (or σ = 0.001). Plugging these values into Equation (3.38) results in:

N = �
(0.0

(0
1
.
)
0
⋅
0
(
1
0
)
.
2

99)
� = 9900 (3.39)

This results in 10,000 loan observations per rating bucket required to
obtain this type of confidence in the estimate. With, say, 10 rating classes, a
portfolio of some 100,000 loans would have to be analyzed and calculated.
Very few banks have the resources to build information systems of this type.
To get to the requisite large size, a nationwide effort among the banks them-
selves may be required. The end result of such a cooperative effort might be
a national loan mortality table per country that could be used for the calcu-
lation of the banks’ loan loss reserves, based on expected losses, similar to
the national life mortality tables applied in pricing life insurance.119

3.8.9 CSFB’s CreditRisk+ Approach

This section analyzes two insurance-based approaches to credit risk analysis.
Mortality analysis offers an actuarial approach to predicting default rates,
which is considered an alternative to some of the traditional accounting-
based models for measuring expected losses and loan loss reserves. The
added value of mortality rates very much depends on the size of the sample
of loans or bonds from which they are calculated. CreditRisk+, an alternative
to CreditMetrics, calculates capital requirements based on actuarial ap-
proaches found in property insurance concepts. The major advantage is the
rather minimal data input required (e.g., no data on credit spreads are re-
quired). Its major limitation is that it is not a full VaR model because it fo-
cuses on loss rates rather than loan value changes. It is a default-mode (DM)
model rather than a mark-to-market (MTM) model.

MMRi ⋅ (1 − MMRi)
���

σ2

MMRi ⋅ (1 − MMRi)
���

N
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The approach developed by CSFB stands in direct contrast to Credit-
Metrics in its objectives and its theoretical framework:

• CreditMetrics seeks to estimate the full VaR of a loan or loan
portfolio by viewing rating upgrades and downgrades and the
associated effects of spread changes in the discount rate as part of
the credit’s VaR exposure. In contrast, CreditRisk+ considers
spread risk as part of market risk rather than credit risk. As a
result, in any period, only two states of the credit world are
considered, default and nondefault. The focus is on measuring
expected and unexpected losses rather than expected value and
unexpected changes in value (or VaR) as under CreditMetrics. As
mentioned, CreditMetrics is an MTM model, whereas CreditRisk+

is a DM-based model.
• The second major conceptual difference is that in CreditMetrics,

the default probability in any year is modeled based on a discrete
assumption (as are the upgrade/downgrade probabilities). In
CreditRisk+, default is modeled as a continuous variable with a
probability distribution. An analogy from home insurance is
relevant. When a whole portfolio of home loans is insured, there is
a small probability that all houses will burn down simultaneously.
In general, the probability that each house will burn down can be
considered as an independent event. Similarly, many types of
loans, such as mortgages and small business loans, can be
analyzed in a similar way, with respect to their default risk. In the
CreditRisk+ model, each individual loan is assumed to have a
small default probability, and each loan’s default probability is
independent of the default on other loans.120 This assumption of
independent occurrence makes the default probability distribution
of a loan portfolio resemble a Poisson distribution.

Figure 3-21 presents the difference in assumptions regarding default
probability distribution in CreditRisk+ and CreditMetrics.

The two degrees of uncertainty, the default frequency and the loss
severity, produce a distribution of losses for each exposure band. Sum-
ming (or, more exactly, aggregating) these losses across exposure bands
produces a distribution of losses for the loan portfolio (Figure 3-22). Al-
though not labeled by CSFB as such, we shall call the model in Figure 3-23
Model 1. The computed loss function, assuming a Poisson distribution for
individual default rates and the bucketing of losses, is displayed in Figure
3-23. The loss function is quite symmetric and is close to the normal dis-
tribution, which it increasingly approximates as the number of loans in
the portfolio increases. However, as discussed by CSFB, default and loss
rates tend to have fatter tails than is implied by Figure 3-23.121 Specifically,
the Poisson distribution implies that the mean default rate of a portfolio of
loans should equal its variance, that is:
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σ2 = mean (3.40)

σ = �mean� (3.41)

Using figures on default rates from Carty and Lieberman,122 CSFB shows
that, in general, Equation (3.41) does not hold, especially for lower-quality
credit. For B-rated bonds, Carty and Lieberman found that the mean de-
fault rate was 7.27 percent, its square root was 2.69 percent, and its σ was
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5.1 percent, or almost twice as large as the square root of the mean (see
Figure 3-23). This answers the question of what extra degree of uncer-
tainty might explain the higher variance (fatter tails) in observed loss dis-
tributions. The additional uncertainty modeled by CSFB is that the mean
default rate itself can vary over time or over the business cycle. For exam-
ple, in economic expansions, the mean default rate will be low; in eco-
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nomic contractions, it may rise substantially. In their extended model
(henceforth called Model 2), there are three types of uncertainty:

• The uncertainty of the default rate around any given mean
default rate

• The uncertainty about the loss severity
• The uncertainty about the mean default rate itself, modeled as a

gamma distribution by CSFP123

Appropriately implemented, a loss distribution can be calculated
along with expected losses and unexpected losses that exhibit observ-
able fatter tails. The latter can then be used to calculate the capital re-
quirement, as shown in Figure 3-24. Note that this economic capital
measure is comparable with the VaR measured under CreditMetrics, be-
cause CreditMetrics allows for rating upgrades and downgrades that af-
fect a loan’s value. By contrast, there are no nondefault migrations in the
CSFB model. Thus, the CSFB capital calculation is closer to a loss-of-
earnings or book-value capital measure than a full market value of eco-
nomic capital measure. Nevertheless, its great advantage lies in its
parsimonious requirement of data. The key data inputs are mean loss
rates and loss severities, for various loss buckets in the loan portfolio,
both of which are potentially amenable to collection, either internally or
externally. A simple discrete example of the CSFB Model 1 will illustrate
the minimal data input that is required.
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3.8.10 Summary and Comparison 
of New Internal Model Approaches

3.8.10.1 Background
The previous sections describe key features of some of the more prominent
new quantitative models of credit risk measurement that are publicly avail-
able. At first glance, these approaches appear to be very different and likely
to generate substantially different loan loss exposures and VaR measures.
The following sections summarize and compare four of these new models
and highlight key differences and similarities among them.

3.8.10.2 Model Comparison
Six key dimensions are used to compare the different approaches among
the four models: (1) CreditMetrics, (2) CreditPortfolioView, (3) Cred-
itRisk+, and (4) KMV. Analytically and empirically, these models are not as
different as they may first appear. Indeed, similar arguments have been
made by Gordy,124 Koyluoglu and Hickman,125 and Crouhy and Mark,126

using different model anatomies. Table 3-8 displays the six key dimen-
sions for comparing the models.
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3.8.10.3 Definition of Risk in the Different Models
As described in the previous sections, we distinguish between models that
calculate VaR based on the change in the market value of loans using
mark-to-market (MTM) models, and models that focus on predicting de-
fault losses using default-mode (DM) models.127 The MTM models allow
for credit upgrades and downgrades, and therefore spread changes, as
well as defaults in calculating loan value losses and gains. Contrarily, the
DM models consider only two states of the credit world: default and non-
default. The key difference between the MTM and DM approaches is the
inclusion of spread risk in MTM models. Not surprisingly, if models in-
corporate different input, they are likely to produce different results.
CreditMetrics is an MTM model, whereas CreditRisk+ and KMV are DM
models. CreditPortfolioView can be implemented as an MTM or a DM
model.

3.8.10.4 Risk Drivers
CreditMetrics and KMV have their analytic foundations in a Merton-type
model; a firm’s asset values and the volatility of asset values are the key
drivers and input variables of default risk. In CreditPortfolioView, the risk
drivers are macrofactors (such as inflation, credit spread, etc.); in Credit-
Risk+, the risk drivers are the mean level of default risk and its volatility. If
expressed in terms of multifactor models, all four models can be viewed as
having similar roots.128 Specifically, the variability of a firm’s asset returns
in CreditMetrics (as well as in KMV) is modeled as being directly linked to
the variability in a firm’s stock returns. In calculating correlations among
firms’ asset returns, the stocks of individual firms are determined by a set
of systematic risk factors (industry factors, country factors, etc.) and un-
systematic risk factors. The systematic risk factors, along with correlations
among systematic risk factors (and their weighted sensitivity, similar to
the multifactor/arbitrage pricing theory of model portfolio theory), deter-
mine the asset returns of individual firms and the default correlations
among firms.

The risk drivers in CreditPortfolioView have methodological foun-
dations similar to those of CreditMetrics and KMV. In particular, a set of
local systematic market macrofactors and unsystematic macroshocks
drives default risk and the correlations of default risks among borrowers
in the same local market. The key risk driver in CreditRisk+ is the variable
mean default rate in the economy. This mean default rate can be linked sys-
tematically to the state of the macroeconomy—when the macroeconomy
deteriorates, the mean default rate is likely to rise, as are default losses.
Improvement in economic conditions has the opposite effect.

Risk drivers and correlations in all four models can be correlated to
a certain extent to macrofactors describing the evolution of economywide
conditions.
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3.8.10.5 Volatility of Credit Events
A key difference in the methodology among the models is in the modeling
of the one-year default probability or the probability of default distribu-
tion function. In CreditMetrics, the default probability (as well as up-
grades and downgrades) is modeled as a fixed or discrete value based on
historic data. In KMV, expected default frequencies (EDFs) are linked to
the variability of the firm’s stock returns, and will vary as new informa-
tion is impounded in stock prices. Variations in stock prices and the
volatility of stock prices determine the KMV’s EDF scores. In CreditPort-
folioView, the default probability is a logistic function of a set of macro-
factors and normally distributed shocks. As the macroeconomy evolves,
the default probability and the cells, or probabilities, in the rest of the tran-
sition matrix will evolve as well. In CreditRisk+, the default probability of
each loan is assumed to be variable, following a Poisson distribution
around some mean default rate. The mean default rate is modeled as a
variable with a gamma distribution. This produces a distribution of losses
that may have fatter tails than those produced by either CreditMetrics or
CreditPortfolioView.

3.8.10.6 Correlation of Credit Events
The similarity of the determinants of credit risk correlations has been dis-
cussed in the context of risk drivers. Specifically, the correlation structure
in all four models can be attributed to systematic sensitivities of loans to
key factors. The correlations among borrowers are discussed in Section
3.9.6, where the application of the new models and modern portfolio the-
ory to support credit portfolio decisions is discussed.

3.8.10.7 Recovery Rates
The loss distribution and VaR calculations depend not only on the default
probability but also on the loss severity or loss given default (LGD). Em-
pirical evidence suggests that default severities and recovery rates are
quite volatile over time. More precisely, building in a volatile recovery rate
is likely to increase the VaR or unexpected loss rate.

CreditMetrics, in the context of its VaR calculations, allows for re-
coveries to be variable. In the current model version, which recognizes a
skew in the tail of the loan value loss distribution function, recovery rates
are assumed to follow a beta distribution, and the VaR of loans is calcu-
lated via a Monte Carlo simulation. In KMV’s simplest model, recovery
rates are considered constant over time. In more recent extended versions
of the model, recovery rates are allowed to follow a beta distribution as
well. In CreditPortfolioView, recovery rates are also estimated via a Monte
Carlo simulation approach. By contrast, under CreditRisk+, loss severities
are clustered and allocated into subportfolios, and the loss severity in any
subportfolio is considered constant over time.
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3.8.10.8 Numerical Approach
The estimation approach of VaRs, or unexpected losses, differs across
models. A VaR, at both the individual loan level and the loan portfolio
level, can be calculated analytically under CreditMetrics. This approach
becomes increasingly intractable as the number of loans in the portfolio
increases. As a result, for large loan portfolios, Monte Carlo simulation
techniques are applied to generate an approximate aggregate distribution
of portfolio loan values, and thus a VaR. Similarly, CreditPortfolioView
uses repeated Monte Carlo simulations to generate macroshocks and the
distribution of losses (or loan values) of a loan portfolio. CreditRisk+,
based on its convenient distributional assumptions (the Poisson distribu-
tion for individual loans and the gamma distribution for the mean default
rate, along with the fixed recovery assumption for loan losses in each sub-
portfolio of loans), allows an analytic or closed-form solution to be gener-
ated for the probability density function of losses. KMV allows an analytic
solution to the loss function.

The development of internal models for credit risk measurement
and capital requirements is at an early stage. In some sense, its present
level of development can be compared to that of market risk in 1994, when
RiskMetrics first appeared and was followed by alternative methodolo-
gies such as historic simulation and Monte Carlo simulation. The credit
risk models publicly available to date have exhibited quite different ap-
proaches across a number of important dimensions. Harmonizing these
models across just a few key dimensions, however, can result in quite
comparable unexpected loss calculations. This suggests that over time,
with theoretical and model development, a consensus model or approach
may eventually emerge. To some extent, this has already happened in the
market risk modeling area, supported by regulatory incentives.

3.8.11 Comparison of Major Credit Risk Models
A variety of credit models exists, which are mainly portfolio approaches.
The different conceptual approaches of the most current applications are
summarized in the following list:

• KMV
Conceptual model. Expected default frequency based on market
value of assets. Borrower defaults when available resources have
been depleted below a critical level. EDFs are linked to the
variability of the firm’s stock returns, which will vary as new
information is impounded in stock prices. Variations in stock prices
and the volatility of stock prices determine the KMV stock scores.
Modeling of concentration. A multifactor stock return model is
applied, from which correlations are calculated. The model
reflects the correlation among the systemic risk factors affecting
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each firm’s asset correlation, their individual default
probabilities, and their appropriate weights. The approach to
estimate correlations is similar to that used in CreditMetrics.
However, KMV typically finds that correlations lie in the range of
0.002 to 0.15, which is relatively low.

• CreditMetrics
Conceptual model. Simulation-based portfolio approach, in which
changes in debt values are modeled based on changes in rating,
and the market value of each position is a derived function of its
rating. Simulations of credit migrations are time consuming.
Modeling of concentration. Concentration risk is modeled by
sector allocation, and borrower correlation is derived from sector
correlations. Asset returns are simulated and mapped to
simulated credit migrations. Recovery rates are random variables.

• CreditRisk+

Conceptual model. Insurance or actuarial type for modeling low-
probability, high-impact events. Default probability of each loan
is assumed to be a random, conditionally independent variable,
following a Poisson distribution around some mean default rate.
The mean default rate is modeled as a variable with a gamma
distribution. The default probability on each sector is different.
Modeling of concentration. Each position is allocated to sectors
that represent countries and industries. Sectors are conditionally
assumed to be independent, and one individual sector can be
used for modeling the specific risk of positions.

• CreditPortfolioView
Conceptual model. A conditioned transition matrix is calculated,
simulating the evolution of transition probabilities over time by
generating macroshocks to the model. The simulated transition
matrix replaces the historically based unconditional (stable
Markov) transition matrix. Given any current rating for the loan,
the distribution of loan values, based on the macroadjusted
transition probabilities in the row for a specific rating of the
matrix, could be used to calculate VaR at the one-year horizon, in
a fashion similar to that used in CreditMetrics. A cyclically
sensitive VaR for 1, 2, . . . , n years can be calculated.
Modeling of concentration. Directly models the relationship between
transition probabilities and macrofactors; in a secondary step, a
model is fitted to simulate the evolution of transition probabilities
over time by shocking the model with macroevents. Each position is
allocated to sectors that represent countries and industries. Sectors
are not conditionally assumed to be independent.
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Depending on the conceptual approach of the model, the input pa-
rameters are different, as is the way some of the key elements of credit risk
are handled. Correlations that are inferred from equity indexes (such as
the CreditMetrics model) require a three-step process for the computation
of the credit correlation coefficient (Figure 3-25):

• CreditMetrics provides the correlation coefficients describing the
comovements of various industry–country equity indexes.

• The user has to define (input) how much of the variance in an
individual borrower’s credit indicator is derived from the various
country–industry indexes.

• The model then computes the borrower’s credit correlation
coefficients.

Volatility values are critical information for the portfolio approach,
as they are the basis for the correlation calculation, a key component of the
portfolio approach. To measure portfolio VaR, one starts with the loan-
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specific volatility, which reflects price (historical and future) and the struc-
ture of the loan. The volatility depends on the issue of price and structure
as well as the transitions. The forward valuation depends on:

• Loan price and loan structure
• Collateral
• Spread and fees
• Amortization
• Tenor
• Options (e.g., prepayment, repricing or grid, term-out, and market

conditions)
The portfolio distribution can be produced by simulation, using ran-

dom draws of the loans’ xi values. In a second step, the end-of-period rat-
ings are derived. In a third step, the loans are priced, based on the ratings
and other input parameters. In a fourth step, the loans are summed up to
get the portfolio value by using the values and the correlation from the
random draws. This procedure is repeated many times to derive a stable
distribution of the portfolio with the loans’ xi values (see Figure 3-26).

Instead of estimating the loans’ xi values, the distribution of common
and specific factors can be estimated by using random draws of the fac-
tors. In a first step, random draws of the factors are taken. In a second step,
the random draws of the factors are used to calculate the xi values. In a
third step, the loans are priced, based on the ratings and other input pa-
rameters. In a fourth step, the loans are summed up to get the portfolio
value by using the values and the correlation from the random draws.
This procedure is repeated many times to derive a stable distribution of
the portfolio with the loans’ xi values (see Figure 3-27).
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3.9 MODERN PORTFOLIO THEORY AND ITS
APPLICATION TO LOAN PORTFOLIOS

3.9.1 Background

Default risk and credit risk exposure are commonly viewed on a single-
borrower basis. Much of the banking theory literature views the personnel
at banks and similar institutions as credit specialists who, over time,
through monitoring and the development of long-term relationships with
customers, gain a comparative advantage in lending to a specific bor-
rower or group of borrowers. (The current BIS risk-based capital ratio is
linearly additive across individual loans.) This advantage, developed by
granting (and holding to maturity) loans to a select subset of long-term
borrowers, can be viewed as inefficient from a risk–return perspective. In-
stead, loans publicly traded, or “swappable” with other financial organi-
zations, could be considered as being similar to commodity-type assets
such as equities, which are freely traded at low transaction costs and with
high liquidity in public securities markets. By separating the credit-grant-
ing decision from the credit portfolio decision, a financial organization
may be able to generate a better risk–return trade-off, and offset what
KMV and others have called the paradox of credit.

Figure 3-28 illustrates the paradox of credit by applying the efficient
frontier approach to loans. Portfolio A is a relatively concentrated loan
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portfolio for a traditional bank that makes and monitors loans, and holds
those loans to maturity. Portfolios B and C are on the efficient frontier of
loan portfolios. They achieve either the maximum return for any level of
risk B or the minimum risk for a given return C. To move from A to either
B or C, the bank must actively manage its loan portfolio in a manner sim-
ilar to the tenets of modern portfolio theory (MPT), where the key focus
for improving the risk–return trade-off is on (1) the default correlations
(diversification) among the assets held in the portfolio and (2) a willing-
ness, as market conditions vary, to flexibly adjust the loan allocation rather
than to make and hold loans to maturity, as is the traditional practice in
banking.

Modern portfolio theory provides a useful framework for consider-
ing risk–return trade-offs in loan portfolio management. The MPT frame-
work provides the analytical basis for the intuitive observation that the
lower the correlation among loans in a portfolio, the greater the potential
for a manager to reduce a bank’s risk exposure through diversification.
Assuming that a VaR-based capital requirement reflects the concentration
risk and default correlations of the loan portfolio, such a diversified port-
folio may have lower credit risk than a similar portfolio with loan expo-
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sures that are considered independently additive (as is the case with the
current BIS 8 percent capital ratio).

There are a number of problems in directly applying MPT to loans
and loan portfolios (and many bonds), including the following:

• The nonnormality of loan returns
• The unobservability of market-based loan returns (and, thus,

correlations) as a result of the fact that most loans are nontraded

These issues and other related problems are discussed in Section 3.8.10.2,
which analyzes approaches suggested by KMV, CreditMetrics, and other
models. Specific attention is given to how these new approaches calculate
returns, risk, and correlations of loans and loan portfolios.

3.9.2 Application to Nontraded Bonds and Credits

Modern portfolio theory has been around for almost 50 years and is now
a common portfolio management tool, used by most money managers. It
has also been applied with some success to publicly traded junk bonds
when their returns have tended to be more equitylike (price driven) than
bondlike (yield driven) and when historical returns have been available.129

With respect to most loans and bonds, however, there are problems with
nonnormal returns, unobservable returns, and unobservable correlations.

The following sections discuss various approaches to applying MPT
techniques to loan portfolios. Most of the new credit models are not full-
fledged MPT models (returns are often not modeled), but their impor-
tance is in the link they show between both default correlations and
portfolio diversification and loan portfolio risk.

The consensus of the literature and the industry appears to be that
default correlations are relatively low on average, and gains through loan
portfolio diversification are potentially high. The current 8 percent BIS
risk-based capital ratio ignores correlations among loans in setting capital
requirements, and it may be an inadequate reflection of capital require-
ments. In particular, MPT-based models are more precise in suggesting
that loan portfolios in which individual loan default risks are highly cor-
related should have higher capital requirements than loan portfolios of
similar size in which default risk correlations are relatively low. In con-
trast, the current BIS regulations specify that the same capital requirement
is to be imposed for equally sized portfolios of private-sector loans, inde-
pendent of their country, industry, or borrower composition.

3.9.3 Nonnormal Returns

Loans and bonds tend to have relatively fixed upside returns and long-
tailed downside risks. Thus, returns on these assets tend to show a strong

Credit Risk 209

Gallati_03_1p_j.qxd  2/27/03  9:12 AM  Page 209



negative skew and, in some cases, kurtosis (fat-tailedness) as well. MPT is
built around a model in which only two moments—the mean and the vari-
ance—are required to describe the distribution of returns. To the extent that
the third (skew) and fourth (kurtosis) moments of returns substantially de-
scribe the distribution of asset returns, the straightforward application of
MPT models based on the simple two-moment approach becomes difficult
to justify. It can be argued that as the number of loans in a portfolio gets
bigger, the distribution of returns tends to become more normal.

3.9.4 Unobservable Returns

An additional issue relates to the fact that most loans and corporate
bonds are nontraded or are traded as OTC products at irregular intervals
with infrequent historical price or volume data. The estimation of mean
returns µ� and the variance of returns σi

2 using historic time series thus be-
comes challenging.

3.9.5 Unobservable Correlations

Similarly, if price and return data are unavailable, or the estimates are un-
reliable given the previously mentioned issues, calculating the covariance
σij or correlation ρij among asset returns also becomes difficult. The corre-
lations are a key building block in MPT-type analysis.130

3.9.6 Modeling Risk–Return Trade-Off 
of Loans and Loan Portfolios

3.9.6.1 Background
The following discussion focuses on a number of ways to apply MPT-type
techniques to a loan portfolio. It distinguishes between models that seek
to calculate the full risk–return trade-off for a portfolio of loans (such as
KMV’s Portfolio Manager) and models that concentrate mostly on the risk
dimension (such as CreditMetrics) and the VaR of the loan portfolio.

3.9.6.2 KMV’s Portfolio Manager
KMV’s Portfolio Manager can be considered a full-fledged modern port-
folio theory optimization approach, because all three key variables—re-
turns, risks, and correlations—are calculated. However, it can also be used
to analyze risk effects alone, as discussed later. Next is a discussion of how
the three key variables that enter into any MPT model can be calculated.

Loan Returns
In the absence of return histories on traded loans, the expected return on
the ith loan Rit over any given time horizon can be expressed as:
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Rit = [spreadi + feesj] − [expected lossi] (3.42)

Or:

Rit = [spreadi + feesj] − [EDFi ⋅ LGDi] (3.43)

The first component of returns is the spread of the loan rate over a
benchmark rate (such as LIBOR), plus any fees directly allocated to the
loan and expected over a given period (e.g., a year). Expected losses on the
loan are subsequently deducted because they can be viewed as part of the
normal cost of doing banking business. In the context of a KMV-type
model, where the expected default frequency (EDF) is estimated from
stock returns (the CreditMonitor model), then, for any given borrower, ex-
pected losses will equal EDFj × LGDj, where LGDi is the loss given default
for the ith borrower (usually estimated from the bank’s internal database).

Loan Risks
In the absence of historical return data on loans, a loan’s risk σLGD can be
approximated by the unexpected loss rate on the loan UL i —essentially,
the variability of the loss rate around its expected value EDFi × LGD.
There are several approaches in which the unexpected loss can be calcu-
lated, depending on the assumptions made about the number of credit-
rating transitions, the variability of LGD, and the correlation of LGDs
with EDFs. For example, in the simplest case, we can assume a DM model
in which the borrower either defaults or doesn’t default, so that defaults
are binomially distributed and LGD is fixed and constant across all bor-
rowers. Then:

σi = ULi = �(EDFi)� ⋅ (1 −�EDFi)� ⋅ LGD (3.44)

where �(EDFi)�⋅ (1 −�EDFi)� reflects the variability of a default-rate fre-
quency that is binominally distributed. A slightly more sophisticated DM
version would allow LGD to be variable, but factors affecting EDFs are as-
sumed to be different from those affecting LGDs, and LGDs are assumed
to be independent across borrowers. In this case:

σi = �(EDFi)� ⋅ (1 −�EDFi)�⋅ LGD� i
2 + ED�Fi ⋅ LG�Di

2� (3.45)

where σi is the standard deviation of borrower i’s LGD.131 If we want to de-
velop σi measures, allowing for a full MTM model with credit upgrades
and downgrades as well as default, then σi might be calculated similarly
to CreditMetrics, as discussed later. Indeed, in recent versions of its
model, KMV produces a rating transition matrix based on EDFs and al-
lows a full MTM calculation of σi to be made.132
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Loan Correlations
One important assumption in a KMV-type approach is that default corre-
lations are likely to be low. To see why, consider the context of the two-
state DM version of a KMV-type model. A default correlation would
reflect the joint probability of two firms X and Y—say, Ericsson and
Nokia—having their asset values fall simultaneously below their debt val-
ues over the same horizon (e.g., one year). In the context of Figure 3-29, the
Ericsson asset value would have to fall below its debt value BY, and the
Nokia asset value would have to fall below its debt value BX. The joint area
of default is shaded, and the joint probability distribution of asset values
is represented by the isocircles. The isocircles are similar to those used in
geography charts to describe hills. The inner circle is the top of the hill rep-
resenting high probability, and the outer circles are the bottom of the hill
(low probability). The joint probability that asset values will fall in the
shaded region is comparably low and will depend, in part, on the asset
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correlations between the two borrowers. In the context of the simple bino-
mial model, for Nokia N and Ericsson E, respectively:

ρNE = �
σN

σN

⋅
E

σE
� (3.46)

ρNE = (3.47)

The numerator of Equation (3.47), σNE, is the covariance between the
asset values of the two firms, N and E. It reflects the difference between
when the two asset values are jointly distributed (JDFNE) and when they
are independent (EDFN ⋅ EDFE). The denominator, σN ⋅ σE, reflects the stan-
dard deviation of default rates under the binomial distribution for each
firm. Rather than seeking to directly estimate correlations using Equation
(3.47), KMV uses a multifactor stock-return model from which correla-
tions are calculated. The model reflects the correlation among the system-
atic risk factors affecting each firm and their appropriate weights. KMV’s
approach to estimate correlations is discussed under CreditMetrics. How-
ever, KMV typically finds that correlations lie in the range of 0.002 to 0.15,
and are thus relatively low. After the estimation, the three inputs (returns,
risks, and correlations) can be used in a number of ways. One potential
use would be to calculate a risk–return efficient frontier for the loan port-
folio, as discussed previously.

A second application is to measure the risk contribution of expand-
ing lending to any given borrower. As discussed earlier, the risk (in a MPT
portfolio sense) of any individual loan will depend on the risk of the indi-
vidual loan on a stand-alone basis and its correlation with the risks of
other loans. For example, a loan might be thought to be risky when
viewed individually, but because its returns are negatively correlated with
other loans, it may be quite valuable in a portfolio context by contributing
to diversification and thus lowering portfolio risk.

The effects of granting additional loans to a particular borrower also
depend crucially on assumptions made about the balance-sheet constraint
of the financial organization. For example, if investable or loanable funds
are viewed as fixed, then expanding the proportion of assets lent to any
borrower i (i.e., increasing X) means reducing the proportion invested in
all other loans (assets) as the overall amount of funds is constrained. How-
ever, if the funds constraint is viewed as nonbinding, then the amount lent
to borrower i can be expanded without affecting the amount lent to other
borrowers. In the KMV-type marginal risk contribution calculation, a
funding constraint is assumed to be binding:

Xi + Xj + ⋅⋅⋅ + Xn = 1 (3.48)

JDFNE − (EDFN ⋅ EDFE)
�����
�(EDFN�)(1 − E�DFN)� ⋅ �(EDFE�)(1 − E�DFE)�
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By comparison, in CreditMetrics, the marginal risk contributions are cal-
culated assuming no funding constraint. For example, a financial organi-
zation can make a loan to a tenth borrower without reducing the loans
outstanding to the nine other borrowers.

Assuming a binding funding constraint, the marginal risk contribu-
tion (MRC) for the ith loan can be calculated as follows:

ULp = ��
N

i = 1

Xi
2 ⋅ ULi

2 + �
N

i = 1
�

N

i = 1

XiXjULiULjρij�
1/2

(3.49)
i  ≠ 1

And

�
N

i = 1

Xi = 1 (3.50)

The marginal risk contribution can also be viewed as a measure of
the economic capital needed by the bank in order to grant a new loan to
the ith borrower, because it reflects the sensitivity of portfolio risk (specif-
ically, portfolio standard deviation) to a marginal percentage change in
the weight of the asset. Note that the sum of MRCs is equal to ULp; conse-
quently, the required capital for each loan is just its MRC scaled by the
capital multiple (the ratio of capital to ULp).133

3.9.6.3 CreditMetrics
In contrast to KMV, CreditMetrics can be viewed more as a loan portfolio
risk-minimizing model than a full-fledged MPT risk–return model. Re-
turns on loans are not explicitly modeled. Thus, the discussion focuses on
the measurement of the VaR for a loan portfolio. As with individual loans,
two approaches to measuring VaR are considered:

• Loans are assumed to have normally distributed asset values.
• The actual distribution exhibits a long-tailed downside or

negative skew.

The normal distribution approach is discussed; this approach produces
a direct analytic solution to VaR calculations using conventional MPT
techniques.

Portfolio VaR Under the Normal Distribution Model
In the normal distribution model, a two-loan case provides a useful bench-
mark. A two-loan case is readily generalizable to the N-loan case; that is,
the risk of a portfolio of N loans can be shown to depend on the risk of
each pair of loans in the portfolio.

To calculate the VaR of a portfolio of two loans, we need to estimate:
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• The joint migration probabilities for each loan (assumed to be the
$100-million face value BBB loan discussed, and an A-rated loan
of $100 million face value)

• The joint payoffs or values of the loans for each possible one-year
joint migration probability

Joint Migration Probabilities
Table 3-9 shows the one-year individual and joint migration probabilities
for the BBB and A loans. Given the eight possible credit states for the BBB
borrower and the eight possible credit states for the A borrower over the
next year (the one-year horizon), there are 64 joint migration probabilities.
The joint migration probabilities are not simply the additive product of
the two individual migration probabilities. These can be recalculated by
looking at the independent probabilities that the BBB loan will remain
BBB (0.8693) and the A loan will remain A (0.9105) over the next year. The
joint probability, assuming the correlation between the two migration
probabilities is zero, would be 0.8693 ⋅ 0.9105 = 0.7915 or 79.15 percent. The
joint probability in Table 3-9 is slightly higher, at 79.69 percent, because the
assumed correlation between the rating classes of the two borrowers is 0.3.

Adjusting the migration table to reflect correlations is a two-step
process. First, a model is required to explain migration transitions. Credit-
Metrics applies a Merton-type model to link asset value or return volatil-
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T A B L E 3-9

Joint Migration Probabilities with 0.30 Asset Correlation

Obligor 1 (BBB) Obligor 2 (A)

AAA AA A BBB BB B CCC Default
0.09 2.27 91.05 5.52 0.74 0.26 0.01 0.06

AAA 0.02 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00

AA 0.33 0.00 0.04 0.29 0.00 0.00 0.00 0.00 0.00

A 5.95 0.02 0.39 5.44 0.08 0.01 0.00 0.00 0.00

BBB 86.93 0.07 1.81 79.69 4.55 0.57 0.19 0.01 0.04

BB 5.30 0.00 0.02 4.47 0.64 0.11 0.04 0.00 0.01

B 1.17 0.00 0.00 0.92 0.18 0.04 0.02 0.00 0.00

CCC 0.12 0.00 0.00 0.09 0.02 0.00 0.00 0.00 0.00

Default 0.18 0.00 0.00 0.13 0.04 0.01 0.00 0.00 0.00

SOURCE: J. P. Morgan, CreditMetrics Technical Document, New York: J. P. Morgan, April 2, 1997, 38. Copyright © 1997 by J.
P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of RiskMetrics Group, Inc.
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ity to discrete rating migrations for individual borrowers. Second, a model
is needed to calculate the correlations among the asset value volatilities of
individual borrowers. Similar to KMV, asset values of borrowers are un-
observable, as are correlations among those asset values. The correlations
among the individual borrowers are therefore estimated from multifactor
models driving borrowers’ stock returns.

Linking Asset Volatilities and Rating Transitions
To see the link between asset volatilities and rating transitions, consider
Figure 3-30, which links standardized normal asset return changes (meas-
ured in standard deviations) of a BB-rated borrower to rating transitions.134

If the unobservable (standardized) changes in asset values of the
firm are assumed to be normally distributed, we can calculate how many
standard deviations asset values would have to have to move the firm
from BB into default. For example, the historic one-year default probabil-
ity of this type of BB borrower is 1.06 percent. Using the standardized nor-
mal distribution tables, asset values would have to fall by 2.3 σ for the firm
to default. Also, there is a 1 percent probability that the BB firm will move
to a C rating over the year. Asset values would have to fall by at least 2.04σ
to change the BB borrower’s rating to C or below. There is a 2.06 percent
probability (1.06% + 1.00%) that the BB-rated borrower will be down-
graded to C or below (such as D). The full range of possibilities is graphed
in Figure 3-30. Similar figures could be constructed for a BBB borrower, an
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Class

F I G U R E  3-30

Link Between Asset Value Volatility σ and Rating Transitions for a BB-Rated Bor-
rower. (Source: Modified from J. P. Morgan, CreditMetrics Technical Document,
New York: J. P. Morgan, April 2, 1997, 87, 88, tables 8.4 and 8.5, chart 8.2. Copy-
right © 1997 by J. P. Morgan & Co., Inc., all rights reserved. Reproduced with per-
mission of RiskMetrics Group, Inc.)

AAA AA A BBB BB B CCC Default

Transition 0.03 0.14 0.67 7.73 80.53 8.84 1.00 1.06
probability, %

Asset 3.43 2.93 2.39 1.37 −1.23 −2.04 −2.30
volatility σ
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A borrower, and so on. The links between asset volatility and rating
changes for an A borrower are shown in Table 3-10.

From Figure 3-30, we can see that a BB-rated borrower will remain
BB as long as the standardized normal asset returns of the borrowing firm
fluctuate between −1.23 σ and +1.37 σ. The A borrower’s rating will re-
main unchanged as long as the asset returns of the firm vary between
−1.51 σ and +1.98 σ. Assume that the correlation p between those two
firms’ asset returns is 0.2 (to be calculated in more detail later).

The joint probability Pr that both borrowers will remain simultane-
ously in the same rating class during the next year can be found by inte-
grating the bivariate normal density function as follows:

Pr(−1.23 < BB < 1.37, −1.51 < 1.98) = �1.37

−1.23
�1.98

−1.51
f(ζ1ζ2; ρ) ⋅ ζ1ζ2 = 0.7365 (3.51)

where ζ1 and ζ2 are random, and ρ = 0.20.

In Equation (3.51), the correlation coefficient ρi is assumed to be
equal to 0.2. As described next, these correlations, in general, are calcu-
lated in CreditMetrics based on multifactor models of stock returns for the
individual borrower.135

Joint Loan Values
In addition to 64 joint migration probabilities (in this generic example), we
can calculate 64 joint loan values in the two-loan case, as shown earlier
(Table 3-9). The market value for each loan in each credit state is calculated
and discussed under Joint Migration Probabilities. Individual loan values
are then added to get a portfolio loan value, as shown in Table 3-11. Thus, if

Credit Risk 217

T A B L E 3-10

Link Between Asset Value Volatility σ and Rating Transitions 
for an A-Rated Borrower

Class

AAA AA A BBB BB B CCC Default

Transition 0.09 2.27 91.05 5.52 0.74 0.26 0.01 0.06
probability, %

Asset 3.12 1.98 −1.51 −2.30 −2.72 −3.19 −3.24
volatility σ

SOURCE: J. P. Morgan, CreditMetrics Technical Document, New York: J. P. Morgan, April 2, 1997, 87, table 8.4. Copyright ©
1997 by J. P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of RiskMetrics Group, Inc.
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T A B L E 3-11

Loan Portfolio Value: All 64 Possible Year-End Values for a Two-Loan Portfolio

Obligor 1 (BBB) Obligor 2 (A)

AAA AA A BBB BB B CCC Default

106.59 106.49 106.30 105.64 103.15 101.39 88.71 51.13

AAA 109.37 215.96 215.86 215.67 215.01 212.52 210.76 198.08 160.50

AA 109.19 215.78 215.68 215.49 214.83 212.34 210.58 197.90 160.32

A 108.66 215.25 215.15 214.96 214.30 211.81 210.05 197.37 159.79

BBB 107.55 214.14 214.04 213.85 213.19 210.70 208.94 196.26 158.68

BB 102.02 208.61 208.51 208.33 207.66 205.17 203.41 190.73 153.15

B 98.10 204.69 204.59 204.40 203.74 210.25 199.49 186.81 149.23

CCC 83.64 190.23 190.13 189.94 189.28 186.79 185.03 172.35 134.77

Default 51.13 157.72 157.62 157.43 156.77 154.28 152.52 139.84 102.26

SOURCE: J. P. Morgan, CreditMetrics—Technical Document, New York: J. P. Morgan, April 2, 1997, 12. Copyright © 1997 by J. P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of
RiskMetrics Group, Inc.
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both loans get upgraded to AAA over the year, the market value of the loan
portfolio at the one-year horizon becomes $215.96 million. By comparison,
if both loans default, the value of the loan portfolio becomes $102.26 million.

With 64 possible joint probabilities and 64 possible loan values, the
mean value of the portfolio and its variance are as computed in Equations
(3.52) and (3.53):

Mean = p1 ⋅ V1 + p2 ⋅ V2 + ⋅⋅⋅ + p64 ⋅ V64 = $213.63 million (3.52)

Variance = p1 ⋅ (V1 − mean)2

+ p2 ⋅ (V2 − mean)2 + ⋅⋅⋅

+ p64 ⋅ (V64 − mean)2

= $11.22 million (3.53)

Taking the square root of the solution to Equation (3.53), the σ of the
loan portfolio value is $3.35 million and the VaR at the 99 percent confidence
level under the normal distribution assumption is 2.33 ⋅ $3.35 = $7.81 million.

Comparing this result of $7.81 million for a face-value credit portfo-
lio of $200 million with the 99 percent VaR-based capital requirement of
$6.97 million (for the single BBB loan of $100 million face value as derived
earlier, we can see that although the credit portfolio has doubled in face
value, a VaR-based capital requirement (based on the 99th percentile of
the loan portfolio’s value distribution) has increased by only $0.84 million
($7.81 million − $6.97 million). The reason for this low increase in VaR is
portfolio diversification. A correlation of .3 between the default risks of the
two loans is built into the joint transition probability matrix in Table 3-11.

Portfolio VaR Using the Actual Distribution
The capital requirement under the normal distribution is likely to under-
estimate the true VaR at the 99 percent level because of the skewness in the
actual distribution of loan values. Using Table 3-9 in conjunction with
Table 3-11, the 99 percent (worst-case scenario) loan value for the portfolio
is $204.40 million.136 The unexpected change in value of the portfolio from
its mean value is $213.63 million − $204.40 million = $9.23 million. This is
higher than the capital requirement under the normal distribution dis-
cussed previously ($9.23 million versus $7.81 million); however, the con-
tribution of portfolio diversification is clear. In particular, the regulatory
capital requirement of $9.23 million for the combined $200-million face-
value portfolio can be favorably compared to the $8.99 million for the in-
dividual BBB loan of $100 million face value.

Credit Risk 219

Gallati_03_1p_j.qxd  2/27/03  9:12 AM  Page 219



Parametric Approach with Many Large Loans
The normal distribution approach can be enhanced in two ways:

• The first way is to keep expanding the loan joint transition
matrix, directly or analytically computing the mean and standard
deviation of the portfolio. However, this rapidly becomes
computationally difficult. For example, in a five-loan portfolio,
there are 81 possible joint transition probabilities, or over 32,000
joint transitions.

• The second way is to manipulate the equation for the variance of
a loan portfolio. It can be shown that the risk of a portfolio of N
loans depends on the risk of each pairwise combination of loans
in the portfolio as well as the risk of each individual loan. To
consistently estimate the risk of a portfolio of N loans, only the
risks of subportfolios containing two assets need to be calculated.

CreditMetrics uses Monte Carlo simulation to compute the distribu-
tion of loan values in the large sample case in which loan values are not
normally distributed. Consider the portfolio of loans in Table 3-12 and the
correlations among those loans (borrowers) in Table 3-13. For each loan,
20,000 (or more) different underlying borrower asset values are simulated,
based on the original rating of the underlying loan, the joint transition
probabilities, and the historical correlations among the loans.137 The loan
(or borrower) can either stay in its original rating class or migrate to an-
other rating class. Each loan is then revalued after each simulation and rat-
ing transition. Adding across the simulated values for the 20 loans
produces 20,000 different values for the loan portfolio as a whole. Based
on the 99 percent worst-case scenario, a VaR for the loan portfolio can be
calculated as the value of the loan portfolio that has the 200th worst value
out of 20,000 possible loan portfolio values.

In conjunction with the mean loan portfolio value, a capital require-
ment can be derived. The CreditMetrics portfolio approach can also be
applied to calculation of the marginal risk contribution for individual
loans. Unlike the KMV approach, funds are considered as being flexibly
adjustable to accommodate an expanded loan supply, and marginal-
means loans are either granted or not granted to a borrower, rather than
making an incremental amount of new loans to an existing borrower.

Table 3-14 demonstrates the stand-alone and marginal risk contribu-
tions of 20 loans in a hypothetical loan portfolio based on a standard devi-
ation measure of risk σ. The stand-alone columns reflect the dollar and
percentage risk of each loan, viewed individually. The stand-alone per-
centage risk for the CCC-rated asset (number 7) is 22.67 percent, and the
B-rated asset (number 15) is 18.72 percent. The marginal risk contribution
columns in Table 3-14 reflect the risk of adding each loan to a portfolio
containing the remaining 19 loans (the standard deviation risk of a 20-loan
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portfolio minus the standard deviation risk of a 19-loan portfolio). Inter-
estingly, Table 3-14, on a stand-alone basis, Asset 7 (CCC) is riskier than
Asset 15 (B), but when risk is measured in a portfolio context (by its mar-
ginal risk contribution), Asset 15 is riskier. The reason can be seen from the
correlation matrix in Table 3-13, where the B-rated loan (Asset 15) has a
“high” correlation level of 0.45 with Assets 11, 12, 13, and 14. By compari-
son, the highest correlations of the CCC-rated loan (Asset 7) are with As-
sets 5, 6, 8, 9, and 10, at the 0.35 level.

One policy implication is immediate and is shown in Figure 3-31,
where the total risk (in a portfolio context) of a loan is broken down into two
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T A B L E 3-12

Example Portfolio

Credit asset Rating Principal amount, $ Maturity, years Market value, $

1 AAA 7,000,000 3 7,821,049

2 AA 1,000,000 4 1,177,268

3 A 1,000,000 3 1,120,831

4 BBB 1,000,000 4 1,189,432

5 BB 1,000,000 3 1,154,641

6 B 1,000,000 4 1,263,523

7 CCC 1,000,000 2 1,127,628

8 A 10,000,000 8 14,229,071

9 BB 5,000,000 2 5,386,603

10 A 3,000,000 2 3,181,246

11 A 1,000,000 4 1,181,246

12 A 2,000,000 5 2,483,322

13 B 600,000 3 705,409

14 B 1,000,000 2 1,087,841

15 B 3,000,000 2 3,263,523

16 B 2,000,000 4 2,527,046

17 BBB 1,000,000 6 1,315,720

18 BBB 8,000,000 5 10,020,611

19 BBB 1,000,000 3 1,118,178

20 AA 5,000,000 5 6,181,784

SOURCE: J. P. Morgan, CreditMetrics—Technical Document, New York: J. P. Morgan, April 2, 1997, 121. Copyright © 1997
by J. P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of RiskMetrics Group, Inc.

Gallati_03_1p_j.qxd  2/27/03  9:12 AM  Page 221



T A B L E 3-13

Asset Correlations for Example Portfolio

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 1 0.45 0.45 0.45 0.15 0.15 0.15 0.15 0.15 0.15 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

2 0.45 1 0.45 0.45 0.15 0.15 0.15 0.15 0.15 0.15 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

3 0.45 0.45 1 0.45 0.15 0.15 0.15 0.15 0.15 0.15 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.10 .1 0.1

4 0.45 0.45 0.45 1 0.15 0.15 0.15 0.15 0.15 0.15 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

5 0.15 0.15 0.15 0.15 1 0.35 0.35 0.35 0.35 0.35 0.2 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.1 0.1

6 0.15 0.15 0.15 0.15 0.35 1 0.35 0.35 0.35 0.35 0.2 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.1 0.1

7 0.15 0.15 0.15 0.15 0.35 0.35 1 0.35 0.35 0.35 0.2 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.1 0.1

8 0.15 0.15 0.15 0.15 0.35 0.35 0.35 1 0.35 0.35 0.2 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.1 0.1

9 0.15 0.15 0.15 0.15 0.35 0.35 0.35 0.35 1 0.35 0.2 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.1 0.1

10 0.15 0.15 0.15 0.15 0.35 0.35 0.35 0.35 0.35 1 0.2 0.2 0.2 0.2 0.2 0.15 0.15 0.15 0.1 0.1

11 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 1 0.45 0.45 0.45 0.45 0.2 0.2 0.2 0.1 0.1

12 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.45 1 0.45 0.45 0.45 0.2 0.2 0.2 0.1 0.1

13 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.45 0.45 1 0.45 0.45 0.2 0.2 0.2 0.1 0.1

14 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.45 0.45 0.45 1 0.45 0.2 0.2 0.2 0.1 0.1

15 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.2 0.2 0.45 0.45 0.45 0.45 1 0.2 0.2 0.2 0.1 0.1

16 0.1 0.1 0.1 0.1 0.15 0.15 0.15 0.15 0.15 0.15 0.2 0.2 0.2 0.2 0.2 1 0.55 0.55 0.25 0.2

17 0.1 0.1 0.1 0.1 0.15 0.15 0.15 0.15 0.15 0.15 0.2 0.2 0.2 0.2 0.2 0.55 1 0.55 0.25 0.2

18 0.1 0.1 0.1 0.1 0.15 0.15 0.15 0.15 0.15 0.15 0.2 0.2 0.2 0.2 0.2 0.55 0.55 1 0.25 0.2

19 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.25 0.25 0.25 1 0.6

20 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.25 0.25 0.25 0.65 1

SOURCE: J. P. Morgan, CreditMetrics—Technical Document, New York: J. P. Morgan, April 2, 1997, 122. Copyright © 1997 by J. P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of RiskMetrics Group, Inc.
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components: (1) its percentage marginal standard deviation (vertical axis)
and (2) the dollar amount of credit exposure (horizontal axis). We then have:

Total risk of a loan 
= marginal standard deviation, % × credit exposure, $ (3.54)

For the 13-rated loan the standard deviation results in a risk of:

$270,000 = 8.27% × $3,263,523
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T A B L E 3-14

Standard Deviation of Value Change

Stand-alone Marginal

Asset Credit rating Absolute, $ Percent Absolute, $ Percent

1 AAA 4,905 0.06 239 0.00

2 AA 2,007 0.17 114 0.01

3 A 17,523 1.56 693 0.06

4 BBB 40,043 3.37 2,934 0.25

5 BB 99,607 8.63 16,046 1.39

6 B 162,251 12.84 37,664 2.98

7 CCC 255,680 22.67 73,079 6.48

8 A 197,152 1.39 35,104 0.25

9 BB 380,141 7.06 105,949 1.97

10 A 63,207 1,99 5,068 0.16

11 A 15,360 1.30 1,232 0.10

12 A 43,085 1.73 4,531 0.18

13 B 107,314 15.21 25,684 3.64

14 B 167,511 15.40 44,827 4.12

15 B 610,900 18.72 270,000 8.27

16 B 322,720 12.77 89,190 3.53

17 BBB 28,051 2.13 2,775 0.21

18 BBB 306,892 3.06 69,624 0.69

19 BBB 1,837 0.16 120 0.01

20 AA 9,916 0.16 389 0.01

SOURCE: J. P. Morgan, CreditMetrics—Technical Document, New York: J. P. Morgan, April 2, 1997, 130. Copyright © 1997
by J. P. Morgan & Co., Inc., all rights reserved. Reproduced with permission of RiskMetrics Group, Inc.

Gallati_03_1p_j.qxd  2/27/03  9:12 AM  Page 223



Also plotted in Figure 3-32 is an equal risk isoquant of $70,000. Sup-
pose managers wish to impose a total credit risk exposure limit of $70,000
on each loan measured in a portfolio context. Then Asset 15 (the 13-rated
loan) and Assets 16 and 9 are obvious outliers. One possible alternative
would be for the financial institution to sell Asset 15 to another institution,
or to swap it for another B-rated asset that has a lower correlation with the
other loans (assets) in the institution’s portfolio. In doing so, its expected
returns may remain (approximately) unchanged, but its loan portfolio risk
is likely to decrease due to an increased benefit from diversification.

3.9.6.4 Alternative Portfolio Approaches
CreditPortfolioView and CreditRisk† can only be considered partial MPT
models, similar to CreditMetrics, because the returns on loans and the
loan portfolio are not explicitly modeled.

The role of diversification in CreditPortfolioView is obvious in the
context of the macroshock factors (or unsystematic risk factors) U and V
(see Section 3.8.6.3), which drive the probability of borrower default over
time. As portfolio diversification increases (e.g., across countries in the
CreditPortfolioView model), the relative importance of unsystematic risk
to systematic risk will shrink, and the exposure of a loan portfolio to shocks
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Credit Limits and Loan Selection in the CreditMetrics Framework. (Source: Modi-
fied from J. P. Morgan, CreditMetrics Technical Document, New York: J. P. Morgan,
April 2, 1997, 131. Copyright © 1997 by J. P. Morgan & Co., Inc., all rights re-
served. Reproduced with permission of RiskMetrics Group, Inc.)

Gallati_03_1p_j.qxd  2/27/03  9:12 AM  Page 224



will shrink. In the context of the Monte Carlo simulations of the model, the
99 percent worst-case loss for an internationally well diversified portfolio
is likely to be less pronounced (other things being equal) than that for a
concentrated one-country or industry-specialized loan portfolio.

In CreditRisk†, two model cases have to be distinguished. In Model 1
(see Section 3.8.9), two sources of uncertainty can be identified: the fre-
quency described by the Poisson distribution of the number of defaults
(around a constant mean default rate), and the severity of losses (variable
across loan exposure bands). Because the Poisson distribution implies that
each loan has a small probability of default and that this probability is inde-
pendent across loans, the correlation of default rates is, by definition, zero.

In Model 2, however, where the mean default rate itself is variable
over time (described with a gamma distribution), correlations are induced
among the loans in the portfolio because they show varying systematic
linkages to the mean default rate movements. As discussed in Section
3.8.10, the movement in the mean default rate can be modeled in terms of
factor sensitivities to different independent sectors (which could be coun-
tries or industries). For example, a company’s default probability may be
sensitive to both a U.S. factor and a UK factor. Given this trait, the default
correlations in CreditRisk† are shown to be equal to:

ρAB = (mAmB)1/2 �
N

k = 1

θAkθBk ��
m
σk

k
��

2

(3.55)

where ρAB = default correlation between borrowers A and B
mA = mean default rate for Type-A borrower
mB = mean default rate for Type B borrower
θA = allocation of borrower A’s default rate volatility across N

sectors
θB = allocation of borrower B’s default rate volatility across N

sectors
(σk/mk)2 = proportional default rate volatility in sector k

Table 3-15 demonstrates an example of Equation (3.55) where each of
the two borrowers is sensitive to one economywide sector only (θAk = θBk = 1),
and σk/mk = 0.7 is set at an empirically reasonable level. As can be seen from
Table 3-15, as the credit quality of the borrowers declines (i.e., mA and mB get
larger), correlations increase. Nevertheless, even in the case in which indi-
vidual mean default rates are high (mA = 10 percent and mB = 7 percent), the
correlation among the borrowers is still quite small (in this case, 4.1 percent).

Another issue to discuss is correlations derived from intensity-based
models. The correlations among default rates reflect the effect of events in
inducing simultaneous jumps in the default intensities of obligors. The
causes of defaults themselves are not modeled explicitly. However, what
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are modeled are various approaches to default-arrival intensity that focus
on correlated times to default. This allows the model to answer questions
such as the worst week, month, year, and so on, out of the past N years, in
terms of loan portfolio risk. The worst period is derived when correlated
default intensities were highest (defaults arrived at the same time). With
joint credit events, some of the default intensity of each obligor is tied to
such an event with some probability.138

3.9.7 Differences in Credit versus 
Market Risk Models

In analyzing the applicability of regulatory requirements to the credit risk
issue, it appears that qualitative standards will play a similarly important
role in the assessment of the accuracy of credit risk models and the credit
process (such as management oversight). However, the application of
quantitative standards to credit risk models is likely to be more difficult
than for market risks for the following reasons:

• Data limitation and data integrity appear to be major hurdles in the
design and implementation of credit risk models. Most credit
instruments are not marked to market. The statistical evidence for
credit risk models does not derive from a statistical analysis of
prices; the comprehensive historical basis is not comparable to
that for market risks. The scarcity of the data required for
modeling credit risk also stems from the infrequent nature of
default events and the longer-term time horizons used in
measuring credit risk. The parameterization of credit risk models
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T A B L E 3-15

Relationship Between Mean Default Rates 
and Default Correlations

mA 0.5% 5% 10%

mB 1% 2% 7%

θAk 1 1 1

θBk 1 1 1

σk /mk 70% 70% 70%

ρAB 0.35% 1.55% 4.1%

SOURCE: Credit Suisse First Boston, CreditRisk+, technical document,
London/New York, October 1997. Reproduced with permission of Credit Suisse
First Boston (Europe) Ltd.
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requires a more in-depth understanding of the model’s sensitivity
to structural assumptions and parameter estimates, requiring the
use of simplifying assumptions, parameters, and proxy data.

• Validation and verification of credit risk models are also
fundamentally more difficult than the backtesting procedure
used for market risk models. Based on the frequency of the data
available, market risk models typically employ a horizon of a few
days, whereas credit risk models generally rely on a time frame of
one year or more. Longer holding periods, combined with the
higher target loss quantiles used in credit risk models, present
design problems in assessing the accuracy of the models. A
quantitative standard for the validation of the accuracy of models
similar to that presented in the Market Risk Amendment would
require an impractical number of years of data, spanning
multiple credit cycles.

• The segment of an institution’s banking book concerned with
credit risk exposures and the length of the time horizon of such
products are much greater than those of the trading books.
Hence, errors in measuring credit risk are more likely to affect the
assessment of the bank’s overall soundness. It appears more
likely that losses can accumulate over time unnoticed in the
banking book, as it is not marked to market on a regular basis.

3.10 BACKTESTING AND STRESS TESTING
CREDIT RISK MODELS

3.10.1 Background

A critical issue for financial organizations and regulators is the validation
and predictive accuracy of internal models. In the context of market mod-
els, this issue has led to numerous efforts to backtest models to ascertain
their predictive accuracy. Under the current BIS market risk–based capital
requirements, a financial organization must validate the accuracy of its in-
ternal market models through backtesting over a minimum of 250 past
days if they are used for capital requirement calculations. If the predicted
VaR errors for those 250 days are outside a given confidence level (i.e., risk
is underestimated on too many days), penalties are imposed by regulators
to create incentives for bankers to improve the models.139

It can be argued, however, that backtesting over a 250-day time hori-
zon is not enough, given the high standard-deviation errors that are likely
to be involved if the period is not representative. To reduce errors of this
type, suggestions have been made to increase the number of historical
daily observations over which a backtest of a model is conducted. For ex-
ample, a horizon of at least 1000 past daily observations is commonly be-
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lieved to be adequate to ensure that the period chosen is representative in
terms of testing the predictive accuracy of any given model. However,
even for traded financial assets such as currencies, a period of 1000 past
days requires going back in time more than four years and may involve
covering a wide and unrepresentative range of foreign-exchange regimes,
as such a horizon may include structural changes.

The key measure of the usefulness of internal credit risk models is their
predictive ability. Tests of predictive ability, such as backtesting, are difficult
for credit risk models because of the lack of the following requirements:

• Sufficiently long time-series data. Given a large and representative
(in a default risk sense) loan portfolio, it is possible to stress-test
credit risk models by using cross-sectional subportfolio sampling
techniques that provide predictive information on average loss
rates and unexpected loss rates.

• Comparability of conditioning variables from model to model. The
predictive accuracy, in a cross-sectional sense, of different models
can be used to select different models. In the future, wider-panel
data sets, and time series of loan loss experience, are likely to be
developed by financial institutions and consortiums of banks
(e.g., the British Bankers’ Association). The credit risk models are
used at the beginning of such an exercise, and it is important to
note that, to be really useful, these loan portfolio experience data
sets should include not only loss experience but also the
conditioning variables that the different models require (e.g.,
recoveries, loan size, ratings, and interest rates).

3.10.2 Credit Risk Models and Backtesting

To appropriately backtest or stress-test market risk models, 250 observa-
tions are required. But it is unlikely that a bank would be able to provide
anywhere near that many past observations. With annual observations
(which are the most likely to be available), a bank might be able to provide
only a fraction of the required historical observations, severely limiting
the institution to a capacity to perform only time-series backtesting simi-
lar to that which is currently available for market risk models.140

3.10.3 Stress Testing Based on Time-Series 
Versus Cross-Sectional Approaches

Recent studies from Granger and Huang141 (at a theoretical level), and
Carey142 and Lopez and Saidenberg143 (at a simulation and empirical level),
provide evidence that stress tests similar to those conducted across time for
market risk models can be conducted using cross-sectional or panel data for
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credit risk models. In particular, suppose that in any given year a bank has
a sample of N loans in its portfolio, where N is sufficiently large. By repeated
subsampling of the total loan portfolio, it is possible to generate a cross-sec-
tional distribution of expected losses, unexpected losses, and the full proba-
bility density function of losses. By comparing cross-sectional subportfolio
loss distributions with the actual full-portfolio loss distribution, it is possi-
ble to estimate the predictive accuracy of a credit risk model. If the model is
a good predictor—and thus the backtesting results should support this
statement—the mean average loss rate and the mean 99th percentile loss
rate from a high number of randomly drawn subportfolios of the total loan
portfolio (e.g., 10,000) should be statistically close to the actual average and
99th percentile loss rates of the full loan portfolio experienced in that year.144

A number of statistical problems arise with cross-sectional stress
testing, but these are similar to those that arise with time-series stress test-
ing (or backtesting):

• The first problem, and perhaps the most critical, is ensuring the
representative nature of any given year or subperiod selected to
determine statistical moments such as the mean (expected) loss
rate and the 99 percent unexpected loss rate. Structural changes
in the market can make past data invalid for the prediction of
future losses. The emergence of new credit instruments, changes
in the fiscal behavior of the government, and legal or regulatory
changes regarding debt and equity treatment, tax law, and so
forth can impact the way a model reflects systematic versus
unsystematic risk factors. This suggests that some type of
screening test needs to be conducted on various recession years
before a given year’s loss experience is chosen as a benchmark for
testing predictive accuracy among credit risk models and for
calculating capital requirements.145

• The second problem is the effect of outliers on simulated loss
distributions. A few extreme outliers can seriously affect the
mean, variance, skew, and kurtosis of an estimated distribution,
as well as the correlations among the loans implied in the
portfolio. In a market risk model context, it can be shown that
only 5 outliers out of 1000 observations, in terms of foreign
currency exchange rates, can have a major impact on estimated
correlations among key currencies.146 When applying this issue to
credit risk, the danger is that a few major defaults in any given
year could seriously bias the predictive power of any cross-
sectional test of a given model.

• The third problem is that the number of loans in the portfolio has
to be large; therefore, the data sample has to be very large. It will
be big enough only in the case of a nationwide database.
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T A B L E 3-16

Loss Rate Distribution When Monte Carlo Draws Are from Good Versus Bad Years

Portfolio 
Assets 
Rated Years 

Loss Distribution Percentile

< BBB, % Used Mean 95 97.5 99 99.5 99.9 99.95

0 Good: 0.09 0.53 0.74 1.40 1.46 1.98 2.14
1986–1989

0 Bad: 0.15 0.87 1.26 1.45 1.59 2.22 2.28
1990–1992

0 Very bad: 0.16 0.91 1.40 1.54 1.67 2.28 2.36

100 Good: 1.73 4.18 4.63 5.11 5.43 5.91 6.05
1986–1989

100 Bad: 2.53 5.59 6.31 7.19 7.82 8.95 9.33
1990–1992

100 Very bad: 3.76 6.68 7.30 8.04 8.55 9.72 10.19
1991

For example, Carey’s sample is based on 30,000 privately placed
bonds held by a dozen life insurance companies from 1986 to 1992, a pe-
riod during which more than 300 credit-related events (defaults, debt re-
structurings, and so on) occurred for the issuers of the bonds.147 The
subsamples chosen varied in size; for example, portfolios of $0.5 to $15 bil-
lion, containing no more than 3 percent of the bonds of any one issuer.
Table 3-16 shows simulated loss rates from 50,000 subsample portfolios
drawn from the 30,000-bond population. Subportfolios were limited to $1
billion in size.

Table 3-16 compares Monte Carlo estimates of portfolio loss rates at
the mean and at various percentiles of the credit loss rate distribution,
when Monte Carlo draws are limited to the good years, 1986 to 1989; the
bad years, 1990 to 1992; and the worst year, 1991. All drawn portfolios
are $1 billion in size. The two panels, each with three rows, report results
when all simulated portfolio assets are investment grade and below 
investment grade (rated <BBB), respectively. An exposure-to-one-
borrower limit of 3 percent of the portfolio size was enforced in building
simulated portfolios. The results in each row are based on 50,000 simu-
lated portfolios.
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SOURCE: Mark Carey, “Credit Risk in Private Debt Portfolios,” Journal of Finance (August 1998), 1363–1387. Reproduced with
permission of Blackwell Publishing.
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The loss rates vary by year. In 1991, which was the trough of the last
U.S. recession, 50,000 simulated portfolios containing <BBB bonds pro-
duced a mean 99 percent loss rate of 8.04 percent, which is quite close to
the BIS 8 percent risk-based capital requirement. However, note that in rel-
atively good years (e.g., 1986 to 1989), the 99 percent loss rate was much
lower: 5.11 percent.

3.11 PRODUCTS WITH INHERENT CREDIT RISKS

3.11.1 Credit Lines

3.11.1.1 Description
Credit lines originate when a bank extends credit to a borrower with a
specified maximum amount and a stated maturity. The borrower then
draws and repays funds through the facility in accordance with its re-
quirements. Lines of credit are useful for short-term financing of working
capital or seasonal borrowings. A commitment fee is usually charged on
the unused portion. These loans are often unsecured but may be collater-
alized by accounts receivable, securities, or inventory. The contractual
profile depends on the risks involved and the experience of the bank with
the specific client. Firms engaged in manufacturing, distribution, retail-
ing, and the service sector often use lines of credit to finance short-term
working-capital needs.

3.11.1.2 Inherent Risk Types
As with all credit, the primary risk is that the borrower will default and be
unable to repay the principal amount amortization and interest outstand-
ing at any point in time. Lines-of-credit facilities are exposed to an element
of contingent principal risk in that the bank generally has a contractual
commitment to lend additional funds on demand. Depending on the con-
tractual profile, market risk through interest-rate fluctuations might affect
the profitability of a credit line. Variable-interest payments from the bor-
rower to the bank will change over time, depending on actual interest
rates and the reset dates.

3.11.1.3 Quantification of Credit Risks
The bank’s exposure on a line-of-credit facility consists of the following
components:

• Outstanding principal amount (less amortization paid)
• Accrued interest outstanding
• Credit equivalent exposure from the remaining commitment to

lend additional funds on demand (which can be quantified as the
remaining amount of the maximal credit level multiplied by the
probability of drawdown by the borrower)
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The next step is to assess the borrower’s total exposure. The bank has
to determine the likelihood that the borrower will default. To collateralize
the borrower’s credit, the bank has to value the net realizable assets. All
these factors are used to quantify the overall credit exposure and serve as
a basis to calculate the provisioning.

3.11.1.4 Exposure to Market Risks
The bank has a market risk if the interest payments from the borrower to
the bank are based on variable rates. The bank is thus exposed to changes
in the level and the term structure of interest rates.

3.11.2 Secured Loans

3.11.2.1 Description
The less creditworthy a potential borrower is, the more likely it becomes
that a bank will request some form of collateral in order to minimize its
loss exposure. Securititization is regarded as characteristic of any type of
credit, rather than a credit category of its own. Banks analyze their loan
portfolios by reviewing the proportion of secured (collateralized) credits
to the entire portfolio balance.

Loan security is usually not an activity performed expressly to gen-
erate business activity and profit. Maintenance, administration, and liq-
uidation of collaterals are in fact often expensive, time consuming, and
therefore unprofitable for the foreclosing institute. In many cases, the
bank lacks the expertise to seize assets which have to be liquidated. It is
more useful to sell the security. Considerations such as insurance, legal 
liability, and the cost of maintenance can be critical when deciding
whether to repossess collateral.

Most credit security is formulated in some kind of fixed or floating
claim over specified assets or a mortgage interest in property. Table 3-17
describes some common forms of credit security.

3.11.2.2 Inherent Risk Types
As with all loans, the lender is exposed to borrower default. It is the pri-
mary risk associated with loans—the risk that the borrower will be unable
to meet the obligation to repay the principal and interest outstanding at
any point in time. Banks collateralize loans to reduce their exposure to loss
due to borrower default.

Liquidation of collaterals is usually not a profitable business for a
bank. Rising interest rates increase the risk of default, as the outstanding
interest might be higher than the financing power of the borrower. De-
creasing market values of property increase the collateralized part of the
loans and increase the risk that the bank will have higher loss exposures in
case of borrower default.
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3.11.2.3 Quantification of Credit Risks
The quantification of credit risks can be considered the outcome of the
process of assessing the risk exposure to a bank’s secured lending. The
first step is to classify the loans within the bank’s credit analysis system.
The bank will establish a limit up to which a secured loan can be granted.
If the risk of default is determined to be substantial because of deteriora-
tion in the borrower’s financial condition, poor payment history, de-
creased asset values, and the like, the bank must take action and prepare
for liquidation of the collateral as the ultimate step.

Often the term net realizable value is used for the liquidation value.
The net realizable value consists of the following components:

• The current market value of the collateral
• A provision for all costs of administration and maintenance from the

time the bank takes possession of the collateral until the time of sale
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T A B L E 3-17

Common Forms of Credit Security

Loan Security Comments

Lien A lien is a right to retain someone’s property until a debt due
from the borrower has been repaid (the borrower and owner
need not be identical). Banks require that liens used as security
be in writing and refer specifically to the property under lien.
Depending on local regulations and location of the property, the
lien has to be officially approved by a notary and recorded in
public records in order to be enforceable.

Mortgage A mortgage is a lien on real property. The mortgage does not
affect the rights of ownership, as they do not pass to the bank.

Assignment An assignment is a transfer by a borrower of the right to receive
a benefit from a third-party debtor. Usually the transfer is money
or securities to be assigned as receivables to the bank as
security for the loan.

Hypothecation Hypothecation is a form of direct security involving only indirect
legal title. This approach is chosen when it is not practical for the
bank to take actual physical possession of either the goods or
related title documents. The bank has a claim over items which it
neither controls nor owns.

Guarantee A guarantee is a common form of indirect security involving the
acceptance by a third party of responsibility for the debts or
defaults of the borrower.

Pledge A pledge is a direct security based on an express agreement that
gives a bank possession but not ownership of specific goods or
title documents.
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• A reserve provision for potential decline in market value from the
time the bank takes possession of the collateral until the time of
sale

• A provision for insurance premiums
• A provision for selling costs
• Claims by other creditors (lenders) whose security interest in the

collateral are ranked higher than the bank’s ranking
• Revenues to be generated prior to disposing of the collateral

The realization of the net realizable value is generally a subjective and
complex process—particularly the liquidation of collaterals where no liq-
uid market exists (real estate in specific geographic areas, used manufac-
turing equipment, etc.).

The calculation of capital adequacy for credit risks uses different risk
weightings. Specifically, loans that are fully collateralized by government
securities or guaranteed by the government have a 0 percent weighting.
Loans to private persons for purchase of a residence fully secured by a
mortgage will have a weighting of 50 percent or more.

3.11.2.4 Exposure to Market Risks
Rising interest rates increase the risk of default, as the outstanding interest
might be higher than the financing power of the borrower. Specifically, for
loan contracts with a floating interest rate, increasing interest rates will be
rolled over to the borrower at the reset dates. Contracts with a fixed inter-
est rate might be foreclosed, which exposes the borrower to a reinvest-
ment risk at a higher interest-rate level. Decreasing market values of
property increase the collateralized part of the loans and increase the risk
that the bank will have higher loss exposures in case of borrower default.

3.11.3 Money Market Instruments

3.11.3.1 Description
The traditional classification of securities separates the money market in-
struments and the capital market instruments. The money market includes
short-term, marketable, liquid, low-risk debt securities. Money market in-
struments are sometimes called cash equivalents because of their safety and
liquidity. They are usually highly marketable and trade in large denomina-
tions; therefore, they are beyond the reach of individual investors. Table 
3-18 lists instruments commonly used as money market instruments. They
have different profiles (legal structure, secured/unsecured, etc.) and the
degree of their activity in the market differs, but there are also considerable
similarities in their applications.

A bank using money market instruments for both borrowing and
lending would pursue some or all of the following objectives:
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T A B L E 3-18

Common Forms of Money Market Securities

Money Market Instrument Comments

Interbank placement The interbank placement market is extremely liquid and active. It enables banks and other financial institutions to
raise short-term funding or to place excess funds. Placements on a call basis are possible, from one day (overnight)
to up to five years.

The interbank placement market developed from the eurocurrency market. This market originally developed following the
placement of U.S. dollars outside the United States; it first became the eurobond market, based on these eurodollars.
Subsequently, it moved into shorter maturities in the eurocurrency market, including currencies such as sterling, euros,
and Swiss francs. It now represents an international money market outside clear national boundaries, covering all
financial centers worldwide, 24 hours a day. The interbank placement market is a global market not linked to a specific
time zone. For international banks and institutions, it is possible to raise and place funds whenever required and to
globally manage money market portfolios on a location-by-location basis. The portfolio can be transferred to the next
location for ongoing management of the positions currently in the portfolio.

Eurocurrency in the London market is usually linked to the LIBOR; the participants quote the rate at which they are
willing to accept (borrow) or place (lend) funds. The spread between the bid and the ask reflects the liquidity of the
market and the credit quality of the counterparty.

Major banks have also begun to develop instruments with similar characteristics for foreign issuers, in different
currencies. Large multinational firms offer these instruments to finance their short debts.148

Banker’s acceptance Similar to letters of credit, banker’s acceptances are securities that are written when a bank places itself between the
borrower and the investor and accepts responsibility for paying the loan. This shields the investor from the risk of
default. A banker’s acceptance is often preceded by a written promise from the lending bank that it will make the loan.
The lending bank does not actually accept the banker’s acceptance until the borrower takes down the loan. Later, if
the lending bank wants to withdraw the money it has invested in the loan before the loan expires, the bank can sell the
banker’s acceptance to another investor. Banker’s acceptances may be resold to any number of other investors before
the loan is repaid. There is an active secondary market in these debts. Any investor who buys a banker’s acceptance
can collect the loan on the date it is scheduled to be repaid.

Banker’s acceptances are among the oldest money market securities. They are typically used to expedite foreign
trade by financing accounts receivable between buyers and sellers from different countries. Large international banks
create banker’s acceptances for the interest rates on loans, with a provision depending on the creditworthiness.
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T A B L E 3-18

Common Forms of Money Market Securities (Continued )

Money Market Instrument Comments

Certificates of deposits Certificates of deposit (CDs) are an important source of medium-term funds. They are negotiable instruments issued
by banks for deposits placed with them for a fixed period of time. CDs can be traded in an active secondary market.
This liquidity gives CDs an advantage through a rate of interest which is slightly lower than that of an equivalent-time
deposit in the interbank market. CDs can have fixed interest rates or floating and variable rates. Rates are normally
priced as a spread over LIBOR.

Repo agreements Sale and repurchase agreements are short-term loans secured by collateral in the form of securities. A repo
agreement consists of the sale of the underlying securities for immediate cash settlement with a simultaneous
agreement to repurchase the underlying securities at a higher price at a later date. The price difference between the
spot and future price represents an interest charge for the use of cash received or lent during the time horizon of the
contract. The counterparty to a repo transaction engages in a reserve repo, which is the purchase of the securities
against cash settlement and simultaneous agreement to sell them at a higher price in the future.

This is a particularly common interbank mechanism for transferring short-term funds from banks with excess funds to
those with short-term requirements.

For lenders of funds, it is important to reduce risk by ensuring that the securities purchased are received and held
throughout the life of the transaction (usually through a depository). The borrower cannot use the same securities for
another transaction. In addition, the borrower and lender have to agree on the initial price and must monitor
subsequent price movements. In the event of falling market prices, the lender will require additional collateral to cover
the initial transaction amount. In the event of increased market prices, the borrower will recall excess collateral. The
collateral deposited is kept in balance with the initial transaction amount, as any unbalance hurts profitability and
increases risk for either the borrower or the lender.

Commercial paper Commercial paper consists of unsecured promissory notes with a fixed maturity. These notes are backed only by the
credit rating of the issuing corporation and are therefore normally issued only by banks and other businesses with
high credit ratings. Commercial paper is usually issued in bearer form and on a discounted basis. Commercial paper
issuers typically maintain open lines of bank credit sufficient to pay back all of their outstanding commercial paper at
maturity. They issue commercial paper only because that type of credit is quicker and easier to obtain than bank
loans. The credit ratings of most commercial paper issuers are so high that the so-called prime (that is, highest-quality
credit rating) commercial paper interest rate is essentially a riskless rate of interest, matching the yields on negotiable
CDs and banker’s acceptances.
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• Generating arbitrage profits between the money markets and
other related business activities (e.g., futures, swaps, and foreign
exchange)

• Generating profits from dealing in money market instruments
and from taking positions in interest-rate positions

• Generating profits from market making (dealing) from the
bid–ask spread of interest-rate positions

• Optimizing the use of capital by gearing the balance sheet to the
required level

Money market activities fund other business activities, manage liq-
uidity, and define interest rates on leading transactions. These activities
are centrally undertaken in the treasury department. Many banks gener-
ate more profit from nonoperative treasury activities by utilizing the
money markets to generate profits from arbitrage between the markets
and other products, by taking a view on future developments (specula-
tion), or by dealing as a market maker in specific positions. Each of these
means of participation in the money market generates risk exposure for
the bank.

3.11.3.2 Inherent Risk Types
The money markets are highly liquid, and the credit risk of the counter-
parties is considered low. Apart from credit and market risk, settlement
risk can be substantial and critical, as the volume of money market activi-
ties is high. The settlement of these transactions is therefore critical. But as
the range of participants in the money market business is known, and su-
pervision of the counterparties is required by regulation, the remaining
counterparty exposures are reduced to a shorter time horizon than in the
capital market.

3.11.3.3 Quantification of Credit Risks
The primary risk is the risk of borrower default. As most of the players in
the money markets are banks, the effect of such a default would be a sig-
nificant change in the bank’s liquidity management as a result of the with-
drawal of a large portion of the bank’s deposit base or funding sources. A
substantial default would affect the banking system through a ripple ef-
fect of defaults because of the substantial interbank deposit activity.

Listing authorized institutions with which the funds may be placed
and limiting the amount of deposits or bank assets which may be placed
with specific institutions reduces the counterparty risk. Approval for a
counterparty to become an authorized institution is usually regulated.
One key consideration is the institution’s credit rating, as determined in-
ternally or externally.
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3.11.3.4 Exposure to Market Risks
Money markets are highly liquid, as they serve to transfer funds from in-
stitutions that have excess funds to institutions that need additional
funds. As this market acts globally, 24 hours a day, money market interest
rates reflect all information in the market. Changes in expectations re-
garding inflation have an immediate impact, and interest rates change al-
most simultaneously with the revelation of new information. The steady
flow of information continuously changes the shape and level of interest
rates, and therefore the pricing and valuation of money market positions,
hedges, and arbitrage strategies as well.

3.11.4 Futures Contracts

3.11.4.1 Description
The futures contract calls for delivery of an asset or its cash value at a spec-
ified delivery or maturity date for an agreed-upon price, called the futures
price, to be paid at contract maturity. The long position is held by the in-
vestor who commits to purchasing the commodity on the delivery date.
The counterparty who takes the short position commits to delivering the
commodity at contract maturity. The terms and conditions of a futures
contract are standardized depending on the future’s exchange. Quantity,
grade, or type of commodity, currency, or financial instrument at a speci-
fied future date and a specified price are set and regulated by the terms of
the futures exchange where the future’s instrument is traded. The terms
include the details of the contract type, settlement, and margin require-
ment. Most of the basic principles are valid for the different futures ex-
changes and contract types.

Financial futures include stock indexes, currencies, interest-rate in-
struments, commodity indexes, and so forth. Futures contracts are based
on specific financial instruments—for example, the futures contract on
U.S. Treasury obligations is based on the standard contract amount of
$100,000 used by the Chicago Board of Trade (CBOT). An investor who
sells such a contract to hedge a portfolio has an obligation to sell the Trea-
sury obligation (i.e., deliver cash) at a future date at a price agreed on at
the time of the contract trade. Other futures contracts, such as currency fu-
tures, are based on a specific amount of one currency valued against an-
other currency at a predetermined date in the future at a price agreed on
at the time of the contract. For example, London International Financial
Futures Exchange (LIFFE) is based on standardized contracts in sterling
against dollars in increments of £25,000 each. Like currency futures con-
tracts, forward contracts are made in advance of delivery, but they differ
from futures in several respects:

• A forward contract is a private agreement between two parties; it
is not created and traded on a standardized exchange.
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• A futures contract can be closed out without delivery, while the
forward contract requires delivery and can not be resold, since
there is no secondary market.

• Futures have margins, requiring daily realization of profits and
losses. Forward contracts realize profits and losses at delivery only.

A futures contract requires a deposit of an initial margin at the clear-
inghouse that handles the two sides of the transaction. For any transaction,
two contracts are written: one between the buyer and the clearinghouse,
and one between the seller and the clearinghouse. At the end of each trad-
ing day, the positions are compared to the market value, and as prices
change, the proceeds accrue to the trader’s margin account immediately.
This daily settling is called marking to market. If an investor accrues sus-
tained losses from daily marking to market, the margin account may fall
below a critical value, called the maintenance or variation margin. Once the
value of the margin account falls below this value, the investor receives a
margin call to transfer new funds into the account, or the broker will close
out enough of the position to meet the required margin for that position.
This procedure safeguards the position of the clearinghouse. Marking to
market is the major means of limiting risk. Initial margins may be less than
1 percent of the face value of the contract and may have no significant im-
pact on the accounting. But the daily marking to market ensures that the
profits and losses from futures are calculated and booked daily. Through
this procedure, all contracts are standardized in terms of the other party, as
well as in terms of size and delivery date. To cancel a position, the investor
simply has to reverse the trades by selling contracts previously bought.
This creates a highly liquid market in standardized instruments.

A futures contract obliges the long position to purchase the asset at the
futures price. In contrast, the call option conveys the right to purchase the
asset at the exercise rate. The purchase will be made only if it yields at profit.

Futures can be used for different purposes:

• Hedging. Buying or selling a future can be used to hedge the
underlying position. Within a very short time a hedge can be
built up to lengthen or shorten the duration of a portfolio, so the
downside of an equity portfolio can be protected by selling a
corresponding equity futures index, and so forth.

• Position generation. Exposures to markets, segments, and so
forth can be built up with a fraction of the face value of the
futures contract. Instead of buying the underlying instruments,
only the initial margin is required to generate the equivalent
exposure. It is an efficient way to generate exposure if direct
exposure through buying the underlying instrument is not
desired for any reason.
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• Arbitrage trading. Options can be traded by buying and selling
futures that appear to be over- or underpriced compared to
similar products or markets issued by different counterparties,
using different valuation models to generate an arbitrage position.

• Asset–option and option–option trading. Options can be traded by
buying and selling options to combine these options with each
other or in combination with underlying instruments to produce
structured products with risk–reward profiles different from
those of the underlying instrument or the individual option.

• Speculation. Speculation can be regarded as a special case of
trading with open futures positions. The speculator expects that
the actual future movements of the underlying instrument or the
individual option will differ from the expected movements
(expected parameters) inherent in the current futures price. The
difference between the cash and futures prices is known as the
basis. Speculators take direct open positions (i.e., selling futures
without the underlying instrument and expecting the instrument
price to decrease).

3.11.4.2 Inherent Risk Types
Credit risk is limited to margin amounts, or marking to market. Payments
due to or from the broker, or to the clearinghouse, do not include the over-
all amount of the underlying instruments. The futures contract has a sym-
metrical risk–reward profile for both counterparties.

Market risks have an important influence on the overall risk expo-
sure of futures, as most of the input variables (currencies, interest rates,
equity prices, etc.) are market risk factors.

3.11.4.3 Quantification of Credit Risks
The credit risk of futures contracts can be categorized as follows:

• Credit risk arising from managing margin accounts.
• Credit risk when a counterparty is unable to deliver the contract

(or its cash equivalent) or to meet the required margin call. In
such cases, the futures contract can not be covered at current
market rates, and a loss is incurred, which should not normally
exceed the margin amount.

The risk involved with exchange-traded futures lies with the clear-
inghouse after all transactions have been registered and the credit risk is
not with the original counterparties of the futures transaction. The great-
est source of counterparty risk is brokers that are not members of a clear-
inghouse. Some financial institutions impose limits on the volume of
futures business that can be undertaken with brokers that are not mem-
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bers of a clearinghouse. These limits reduce the risk by number and value
of outstanding transactions with any particular broker. But the overall ex-
posure for a futures broker is not as great as for the client, as the broker can
call for margin from the customer in order to mitigate the credit risk.

Before the counterparties enter into contracts with one another, they
usually agree on standard terms and conditions, to which both parties
agree. They also agree to rules on how disputes are to be settled.

3.11.4.4 Exposure to Market Risks
Market risks have a substantial influence on valuation and on risk exposure.
Input variables such as the volatility of the underlying instrument, interest
rates, and equity price are required for the valuation of options. Any change
in these variables directly influences the valuation and thus exposes these
products to market risks with a higher leverage than the underlying instru-
ment, as the option represents the right to sell or buy the principal amount
of the underlying instrument for the price of the option, which is substan-
tially less. The clearinghouse is not directly affected by market risk factors,
as it passes the proceeds from the daily marking to market as an intermedi-
ary directly from one margin account to another, and thus carries no market
risk. The customer carries the market risk in the form of the margin account.
The customer can close out a contract by entering into a reverse transaction,
thus limiting losses to the amount in the margin account.

3.11.5 Options

In general, an option gives to the buyer the right, but not the obligation, to
buy or sell a good at a specific quantity at a specific price (strike price) on
or before a specific date in the future (maturity date). Many different types
of option contracts exist in the financial world. The two major types of
contracts traded on organized options exchanges are calls and puts. The
contracts are available for a wide variety of underlying instruments:

• Equities
• Interest-rate-sensitive products
• Currencies
• Commodities
• Other derivatives, such as futures, and so forth

Some options trade on over-the-counter (OTC) markets. The OTC
market offers an advantage in that that the terms of the option contract
(exercise price, maturity date, committed underlying instrument) can be
tailored to the needs of the traders or clients. Option contracts traded on
an exchange are for defined underlying instruments with standardized
parameters.
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3.11.5.1 Description
The option-pricing approach is a valuation technique that relies on esti-
mating the value of the embedded option. Option premiums fluctuate so
rapidly, as a function of price movements in the underlying instruments,
that computerized models are necessary to properly value them. The most
famous valuation model was developed by Black and Scholes; it is cur-
rently the foundation of models developed and used worldwide. Al-
though the models are complex, their logic can be understood intuitively.
The intrinsic value is the value of an option that is immediately exercised.
A rational investor would never exercise a call when the underlying asset
price is below the exercise price. When the option is not worth exercising,
it is out of the money or at the money. The intrinsic value cannot be negative,
as the buyer of a call has the right but not the obligation to exercise. The
option has a time value, even if the intrinsic value is zero. The time value
reflects the probability that the option will move into the money and
therefore acquire an intrinsic value. The time value is an increasing func-
tion of the time to expiration. The likelihood of this happening decreases
as the option’s remaining time to maturity decreases. The influence of
each of the input variables on a call option can be described as follows:

• Exercise price. The higher the exercise price, the lower the
premium for the option on the same asset that has an identical
expiration date.

• Interest rate. Options reduce the opportunity or financing cost
for claiming an asset. Thus, as interest rates rise, this
characteristic becomes more valuable, thereby raising the price of
the option—or, in a sense, the present value of the asset to be
purchased at expiration is reduced.

• Volatility. The more volatile the asset, the larger the expected
gain on the option; hence, the larger its premium.

• Time to expiration. The value of an option is an increasing
function of the time to expiration. The leveraging advantage
mentioned earlier increases with time. The opportunity for the
underlying instrument price to exceed the exercise price increases
over time. Time compounds both the interest rate and volatility
effects.

All determinants of the option premium, except the underlying asset
volatility, can be measured precisely. The underlying asset volatility is
usually estimated with the implicit volatility.

Options can be used for different purposes:

• Hedging. Buying an option can be used to hedge the underlying
position. Options are potentially attractive, as they serve as
hedges to equalize adverse movement in prices. Written options
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can also be used for hedging, particularly when the writer has the
underlying position (covered call).

• Arbitrage trading. Options can be traded by buying and selling
options that appear to be over- or underpriced compared to
similar products issued by different counterparties, using
different valuation models, to generate an arbitrage position.

• Asset–option and option–option trading. Options can be traded by
buying and selling options to combine these options with each
other or in combination with underlying instruments to produce
structured products with risk–reward profiles different from
those of the underlying instrument or the individual option.

• Speculation. Speculation can be regarded as a special case of
trading with open option positions. The speculator expects that
the actual future movements of the underlying instrument or the
individual option will differ from the expected movements
(expected parameters) inherent in the current option price. The
speculators take direct open positions (i.e., selling a call without
the underlying instrument and expecting the instrument price to
decrease) or with structured combinations of options (i.e., selling
a strangle).

3.11.5.2 Inherent Risk Types
Credit risk is limited to the valuation of an option and does not include the
overall amount of the underlying instruments. A traded option purchased
at the exchange has a credit risk limited to the price paid to the broker or the
exchange. A written option (short selling) has a credit risk limited to the op-
tion premium to be received. But as written options are settled long before
the option is exercised, the credit risk from the settlement of the premium
rarely arises. The credit risk exposure from exchange-traded options is con-
sidered to be less than the exposure from OTC options, because settlement
procedures and standardized parameters support efficiency in settlement.

Market risks have an important influence on the overall risk expo-
sure of options, as most of the input variables (currencies, interest rates,
equity prices, volatility coefficient, etc.) are market risk factors.

3.11.5.3 Quantification of Credit Risks
The quantification of credit risks from options can be treated similarly to
that from other off-balance-sheet exposures. The bank’s credit risk on a
purchased exchange-traded option is limited to the price of the option and
not to the overall value of the contract (principal value of the underlying
instruments). The credit exposure can be measured by the margin de-
posits placed with brokers or exchanges. The credit exposure of short calls
is limited to the price due from the counterparty. The credit risk exposure
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from exchange-traded options is considered to be less (almost risk free)
than the exposure from OTC options purchased directly from counterpar-
ties, because settlement procedures and standardized parameters support
efficiency in settlement.

Credit risk exposure is generally captured on a counterparty basis.
Banks usually apply two methods for the quantification of credit

risks:

• Some banks apply a percentage on the principal amount of the
underlying instruments to estimate a credit equivalent for these
exposures. This method does not take into account the current
market exposure of the option reflecting the changes in the input
variables; and

• Most banks calculate the credit risk equivalent using the actual
market value of the option plus a safety margin for likely future
changes over the remaining time to expiration of the option. The
two most important input variables for the option valuation
market price and volatility are modified by adding a safety
margin. The quantification of credit risk would be the revaluated
option price based on the modified input parameters. This
approach corresponds to scenario-analysis as required by
different regulations (or regulators).

3.11.5.4 Exposure to Market Risks
Market risks have a substantial influence on valuation and on risk expo-
sure. Input variables such as the volatility of the underlying instrument,
interest rates, and equity price are required for the valuation of options.
Any change in these variables directly influences the valuation and thus
exposes these products to market risks with a higher leverage than the un-
derlying instrument, as the option represents the right to sell or buy the
principal amount of the underlying instrument for the price of the option,
which is substantially less.

3.11.6 Forward Rate Agreements

3.11.6.1 Description
Forward rate agreements (FRAs) are private contracts between two par-
ties (usually written by banks), which guarantee a client the borrowing or
lending interest rate at a future time. On the expiration date of the FRA,
the bank pays or receives the difference between the agreed interest rate
and the interest rate prevailing in the marketplace at the time. An FRA is a
contract for difference—the amount settled is the difference between the
market interest rate at the settlement date and the interest rate fixed in the
FRA contract. The FRA is disconnected from the actual lending or bor-
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rowing. The bank simply pays or receives the interest-rate difference at
maturity but does not lend to or borrow from the client.

The effect of an FRA is to lock a fixed interest rate as an expense to
one counterparty and as income to the other. No payment is required if
market rates on the settlement date equal the forward rates as fixed on the
contract date. To the extent that market rates diverge from the forward
rate, one party has to compensate the other for the difference. The notional
amount (principal) does not change hands. Forwards are like tailor-made
futures to suit an investor’s exact requirements, but they are mainly OTC
products rather than exchange traded.

Forward rate agreements can be used for different purposes:

• As FRAs can be tailored to the client’s needs, they can be used as
hedges. An investor who expects a large amount at a specific date
in the future, and a significant reduction in interest rates in the
near future, may enter into a forward rate agreement to receive a
fixed rate of interest in the future, which will become increasingly
profitable to the extent that the interest rate decreases as
expected. The investor is compensated by the profit from the FRA
for the lower interest rate at which the expected amount can be
invested in the future.

• FRAs can be used as trading instruments. A financial institution
which expects a significant decrease in interest rates may engage
in a FRA by receiving a fixed rate of interest, which will increase
in value to the extent that the expected reduction in the market
rate actually occurs.

3.11.6.2 Inherent Risk Types
The FRA is exposed to market and credit risks.

3.11.6.3 Quantification of Credit Risks
The term credit risk means an investor’s exposure to a counterparty unable to
fulfill obligations. The credit risk on an FRAis limited to the amount of the set-
tlement payment and not the notional amount plus interest. The credit risk is
calculated as the replacement value of the FRA (i.e., the current market value
of the FRA). The replacement value is defined as the movement in interest rates
since the contract date. Depending on the direction (up or down) of market
interest rates relative to the contractual interest rates, an actual loss or profit
can be generated. Credit risk must therefore be calculated in relation to future
interest-rate volatility (i.e., implicit volatility), which can only be estimated.
Using historical interest-rate fluctuations and option-pricing models (incor-
porating parameters such as time to maturity and the particular interest rate
subject to the FRA contract), it is possible to calculate a range for the implicit
volatility, within which interest-rate movements are expected to remain.
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3.11.6.4 Exposure to Market Risks
As FRAs are based on interest rates, market risks have a substantial influ-
ence on the valuation and the risk exposure. For the time period between
the settlement date and maturity, interest rates are locked in. After this
time period, the amount is again exposed to movements in interest rates.

3.11.7 Asset-Backed Securities

3.11.7.1 Description
Asset-backed securities (ABSs) are a relatively new category of mar-
ketable securities that are collateralized by financial assets like accounts
receivable (most commonly), mortgages, leases, or installment loan con-
tracts. Asset-backed financing involves a process called securitization. Se-
curitization is a disintermediation process in which the credit from
commercial or investment banks and other lenders is replaced by mar-
ketable debt securities that can be issued at a lower cost. Securitization in-
volves the formation of a pool of financial assets so that debt securities can
be sold to external investors to finance the pool.

Securitization generates structured and complex instruments, which
are not easy to price. But investors continue to demand all kinds of exotic
forms of securities. Creative security design often calls for bundling basic
and derivatives securities into one composite security. A convertible is a
bundled security of preferred stock with options. Quite often, the creation
of an attractive security requires the unbundling of an asset for pricing on
the investor side. For example, a mortgage pass-through security is un-
bundled into two classes. Class 1 receives only principal payments from
the mortgage pool, whereas Class 2 receives only interest payments. Other
financial instruments have to be unbundled in a similar manner to assess
an appropriate price.

Asset-backed securities can take the following forms:

• Repurchase agreements (repos). These are money market securities
that date back to the 1950s. Repos are the oldest asset-backed
security. (See the discussion of repo instruments in Section 3.11.3.)

• Mortgage-backed securities. A security is either an ownership
claim in a pool of mortgages or an obligation that is secured by
such a pool. These claims represent the securitization of mortgage
loans. Mortgage lenders originate loans and then sell packages of
these loans in the secondary market. The claims are sold for the
cash inflows from the mortgages as those loans are paid off. The
mortgage originator continues to service the loan, collecting
principal and interest payments, and passes the payments along
to the purchaser of the mortgage. Mortgage pass-through securities
(MPTSs) are certificates backed by a pool of insured mortgages.
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They were first sold in 1970 by the Government National
Mortgage Association (GNMA), called Ginnie Mae. MPTs are
popular in spite of their prepayment uncertainty because MPTS
issuers get to remove the mortgage assets and all associated
liabilities from their balance sheets. Mortgage-backed bonds (MBBs)
are debt securities that have their credit enhanced by being
overcollateralized and by the purchase of credit insurance. In
overcollateralization, the MBB issuer takes a residual risk
position in the pool.

• Collateralized mortgage obligations (CMOs). Issued by the Federal
Home Loan Mortgage Corporation (FHLMC), called Freddie Mac,
these are multiclass debt securities used to finance a pool of
insured mortgages. CMO investors own bonds that are
collateralized by a pool of mortgages or by a portfolio of
mortgage-backed securities. The bonds are serviced with the cash
flows from these mortgages; however, rather than using the
straight pass-through arrangement, the CMO substitutes a
sequential distribution process that creates a series of bonds with
varying maturities to appeal to a wider range of investors.149 The
disadvantages of CMOs are that the issuer must retain the lowest
class of CMO until the entire pool is liquidated, and the issuer
must show the pool’s assets and liabilities on its balance sheet.

• Student loans. First pooled and sold in 1973 by the Student Loan
Marketing Association (SLMA), called Sallie Mae. The SLMA
sponsors pass-throughs backed by loans originated under the
Guaranteed Student Loan Program and by other loans granted
under various U.S. federal programs for higher education.

These securities were supported by U.S. federal government agen-
cies that insure the pools of financial assets against default. The profitabil-
ity and liquidity of these government-subsidized financing plans set the
stage for the private securitization programs, such as the following:

• Trade-credit-receivable-backed bonds. These are pools of trade-
credit receivables, first issued by American Express in 1982.

• Certificates amortizing revolving debts (CARDs). These are pools of
credit card receivables, first issued by Salomon Brothers in 1986.

Securitization usually involves the creation of new debt securities.
As a result, the default risk, traditionally borne by equity investors, must
be assumed by some other method. Credit enhancement is typically ac-
complished via the following procedures:

• The assets to be financed are placed in a trust as collateral with a
third party, usually a depository bank.
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• The next step is to provide for AAA- or at least AA-grade rating
for the collateral from major credit-rating agencies such as
Moody’s or Standard & Poor’s. If the proper credit enhancement
arrangements can not be made, investors’ risk aversion will keep
them from buying the new debtlike securities. Several methods of
obtaining a high credit rating for securitized assets exist, such as
guarantees, overcollateralization, purchase of insurance from an
insurance company, and diversification by geography or industry.

Typical benefits obtained from securitization are as follows:

• Funds flow more efficiently from investors to borrowers as the
bundled financial assets gain liquidity. Assets may be illiquid
individually (such as mortgages), but when repackaged and
securitized they become liquid financial securities. Liquidity is
one of the primary goals of securitization.

• Prepayment risks borne by the seller of the financial assets are
transferred to the investor.

• Diversification opportunities are increased for the seller and the
investor.

• The seller of the financial assets can avoid the interest rate risk
and default risk associated with carrying assets in the books.

• Lower-cost financing for inventories of financial assets may be
available.

3.11.7.2 Inherent Risk Types
As with all credit, the primary risk is that the borrowers will default and
be unable to repay the principal and the interest outstanding. Thus, the
rating and the corresponding term structure of interest rates (quality
spread) reflect the credit risk.

As ABSs are based on interest rates, market risks have a substantial
influence on the valuation and the risk exposure.

3.11.7.3 Quantification of Credit Risks
Credit risk exposure can be measured by the rating difference of the col-
lateralized assets before and after the credit enhancement, which results in
a quality spread in favor of the new debt securities. This risk is carried by
the trust, which involves the collateralized assets on one side of the bal-
ance sheet and the equity capital, in the form of the securities, on the other
side. The bank usually carries only the counterparty risk for the transac-
tion if ABSs are bought from or sold to investors.

3.11.7.4 Exposure to Market Risks
As ABSs are based on interest rates, market risks have a substantial influ-
ence on the valuation and the risk exposure.
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Most asset-backed securities are liquid, because the investment
banking firm that securitizes the assets agrees to maintain a liquid sec-
ondary market in the securities.

3.11.8 Interest-Rate Swaps

3.11.8.1 Description
While there are numerous types of interest-rate swaps (IRSs), the most
common is the plain-vanilla or generic swap that involves two parties
(called counterparties) swapping fixed payments for floating-rate pay-
ments. For example, assume that one party has issued a floating-rate se-
curity that makes payments determined by a floating index. Floating-rate
liabilities are risky because the borrower bears the risk of rising interest
rates, which could prove unfortunate. It is possible that the firm or gov-
ernment that has issued a floating-rate security might prefer to make
fixed-rate payments, while other parties in the market might have the op-
posite position, wherein they are required to make fixed payments but
would prefer floating-rate payments. This might be the case if the party
held assets that had floating-rate coupons. If it had floating-rate liabilities
and floating-rate assets, the interest rate payments it makes would tend to
move up and down with the interest-rate payments it receives. Changes in
the level or structure of the term structure of interest rates would not affect
the overall difference of interest rates to be paid and received.

The interest-rate benchmarks that are commonly used for the floating
rate in an interest rate swap are those on various money market instru-
ments: Treasury bills, the London interbank offered rate (LIBOR), commer-
cial paper, banker’s acceptances, certificates of deposit, and the prime rate.

Market participants can use an interest-rate swap to alter the cash-
flow character of assets or liabilities from a fixed-rate basis to a floating-
rate basis, or vice versa. The only cash flows that are exchanged between
the parties are the interest payments, not the notional principal amount.

In most cases, an intermediary is needed, which is the function of the
swap dealer, a firm that arranges swaps between other firms. In order to
understand the swap activity, it is important to determine the various
roles of the bank in this process. The different roles determine the risk ex-
posures and the required control procedures as well as the accounting
treatment. The bank can enter into a swap transaction for three reasons:

• For trading purposes
• As an intermediary
• For hedging purposes

A bank may act as trader and use swap transactions for trading or
speculative purposes. Having a view on the future development of inter-
est rates (or currency), the bank would not seek to enter an offsetting swap
but would be exposed by a one-sided deal, depending on its view. For ex-
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ample, a bank expecting interest rates to decrease might enter into a swap
paying a floating rate and receiving a fixed rate. This strategy is similar to
lending in the money market for a contractual term at a fixed rate and bor-
rowing the proceeds for shorter periods at variables rates.

Acting as an intermediary, the bank will arrange and administer the
swap transaction. A counterparty seeking a swap will approach the bank,
which will identify another counterparty with opposite interest-rate re-
quirements. In most cases, the counterparties are unaware of each other,
and the bank will exchange the interest payments and take a spread on the
interest rate as compensation for its role as intermediary. The bank can act
as principal or as an agent. If the bank acts as principal, the counterparties
enter into a contract with the bank, and both parties rely on the bank,
rather than on each other, for performance under the deal. Should one
party default, the bank as principal is still obligated to the other party. The
bank as intermediary substitutes its credit for the credit of the two coun-
terparties, and in doing so, accepts the credit risks from both counterpar-
ties. The bank’s exposure is not the full (notional) amount but is limited to
the interest-rate cash flow to be paid by the defaulting party.

Using swap transactions to hedge existing or future transactions
(with a forward swap) of assets and liabilities, the bank is exposed, for ex-
ample, to the offset of variable-rate assets and fixed-rate liabilities. A de-
crease in interest rates would have a significant impact on hedged
positions and profitability. In this example, the bank has two alternatives:
it might enter a swap and convert the variable-rate assets into fixed-rate
assets, or convert the fixed-rate liabilities into variable-rate obligations. In
both cases the bank has the assurance that the overall earnings situation
remains stable regardless of the direction in which interest rates move.

Smaller banks and individual portfolio managers tend to manage
their portfolios on a deal-by-deal basis. Larger banks use portfolio hedg-
ing, in which all cash flows from all swap deals are aggregated. Because
not all deals can be perfectly matched (in terms of principal, reset dates,
etc.), the remaining exposure has to be hedged or not, based on known fu-
ture cash flows or by reducing exposures that have different swap reset
dates or maturity dates.

3.11.8.2 Inherent Risk Types
A swap is exposed to market, credit, and operational risks. The opera-
tional risk is primarily a settlement risk. Counterparty risk is part of the
credit risk and is the main credit exposure. Like other off-balance-sheet in-
struments, the amount at risk is the cash flows (interest rates) to be ex-
changed and not the notional amount. Therefore, exposure is measured
after determining an appropriate credit equivalent amount.

The amount at risk is exposed and is a function of the following
factors:
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• Counterparty risk. This presents the biggest part of the risk
exposure.

• Operational risk. In particular, settlement risks.
• Type of swap contract. Swaps are generally riskier for a fixed maturity

due to the added risk of exchange- or interest-rate movements.
• Term to maturity of swap contract. The longer the term to

maturity, the more cash flows are outstanding and are exposed to
interest-rate and currency movements over longer time horizons.

• Payment mismatch. Especially in a swap portfolio, swaps result
in one party making payments prior to receiving payments—for
example, one party makes semiannual payments (fixed rate) but
receives quarterly payments (floating rate).

3.11.8.3 Quantification of Credit Risks
The quantification of credit risk is a function of the net present value of the
swap and the counterparty ratings. Bank accountants and swap dealers
use the net present value approach to determine the value of the swap.
The replacement costs in terms of interest and currency rates for the fixed
and variable cash flows are used to measure the present value. A swap,
under which the bank receives 6 percent and pays LIBOR, where the re-
placement cost of the fixed leg is currently 4.5 percent, results in a profit
upon valuation equal to the monetary effect of the 1.5 percent fixed-inter-
est-rate differential over the term of the swap (with future cash flows dis-
counted). If the bank paid 5.5 percent on the fixed leg (instead of the
current market rate of 4.5 percent) this would result in a loss upon valua-
tion of 1 percent discounted over the term of the swap. The matched
transactions leave the bank a profit of 0.5 percent per annum on the na-
tional amount of the swap (the bank is receiving 6 percent and paying 5.5
percent on the offsetting legs of the two swaps). The NPV for a matched-
swap deal will therefore generally be equal to the current value of the
bank’s spread on the cash flows being exchanged over the life of the deal.

This amount at risk can be used for the determination of the coun-
terparty risk.

3.11.8.4 Exposure to Market Risks
The amount of interest-rate payments exchanged is based on the predeter-
mined principal, which is called the notional principal amount. But as the
counterparties agree to exchange periodic interest payments, the notional
amount is not transferred. The swap position can be regarded as a series of
forward or futures contracts, or a series of cash flows resulting from buying
and selling cash market instruments. In both cases, the cash flows are ex-
posed to interest- and currency-rate movements over the time horizon. Table
3-19 shows the risk–return profile in the case of interest-rate movements.
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The long futures positions gain if interest rates decline and lose if in-
terest rates rise. This is similar to the risk–return profile for a floating-rate
payer. The risk–return profile for a fixed-rate payer is similar to that of the
short futures position: a gain if interest rates increase and a loss if interest
rates decrease.

3.12 PROPOSAL FOR A MODERN CAPITAL
ACCORD FOR CREDIT RISK

A portfolio approach to credit risk management is the most important al-
ternative approach to the current standardized capital rules. Portfolio
credit risk modeling shares the advantages of portfolio market risk mod-
eling, which have already been recognized by the leading regulatory bod-
ies. These include:

• Ability to take an integrated view of credit risk across a financial
institution. This makes possible the comparison of the relative
risk of a 1-year $10-million loan, a 10-year $1-million bond, and a
10-year partly collateralized swap with a $10-million positive
mark-to-market value.

• Ability to assess concentration and diversification. By taking a
portfolio approach, a credit risk model recognizes the risks of
concentrated exposures (to a single counterparty or to a group of
highly correlated counterparties) and the benefits of
diversification.

• Ability to take a dynamic view of credit risk. In contrast to the
fixed standard capital rules, the model approach is based on
actual default and recovery rates.

There has been dynamic development in the markets in recent years,
which must be reflected in the regulations in order to support manage-
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ment dynamically in a business sense, instead of relying on the fixed stan-
dard capital rules:

• Lenders should focus on risk-adjusted performance
measurement.

• Risk-adjusted capital allocation across different business activities
is needed.

• Risk transfer by means of securitization is needed.

3.12.1 Institute of International Finance

In a 1998 discussion paper, the Institute of International Finance (IIF)
proposed abandoning the rigid and inflexible system of 100 percent cap-
ital requirements for the private sector and introducing a more differenti-
ated system for risk assessment, based on the credit quality of the
borrower.150

The IIF also suggested introducing complex credit models, which
could be developed and enhanced depending on the complexity of the in-
struments and the quality of the models used for modeling the risks. Sim-
ilar to the model-based approach, the incentive for the implementation of
complex credit risk management systems is risk-adequate valuation re-
sulting in lower capital requirements for those risks.

The IIF uses the following premises, whereas the BIS, as the regula-
tory body, has to define the terms and assumptions in detail:

• Capital adequacy requirements based on the probability
distribution of credit loss of the credit portfolio

• Consistent methodology for all counterparty ratings for all credit
exposures

• Estimates of probability distribution regarding potential losses of
the credit portfolios

• Estimates of correlations between the probability distributions of
credit positions within a credit portfolio

• Estimates of the expected credit losses based on the ratings and
the related statistical loss distributions as well as the loss severity
in the case of credit defaults

• Estimates of the unexpected credit losses for the entire portfolio
(e.g., with the VaR approach)

• Description of the data sources and documentation of the model
approach assumptions

• Stress-testing procedures to quantify extreme credit losses over
the statistical confidence levels
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3.12.2 International Swaps 
and Derivatives Association

The International Swaps and Derivatives Association (ISDA) proposed a
three-stage approach, which, like the IIF approach, is based on the in-
centive that a risk-adequate approach is directly related to lower capital
requirements.151

The first stage is the current practice, with the possibility of offsetting
risks by hedging positions in credit derivatives. The second stage is similar
to the standard approach for supporting market risk; it is a simplified
model that considers the counterparty rating and the term to maturity of
the credit risk positions, and it includes several offsetting and netting pos-
sibilities. The third stage considers credit portfolio risk models. These mod-
els consider the correlations between credit positions and thus allow the
use of the diversification effect of a risk-adequate, but complex and ex-
pensive, approach to the capital adequacy calculation for credit risks. This
approach requires an enormous amount of input data, such as loss proba-
bility distributions, recovery rates, and credit spreads.

The discussion papers of the IIF and the ISDA are valuable contribu-
tions to the discussion of the next generation of credit risk regulations. The
proposal of the ISDA to maintain the existing regulations in a slightly ex-
tended version could be misunderstood in view of the existing problems
and weaknesses of the current regulations. A standardized approach that
could be used by all institutions and would reflect the credit risk in a more
accurate way would lead to more adequate capital requirements. This
would be the basis for a concept similar to the capital accord supporting
market risks, which requires that the lead regulators be able to approve in-
ternally used models (partially in use already). As in the market risk regu-
lations, stringent quantitative and qualitative assumptions would have to
be fulfilled before regulators could grant approval. Stress tests would be
critical in reviewing the model quality, as backtesting is difficult with
credit models.

3.12.3 Basel Committee on Banking Supervision 
and the New Capital Accord

The original accord focused mainly on credit risk. It has since been
amended to address market risk. Interest-rate risk in the banking book
and other risks, such as operational, liquidity, legal, and reputational
risks, are not explicitly addressed. Implicitly, however, the present regula-
tions take such risks into account by setting a minimum ratio that has an
acknowledged buffer to cover unquantified risks.

The current risk weighting of assets results, at best, in a crude meas-
ure of economic risk, primarily because degrees of credit risk exposure are
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not sufficiently calibrated as to adequately differentiate between borrow-
ers’ differing default risks.

Another related and increasing problem with the existing accord is
the ability of banks to arbitrage their regulatory capital requirement and
exploit divergences between true economic risk and risk measured under
the accord. Regulatory capital arbitrage can occur in several ways—for ex-
ample, through some forms of securitization—and this can lead to a shift
in banks’ portfolio concentrations to lower-quality assets.

In 1999, the Basel Committee on Banking Supervision decided to in-
troduce a new capital adequacy framework152 to replace the initial accord
from 1988.153 The new accord is designed to improve the way regulatory
capital requirements reflect underlying risks. This new capital framework
consists of three pillars:

• Minimum capital requirements
• A supervisory review process
• Effective use of market discipline

With regard to minimum regulatory capital requirements, the BIS is
building on the foundation of the current regulations, which will serve as
a standardized approach for capital requirements at the majority of banks.
In doing so, the paper proposes to clarify and broaden the scope of appli-
cation of the current accord. With regard to risk weights to be applied to
exposures to sovereigns, the BIS proposes replacing the existing rigid ap-
proach with a system that allows using external credit assessments for de-
termining risk weights. It is intended that such an approach will also
apply (either directly or indirectly and to varying degrees) to the risk
weighting of exposures to banks, securities firms, and corporations. The
result will be to reduce risk weights for high-quality corporate credits, and
to introduce a risk weight higher than 100 percent for certain low-quality
exposures. A new risk-weighting scheme to address asset securitization
and the application of a 20 percent credit conversion factor for certain
types of short-term commitments are also proposed.

For some sophisticated banks, the BIS believes that an internal rat-
ings-based approach could form the basis for setting capital charges, sub-
ject to supervisory approval and adherence to quantitative and qualitative
guidelines. The BIS believes that this will be an important step in the effort
to align capital charges and underlying risk more closely.

The BIS wants to incorporate the model approach (similar to the cap-
ital adequacy regulation supporting market risks) in the credit portfolio
risk modeling to be used for regulatory capital calculation.

At some of the more sophisticated banks that make use of internal
ratings, credit risk models based on these ratings (and other factors) have
also been developed. Such models are designed to capture the risk from
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the portfolio as a whole—an important element not found in approaches
based solely on external credit assessments or internal ratings. The BIS
supports the fact that these models are already in use in some banks’ risk
management systems, and it recognizes their use by some supervisors in
their appraisals. However, the paper recognizes that due to a number of
difficulties, including data availability and model validation, credit risk
models are not yet at the stage where they can play an explicit part in set-
ting regulatory capital requirements. The BIS will verify how this could
become possible after further development and testing, and it intends to
monitor progress on these issues closely.154

The recent development of credit risk mitigation techniques such as
credit derivatives has also enabled banks to substantially improve their
risk management systems. The current accord does not incorporate the
development of specific forms of credit risk mitigation by placing restric-
tions on both the types of hedges acceptable for achieving capital reduc-
tion and the amount of capital relief. The current solution leaves open the
treatment of imperfect credit risk protection (such as maturity mis-
matches, asset mismatches, or potential future exposure on hedges), re-
sulting in the development of different national policies. The new accord
committee proposes a more consistent and economic approach to credit
risk mitigation techniques, covering credit derivatives, collateral, guaran-
tees, and on-balance-sheet netting (see Annex 2 of the new capital accord).

The BIS recognizes that maturity of a claim is a factor in determining
the overall credit risk it presents to the bank. The paper is somewhat un-
clear on this point, as it clearly says that the paper at present is not pro-
posing to take maturity of claims into account for capital adequacy
purposes, except in a very limited case. Nonetheless, it claims as well to
distinguish more precisely among the credit quality of exposures, and it
also will consider ways to factor maturity more explicitly into the assess-
ment of credit risk.155

The BIS will also consider what changes may be needed to the market
risk component of the regulations to enhance consistency of treatment be-
tween the banking and the trading books and to ensure adequate capital
coverage for trading-book items, and it will consider ways to follow up on
recommendations contained in earlier documents. For credit risk, the
paper states that the objective of a more comprehensive treatment of risk,
with capital charges that are more sensitive to risk, can be met in varying
ways depending on the time frame under consideration (time to maturity)
and on the technical abilities of banks and supervisors (models). The paper
proposes three approaches for setting minimum capital requirements:

• A modified version of the existing approach
• The use of banks’ internal ratings
• The use of portfolio credit risk models
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The existing regulations specify explicit capital charges only for
credit and market risks in the trading book (Figure 3-32). Other risks, in-
cluding interest-rate risk in the banking book and operational risk, are
also an important feature of banking. The committee therefore proposes to
develop a capital charge for interest-rate risk in the banking book for
banks whose interest-rate risk is significantly above average. The commit-
tee also proposes to develop capital charges for other risks, principally
operational risk.156

The new operational risk regulations include the results of an infor-
mal survey that highlight the growing realization of the significance of
risks other than credit and market risks, such as operational risk, which
have been at the heart of some important banking problems in recent
years. A capital charge based on a measure of business activities (such as
revenues, costs, total assets, or, at a later stage, internal measurement sys-
tems) or a differentiated charge for businesses with high operational risk,
based on measures commonly used to value those business lines, is calcu-
lated to support operational risks. Particular regard will need to be paid to
the potential for capital arbitrage, to any disincentives to better risk con-
trol that might thereby be created, and to the capital impact for particular
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types of banks. Qualitative factors such as the integrity of the controls
process and internal measures of operational risk should be considered.

The BIS has recognized the significance of interest-rate risk within
some banking books, depending on a bank’s risk profile and market con-
ditions. Accordingly, the BIS proposes to develop a capital charge for in-
terest-rate risk in the banking book for banks whose interest-rate risks are
significantly above average (outliers). The BIS recognizes that some na-
tional discretion would be necessary regarding the definition of outliers
and the methodology used to calculate interest-rate risk in the banking
book. At the same time, the BIS intends to examine developments in
methodologies as set out in its 1993 paper on the measurement of expo-
sure to interest-rate risk to identify those banks which are outliers.157 The
BIS will consider alternative methodologies for capital charges, including
allowing for national discretion and basing such charges on internal meas-
urement systems that are subject to supervisory review, and it will seek
comments from the industry.

For the measurement of credit risk, two principal options are being
proposed in the new accord. The first is the standardized approach; the
second is the internal ratings-based (IRB) approach. There are two vari-
ants of the IRB approach, foundation and advanced. Use of the IRB ap-
proach will be subject to approval by the supervisory body, based on the
standards established by the committee.

3.12.3.1 Standardized Approach 
for Measuring Credit Risk
The standardized approach is conceptually the same as the present accord,
but is more risk sensitive.158 The bank allocates a risk weight to each of its as-
sets and off-balance-sheet positions and produces a sum of risk-weighted
asset values. A risk weight of 100 percent means that an exposure is included
in the calculation of risk-weighted assets at its full value, which translates into
a capital charge equal to 8 percent of that value. Similarly, a risk weight of 20
percent results in a capital charge of 1.6 percent (i.e., one-fifth of 8 percent).

Individual risk weights currently depend on the broad category of
borrower (i.e., sovereign, bank, or corporate). Under the new accord, the
risk weights are to be refined by reference to a rating provided by an ex-
ternal credit assessment institution (such as a rating agency) that meets
strict standards. For example, for corporate lending, the existing accord
provides only one risk-weight category of 100 percent, but the new accord
will provide four categories (20, 50, 100, and 150 percent).

3.12.3.2 IRB Approach for Measuring Credit Risk
Under the internal ratings-based (IRB) approach, banks will be allowed to
use their internal estimates of borrower creditworthiness to assess credit
risk in their portfolios, subject to strict methodological and disclosure stan-
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dards.159 Distinct analytical frameworks will be provided for different types
of loan exposures, such as corporate and retail lending, whose loss charac-
teristics are different. Under the IRB approach, a bank estimates each bor-
rower’s creditworthiness, and the results are translated into estimates of
potential future losses, which form the basis of minimum capital require-
ments. The framework allows for both a foundation method and more ad-
vanced methodologies for corporate, sovereign, and bank exposures. In the
foundation methodology, banks estimate the probability of default associ-
ated with each borrower, and the supervisory authority supplies the other
inputs. In the advanced approach, a bank with a sufficiently developed in-
ternal capital allocation process will be allowed to supply other necessary
inputs as well. Under both the foundation and advanced IRB approaches,
the range of risk weights will be far more diverse than those in the stan-
dardized approach, resulting in greater risk sensitivity.

Banks will be required to categorize banking-book exposures into six
broad classes of assets, as shown in Figure 3-33. The internal rating sys-
tems must meet the following criteria:

• Must have been in use at least three years (except equity and
project finance categories)

• Must be two-dimensional systems
• Must incorporate minimum annual ratings reviewed by an

independent credit risk control unit
• Must incorporate an effect process for updating and reflecting

changes in a borrower’s financial condition within 90 days; 30
days for borrowers with weak credit
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Probability of Default
Under the foundation and advanced IRB approaches, the probability of
default (PD) defined by bank must comply with the following regulatory
restrictions:160

• Must be consistent with the regulatory definition of default
• Must use a one-year time horizon
• Must be forward looking
• Must have a minimum default probability of 3 basis points
• Must be based on at least five years of data
• Must collect internal data and consider mapping to external data

and statistical default models
• May use pooled data, but must demonstrate that the internal

rating systems and criteria of other banks are comparable to own

Retail Exposures
The calculation of retail exposures is similar in most respects to that for
corporate exposures, with some important exceptions. The bank is ex-
pected to segment its retail exposures on the basis of the following four
techniques:

• Product type
• Borrower risk (e.g., credit score)
• Delinquency status (minimum of two categories for borrowers in

arrears)
• Vintage (maximum one-year buckets).

Additional segmentation techniques may be employed (e.g., borrower
type and demographics, loan size, maturity, loan to value).

There are two options for assessing the risk components:

• Separately assess PD and loss given default (LGD)
• Assess a single expected loss (PD × LGD).

The retail-exposure approach has no equivalent in the foundation
approach.

3.12.3.3 Advanced IRB Approach
Only a small number of banks are expected to qualify due to rigorous eli-
gibility requirements. The banks must agree to an aggressive rollout plan.
Once a financial organization opts for the advanced IRB approach for one
risk element, it must adopt its own estimates for other risk factors in a rea-
sonably short period of time for all significant business units and exposure
classes. During this period there will be no capital relief granted for intra-
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group transactions between the IRB bank and a business unit that uses the
standardized approach for business lines and exposure classes (this re-
striction is intended to minimize “cherry picking”). For the first two years
after implementation of the advanced IRB approach, the financial organi-
zation must calculate foundation and advanced approaches in parallel.

During the first two years following the date of implementation, the
benefit of the advanced IRB approach is limited by a floor set equal to 90 per-
cent of the capital requirements resulting from the foundation IRB approach.

The advanced IRB approach requires full compliance with all foun-
dation requirements (internal ratings system and PDs).161 In addition, the
following requirements have to be met:

• Loss given default (LGD) grades must provide meaningful
differentiation of loss rates.

• LGD and exposure at default (EAD) must be supported by at
least seven years of historical data and preferably a full business
cycle.

• The financial organization must provide evidence that it has a
robust system for validating LGDs.

• Analysis of realized versus projected LGDs must be conducted at
least annually.

• An independent unit must conduct stress testing of processes for
evaluating estimates of PD, LGD, and EAD on at least a six-
month basis.

• The Basel Committee is considering maturity as an explicit risk
driver, particularly with regard to the treatment of maturity
mismatches resulting from the use of certain credit risk
mitigation techniques and instruments.

• All material aspects of the rating, PD, EAD, and LGD estimation
process should be approved by the board of directors,
management committee, and senior management.

• Internal audits must include an annual review of the internal
ratings system.

• Internal ratings should be incorporated into the internal
management reporting process.

• Management must ensure that the rating process, criteria, and
outcome are comprehensively documented.

• Documentation of risk factor methodologies must:
Provide a detailed outline of the theory, assumptions, and
mathematical and empirical basis of the assignment of PD
estimates to grades or individual obligors, and list the data
sources used to estimate the model.
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Establish a rigorous statistical process for validating the selection
of explanatory variables.
Indicate the circumstances under which the model does not work
effectively.

3.12.3.4 Validation and Stress Testing
The Basel Committee emphasizes validation and stress testing through
regulatory requirements.162 Banks must have in place a robust system to
validate the accuracy and consistency of rating systems, processes, and in-
ternal estimates of risk factors. Historical data time frames used for as-
sessing the degree of respective data correlation should be as long as
possible, and should ideally cover a complete business cycle. Banks must
have in place sound stress-testing processes for use in the assessment of
capital adequacy. Testing must include identification of future changes in
economic conditions, or possible events that could unfavorably impact a
bank’s default estimations and therefore its overall level of capital ade-
quacy. Stress testing must be performed on at least a six-month basis. The
output of testing should be periodically reported to senior management.

3.12.3.5 Collateral
The new accord contains many new components and definitions regard-
ing collateral:

• The new accord provides for a broader definition of collateral.
• The new accord allows for recognition of cash, a defined range of

debt securities, certain equity securities, units in mutual funds,
and gold.

• Simple and comprehensive approaches to creating collateral
transactions are proposed:
The simple approach generally uses the current substitution
approach.
The comprehensive approach focuses on the cash value of
collateral (conservative estimate).

• Banks are required to account for changes in the value of their
exposures and in the value of collateral received.

• Accounting is to be accomplished through the use of “haircuts”
to reflect exposure volatility, the volatility of the collateral
received, and any currency volatility.

• Banks may choose to use either standard supervisory haircuts or
those based on their own estimates of collateral volatility, subject
to minimum requirements.

• The floor is set at 0 for very low risk transactions and 0.15 for all
other collateralized transactions.
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3.12.3.6 Credit Risk Mitigation and Securitization
The new framework introduces more risk-sensitive approaches to the
treatment of collateral, guarantees, credit derivatives, netting, and securi-
tization, under both the standardized approach and the IRB approach:163

• The mitigation must be direct, explicit, irrevocable, and
unconditional.

• The proposed “substitution ceiling” approach for guarantees and
credit derivatives is included under the advanced IRB
methodology;164

• “Notching” is not permitted to extend beyond the higher of the
borrower or guarantor grades, thereby preventing any treatment
that is more favorable than full substitution.165

• Guarantees and credit derivatives recognized as giving protection
receive a risk weight w of 0.15. Where the guarantor is a
sovereign, a central bank, or a bank, w will be 0.166

• Guarantees that contain embedded options under which the
guarantor may or may not be obligated to perform will be
excluded from consideration.

3.12.3.7 Asset Securitization
The committee is increasingly concerned by the employment of securitiza-
tion structures by some banks with the intention of avoiding maintenance
of capital commensurate with their risk exposures.167 Specifically, an insti-
tution must comply with the definition of a “clean break,” and provide dis-
closure when the issuing bank removes securitized assets from its balance
sheet. The new accord contains severe penalties for implicit recourse:

• Loss of favorable capital treatment for all assets associated with
the structure

• Potential loss of favorable capital treatment for all securitized assets

The disclosure requirement of the new accord requires that banks
disclose qualitiative items and quantitative data in order to obtain capital
relief through the securitization process, as described in paragraphs 659
and 660 of the Pillar III section. These disclosures are required from banks
in their statutory accounts, whether they act as originators or sponsors or
third parties, and from issuers [special-purpose vehicles (SPVs)] in their
offering circulars.168

3.12.3.8 Granularity Adjustment to Capital
The granularity adjustment is an addition or subtraction to the baseline
level of risk-weighted assets described earlier in this document. IRB base-
line risk weights are calibrated assuming a bank with exposures of “typi-
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cal” granularity. The purpose of the granularity adjustment is to recognize
that a bank with exposures characterized by coarse granularity, implying
a large residual of undiversified idiosyncratic risk (i.e., single-borrower
risk concentrations), should require additional capital. Similarly, a bank
with exposures characterized by finer-than-average granularity should
demand a smaller-than-average capital requirement. Adjustments are in-
corporated into the IRB approach in the form of an addition or subtraction
to the baseline level of risk-weighted assets, and are applied across all
nonretail exposures under the IRB approach.169

To be incorporated by means of a standard supervisory capital ad-
justment, the bank has to take into account industry, geographic, or other
forms of credit risk concentration. There should be a meaningful distribu-
tion of exposure across grades, with no excessive concentrations in any
particular grade. Specifically, the committee is proposing that no more than
30 percent of the gross exposure should fall in any single borrower grade.

Based on the distribution of its exposures and LGD estimates within
(and across) its internal grades, a bank would calculate an adjustment to
risk-weighted assets to reflect the degree of granularity relative to a stan-
dard reference portfolio. Should a bank’s portfolio reflect a greater degree
of granularity than the reference portfolio, a reduction of risk-weighted
assets will be realized by the bank.

Conversely, upward adjustments to risk-weighted assets would be
required for bank portfolios reflecting lesser degrees of granularity than
the reference portfolio.

3.12.3.9 Credit Derivatives
The treatment of credit risk mitigation techniques, and in particular credit
derivatives, is a contentious and highly technical area of the Basel Com-
mittee’s proposals. Banks involved in trading these instruments have ex-
pressed concern that, unless the proposals are amended, Basel’s plans
could stunt the growth of the young credit derivatives market. If banks get
preferential treatment for credit guarantees as opposed to credit deriva-
tives, they may well be tempted to recharacterize derivatives as guaran-
tees. This, too, could lead to market fragmentation and a rise in the cost of
credit to the market.

The committee believes that the most effective way forward would
be to treat this residual risk under the proposed framework’s second pil-
lar (the supervisory review process), rather than by using the w factor
under the first pillar (minimum capital requirements) as proposed in the
original approach. The committee believes that this approach will allow
for a fairly simple, practical, and risk-sensitive framework for credit risk
management techniques.170

Another justification from Basel for the treatment of credit deriva-
tives is the legal risk of these instruments. The market has adopted the 1999
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ISDA credit derivatives standard documentation. This has not proven fool-
proof, but it nonetheless represents a standardized agreement, as opposed
to the generally bilateral nature of traditional bank guarantees. Another
factor that may be worrying the regulators with regard to credit derivatives
is the double-default factor. This refers to the fact that in credit derivative ne-
gotiations, the trader intuitively considers the correlation between the
seller of protection and the underlying company it is selling protection
against (the reference entity). The Basel Committee has not justified this
omission by arguing that there is no correlation model that can explain it—
in other words, it does not have a reliable way of explaining and measur-
ing the correlation. Some financial institutions suggest that a good
intermediate approach would be to divide the double-default issue into
transactions where there is a very high risk and those where the risk is low,
and set appropriate regulatory rules. Future developments, including an
empirical correlation based on models with adequate historical default cor-
relation data, should not be excluded by Basel.

The treatment of credit derivatives on the trading book is another
important issue. If a bank sells protection on an entity in its trading book,
and at the same time it buys protection against the same entity for itself, it
would only obtain an 80 percent offset on regulatory capital. Some credit
derivatives traders fear that this could lead to distortions in pricing to ab-
sorb this extra capital charge, which in turn might distort credit risk mod-
els that are based on market spreads.

3.13 SUMMARY

Credit risk has a long history; it evolved from an accounting foundation
into a discipline of its own. The perception of balance-sheet-based debts,
issued in many different forms (bonds, notes, subordinated, guaranteed,
etc.) has changed substantially over the past decades, through major
structural changes in the financial markets, such as the Brady bond crisis
and the Russian default of September 1998, causing major impacts in the
market and raising questions about the way credit risks are measured and
managed. Credit derivatives are one example of how credit risk has
evolved from a perceived loss area into a business line which generates
both profits and credit instruments that can be traded on a daily basis.

Over the past decade, a number of the world’s largest banks have de-
veloped sophisticated systems in an attempt to model the credit risk aris-
ing from important aspects of their business lines. Such models are
intended to aid financial institutions in quantifying, aggregating, and
managing risk across geographical and product lines. The outputs of these
models also play increasingly important roles in banks’ risk management
and performance measurement processes, including performance-based
compensation, customer profitability analysis, risk-based pricing and, to a
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lesser (but growing) degree, active portfolio management and capital
structure decisions. Credit risk modeling has resulted in better internal
risk management, and will be used in the supervisory oversight of bank-
ing organizations. However, before a portfolio modeling approach is ap-
proved for use in the formal process of setting regulatory capital
requirements for credit risk, regulators want to be confident not only that
models are being used to actively manage risk, but also that they are con-
ceptually sound, are empirically validated, and produce capital require-
ments that are comparable across institutions. At this time, significant
hurdles, principally concerning data availability and model validation,
have to be cleared before an organization is entitled to use a credit model
for calculating the capital requirements for credit risk. The new capital ac-
cord contains a new approach for looking at credit risk from a risk-sensi-
tive standpoint, moving away from a formal and normative approach. It
allows the banks to choose from alternative approaches, depending on the
complexity of the credit portfolios, the credit instruments, and the capac-
ity and complexity of credit risk management.

Models have already been incorporated into the determination of
capital requirements for market risk. However, credit risk models are not
a simple extension of their market risk counterparts for two key reasons:

• Data limitations. Banks and researchers alike report that data
limitations are a key impediment to the design and
implementation of credit risk models. Most credit instruments are
not marked to market, and the predictive nature of a credit risk
model does not derive from a statistical projection of future prices
based on a comprehensive record of historical prices. The scarcity
of the data required to estimate credit risk models also stems
from the infrequent nature of default events and the longer time
horizons used in measuring credit risk. Hence, in specifying
model parameters, credit risk models require the use of
simplifying assumptions and proxy data. The relative size of the
banking book—and the potential repercussions on bank solvency
if modeled credit risk estimates are inaccurate—underscore the
need for a better understanding of a model’s sensitivity to
structural assumptions and parameter estimates.

• Model validation. The validation of credit risk models is
fundamentally more difficult than the backtesting of market risk
models. Whereas market risk models typically employ a horizon
of a few days, credit risk models generally rely on a time frame of
one year or more. The longer holding period, coupled with the
higher confidence intervals used in credit risk models, presents
problems to model builders in assessing the accuracy of their
models. By the same token, a quantitative validation standard
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similar to that in the Market Risk Amendment would require an
impractical number of years of data, spanning multiple credit
cycles.

This chapter analyzes the evolution of the credit risk models; the dif-
ferent approaches; the parameters, assumptions, and conditions which
characterize them; and their similarities to market risk models. Core sec-
tions of this chapter link the credit risk models and the new capital frame-
work. Modern portfolio theory is well established in market risk and is in
the process of finding its way into credit risk. This chapter analyzes the
compatibility of market risk–driven parameters and assumptions in the
credit risk environment. A detailed section about the market risk compo-
nent of credit risk instruments highlights the increasing overlap of the
market and credit risk areas.
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C H A P T E R  4

Operational Risk

4.1 BACKGROUND

Operational risk is not a new risk. In fact, it is the first risk a bank must
manage, even before it makes its first loan or executes its first trade. How-
ever, the idea that operational risk management is a discipline with its
own management structure, tools, and processes, much like credit or mar-
ket risk, is new and has evolved over the last five years.

In 1998, the Basel Committee on Banking Supervision published a
consultative paper related to operational risk.1 Operational risk is an ac-
cepted part of sound risk management practice in modern financial
markets. According to the BIS paper, the most important types of opera-
tional risk involve breakdowns in internal controls and corporate gover-
nance. Such breakdowns can lead to substantial financial losses through
error, fraud, or failure to perform obligations in a timely manner, or can
cause the interests and existence of the bank to be compromised in some
other way. This may include dealers, lending officers, or other staff
members exceeding their authority or conducting business in an uneth-
ical or risky manner. Other aspects of operational risk include the major
failure of information technology systems, or events such as fires or
other disasters.

Most financial institutions assign primary responsibility for manag-
ing operational risk to the business line head. Those banks that are de-
veloping measurement systems for operational risk are also often
attempting to build incentive structures and processes for sound opera-
tional risk management practice by business managers. These incentive
structures can take the form of allocating capital for operational risk, in-
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cluding operational risk measurement in the performance evaluation
process, or requiring business line management to present operational
loss details and resultant corrective action directly to the bank’s highest
levels of management.

Such a framework for managing operational risk is only in its early
stages of development. Awareness of operational risk as a separate risk
category is present and enforced by most auditors, as they include opera-
tional risk statements in their annual audit reports. Only a few sophisti-
cated banks currently measure and report this risk on a regular basis,
although many track operational performance indicators, analyze loss ex-
periences, and monitor audit and supervisory ratings.

Significant conceptual issues and data needs have been identified
that should be addressed to develop general measures of operational risk.
Unlike market and perhaps credit risk, operational risk factors are largely
internal to the bank, and a clear mathematical or statistical link between
individual risk factors and the likelihood and size of operational loss
(earnings volatility) does not yet exist. Experience with large losses is in-
frequent, and many banks lack a time series of historical data on their own
operational losses and the causes of these losses. While the industry is far
from converging on a set of standard models, such as are increasingly
available for market and credit risk measurement, the banks that have de-
veloped or are developing models rely on a surprisingly similar set of risk
factors. Those factors include internal audit ratings or control self-assess-
ments; operational indicators such as volume, turnover, or rate of errors;
loss experience; and income volatility.

One potential benefit of a formal approach to operational risk is that
it becomes possible to develop incentives for business managers to adopt
sound risk management practices through capital allocation charges, per-
formance reviews, or other mechanisms. Many banks are also working
toward some form of capital allocation as a business cost in order to create
a risk pricing methodology.

Financial institutions are convinced that operational risk manage-
ment programs protect and enhance shareholder value. Operational risk
management as a distinct internal function with its own process, struc-
ture, tools, and measures is emerging, consisting of a set of integrated
processes, tools, and mitigation strategies. This new trend is bringing a
formal process and increased transparency to one of the oldest forms of
risk. The key considerations are as follows:

• The creation of operational risk management programs has been
driven by a combination of management commitment, need for
an understanding of enterprisewide risks, a perceived increase in
exposure to operational risk and risk events, and regulatory
interest.
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• There is consensus on the core definition of operational risk: 
the risk of direct or indirect loss resulting from inadequate or
failed internal processes, people, and systems or from external
events.

• Methodologies are evolving to quantify operational risk capital.
While progress is being made, there is no consensus on approach,
and methodologies are not yet used as a basis for decision
making.

Lacking any guidance from the regulatory side, each firm may have
developed its own understanding of operational risk management. Still,
five stages of development of an operational risk management framework
can be differentiated, which may help companies starting a program pri-
oritize their efforts:

1. Senior management commitment. Senior management is commit-
ted to the vision that a new approach has merit.

2. Perceived increase in operational risk. Due to growing service
businesses and diffusion of market and credit risks, operational
risk receives increased attention from different interested
groups, such as investors, regulators, clients, etc.

3. Reaction to major loss events. Losses have occurred internally or
to others and forced senior managers to take action.

4. Focus on enterprisewide risk management. After the development
of processes for market and credit risk management, operational
risk is the next logical step.

5. Regulatory attention. The industry responds and moves ahead
of expectations.

4.2 INCREASING FOCUS 
ON OPERATIONAL RISK

The operational form of risk is one of the most significant dimensions con-
fronted by all businesses, financial and nonfinancial institutions alike.
Historically, at least within the financial services industry, the more
widely understood financial risks, such as market and credit risk, have
taken precedence at both senior management and board levels. Invest-
ment decisions have focused on enhancing management’s ability to iden-
tify, measure, monitor, and control traditional financial risks, with
increasing emphasis on capabilities to deliver information on a real-time
basis. More recently, however, operational risk has become increasingly
prominent on the agenda of regulators, investors, and management.
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4.2.1 Drivers of Operational Risk Management

Highly publicized organizational failures that have caught much media at-
tention have increased the realization by management and regulators that
many of the most severe operational losses could happen again almost
anywhere. This prominence is fueled by a number of linked and equally
important factors:

• Continuing changes in the regulation of the financial services
sector have increased the focus on the prudential aspects of
operational risk, including capital sufficiency and operational,
control, and management effectiveness. Of particular interest is
the introduction of personal accountability by management and
boards of directors in more and more jurisdictions.

• Competitive pressures resulting from the smaller profit margins
in traditional financial risk management products have increased
the drive to innovate with ever more complex, nonstandard
products or delivery mechanisms in less time. Each innovation, in
its unique way, stretches to the limit the boundaries of existing
business processes, which have largely been designed for high
volume and relatively straightforward products and services.
This continually changing product development and delivery
process continues to undermine the capability of an organization
to design and build a stable management infrastructure. What
must be guarded against is a purely reactive, piecemeal evolution
of not only the technology and supporting processes but, perhaps
more important, the skill base of those charged with the
responsibility of managing the new business model.

• Consolidation among financial service providers has created
larger and more closely aligned institutions. These institutions
are more complex as well as interconnected through internal and
external organizations and substantial transactions. Accordingly,
the frequency and complexity of operational problems will likely
increase within institutions and on a concurrent basis with
external organizations.

• Increasing use of technology in both the distribution and processing
of transactions has increased the speed with which operational
problems manifest themselves. To the extent that organizations use
manual processes and “workarounds” that are neither efficient nor
scalable, the probability of operational risks is further increased.
Improved technology may mitigate this risk to some extent but,
where mismanaged, can only serve to emphasize the impact of
inadequacies. Technology, though on the whole an aid to greater
efficiency and effectiveness, has also increased the capacity of
operations, thus magnifying the effect of operational breakdown.
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Shareholders increasingly expect compensation for investments and
the risks associated with investment decisions. Management is now being
asked to justify the nature and extent of capital invested in the business
and to make appropriate disclosures of risk management and capital allo-
cation processes in annual financial statements. The pressure to measure
and disclose risk in capital terms will continue to increase as shareholder
sophistication increases.

In a marketplace as ever changing and unpredictable as global fi-
nancial services, the real challenge is to generate a management momen-
tum equal in its dynamics to that of the environment so that processes and
technology infrastructure can be consistently designed and redesigned to
meet the needs of existing business. Figure 4-1 highlights the drivers of
operational risk.

There are numerous examples of the complexity and risks associated
with doing business in the 1990s, not least of which is the Barings collapse.
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(See the case study on Barings in Chapter 6.) This, and a few others, are
classic examples of operational failures where the ultimate price was paid
by the shareholders and the institutions. Although many control failures
and procedural breakdowns contribute to a collapse on this scale, it high-
lights the role that management can play in limiting the impact of opera-
tional failure. In the case of Barings, it is acknowledged in the final
analysis that management, with limited resources available, had not se-
lected the appropriate business segment on which to focus attention. Ac-
cumulations of competencies, supernormal profits, and unexpected losses
are indicators of potential operating abnormalities. Management must si-
multaneously encourage good performance and continually question the
validity of that performance.

4.2.2 Operational Risk and Shareholder Value

Operational risk management initiatives protect and enhance shareholder
value. The evidence is qualitative rather than quantitative. The primary
benefit received from an operational risk management program is the pro-
tection of shareholder value, encompassing internal awareness of opera-
tional risk, protection of reputation, and decreased levels of operational
losses.

An effective operational risk management framework can add value
by improving competitive advantage and reducing the level of losses from
large events that can imperil financial condition and from smaller, more
frequent incidents.

Risk-adjusted measures such as economic value added (EVA) and
shareholder value added (SVA) are one way to measure the benefit from
improved operational risk management.

EVA = net result − (risk capital × required interest rates) (4.1)

EVA is the numerator of RAROC. It measures the absolute value of
an investment generated in excess of the target profitability. A business
unit with a positive EVA adds to the value of an institution.

SVA = �
T

t = 1

NPV (EVAt) (4.2)

SVA measures the added value of an investment to the shareholder.
An investment should be carried out if SVA is positive.

The quantification of operational risk allows us to express the loss
(or potential loss), which reduces the net result. Thus, it is easy to figure
out the added value of operational risk prevention in the context of EVA
and SVA measures.
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4.3 DEFINITION OF OPERATIONAL RISK

A common definition for operational risk is emerging. The debate on how
to define operational risk has at times overshadowed the debate on how to
manage it. How can institutions be expected to manage operational risk if
they cannot define it? Many banks have their own internal definition of
operational risk, and the great majority of them are satisfied with that def-
inition.

In reviewing those definitions, analyzing common classifications,
and eliminating linguistic, cultural, and organizational differences, it be-
comes obvious that there is a common core operational risk definition,
specifically:

Operational risk is the risk of direct or indirect loss resulting from inade-
quate or failed internal processes, people, and systems or from external
events.2

This definition is a comprehensive, positive, and forward-looking
statement that can be adapted by firms to reflect their own circumstances.
An important distinction of the BIS definition is that it focuses on the
sources of losses. But at an industry level this does express the core oper-
ational risk factors of most firms (and can facilitate exchange of informa-
tion). It should also be understood that this definition is not intended to
include defaults or changes to financial markets that are otherwise cov-
ered in the scope of market and credit risks.

The key distinction of the BIS definition is that it focuses on the im-
pact of operational losses. This is a fundamental difference in the concep-
tual approach to creating a definition.

According to the BIS consultative paper, there is at present no
agreed-upon universal definition of operational risk. A common defini-
tion of operational risk is any risk not categorized as market or credit risk.
Other institutions have defined it as the risk of loss arising from various
types of human or technical error. Still others associate operational risk
with settlement or payment risk and business interruption, administra-
tive, and legal risks. Several types of events (settlement, collateral, and
netting risks) are seen by some institutions as not necessarily classifiable
as operational risk and may contain elements of more than one type of
risk. The institutions participating in the study all see some form of link
between credit, market, and operational risk. In particular, an operational
problem with a business transaction (for example, a settlement failure)
could create market or credit risk. While most banks view technology risk
as a type of operational risk, some view it as a separate risk category with
its own discrete risk factors.

The majority of banks associate operational risk with all business
lines, including infrastructure, although the mix of risks and their relative
magnitude may vary considerably across businesses. Operational risk is
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tracked in business lines with high volume, high turnover (transac-
tions/time), a high degree of structural change, and/or complex support
systems. Operational risk is viewed as having a high potential impact on
business lines with those characteristics, especially if the businesses also
have low margins, as occurs in certain transaction-processing and pay-
ment system activities.

Operational risk for any institution arises from the influence and in-
teraction of internal and external events on the people, processes, and
technology applied to the business processes within that institution.
Given that institutions are generally unique in the way they combine peo-
ple, processes, and technology, it is difficult if not impossible to create a
single generic definition for what constitutes operational risk.

Traditional definitions of operational risk are skewed and focused
primarily on the negative aspects of risk, including the potential that, for
one reason or another, business processes will be disrupted, resulting in a
direct or indirect financial loss. Loss-incurring events may be driven by
factors such as inadequate or failed information systems, inadequate or
failed processes or controls, human error or fraud, or even unforeseeable
natural catastrophes. Direct loss refers to losses on current earnings. Indi-
rect loss refers to loss of potential earnings—for example, due to opera-
tional impediments to expanding the business or customer attrition
resulting from reputation problems. This type of definition is backward
looking, and historic information is of limited use to prevent future losses
or to foretell threats to the existence of the organization.

Less traditional and potentially more strategic definitions of opera-
tional risk incorporate the positive view of risk (see Figure 4-2). Rather
than viewing risk only as financial loss from market/credit risk expo-
sures, operational risk includes consideration of the failure of operational
processes or strategic investment decisions to optimize returns or finan-
cial gains. This definition introduces the concept of opportunity cost.

From a theoretical and academic standpoint, it is desirable to clarify
discussions about operational risk and to identify and differentiate opera-
tional risk from all of the themes and categories discussed in previous
chapters. This enables us to allocate and differentiate all risk definitions
within a holistic framework and avoid the overlapping of well-defined
risks. However, it is too big an undertaking for the purpose of this book,
and we will restrict the identification and differentiation of operational
risks to market and credit risks. Other risks, such as settlement, liquidity,
and strategic risks, are summarized under “others” (see Table 4-1).

Analyzing recent losses, we are tempted to allocate negative devel-
opments to causes and impacts. Causes could be the undesirable devia-
tion from an expected outcome, and impacts would be the risk, as it
usually results in a loss that can be expressed in a value term. Many defi-
nitions do not explore this differentiation. Other definitions do not make a
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distinction and mix both dimensions, which makes identification and dif-
ferentiation difficult. This is especially true for operational risk, as the
process of building up loss databases requires a formal structure to cate-
gorize the losses. Quantitative analyses based on mixed definitions make
less sense.

The analyses of losses, e.g., in the cases of Barings, Sumitomo, or
Metallgesellschaft, tend to define losses as market risks. In the context of
the cause-impact relationship, the definition of operational risk becomes
meaningful, as the fundamental principles of internal control, segregation
of dues, due diligence, etc. had been severely neglected in these cases.

For the purpose of this book, we will use the approach highlighted in
Table 4-1. The definition of operational risk distinguishes between direct
and indirect impacts from operational risk causes. The impact might be
manifested in a market risk, resulting in a loss or profit. The matrix is
based on the assumption that it is possible to identify the causes of opera-
tional risks, such as unexpected losses from internal errors; false assess-
ment of situations, strategies, and external events; and so on. Sloppy
oversight of counterparty risks can result in credit risk losses that could
have been prevented by an appropriate internal control system and man-
agement culture. The direct impacts will immediately hit the P&L state-
ment and the balance sheet at the moment of their occurrence, and the
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T A B L E 4-1

Definition Matrix for Identifying and Measuring Risk Based on Impact and Cause

Impact

Indirect
Appearance

of Operational
Risk in Form of 

Loss from Loss from Loss of Market 
Change in Change in Loss of Value (Including

Cause Credit-worthiness Market Value Other Losses Extra Costs Revenues Reputational Risk)

Unsafe or erroneous 
counterparty information

Unsafe or erroneous 
information regarding 
market development

Errors in areas such as:
• Human resources
• Processes
• Systems
• External events

Others, such as false 
assessment regarding:
• Liquidity
• Staging`
• Strategy

SOURCE: Modified from Hans Geiger and Jean-Marc Piaz, “Identifikation und Bewertung von operationellen Risiken,” in Henner Schierenbeck (ed.), Handbuch Bank-Controlling, 3d ed., Wiesbaden,
Germany: Gabler Verlag, 2000.

Operational Losses in Form of

Direct Appearance of Operational Risk
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indirect losses will result indirectly in discounted values of future ex-
pected cash flows. One example is the higher refinancing rates paid
through the treasury department because the bank’s counterparty risk is
considered high. This decreases the bank’s profit through higher costs,
and, because of the low rating, the bank’s market valuation is lower than
it would be with a higher credit rating (higher discount rate including
higher credit spread).

How does the matrix impact the definitions? It helps to distinguish
between the causes and impacts and among the relationships between the
different risk categories, creating an allocation of risk. The following ex-
amples will clarify the matrix:

• A constrained definition of credit risk in the form of a negative
change in creditworthiness resulting in potential credit loss—and
thus requiring a higher risk premium—which is based on unsafe
or erroneous information on counterparties (first entry in first
row of matrix). According to the preceding definition, this type of
operationally caused unexpected credit loss would not be a credit
risk subject to capital support.

• A day trader taking market risks by holding outdated positions
due to failing processes and infrastructure. An outdated system
that is reporting T+2 information through a batch process is
inadequate.

The definition of operational risk by the Bank of International Settle-
ment is subject to controversy. (See the preceding discussions.) The BIS de-
fines operational risk as “the risk of direct or indirect loss resulting from
inadequate or failed internal processes, people, and systems or from exter-
nal events.” While this definition includes legal risk, strategic and reputa-
tional risk are explicitly not included for the purpose of minimum
regulation. We consider reputational risk as an integral part of the opera-
tional risk definition to be consistent with the BIS definition as an integrat-
ing framework. For the purpose of an international and regulatory binding
definition, in this book we use the BIS definition of operational risk. We as-
sume that the BIS (given all the feedback from the industry) will modify the
definition and add reputational risk as a component of the definition.

4.4 REGULATORY UNDERSTANDING 
OF OPERATIONAL RISK DEFINITION

A first step in understanding the regulatory approach to operational risk
is to read the relevant supplement of the consultation document for the re-
vised Capital Accord issued by the Basel Committee of the Bank for Inter-
national Settlement in January 2001.3 Most remarkable is how much
guidance the Committee is asking for from industry practitioners. Several
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times during the course of the document, the BIS requests feedback on a
variety of topics. Some issues involved are very basic. For example, the
discipline of operational risk management is so new that the BIS has only
recently settled on a “final” definition of operational risk4 (see Figure 4-3).
This definition includes legal risk but not strategic or reputational risks.
However, while the BIS may have heroically settled on a definition, the in-
dustry is still arguing over exactly what it means and how it relates to
their attempts to put operational risk management on firm ground. While
this definition has eliminated some sources of uncertainty (for example, it
does not include the risks arising from botched business or strategic deci-
sions, which were implied in earlier discussions), others remain. For ex-
ample, the BIS specifically excludes reputational risk. Reputational risk is
one of the key hazards for financial services companies, for which a good
name is often a key intellectual property asset. Damage to that good name
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is one of the most difficult risks to overcome: you usually can’t pay a fine
or take a charge (no matter how painful) that will quickly reduce the risk
to your firm’s reputation. So quantifying and capitalizing reputational
risk is no easy matter—and does not sit easily with attempts to quantify
and capitalize many other forms of operational risk, such as systems fail-
ures or payment errors. That in turn has led to suggestions that reputa-
tional risk should not in fact be considered operational risk. While the BIS
has settled on a definition of operational risk, the industry is still arguing
over exactly what it means.

Part of the answer is that operational risk measurement is not the
same thing as operational risk management. Quantifying those operational
risks that lend themselves to quantification and neglecting the rest does
not constitute best practice in operational risk management. As we will
later discuss, and as the BIS consultation document acknowledges, there is
a pronounced need for greater discussion (and management) of the quali-
tative aspects of operational risk.

So far, however, the banking industry has largely focused its efforts
on coming up with measurement techniques that will allow it to take ad-
vantage of the “evolutionary” capital regime proposed by the Basel Com-
mittee on banking risks. But the best measurement techniques and capital
models in the world will not reduce operational risks unless they are used
in coordination with inherently solid management processes. While these
techniques may assist firms in reducing their capital charges, allowing
them to deploy their hard currency elsewhere, they remain exposed to
risks that can harm (if not destroy) their reputations, or severely impair
their liquidity and ability to meet financial commitments.

Most risks to financial firms can be divided into expected losses
(covered by reserve provisions), unexpected losses (covered by regulatory
and economic capital), and catastrophic losses that must simply be pre-
vented by internal controls or transferred using insurance or alternative
risk transfer (ART) instruments. The problem in devising rules for the cap-
italization of operational risk is that as yet it is quite unclear what propor-
tion and type of operational risks fall into each category—and the
boundaries keep moving as the industry changes.

To take a classic example, the management of Barings Bank was re-
portedly warned of the dangers of putting Nick Leeson in charge of both
trading and settlement at a remote outpost with little additional oversight.
They clearly felt that the operational risk involved was minor—but were
proved dramatically wrong when it came to light in 1995 that Leeson had
built up, and systematically concealed, a huge loss-making position. The
operational risk was catastrophic. The most effective control over that risk
would have been a change in organizational structure, not capitalization.
Today, a number of firms offer “rogue trader” insurance, which could be
viewed as a form of capitalization against operational risk. However, it is
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unlikely that they would agree to provide cover to companies with inter-
nal controls as botched as those of Barings. So operational risk manage-
ment, in this case, is about internal controls, not about quantification and
capitalization. (For details, see the analysis of Barings in Chapter 6.)

More generally, it is important to consider quantification and capi-
talization of operational risk as just two of many tools in the establishment
of a viable program. The reality is that all financial organizations need to
consider at least rudimentary approaches to operational risk capital, even
where these do not lead to regulatory benefits; while operational risks are
perhaps less tangible than market or credit risks, they have been responsi-
ble for some of the biggest losses in history. (See the discussion of case
studies in Chapter 6.)

4.5 ENFORCEMENT OF OPERATIONAL RISK
MANAGEMENT

The operational risk function is responsible for the development of
firmwide operational risk policies, frameworks, and methodologies cre-
ated to advise the business units. In this emerging model, the most com-
mon responsibilities for this new function are:

• Determining operational risk policies and definition
• Developing and deploying common tools
• Establishing indicators
• Assessing benefits of programs
• Analyzing linkages to credit and market risk
• Consolidating cross-enterprise information

In addition, operational risk managers focus on cross-enterprise op-
erational risk management initiatives such as developing economic capi-
tal methodologies and building loss databases. They can also be charged
with the management of the firm’s portfolio of operational risks. Depend-
ing on the relationship with the business units, they may consult or par-
ticipate in operational risk management projects with business units.
There are a variety of stand-alone tools that companies are using to man-
age operational risk.

Operational risk management is developing a comprehensive set of
tools for the identification and assessment of operational risk. Individual
firms use a wide variety of techniques grouped around five topics: risk
and self-assessment, risk mapping, risk indicators, escalation triggers, and
loss event databases. The tool currently most valued and used is self-as-
sessment (or risk assessment). However, the tool that most financial insti-
tutions are investigating, and that is next in line for development, is the
internal loss database.
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Methodologies to quantify operational risk capital are improving,
but firms are not satisfied with the results so far. The majority of the fi-
nancial institutions are in the process of developing a measure of eco-
nomic capital for operational risk. However, the gap between what most
firms want to achieve and what they are able to achieve remains large. The
focus of current research and development efforts is the structural ap-
proach and the behavioral incentives that are created. As a consequence,
operational risk capital measures are not yet used to drive economic deci-
sion making.

A healthy range of approaches are being applied along a continuum
between top-down and more risk-based bottom-up approaches. These
methodologies often rely on actual data, can quantify the level of exposure
to each type of risk at the business line level, and react to changes in the
control environment and actual operational risk results. Since no single
approach is satisfactory, most firms currently use multiple methodologies
to obtain a result. Overall, there is little movement toward risk-based and
bottom-up methodologies (see Figure 4-4). To move forward, the industry
will need to overcome three major obstacles: data, measurement, and
management acceptance.

A framework for operational risk is emerging that consists of a set of
integrated processes, tools, and mitigation strategies. Some key compo-
nents contribute the most to the operational risk framework and reflect
the company’s culture, including the style of decision making, the level of
formal processes, and the attributes of the core business:
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• Strategy. Risk management starts with the overall strategies 
and objectives of the institution and the subsequent goals for
individual business units, products, or managers. This is
followed by identification of associated inherent risks in
strategies and objectives. Both negative events (e.g., a major loss
that would have a significant impact on earnings) and
opportunities (e.g., new products that depend on taking
operational risk) are considered. As a result, a firm can set its risk
tolerance—specifically, what risks the company understands, will
take, and will manage versus those that should be transferred to
others or eliminated. It is the basis for decision making and a
reference point for the organization.

• Risk policies. Risk strategy is complemented by operational risk
management policies, which are a formal communication to the
organization as a whole on the approach to, and importance of,
operational risk management. Policies typically include a
definition of operational risk, the organization approach and
related roles and responsibilities, key principles for management,
and a high-level discussion of information and related
technology.

• Risk management process. This sets out the overall procedures for
operational risk management:
Controls. Definition of internal controls, or selection of alternate
mitigation strategy, such as insurance, for identified risks.
Assessment. Programs to ensure that controls and policies are
being followed and to determine the level of risk severity. These
may include process flows, self-assessment programs, and audit
programs.
Measurement. A combination of financial and nonfinancial
measures, risk indicators, escalation triggers, and economic capital
to determine current risk levels and progress toward goals.
Reporting. Information for management to increase awareness
and prioritize resources.

• Risk mitigation. These are specific controls or programs designed
to reduce the exposure, frequency, severity, or impact of an event
or to eliminate (or transfer) an element of operational risk.
Examples include business continuity planning, IT security,
compliance reviews, project management, and merger integration
and insurance. A variety of techniques are used to control or
mitigate operational risk. As discussed later, internal controls and
the internal audit process are seen as the primary means of
controlling operational risk. Financial institutions have a variety
of other possibilities. A few banks have established some form of
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operational risk limits, usually based on their measures of
operational risk, or other exception-reporting mechanisms to
highlight potential problems. Some banks surveyed cited
insurance as an important mitigator for some forms of
operational risk. It is a standard accounting procedure to
establish a provision for operational losses similar to traditional
loan loss reserves now routinely maintained. Several banks are
also exploring the use of reinsurance, in some cases from captive
subsidiaries, to cover operational losses.

• Operations management. This refers to the day-to-day processes,
such as front- and back-office functions, technology, performance
improvement, management reporting, and people management.
Every process has a component of operational risk management
embedded in it.

• Culture. There is always a balance between formal policies and
culture or the values of the people in the organization. In
operational risk, cultural aspects such as communication, the tone
at the top, clear ownership of each objective, training,
performance measurement, and knowledge sharing all help set
the expectations for sound decision making.

In addition, the integration with market and credit risk in an enter-
prisewide risk management framework is noted, as well as alignment
with the needs of the stakeholders, e.g., customers, employees, suppliers,
regulators, and shareholders.

4.6 EVOLUTION OF OPERATIONAL 
RISK INITIATIVES

The evolution of operational risk management practices varies in a num-
ber of ways depending on the company culture and operational risk event
history. Although the surveyed companies had different experiences, after
synthesizing the results we can see that there are five stages in the evolu-
tion of operational risk management (see Table 4-2). This should be help-
ful to companies developing operational risk initiatives.

Stage 1: traditional approach. Operational risks have always existed
and are traditionally managed by focusing primarily on self-control
and internal controls. This is the responsibility of individual
managers and specialist functions, with periodic objective review
by internal auditors. Usually, there is not a formal operational risk
management framework such as is discussed in this book.
Stage 2: awareness. The second stage in the evolution begins with
the commitment of senior management to make the organization
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T A B L E 4-2

Stages of Operational Risk

Traditional approach
Awareness

Monitoring
Quantification

Integration

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Internal control

Reliance on internal
audit

Individual mitigation
programs—self-control

Reliance on quality of
people and culture

Operational risk
manager

Governance structure

Definition policy

Process maps/
self-assessment

Early indicators

Begin collection of event
data and establishment
of value proposition

Top-down economic
capital models

Clear vision and goals
for operational risk
management

Comprehensive
indicators

Escalation triggers

Early indicators

Begin collection of event
data and establishment
of value proposition

Top-down economic
capital models

Comprehensive loss
database

Set quantitative goals for
improvement

Predict analysis and
leading indicators

Risk-based economic
models

Active operational
committee

Full, linked set of tools

Cross-functional risk
analysis

Correlation between
indicators and losses

Insurance linked with risk
analysis and capital

Risk-adjusted returns
linked to compensation

Trend of Development Stages
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more proactive in its understanding of operational risk and the
appointment of someone to be responsible for operational risk. To
gain awareness, there must be a common understanding and
assessment of operational risk. This assessment begins with the
formulation of an operational risk policy based on the business
strategy, a definition of operational risk, and development of
common tools. The tools in this stage usually include self-
assessment and risk process mapping. In addition, early indicators
of operational risk levels and collection of loss events are beginning
to be developed. These provide a common framework for risk
identification, definition of controls, and prioritization of issues and
mitigation programs. However, the most important factor in this
development stage is gaining senior management commitment and
ownership buy-in of operational risk at the business unit level.

Stage 3: monitoring. Once all of the operational risks are identified,
the need to understand the implications of these risks to the
business becomes pronounced. The focus becomes tracking the
current level of operational risk and the effectiveness of the
management functions. Risk indicators (both quantitative and
qualitative) and escalation criteria (which are goals or limits) are
established to monitor and report performance. Measures are
consolidated into an operational risk scorecard along with other
relevant issues for senior management. More banks have some
form of monitoring system for operational risk than have formal
operational risk measures. Most financial institutions monitor
operational performance measures such as volume, turnover,
settlement failures, delays, and errors. Some banks monitor
operational losses directly, with an analysis of each occurrence and
a description of the nature and causes of the loss provided to senior
managers or the board of directors. A consistent approach to
monitoring the operational performance measures and analyzing
them has not yet been agreed on because the various business
models are too different. Only a few banks have yet reached this
stage with their current information systems for capturing and
reporting operational risks.

Stage 4: quantification. With a better understanding of the current
situation, the need changes to focus on quantifying the relative
risks and predicting what will happen. More analytic tools, based
on actual data, are required to determine the financial impact of
operational risk on the organization and provide data to conduct
empirical analysis on causes and mitigants. The loss event
database, initiated in stage 2, now contains sufficient information
across businesses and risk types to provide insight into causes and
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more predictive models. There may be a significant investment in
developing earnings and capital models, and establishment of a
new committee to evaluate the results.

Stage 5: integration. Recognizing the value of lessons learned by
each business unit (earnings volatility) and the complementary
nature of the individual tools, management focuses on integrating
and implementing processes and solutions. Balancing business and
corporate values, qualitative versus quantitative analysis, and
different levels of management needs, risk quantification is now
fully integrated into the economic capital processes and linked to
compensation. Quantification is also applied to make better
cost/earnings decisions on investments and insurance programs.
However, this integration goes beyond processes and tools. In most
leading companies, operational risk management is being linked to
the strategic planning process and quality initiative. When this
linkage is established, the relationship between operational risk
management and shareholder value is more directly understood.

4.7 MEASUREMENT OF OPERATIONAL RISK

Most banks considering measuring operational risk are at a very early
stage, with only a few having formal measurement systems and several
others actively considering how to measure operational risk. The existing
methodologies are relatively simple and experimental, although a few
banks seem to have made considerable progress in developing more ad-
vanced techniques for allocating capital with regard to operational risk.
The experimental quality of existing operational risk measures reflects
several issues. The risk factors usually identified by banks are typically
measures of internal performance, such as internal audit ratings, volume,
turnover, error rates, and income volatility, rather than external factors
such as market price movements or a change in a borrower’s condition.
Uncertainty about which factors are important is due to the absence of a
direct relationship between the risk factors usually identified and the size
and frequency of losses. This contrasts with market risk, where changes in
prices have an easily computed impact on the value of the bank’s trading
portfolio, and perhaps with credit risk, where changes in the borrower’s
credit quality are often associated with changes in the interest rate spread
of the borrower’s obligations over a risk-free rate. To date, there is little re-
search correlating those operational risk factors with operational losses.

Capturing operational loss experience also raises measurement
questions. A few banks noted that the costs of investigating and correcting
the problems underlying a loss event were significant, and in many cases
exceeded the direct costs of the operational losses. Several banks sug-
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gested creating two broad categories of operational losses. Frequent,
smaller operational losses such as those caused by occasional human er-
rors are viewed as common in many businesses. Major operational risk
losses were seen to have low probabilities but a large impact perhaps ex-
ceeding those of market or credit risks. Banks varied widely in their will-
ingness to discuss their operational loss experience, with only a handful
acknowledging the larger losses.

Measuring operational risk requires estimating both the probability
of an operational loss event and the potential size of the loss. Most ap-
proaches described in the interviews rely to some extent on risk factors
that provide some indication of the likelihood of an operational loss event
occurring. The risk factors are generally quantitative but may be qualita-
tive and subjective assessments translated into scores (such as an audit as-
sessment). The set of risk factors often used includes variables that
measure risk in each business unit, such as grades from qualitative assess-
ments including internal audit ratings; generic operational data such as
volume, turnover, and complexity; and data on quality of operations such
as error rate or measures of business riskiness such as revenue volatility.
Banks incorporating risk factors into their measurement approach can use
them to identify businesses with higher operational risk.

Ideally, the risk factors could be related to historical loss experience
to create a comprehensive measurement methodology. Some institutions
have started collecting data on their historical loss experience. Since few
firms experience many large operational losses in any case, estimating a
historical loss distribution requires data from many firms, especially if the
low-probability, large-cost events are to be captured. Another issue that
arises is whether data from several banks or firms comes from the same
distribution. Some institutions have started building up proprietary data-
bases of external loss experiences. Banks may choose different analytical
or judgmental techniques to arrive at an overall operational risk level for
the firm. Banks appear to be taking an interest in how some insurance
risks are measured as possible models for operational risk measures.

4.8 CORE ELEMENTS OF AN OPERATIONAL
RISK MANAGEMENT PROCESS

As with market risk and credit risk, institutions are continually designing,
constructing, and improving operational risk management processes.
Many approaches currently exist, and every consulting company claims to
own the best practice standards. However, consulting organizations con-
sistently assign operational risk responsibility to the management of the
operational business units of a financial institution. In general, business
units have been left to their own devices to build the appropriate infra-
structure to manage their operations and the resultant risk. The challenge
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is the extent to which an organization builds centralized operational risk
management processes to support this.

In order to create a consensus, it is most useful to consider the essen-
tial components of any effective risk management framework. A process
has to be established and maintained to enable management and the
board of directors to systematically:

• Identify operational risks
• Measure the extent of the identified operational risks
• Monitor the nature and extent of operational risk
• Control, within acceptable parameters, the operational risk

exposure of the organization

The essential elements of that framework should include:

• The establishment of consistent standards for the identification of
operational risk, including the development of definitions and
terminology, from which the consolidated operational risk
exposure can be generated.

• The establishment of reporting infrastructure to support the
independent monitoring and control of operational risk. Effective
organizational risk management requires independence between
the management of operational risk, resident within the operational
units, and oversight over the control of operational risk.

• The development of consistent measurement methodology to
allow for consolidated analysis of the extent of operational risk.
Furthermore, from this measurement base, decisions can be
formulated on alternative risk transfer solutions, capital
management and control, and the implementation of risk-
adjusted performance measures.

4.9 ALTERNATIVE OPERATIONAL RISK
MANAGEMENT APPROACHES

There seem to be two distinct operational risk management approaches
being adopted across the financial services sector—a top-down and a bot-
tom-up framework. However, even within these commonly used terms
there is a range of interpretations. Some organizations understand bottom-
up and top-down as the process through which the risks of the organization
are identified, while others use the terms to describe the nature of the meas-
urement process that supports the operational risk management framework.

The conceptual differences between the approaches can best be char-
acterized by the way risk is identified, measured, and aggregated within
the organization:
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• Top-down approaches focus primarily on the view of risk within
the organization generated from the top of the organization. Risk
is identified, measured, and aggregated according to a
preexisting structure decided on and agreed on by top
management. As a result, a top-down approach tends to focus on
known or identifiable operational risk loss events. The impact
and likelihood of operational risks are generally determined by
reference to a combination of known external events and internal
views on relative exposures.

• Bottom-up approaches focus primarily on the origins of risk
within the organization. Rather than focusing on views of risk
after the fact, bottom-up approaches focus on originating factors
(either internally or externally generated) to determine the
likelihood and impact of operational risk. Organizations are
generally managed through a combination of people, processes,
and technologies that either implicitly or explicitly manage risk.
Bottom-up approaches focus on the interaction between internal
and external events and the people, processes, and technologies
deployed throughout the organization. These points of
interaction provide the basis for identifying and determining the
likelihood and impact of operational risk.

The BIS approaches to operational risk can be compared with the
bottom-up and top-down approaches: the basic approach is a top-down
approach, and the internal approach is a bottom-up approach, whereas
the standardized approach is a top-down framework with bottom-up con-
stituents.5

4.9.1 Top-Down Approaches

The unique aspects of a top-down approach to operational risk are gener-
ally found in the identification, measurement, and monitoring of opera-
tional risk (see Figure 4-5).

4.9.1.1 Risk Identification
Risk identification in a top-down approach is driven by management be-
lief that the organization is exposed to either direct or indirect loss. These
loss events are normally aggregated into risk categories that are consistent
with the organization’s definition of risk (see Figure 4-5). For example,
losses associated with the failure of technology would ordinarily be ag-
gregated as technology risk.

The process of risk identification is ordinarily undertaken on either a
centralized or decentralized basis through a combination of a prepopu-
lated database of loss events, fed from either internal or external sources,
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and traditional risk discovery techniques such as risk workshops and con-
trol and risk self-assessment in the form of checklist, questionnaire, or pre-
populated automated tools.6 Quite often organizations claim to have
implemented a bottom-up approach because the identification and meas-
urement of risk are undertaken on a decentralized basis, i.e., within the
operational units. However, although the risks are identified from the bot-
tom up, that identification and the resultant estimates of the likelihood of
occurrence and impact are based on separation and aggregation of risk
rather than origins of risk. In essence this would make these top-down ap-
proaches.

One key feature of top-down approaches is that they are most fre-
quently established at a central point within the organization, such as the
risk management team. As a result, risks can be readily aggregated to fa-
cilitate central analysis. This aggregation can then be used to support the
measurement, management, monitoring, and control of operational risk.

4.9.1.2 Quantitative Risk Measurement
A variety of approaches are used to support the top-down measurement
of operational risk. These approaches generally fall within two broad cat-
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egories: quantitative measurement using mathematical approaches to
quantify the level of risk, and qualitative measurement using more sub-
jective assessment of risk (see Figure 4-6).

Operational risk in the context of quantitative risk measurement is
the volatility of earnings that can be measured in the course of carrying on
business, excluding the financial risks from market and credit risk.

Business risk in the context of quantitative risk measurement is the
risk of operational earnings volatility due to changes in the earnings mix,
margin, and volume volatility, and the level of variable and fixed costs.

Event risk in the context of quantitative risk measurement is the risk
of financial loss due to operational processes and activities. Event risks
such as earthquakes and terror attacks require special precautions. These
include the costs of contingency plans for postdisaster recovery, system
security, safeguarding of assets, and adherence to regulatory and legal re-
quirements to maintain a minimum level of protection against event risks.

Business risk and market risk are two key types of risk that can affect
a company’s ability to achieve earnings or cash flow targets. While the rel-
ative magnitude of business risk and market risk varies across different
organizations, the concept is the same for all with different exposures to
different risks.

Business risk is defined as “the uncertainty of future financial results
related to business decisions that organizations make and to the business
environment in which organizations operate.” For example, business risk
can arise from strategy and investment decisions, marketing strategies,
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product development choices, competitive differentiation strategies, pric-
ing decisions, and sales volume uncertainty. These are the decisions that
contain inherent long-term conceptual risks that the management and
shareholders of organizations are expected to take in order to generate prof-
its and to be compensated for the risks taken. However, market risk refers to
the uncertainty of future financial results arising from market rate changes
(equities, fixed income, foreign exchange rates, etc.). Market risk can affect
and expose an organization’s business in a variety of ways. For example,
operating margins can be eroded because of rising commodity prices or be-
cause of depreciating currencies for countries in which a company has for-
eign sales and thus cash flows in foreign currencies (direct market risk
impact). Also, changes in market rates due to price competitiveness can po-
tentially force an organization to adjust the prices of its products or services.
In turn, this can affect sales volumes or competitive position depending on
the positioning, market share, and market exposures of the company and its
competitors (indirect impact of market risk on business profits).

Three of the more common top-down quantitative approaches focus
on earnings volatility, the capital asset pricing model, and parametric
methods for quantifying risk. Each of these methods is outlined in more
detail in the following sections.

4.9.1.3 Earnings Volatility Approaches
Earnings volatility approaches are based on the assumption that volatility
in earnings, business cash flows, asset values, interest, or commercial mar-
gins reflects the risk of the firm. Accordingly, if the volatility can be attrib-
uted to operational events rather than financial risks (market and credit
risk), then this can be used to represent the operational risk of the firm. In-
stitutions applying the earnings volatility approach will generally con-
sider earnings volatility from a strategic and an event-driven basis.

When applying the earnings volatility approach, an institution
needs to consider the source of information to support the estimate of
earnings volatility and any other events to which the institution is ex-
posed. In addition, earnings volatility may arise from nonoperational
sources, and therefore these sources need to be excluded to ensure that
only volatility from operational risk is being modeled. Before quantifying
the operational risk, the data required to model the loss events and the
volatility of income has to be run through a series of steps, as explained in
the following sections.

Obtain Earnings Series
One possible source of earnings volatility can be discovered through the
analysis of historical earnings. If the institution is prepared to accept the
assumption that the historical earnings stream is an appropriate proxy for
future earnings, this can form the input basis of the measurement process.
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Accounting earnings are generally an easy source for historical earn-
ings. This approach may be enhanced through budget data or other earn-
ing forecasts to extend the loss prediction into the future. The length of
time over which the time series should be collected will vary from institu-
tion to institution, but should be long enough to support statistical evi-
dence. A key element in collecting data is to ensure general consistency in
the nature of the raw data. In some instances it will be impossible to gen-
erate consistently formed earnings streams, e.g., as a result of restructur-
ing, takeover or merger, or significant changes in activities or divestments,
etc. Additional attention is required to determine whether volatility in
earnings streams is a result of changes in accounting policies.

Eliminate Volatility from Market and Credit Risk
A certain portion of the historical earnings volatility can be contributed to
market and credit risk. An organization with an effective funds transfer
pricing mechanism to account for earnings will be able to provide a rea-
sonable proxy to separately identify volatility in earnings associated with
nontraded market risk, whether related to interest or exchange rates.

The degree to which volatility in earnings contributes to credit risk
can be difficult to assess, although there are generally clearly identifiable
elements of earnings associated with the credit loss and provisioning
process under existing accounting and regulative rules such as U.S. gen-
erally accepted accounting principles (GAAP) or international account-
ing standards (IAS). However, the impact from changes in the credit
spread will not be identified separately from other impacts, such as mar-
ket risks. Most accounting earnings series are set up on the basis of his-
torical cost, and therefore any volatility associated with credit margin
changes will be absorbed (and thus averaged) in the overall earnings
volatility.

Careful analysis of the earnings series is required to avoid double-
counting volatility arising from credit and market risk when combining
market value at risk, credit value at risk, and net interest earnings at risk.

Eliminate Funding of Shareholder Equity
The cost of shareholder equity should be excluded from the accounting
earnings series so that the mean of the series is appropriately calculated
based on the underlying business and not the financing structure of the
underlying organization.

Calculate Mean and Standard Deviation
The mean and standard deviation of the earnings series can be used as a
starting point for the calculation of capital required to withstand the
volatility of earnings as a result of operational risks. The critical assump-
tion to be defined at this point is what is the appropriate confidence level
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on which to base the understanding of volatility from mean earnings. The
first approach may be to select a confidence level consistent with the cur-
rent credit rating of the organization.

Identify and Model Fat Tail Events
In the analysis of the earnings series, it is highly probable that the struc-
tural changes in earnings will impact the series generated from changes in
market-related factors or from one-off events such as major operational
failure changes in accounting rules, tax regulations, etc. Careful consider-
ation needs to be given to whether these impacts should be separately
identified or modeled.

Historical earning time series will generally involve losses associ-
ated with operational and process problems, but will not necessarily re-
flect all events that the organization may be potentially exposed to. As a
result, separate consideration will need to be given to nonrelated one-off
events that could occur. This can be taken into account through the esti-
mation of the likelihood of impact and frequency determined during the
risk identification and measurement process using filtering techniques
(see Figure 4-7). Alternatively, external loss databases can be used to sup-
port the estimation of potential impacts and frequencies.
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Combine the Impact of Separately Identifiable 
Loss Events and Volatility of Income
The outcomes of the two approaches need to be integrated to provide an
estimate of the total measure of operational risk. There are a number of
ways this integration can be undertaken, ranging from simple additive
statistical techniques to the use of historical or Monte Carlo simulation.

4.9.1.4 Capital Asset Pricing Model Approaches
Several approaches based on financial market theories can be applied to
the measurement of operational risk, such as the capital asset pricing
model (CAPM). The CAPM claims that an investor should receive excess
returns in compensation for any risk that is correlated to the risk in the re-
turn from the market as a whole. However, the investor should not receive
excess returns for other risks. Risks that are correlated with return from
the market are referred to as systematic. The remaining risks are referred to
as nonsystematic or endogenous. The structure underlying the CAPM for an
organization can be expressed as follows:

rfirm = rrisk free + βfirm ⋅ [rmarket − rrisk free] (4.3)

The CAPM assumes that the risk of an individual position is well
represented by its beta (β) coefficient. In statistical terms, the beta coeffi-
cient is defined as the covariance of the return of an individual position
against the market portfolio return (or another benchmark) divided by the
variance of the market’s return. Companies with a beta of 1 tend to behave
in direct proportion to the market; companies with a beta of less than 1
move in relative terms less than the market and, conversely, those with a
beta of more than 1 move faster than the market.

The capital required by an organization is a function of the required
return of the organization:

equity at risk = (4.4)

Equity is the equivalent amount of capital that is required to gener-
ate the required earnings given the risk-adjusted rate as determined under
the CAPM. In order to convert the required rate of return into a numeric
figure, the CAPM concept is applied to the market value of the firm,
which drives the calculation of beta.

There are limitations in using the CAPM to measure equity require-
ments for operational risk:

• The beta concept is assumed to be fully leveraged in that is it is
derived from market observations of returns from firms that use

required earnings
���

rfirm
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a combination of debt and equity to fund their financial needs.
Leverage can be defined as being composed of financial leverage
(the extent to which the institution relies on debt to generate
revenue) and operating leverage (the extent to which the
institution relies on fixed costs in the generation of revenue). In
order to obtain a true measure of the capital requirements for
operational risk, the effects of financial and operational leverage
need to be separately identified.

• The beta concept is based on historical time series, and any
change, such as in organizational structure, market structure, tax
laws, etc., will only be adequately reflected in the beta measure
after a certain amount of time has passed.

Applying the Approach in Practice
Measurement of the stock market beta is relatively transparent for listed
companies, but becomes less transparent for unlisted companies. In prac-
tice this is overcome through a proxy process that assumes there are
listed companies that can be considered peers for unlisted companies
with similar country exposures, industry position, size, and organiza-
tional processes.

CAPM-based approaches can be difficult to apply without detailed
knowledge of profit/loss accounting practices, tax considerations, etc.
The calculation of operating leverage is difficult, as the organization has to
maintain a consistent split between fixed and variable costs over time.
There is no unique industry standard for the treatment of costs across in-
dustries and between the different national accounting structures.

4.9.1.5 Parametric Measurement
Parametric measurement has gained ready acceptance in the quantifica-
tion of financial risk. Not surprisingly, concepts such as parametric value
at risk (VaR) and similar simulation-based techniques are being frequently
implemented to support the measurement of operational risk. Generally,
these methods are similar to those being used for the modeling of one-off
events in both the earnings volatility and CAPM measurement ap-
proaches.

Parametric approaches primarily focus on the ex post facto analysis
of historical loss data to support the calculation of a loss distribution. The
loss probability distribution can be either broken down into specific loss
events or categories of risk or figured for the firm as a whole given the ag-
gregation of all potential loss events. The loss probability distribution can
be applied to the measurement of expected losses (forecasting), using the
mean of the distribution, or of unexpected losses, using the standard de-
viation of the distribution.
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Applying the Approach in Practice
Applying the parametric approach in practice has proven difficult due to
the lack of historical loss data within most organizations. Collecting data
has proven to be quite imperfect, requiring the application of extensive
data collection techniques. In some instances, the absence of internal data
has been addressed through the application of external loss databases.
These loss databases provide proxy loss probability distributions that can
be applied to support internal information sources.

While the parametric approach is a valid measurement alternative
for most operational losses that have well-defined distributional charac-
teristics, there are some loss events that create a statistical challenge. These
losses, characterized by low frequency and high impact, require the intro-
duction of alternative statistical methodologies, such as extreme value
theory, to complete the full measurement framework. Based on historical
experience, it is generally these events that are the most difficult to capture
statistically and that lead to large numerical operational loss.

4.9.1.6 Qualitative Risk Measurement
As a result of the difficulties experienced in the quantitative measurement
of operational risk, and given the fact that there has always been opera-
tional risk across and within organizations, there are a multitude of quali-
tative risk measurement approaches that have been employed. These
approaches, while fundamental to support the management of opera-
tional risk, generally provide judgmental or relative rather than absolute
measures of operational risk.

When applied in a top-down approach, qualitative measures tend to
focus on the assessment of risk within the organization. Using techniques
outlined in the preceding risk identification sections, organizations gener-
ally define a series of indicators that provide the basis for assessing
whether the impressions of risk change over time. These indicators are
often characterized according to what they indicate.

4.9.1.7 Key Performance Indicators (KPIs)
KPIs are simply tracked events that raise red flags if they go outside an es-
tablished range. As the name suggests, KPIs are ordinarily associated with
the monitoring of operational efficiency. Examples of KPIs include failed
trades, customer complaints, staff turnover, transaction turnover, systems
downtime, and transaction throughput.7

4.9.1.8 Key Control Indicators (KCIs)
KCIs are indicators that demonstrate the effectiveness of controls: for ex-
ample, the number of items outstanding on a nostro reconciliation, the
number of outstanding confirmations or unconfirmed trades, the number
of fraudulent checks, etc.8
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4.9.1.9 Key Risk Indicators (KRIs)
KRIs build on the concepts of KPIs and KCIs to construct leading indica-
tors. By combining performance indicators and control indicators, such as
staff turnover and transaction volume, an indicator can be created that al-
lows insight about the stress that core processes will be facing. Rather than
being considered new indicators, KRIs are a different means to combine
traditional measures.9

Qualitative risk measures are generally built into the risk monitoring
and control process in a manner consistent with the identification of risk.

4.9.2 Bottom-Up Approaches

Bottom-up approaches are characterized by the identification, measure-
ment, and management of the causes of operational risk within the organ-
ization, rather than focusing on losses that are symptoms (outcomes) of
operational failure.

4.9.2.1 Risk Identification
Bottom-up approaches focus primarily on the identification of the poten-
tial sources or causes of loss within the organization. These are generally
driven by the interaction and reaction of the employees, processes, and
technology of the institution combining both internal and external
events. The sources of operational risk are generally not the result of a
simple linear cause-and-effect relationship. Operational risks are viewed,
rather, as a result of an entangled web of both internal and external influ-
encing factors.

The process perspective is critical in the identification of risk because
of the tendency for risks and losses to be transferred from one part of a
process downstream. For example, if a reconciliation/after-trade compli-
ance check is not performed in a timely manner, an investment decision
might be based on unreconciled and thus (potentially) misleading infor-
mation.

It follows that the basis for identifying operational risk in a bottom-
up environment is to break the organization down into its core
processes—those that are aligned with the achievement of the organiza-
tion’s strategic objectives and responsibilities (see Figure 4-8). Each core
process can generally be broken down into a series of subprocesses. While
this may appear to be a sisyphean task for a large and complex organiza-
tion, it would probably not be necessary to extract all of the processes of
the organization. It is likely that the majority of the organization’s opera-
tional risks will result from a few critical processes and a relatively small
number of possible loss events.

For each of the critical processes and subprocesses, an analysis is
performed to determine the risk exposures, or potential risk exposures,
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and the potential downside events that could result in the inability of the
organization to meet its strategic objectives (and thus in losses). These risk
exposures or potential weak processes have an inherent causal structure
that needs to be identified and monitored to provide the appropriate in-
puts for the measurement and reporting of potential operational risk ex-
posures.

For most loss-generating events there is usually a chain and a hierar-
chy of events that influence either the size or occurrence of a given event.
These combinations/sequences are normally described as “and/or”
events. Through the analysis of the hierarchies of events, a tree of causes
can be constructed.
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4.9.2.2 Quantitative Risk Measurement
There is a range of flexibility in the methodologies for modeling opera-
tional risk from the bottom up. These methodologies differ significantly.
Therefore, the following sections cover the two main alternatives.

Agent-Based Simulation
One alternative is to measure the impact of operational risk through the
application of complexity and simulation theory. The analysis of complex-
ity is an interdisciplinary science that attempts to uncover the underlying
principles governing complex systems and the emergent properties they
exhibit. Such systems are composed of numerous simultaneous and var-
ied interacting components.

In complex systems, sophisticated and unpredictable properties
arise from an interacting group of agents. Examples of such emergent
properties include how the system organizes itself, how it finds a balance
between order and disorder, and how agents evolve new behaviors in re-
sponse to change. Examples of emergent properties in business applica-
tions include the volatility of security prices, the speed with which supply
chains can reconfigure themselves in response to changing market re-
quirements, and the dominance of one technological alternative over an-
other, such as a technological advantage.

Using the simulation capabilities afforded by computers, visionary
biologists, mathematicians, physicists, and computer scientists have ob-
served the emergent properties of complex adaptive systems in action.
Models of artificial systems can be developed that run many different sce-
narios, and the resulting emergent properties can be analyzed without any
risk to the system.

Agent-based modeling techniques can be used to study complex
adaptive systems such as manufacturing plants, corporations, industries,
markets, and sectors of the economy. In agent-based modeling, systems
are modeled as clusters of autonomous decision-making entities called
agents. These agents individually assess their situation and make deci-
sions based on a set of rules. At the simplest level, an agent-based model
consists of a cluster of agents and connections between these agents.
Agents may execute various behaviors such as selling, buying, storing, re-
porting, etc. Compared to traditional modeling techniques, this distrib-
uted decision-making process does not result in a system of fixed
equations that can be solved mathematically. However, by including
repetitive, competitive interactions between agents using simulation tech-
niques, it allows for a much more realistic estimation and presentation of
a system because it emulates the manner in which the real world operates.

Applying an agent-based simulation approach requires the combina-
tion of a comprehensive understanding of the processes and operational
characteristics of an organization and a detailed understanding of modeling
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techniques using complexity theory. The first step in applying an agent-
based simulation to support the measurement of operational risk is the con-
struction of a model of the business processes. This model is similar in
principle to a traditional process decomposition of the organization. Each
process within a business entity covers the interaction of people, technol-
ogy, and generally observable events. The observed business process can be
described by schematic figures or equations, and individual behaviors can
be mapped by sets of if-then rules. The business model is translated into a
computational description for the simulation environment.

A simulation environment is used to run multiple simulations of
both the qualitative and quantitative dimensions of the model to deter-
mine loss probability distributions. Running the simulation enables cali-
bration of the model with existing data and operational knowledge by
comparing backtesting data with the realized data. Once it becomes ap-
parent that the model is operating on a basis consistent with reality, it can
be applied to support traditional techniques such as value at risk and
stress testing to obtain robust risk measures.

Causal Modeling
Models that can be used in a bottom-up approach build from the causal
tree as discussed earlier. These models range in practice from true internal
causal models to hybrid models that combine external and internal data
and simulation techniques to determine loss probability distributions. The
loss probability distributions from either modeling approach can be used
to generate estimates of expected and unexpected losses, which are tradi-
tional measures of risk.

Causal modeling uses the concept of conditional independence to
generate joint probability distributions for all loss events. These distribu-
tions are used as a basis for calculating ranges of potential loss. Actual
data is used to drive the generation of probability distributions. The ab-
sence of accurate and relevant historical data is one of the potential prob-
lems with the implementation of causal modeling. However, this can be
overcome by combining internal data with external loss databases.

The events in a loss probability distribution have two attributes: fre-
quency and impact. A bottom-up approach allows for the generation of
separate distributions of both frequency and impact. From a risk manage-
ment point of view, this allows for the separate analysis of the applications
of controls and alternative risk transfer, and provides a financial incentive
to assign personnel to reduce either the frequency or impact of loss (see
Figures 4-9 and 4-10).

Data for frequency distributions can come from a variety of sources,
including insurance data, external databases, management information
systems, loss event analysis reports from expert groups, etc. The most ob-
vious approach in developing a frequency distribution is to maintain a
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register of time-stamped loss events. A distribution can be fitted to this
raw data and can serve as the basis for modeling probability. In the ab-
sence of actual data, a simulation tool could be used in combination with
a subjective estimation of the parameters of that distribution, such as time
horizon, standard deviation, confidence interval, distribution profile, etc.

The empirical data for generating and fitting impact distributions
can come from a variety of sources depending on the nature of the events
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identified in the causal analysis. However, if there is insufficient historical
data or statistical evidence from the existing historical data to support the
generation of an appropriate probability distribution, simulation models
can again be used to drive the generation of a distribution.

Combining the outcome of the separate estimation of frequency and
impact in another simulation will provide a distribution of loss events.
From the loss distribution, the expected loss (mean of the loss distribu-
tion) and the unexpected loss (the standard deviation of the loss distribu-
tion) can be calculated. The core limitation of using simulation in this way
is the use of fixed conditional probabilities to create the causal tree. In a
causal model, the conditional probabilities are not stationary, and applica-
tion of a bayesian approach can be updated continuously.

4.9.2.3 Qualitative Risk Measurement
Bottom-up qualitative measures generally incorporate indicators that are
found in the top-down approach. The critical difference is the extent of
linkage with the causes of loss rather than the overall impressions of the
indicators of the loss itself. This important difference is given from the
basis of risk identification undertaken.

In a bottom-up approach, it is possible to focus on indicators that are
meaningful for effective risk management and control, because the ap-
proach is driven from within the organization through the interaction of
people, processes, and technologies with internal and external events. In
general, these indicators will be largely consistent with those used on a
daily basis by operational line management.

Organizations have realized that tracking too many KPIs can be-
come overwhelming and confusing and, thus, ineffective. An efficient or-
ganization will need to decide and focus on which indicators are tracked
continuously and which are sufficiently static to be tracked on a less dy-
namic basis.

4.9.3 Top-Down Versus Bottom-Up Approaches

Whether one approach or the other is more appropriate depends on the
circumstances of each organization and that organization’s view on the
balance between the drivers for establishing operational risk management
frameworks. There is no right answer to whether a top-down or bottom-
up approach to operational risk is best. The discussion is ongoing as to the
feasibility, accuracy, and value of quantifying operational risk. The soft
and variable nature of many operational risk elements supports the skep-
tics’ argument that it is just not possible to accurately quantify operational
risk and that therefore there is little value to be derived from even at-
tempting to do so. And, it is true that the range of factors underlying and
influencing operational losses is so diverse that it makes finding a com-
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mon basis on which to provide a measurement framework challenging.
The fact remains that the ultimate organizational goal of measuring per-
formance of the entire organization, on the basis of a fully risk-adjusted re-
turn on capital, will never be achieved without including a reasonable
value for operational risk.

It may never be possible to model, and thereby quantify, all possible
events of operational risk. The only data that will ever be available to use
in modeling will be based on the frequencies and impacts of failure sce-
narios that occurred at some time in the past. Similarly, all VaR-based sim-
ulation is inherently flawed owing to the fact that what happens in the
future is not necessarily related to the past. However, all simulation-based
risk quantification models, including the assumed and proven market and
credit risk modeling approaches, will be limited by these general assump-
tions. Despite these inherent limitations, there will always be value and
benefit in risk management if there is a consistent basis for measurement
such that management, the board of directors, and the shareholders have
a clear understanding of their risk position and a reporting process that
enables them to rank risks.

It should be clearly recognized that there are certain categories of op-
erational risk events at the extreme ends of the risk spectrum for which it
can be argued that modeling is irrelevant. For example, why try to model
the likes of a major reputational failure scenario for the purpose of capital
allocation, or a major loss such as in the Barings case, when it is more
probable that should such an extreme event actually occur, it would wipe
out the organization’s capital base anyway? What is certain is that it will
never be possible to get to the quantification end game without first de-
veloping the framework.

It is becoming increasingly obvious in the financial services sector
that one or the other approach is not necessarily sufficient and that, al-
though a specific method of capital allocation is useful, existing methods
may not only be inaccurate but may be counterproductive and misleading
for comprehensive operational risk management. Taking a purely top-
down approach can limit an organization’s ability to understand the prac-
tical risk drivers and may therefore restrict the management and
mitigation function. Taking a purely bottom-up approach may result in a
granular, low-level focus that might not contribute to achieving strategic
objectives. More than likely the answer is to combine the two approaches.

4.9.4 The Emerging Operational Risk Discussion

Over the past months and years, the banking industry has entered into in-
tensive discussion over capital requirements for operational risk. It seems
that some institutions have come to initial conclusions in their strategic
thinking about operational risk; what it means to their organization; and
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how they could go about quantifying it in a way that suits their strategic
objectives, culture, and processes. Diverse approaches have evolved over
a short period of time and/or have been adopted from other disciplines.
Some approaches have resulted in top-down orientations and the atten-
dant risk of overemphasis on capital management as opposed to risk man-
agement. Other organizations have done the reverse by starting with a
nuclear look at business processes at the lowest operational level to dis-
cover where their operational risks might lie, then subsequently integrat-
ing and aggregating these risks into a quantification process.

To a certain extent, the pace of this evolution has been supported by
an insatiable industry desire to understand and develop risk management
concepts, terminology, and tools. In today’s margin squeezing environ-
ments, where any potential marketing angle or competitive advantage is
zealously guarded, operational risk management is perceived as another
way to better allocate and use economic capital. The need for information
and the problematic process associated with setting up an operational risk
framework requires industry responses. Formal and informal discussions
in academia and the financial services have increased and intensified and,
to a certain degree, there is a need to intellectually stress-test them. These
developments, together with structured research, have been responsible
for some of the standard terminology that evolves in tandem with distinct
methodology approaches to risk management.

4.10 CAPITAL ISSUES FROM THE 
REGULATORY PERSPECTIVE

Operational risk and regulatory capital have existed in separate spheres
for some time. However, most formal papers that have been issued by reg-
ulatory bodies have merely committed to the intent to a capital adequacy
structure for operational risk as a separate risk class. The Basel Commit-
tee, although not a supervisory body, has been providing the industry
with regulatory best-practice guidelines and standards since 1975. It has
been paving the way for an additional risk class to be implemented into
the supervisory framework. For example, Principle 13 of the 1997 Basel
core principles for effective banking supervision says:

Banking supervisors must be satisfied that banks have in place a compre-
hensive risk management process (including appropriate board and senior
management oversight) to identify, measure, monitor and control all other
material risks and, where appropriate, to hold capital against these risks.10

Local regulators will be the ones to adopt and implement the Basel
Committee’s outline and be responsible for the day-to-day monitoring
and enforcement of any regulatory capital charge. There is currently a
tremendous amount of attention from local authorities on the industry
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discussion papers. Some local regulators will undoubtedly be more active
than others. For example:

• In the United States, representatives of the Federal Reserve are
cochairing the risk management subgroup of the Basel
Committee. The topic of operational risk management is raised in
virtually all U.S. bank examinations today, but the Fed and the
Office of the Comptroller of the Currency (OCC) view
operational risk from different sets of risk classes.

• In the United Kingdom, the Financial Services Authority (FSA) is
a relatively new body and is undergoing incremental change in
terms of its scope and powers. The FSA has been keen to immerse
itself in the undercurrent of activity regarding operational risk
evolution and has tried to draw from all spheres of expertise on
the topic.11

• In Germany, the national regulator is following developments
closely, but some representatives have expressed concerns over
enforcement powers and the fact that there has not been adequate
time for best practices to emerge.

• In Japan, regulators have already begun to implement a box-
scoring approach to bank risk profiling. Meanwhile a 25 percent
assessment of expense is already made on securities firms. From a
risk management incentive standpoint, such an approach is less
than optimal.12

• In Australia, the Australian Prudential Regulatory Authority
(APRA) expects to follow the lead provided by overseas
regulators, after careful local analysis, with discussion papers and
policy statements in relation to operational risk capital.

• In Switzerland, the national regulator actively participates in the
working committee of the Basel Committee and will adopt and
enforce the recommendations rigorously, given the involvement
of the Union Bank of Switzerland (UBS) in the LTCM debacle.13

Meanwhile, regulators in most countries agree that progress by
banks is required. Some regulators already require an operational risk
management function for domestic banks, e.g., the Saudi Arabian Mone-
tary Authority (SAMA).

Following is a summary of comments reflecting the current regula-
tory discussions:

• There is a consensus that, because of its unique characteristics, a
separate treatment of operational risk is appropriate.

• No common view exists regarding additional capital for
operational risk. Critics of this approach suggest that a bank
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demonstrating sound risk controls and systems might succeed in
making a case for no additional capital. This would be enforced
by local regulators and monitored and reported by auditors.

• Regarding additional capital requirements (beyond 8 percent),
apparently few if any institutions are willing to commit to the
notion that the industry is currently undercapitalized. Some
institutions have noted that it may not be possible to resolve the
“8 percent debate” until a common approach to credit risk capital
is settled on.

• Practitioners express that the market risk guidelines have actually
freed up capital for some institutions, and thus it should be
possible to let overall capital percentages float above or below 8
percent.

• Recently, opinions were voiced favoring integration of the market
and credit risk multiplier in one measure, given the difficulties of
segregating market and credit risks in some cases and the
potential to arbitrarily switch between regulatory regimes
depending on what is deemed better for the bank.

• Any approach should support Pillar II regarding supervisory
objectives. The value of risk assessments, the use of risk
indicators, and control process assessments have all been
discussed. However, one consistent concern is that many self-
assessment approaches are too granular to use in support of
modeling, especially given the fact the uniformity of such a
granular approach applied across various organizations with
different technologies, strategic objectives, etc. is not enforceable.

• There are thousands of registered banks worldwide, each with its
own organizational structures, core competencies, and
specializations. And there is a wide variety of influences on any
particular institution. Regulators, consultants, vendors, and the
banks themselves have to operate in markets around the world
where there is a huge range of sophistication relating to the
idiosyncracies just listed.

There has not yet been a worldwide operational risk initiatives sur-
vey that adequately captures and reflects the relative progress of a wide
spectrum of banks relating to operational risk management efforts. Only
approximately 3 to 5 percent of the worldwide banking population is ac-
tively investing time and money in developing an operational risk frame-
work. If we were to look at the aggregate asset or balance sheet size
represented by these groups, the percentage would definitely be much
higher. But if we examine the size and activity of the banks that have failed
or have sustained embarrassment or reputational damage, we see that op-
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erational risks at smaller institutions—e.g., the Banco Ambrosiano fi-
asco—cannot be ignored.14

4.11 CAPITAL ADEQUACY ISSUES 
FROM AN INDUSTRY PERSPECTIVE

The British Bankers’ Association (BBA) set up an operational risk advisory
panel in 1998, comprising a diverse group of banks believed to have an ac-
tive interest in operational risk management. One of the panel’s primary
objectives was to assist the BBA in lobbying regulators about the type of
frameworks that might work best for the industry as a whole, rather than
having a methodology imposed on the industry that contradicted indus-
try practice.

Later in 1998, the BBA panel, the International Swap and Derivatives
Association (ISDA), and Robert Morris Associates (a U.S.-based industry
body with a membership of over 3000 financial institutions) surveyed the
financial services industry. The results of the survey, which were unveiled
in early November 1999, have helped to crystallize the industry consensus
on operational risk capital.15

The BBA lists several factors that it believes underlie the Basel pro-
posals. These include:

• A recommendation to provide incentives for sound operational
risk management.

• A recommendation to capture within the capital framework
businesses that are, in regulatory capital terms, almost entirely
risk free, e.g., custody and fund management.

• A perceived need for a balancing charge to redress an anticipated
drop in regulatory capital held for credit risk. This line of
thinking is also expressed in the argument that operational risk is
implicit in current regulatory capital levels.

There are probably at least five perspectives emerging in the finan-
cial services community today about what an individual organization can
accomplish with operational risk management, and how to accomplish
these goals by applying objectives related to capital risk management and
operational risk. These range in focus from risk management analytics
and risk measurement, to control group focus, to business line manage-
ment teams, to firmwide multidisciplinary operational risk management
functions.

• Risk measurement. This dimension is perceived as a key objective
driven by the recent urgings of banking regulators. Owing to the
breathless pursuit of analytical precision, the first perspective has
focused entirely on risk measurement, including finding a
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number or a series of numbers to represent the range of possible
outcomes and demonstrating how this can be used to reduce
potential losses or exploit opportunities in the market. This
primary focus on modeling is based on the belief that a number is
critical for emphasis, attention, and focus of purpose. The
greatest challenge for these people will be in proving not only
that they have achieved analytic precision, but also that these
measures may be used to improve behavior and lower the
downside or increase profits.

• Internal controls. The second perspective represents the opposite
end of the spectrum—those who have practiced operational risk
management in the form of one or more control disciplines (e.g.,
internal auditing, control, compliance, etc.), whose focus has been
on maintaining tight controls or corporate risk management
structures. It is tempting, and in some cases conceivable, that a
move to the emerging discipline of operational risk management
is a small leap from their current role(s).

• Business management. Business managers have managed their
businesses based on several measures, such as KPIs, management
accounting information, etc. They allocated the investable capital
based on all this information. For this group, the move to track
and analyze operational risk indicators is certainly not foreign,
and may only require a slight refocusing supported by additional
firmwide information available to them.

• Insurance risk management. This dimension is becoming more
visible in the operational risk management discussion, as
evidenced by the desire among firms for more effective operational
risk hedges versus less relevant traditional insurance coverage.

• Multidisciplinary operational risk management. This emerging
function is perceived as the most effective operational risk
management program, which will incorporate the most effective
features of all four previously mentioned schools of thought: 
(1) using quantitative and qualitative risk measurement tools 
for estimating the dimensions of the operational risk exposures;
(2) applying the most effective risk management and risk control
tools; (3) monitoring risk drivers and indicators, similar to the
early warning indicators, through the use of management
information systems (MIS) tools with the objective of creating 
a comprehensive operational risk management program; 
(4) applying well-known risk finance and insurance tools as
operational risk hedges. Taken together, information from all of
these efforts contributes to what we have begun to refer to as a
firm’s operational risk profile.
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These practical risk management perspectives contrast with the reg-
ulatory objectives, known as the three pillars, which include minimum
capital requirements, supervisory review, and effective use of market dis-
cipline. Regulators are seeking a strong but competitive banking system.
The defining issues are when and how risk capital will be viewed along-
side these objectives. A significant amount of banks note attempts to allo-
cate economic capital to operational risk, but reportedly nearly all are
dissatisfied with both their own methodology and the behavioral incen-
tives created. Few if any use measures of operational risk capital to drive
business decision making or behavior. There is widespread concern that
any regulatory initiative in this area may retard or misdirect what have
been very positive initial industry efforts to date.

Overall, the industry response to the proposal has been negative and
a constant series of concerns has been articulated:

• Definition. It is difficult to conceive of how to develop a risk
measure without a clearly defined risk boundary. No positive
industry standard currently exists.

• No additional capital. The banking industry does not believe that
regulatory capital to support operational risks in excess of current
levels is justifiable. In the context of the opening Basel proposals,
it is difficult to see how there would not be an additional charge
for the majority of banks.

• Duplication. How will overlap between the various risk
assessment processes (market risk, credit risk, operational risk,
and supervisory review) be managed, and will the level at which
current variable factors are set (market risk multiplier, target/
trigger) be adjusted as a result? This would require modifying the
existing credit and market risk regulations, meaning another
lengthy process.

• Level playing field. This issue is a substantial concern for all
banks. At an international level, there is concern that any
regulatory capital charge for operational risk identified may well
not be applied consistently—or at all—in some other
jurisdictions. At a national level, this is more an issue of ensuring
consistency of assessment and a positive bias toward better
operational risk management.

• Behavioral incentives. The issue of developing positive behavioral
incentives is based on the development of a risk-sensitive
assessment methodology. All the available options have
considerable flaws. There is a real concern that perverse behavior
will be encouraged if the regulatory hurdles are blunt and high.
Banks are much more likely to concentrate on arbitrage or
avoidance.
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• Changing business environment. In parallel with the development
of risk management practice, the business of banking is itself
undergoing a period of considerable change because of new
businesses, products/services, organizational models,
competitors, e-commerce, etc. This again supports the argument
for a flexible methodological approach.

• Developing efforts. There is concern that the enforced
implementation of a prescriptive methodology will retard or
misdirect industry development efforts. There is also concern that
the short-term regulatory need to develop an assessment
methodology might obscure the pace of development. As a
consequence, any methodological solution should, from the
outset, be characterized as interim and open to replacement or
change as industry practice progresses. Equally, there is a
common opinion among many industry practitioners that a
misaligned interim standard may do just as much damage even
though it may be temporary.

4.11.1 Measurement Techniques 
and Progress in the Industry Today

The term measurement in the operational risk context can encompass a
huge variety of concepts, tools, and information bases. It is virtually cer-
tain that the approaches might differ wildly. This could be one of the prob-
lems that regulators face even if they do stipulate a particular method, as
the interpretation and application may give rise to many variations on the
same theme. Perhaps the supervisors and the local regulators should ac-
tually rely on this happening.

The following sections summarize some of the more mainstream
methodologies and provide an overview of what supervisors have been
considering most recently.

4.11.1.1 Practitioner Measurement Methodologies
Risk indicator or factor-based models are methodologies that originate
from risk indicator or loss information. These tend to give rise to bottom-
up approaches due to the granularity and nature of the source of informa-
tion.

Advantages
• Usually, information is readily available.
• If constructed properly, it is transparent to the management of the

business line.
• Business line management tends to accept the outcomes.
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Disadvantages
• Collection, filtering, and aggregation of consistent data across the

firm is challenging.
• Capturing interdependencies or overlaps between areas is

difficult (and sometimes impossible).
• Internal experience is required.
• Forecasting general trends is possible, but not particular

predictive forecasts on a detailed level.

4.11.1.2 Economic Pricing Models
These models incorporate forecasting based on financial data and applica-
tion of modeling. Probably the best known in operational risk circles is the
capital asset pricing model (CAPM), which is based on the assumption
that operational risk is responsible for an institution’s stock price beta. It
assumes that operational risk is the differential between credit and market
risk and the security’s market value.

Advantages
• Usually, information is readily available.
• If constructed properly, it is transparent to the management of the

business line.
• Business line management tends to accept the outcomes.

Disadvantages
• Collection, filtering, and aggregation of consistent data across the

firm is challenging.
• Capturing interdependencies or overlaps between areas is

difficult (and sometimes impossible).
• Internal experience is required.
• Forecasting general trends is possible, but not particular

predictive forecasts on a detailed level.

4.11.1.3 Risk or Loss Scenario–Based Models
These models attempt to summarize possible operational risk/loss out-
comes for a variety of scenarios that are often mapped into a matrix of
probabilities such as frequency and severity of outcome. Scenario models
are reliant on the vision, breadth of knowledge, and experience of the per-
son(s) conducting the modeling.

Advantages
• Experience and expectation of business line management is

included in the process, and is well accepted.
• Conceptual, intuitive, and easy to understand and implement.
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• Can help to accentuate areas for improvement in business strategy.
• Supports identifying and building a robust firmwide disaster

recovery plan.
• Supports management in the development of a structured crisis

management approach.

Disadvantages
• Often based on personal experience or expertise and thus

subjective. (Individual perception has a high influence on
scenario development.)

• It is difficult to implement an entire portfolio of scenarios that 
are really a representation of the institution’s operational risk
exposure.

4.11.1.4 Statistical/Actuarial Models
These are one of the more common modeling bases in banks today, al-
though approaches differ. Commonly, the source information will be an
operational risk event and loss data, which can also be a mix of data inter-
nal and external to the institution. Frequency and severity distributions
are assembled based on the data and then simulated via a technique such
as Monte Carlo to arrive at a range of possible loss outcomes. Figures are
produced for a stipulated time horizon and range of confidence levels.

Advantages
• Forward-looking; ensures that users are aware of its predictive

limitations.
• By definition, based on empirical data and thus more defensible

than subjective scenarios. (See remarks regarding risk- or loss-
based scenarios in Sec. 4.11.1.3.)

Disadvantages
• It is difficult and time intensive to ensure accurate and timely

data collection and filtering processes given the depth of
information required to calculate a firm’s operational risk capital.

• In purely quantitative approaches, there is no qualitative
assessment.

• Without a motivational incentive element built into the
methodology, it is difficult to get buy-in from the business line.

4.11.1.5 Hybrid Models
In the end, an optimal modeling approach has not yet been identified. Each
has its advantages and disadvantages. At Bankers Trust, the operational
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RAROC framework and modeling process developed from 1992 to 1998
has been a combination, or hybrid, of several of the approaches outlined in
the preceding sections, attempting to represent the best features of each.

Some important lessons were learned about operational risk model-
ing and capital adequacy in the process. For instance, from design through
implementation we found ourselves having to battle the tendency of busi-
ness line representatives to reduce their capital allocations as a prime ob-
jective, in contrast to, and at the expense of, more primary risk mitigation
objectives. But through a combination of model approaches, including a
statistical/actuarial and scenario-based measurement approach blended
with risk factor and issues-based methods, we were able to make far
greater headway toward satisfying the risk measurement objective and
the objective of providing incentives for productive risk management be-
havior.

4.11.2 Regulatory Framework for Operational Risk
Overview Under the New Capital Accord

In the 1998 accord, the Basel Committee made an implicit assumption that
“all other risks” were included under the capital buffer related to credit
risk.16

In its new recommendations, the committee proposes rather more
accurate and complicated methods for calculating capital charges for
credit risks, and has for the first time attempted to deal with operational
risk as an entity in its own right.17

It is important to note that it is presently unclear whether all of the
national bank supervisors who implemented the original 1988 capital ac-
cord will require all of their regulated institutions to meet the proposed
BIS standards.

The mission for the banks that do eventually fall under the purview
of the Basel guidelines is to quantify operational risk in order to set aside
capital to cover future losses. The expectation is that around 20 percent of
all bank capital will be allocated to operational risk, but individual banks
may hold more or less than this proportion based on the sophistication of
their operational risk management. In the spirit of the preceding discus-
sion, the discretionary element of regulation means that capital discounts
will only be given to banks that can demonstrate their ability to measure,
control, and manage operational risks.

The Basel Committee is recommending an “evolutionary approach”
to the quantification of operational risk capital. In essence, it specifies
three approaches, based on the supposition that the appropriate capital
charge for a typical bank will diminish as the bank takes progressive steps
to address operational risk. This essentially allows banks to make increas-
ingly large discounts to their regulatory capital as they make demonstra-
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ble progress toward a well-managed and properly controlled operating
environment. Given that banks today vary widely in their preparedness,
different banks will start at different points on the scale.

Work on operational risk is in a developmental stage, but three differ-
ent approaches have been identified (in order of increasing sophistication:
basic indicator, standardized, and internal measurement; see Figure 4-11).

1. The basic indicator approach utilizes one indicator of opera-
tional risk for a bank’s total activity.

2. The standardized approach specifies different indicators for dif-
ferent business lines.

3. The internal measurement approach requires banks to utilize
their internal loss data when estimating required capital.

Based on work to date, the committee expects operational risk to
constitute on average approximately 20 percent of the overall capital re-
quirements under the new framework. It will be important to collect suf-
ficient loss data in the coming months to establish the accurate calibration
of the operational risk charge as a basis for allowing the more advanced
approaches.
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4.11.2.1 Basic Indicator Approach
The basic indicator approach (BIA),18 also known as the single indicator
approach, is designed for less sophisticated (and usually smaller) banks.
This method allocates risk capital based on a single indicator of opera-
tional risk, the default being gross revenue. It is unclear whether gross
revenue is a relevant indicator for operational risk. The single indicator
approach is considered the easiest to implement, because it specifies a sin-
gle number across the organization based on a well-known quantity. In
order to satisfy this approach, banks will not have to do anything! How-
ever, all other things being equal, the BIA will likely result in higher capi-
tal charges than the other two approaches, and the hope is that banks will
try to reduce these by moving up the evolutionary ladder—that is, by
demonstrably improving their management of operational risk.

• Within each business line/risk type combination, a supervisor
provides the exposure indicator (EI), which is the proxy for the
size (or amount of risk) of each business line’s operational risk
exposure to each risk type.

• A single risk indicator (e.g., gross income) is used as a proxy for
the institution’s overall operational risk exposure.

C = α ⋅ gross income (4.5)

where α is fixed at 30 percent of gross income.

4.11.2.2 Standardized Approach
The standardized approach19 is the one the Basel Committee recommends
that larger and more global banks use for the time being. It is also the ap-
proach that middle-tier banks should target in order to reduce their capital
charges. While the single indicator approach is a crude, across-the-board
measure, the standardized approach is based on information gathered
from individual business units. It is suggested in the consultative paper
that this approach best reflects the actual level of risk within a complicated
organization with a variety of business activities, but does not require in-
voking complex and still controversial mathematical models.

The standardized approach is inevitably more complicated than the
single indicator approach. The basic principle is that banks will have to
map their own business units into a standard set of business units defined
by the regulator. Each of these standard units is associated with a particu-
lar financial indicator—for example, the amount of assets under manage-
ment for an asset management business—and the associated capital
charge is defined by the level of these indicators:

• Bank activities are divided into standardized business units and
business lines.
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• A supervisor specifies an exposure indicator (EI) for each
respective business line/risk type combination.

• Banks provide indicator data (e.g., gross revenue).
• There is an opportunity to migrate (on a business line basis)

toward increasingly more sophisticated approaches.

C = � βi ⋅ EIi (4.6)

and

βi = (4.7)

where i = business line
β = capital factor (see Table 4-3)

EI = exposure indicator
MRC = minimum regulatory capital

This approach makes progress toward reflecting the makeup of an
individual institution’s business, making it a better measure than the one-
size-fits-all approach based on gross revenue. Banks considering this ap-
proach will have good reason to start thinking about their business lines’

[20% current total MRC, $] ⋅ [business line weighting, %]
�������
� financial indicator for the business line from bank sample, $
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T A B L E 4-3

Capital Factors for Individual Business Lines

Capital
Business Unit Business Line(s) Indicator Factor

Investment banking Corporate finance Gross income β1

Trading and sales Gross income (or VaR) β2

Banking Retail banking Annual average assets β3

Commercial banking Annual average assets β4

Payment and settlement Annual settlement β5

throughput

Other Retail brokerage Gross income β6

Asset management Total funds under β7

management

SOURCE: Bank for International Settlement (BIS), Basel Committee on Banking Supervision, The New Basel Capital
Accord, Consultative Document, Issued for Comment by 31 May 2001, Basel, Switzerland: Bank for International
Settlement, January 2001, para. 26.
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operational risks and how they might be best managed, but will not have
to go through the laborious and complicated exercise of collecting and
evaluating internal loss data required under the third and most sophisti-
cated approach.

The problem with the first and second methods is that they assume
operational risk is linear and directly related to the size of the institution
or business line. The concern about the third method is that it posits a
fixed relationship between expected and unexpected losses that most ex-
perts in the field simply do not believe exists.

For the purposes of consistent and structured measurement of loss
events, Basel breaks down operational risk loss experiences into the fol-
lowing loss types:20

• Write-downs. Direct reduction in value of assets due to theft,
fraud, unauthorized activity, or market and credit losses resulting
from operational events

• Loss of recourse. Payments or disbursements made to incorrect
parties and not recovered

• Restitution. Restitution paid to clients in the form of principal
and/or interest, or the cost of any other form of compensation
paid to clients

• Legal liability. Judgments, settlements, and other legal costs
• Regulatory and compliance. Fines, or the direct cost of any other

penalties, such as license revocations
• Loss of or damage to assets. Direct reduction in the value of

physical assets, including certificates, due to some kind of
accident (e.g., neglect, fire, earthquake)

The standard approach has not yet demonstrated how existing busi-
ness fields (e.g., private banking) can be mapped into the preexisting busi-
ness unit schema from the BIS. Business fields such as agency business,
custody, etc. do not fit into the existing schema. The BIS wants to create
additional business units.

4.11.2.3 Internal Measurement Approach
The internal measurement approach (IMA)21 is reserved for banks with
the most sophisticated risk management controls and programs in place.
This approach breaks down the idea of indicators still further by intro-
ducing the concept of risk types. A bank needs to provide an exposure in-
dicator for each risk type (tied to individual business units) based on
internal loss data and the probability of a loss event occurring. This allows
banks to align the capital charge for operational risk more closely with the
actual economic risks of their business, in a way that reflects both their
track record and their current operating environment.
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No more than a handful of banks would qualify for this approach
today, largely because of the lack of appropriate data. The Basel Commit-
tee recognizes that banks will move toward this approach as they start col-
lecting internal loss data, and that this will be a step-by-step process.
Among the tasks that need to be undertaken are the establishment of in-
dustry standards for loss data and the collection of a critical mass of loss
data by pooling internal loss information from a number of institutions:

• The same business lines as in the standardized approach
• Based on internal data, banks’ measurements of parameters and

calculation of expected capital requirement:

C = �
i
�

j
[γi,j ⋅ EIi,j ⋅ PEi,j ⋅ LGEi,j] (4.8)

where γ = conversion (translation) factor for the calculation of the capital
requirements based on the expected loss
EI = exposure indicator (risk indicator), which is an estimate for the risk
exposure per business line
PE = probability of loss event, an estimate for the frequency of a loss
LGE = loss given event, an estimate for the effective loss impact
i = index for the corresponding business line
j = index for the corresponding risk factor

4.11.3 Operational Risk Standards

The accord is quite demanding in regard to the operational risk standards
that have to be applied. These qualifying criteria cover such areas as effec-
tive risk measurement and control, measurement, and validation.22

Regarding operational risk standards, the standardized approach re-
quires:23

• Independent risk control and audit functions
• Effective use of risk reporting systems
• Appropriate documentation of risk management systems
• Independent operational risk management and control processes

covering design, implementation, and review of operational risk
measurement methodology

• Periodic reviews by internal auditors
• Development of specific, documented criteria for mapping current

business lines and activities into the standardized framework

The internal measurement approach (IMA) requires regarding oper-
ational risk standards,24 accuracy of loss data, and confidence in the re-
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sults of calculations using that data (including PE and LGE), which must
be established through “user tests”:

• Banks not fully integrating IMA methodology into their day-to-
day activities and major business decisions will not qualify for
this approach.

• Appropriate historical loss experiences must be identified that are
representative of current and future business activities.

• Periodic verification processes for estimating parameter inputs to
regulatory capital charge must be performed and validated.

• Supervisory review and validation must be performed.

It can be assumed that the vast majority of regulated financial or-
ganizations will be most interested in the standardized approach—either
aspiring to it, in the case of smaller organizations, or ensuring compliance
with it, in the case of medium-sized and larger institutions. The standard-
ized approach is in any case a natural precursor to the internal measure-
ment approach, so even banks with more aggressive goals will find it
useful to initially work through the requirements of the standardized ap-
proach.

Assuming that an acceptable form of the standardized approach is
eventually implemented, where does that leave the banks? It is likely
that many will fall into the first tier in the beginning and will be hit with
the highest capital charges. It is also possible that many moderately so-
phisticated banks will be able to move quite quickly into the second tier
once they have demonstrated they have the proper controls in place. In
order to qualify for this stage, the banks will have to demonstrate the es-
tablishment of an operational risk management and control process, and
a strategy for mapping an individual bank’s business lines into the stan-
dardized formula. The BIS suggests the adoption of numerous qualita-
tive items in a bank’s quest to manage its operational risks. These items
include:

• The establishment of a risk reporting system
• The establishment of an independent operational risk

management and control process (which usually involves 
either a risk management, internal audit, or financial 
operations function)

• The identification of those historical loss events that 
are appropriate for an individual institution and its 
business units (which involves the use of an external loss
database)

The business line controversy is not covered in this book. For details,
refer to the committee’s publications covering this issue.
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4.11.4 Possible Role of Bank Supervisors

The discussion about the possible role of bank supervisors reflects the rela-
tively early stage of the development of operational risk measurement and
monitoring. Most banks agree that the process is not sufficiently developed
to enable bank supervisors to mandate guidelines specifying particular
measurement methodologies or quantitative limits on risk. Preference was
expressed at this stage for supervisors to focus on qualitative improvement
in operational risk management. At this stage, bank supervisors should be-
come increasingly aware of the existence and importance of operational
risk. As standards do not yet exist, financial institutions are skeptical about
best-practices standards, given the perceived institution-specific nature of
operational risk.

4.12 SUMMARY AND CONCLUSION

While the debate over operational risk has only just begun, the prospect of
specific capital charges for operational risk looks inevitable. The scale and
complexity of the underlying industry risks, and the systemic effect of
losses incurred to date, are too large for regulators to ignore. Moreover,
market and credit risk capital guidelines would be incomplete in the ab-
sence of an operational risk element.

However, no single approach to operational risk capital allocation
has yet been adopted and implemented by a critical mass of institutions.
This makes the supervisory task of devising such a method challenging, to
say the least. And the challenges (in academia and in practice) are not lim-
ited to determining the formulae that underlie capital models; they also
involve the quality and consistency of operational risk data in individual
institutions and across the industry.

A key consideration will be whether the methodologies selected by
regulators encourage operational risk mitigation on both institutional and
industrywide levels. A badly designed set of capital regulations would
spawn operational risk measurement functions within financial institu-
tions, but would not promote effective risk mitigation and management
functions.

Managing operational risk is becoming an important feature of
sound risk management practice in modern financial markets. The most
important types of operational risk involve breakdowns in internal con-
trols and corporate governance. As recent cases in the market show, such
breakdowns can lead to financial losses through error, fraud, or failure to
perform in a timely manner or can cause the interests of the bank to be
compromised in some other way (for example, dealers, lending officers, or
other staff exceeding their authority or conducting business in an unethi-
cal or risky manner). Other aspects of operational risk include major fail-
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ure of information technology systems or inability to report in a timely
manner to investors, regulators, and clients.

The regulatory incentive takes the form of capital allocation for op-
erational risk. In contrast, the management incentive consists of incorpo-
rating operational risk measurement into the performance evaluation
process or requiring business line managers to present operational loss
details and resultant corrective action directly to the bank’s highest levels
of management. While most banks have some framework for managing
operational risk, many banks indicate that they are only in the early stages
of developing an operational risk measurement and monitoring frame-
work. Few banks currently measure and report this risk on a regular basis,
although many track operational performance indicators, analyze loss ex-
periences, and monitor audit and supervisory ratings. While the industry
is far from converging on a set of standard models, such as are increas-
ingly available for market and credit risk measurement, many banks have
developed or are developing models relying on a surprisingly similar set
of risk factors. Those factors include internal audit ratings or internal con-
trol self-assessments; operational indicators such as volume, turnover, or
rate of errors; loss experience; and income volatility.

This chapter focuses on the origins of operational risk, the potential
development path for operational risk models and approaches, and the
regulatory framework from the Bank for International Settlement, as out-
lined in the latest version of the New Basel Capital Accord, which will
force banks to measure operational risk with one of three alternative
measurement approaches and to support operational risk with capital.

Core elements discussed in this chapter are the alternative method-
ologies for measuring operational risk and the framework for measuring
and supporting operational risk from a regulatory standpoint.

4.13 NOTES

1. Bank for International Settlement (BIS), Basel Committee on Banking
Supervision, Operational Risk Management, Basel, Switzerland: Bank for
International Settlement, September 1998.

2. British Bankers’ Association, “Operational Risk Management Study,”
London: British Bankers’ Association, December 1999.

3. Bank for International Settlement (BIS), Basel Committee on Banking
Supervision, Operational Risk, Consultative Document: Supporting Document to
the New Basel Capital Accord, Issued for Comment by 31 May 2001, Basel,
Switzerland: Bank for International Settlement, January 2001.

4. See also British Bankers’ Association, Operational Risk: The Next Frontier,
London: British Bankers’ Association, December 1999. This study is based
on a series of interviews with 55 global financial institutions located in
North America, Europe, and Asia, and includes a discussion of operational
risk, management structures, senior management reporting, operational
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C H A P T E R  5

Building Blocks 
for Integration of 
Risk Categories

5.1 BACKGROUND

The integration of market, credit, and operational risk into a holistic risk
management framework depends on the compatibility of the assump-
tions, conditions, and parameters of the individual risk categories. As all
individual risk categories have, to a large extent, evolved naturally, the as-
sumptions, conditions, and parameters linked with the risk categories are
different. Any attempt to integrate the individual risk categories must in-
volve verifying the compatibility of the different assumptions, models,
and approaches. Currently, the biggest supporters of an integrated ap-
proach are the regulators.

The New Basel Capital Accord1 attempts to unify the three risk cate-
gories with the purpose of supporting the risk of a financial organization
with capital, based on models for market, credit, and operational risk. It is
not an attempt to unify the models. Nevertheless, we will use the regula-
tory framework as a benchmark for comparing the different risks. The de-
velopment of an integrated approach has not yet emerged, but, as with
any complex development, it is just a question of time until the different
risk dimensions are linked in a more coherent manner.

The discussion in this chapter deals with the basics of risk category
integration; in Chapter 6 we will explore more integrated methodologies.
Figure 5-1 highlights the typical development of a risk management
practice. The future development will definitely depend largely on the
agreed-upon and standardized definition and assumptions underlying
the individual risk models. Today’s “integrated risk management solu-
tions” are really individual risk dimensions (such as market risk) deployed

341

Gallati_05_1p_j.qxd  2/27/03  9:14 AM  Page 341

Copyright 2003 by The McGraw-Hill Companies, Inc. Click Here for Terms of Use.



across a company rather than a holistic risk framework. To better under-
stand the possibilities of integrated risk management, and the conflicts be-
tween different approaches from different risk dimensions, this chapter
presents different assumptions, models, and approaches and examines
how, if, and to what extent the three risk dimensions can be integrated.

The New Basel Capital Accord is used as a benchmarking frame-
work in this chapter, while the individual approaches to calculating and
supporting risk with capital (such as VaR for market risk) are analyzed in
other chapters (e.g., Chapter 2 on market risk).

5.2 THE NEW BASEL CAPITAL ACCORD

5.2.1 Background

The New Basel Capital Accord2 contains for the first time an integrated
approach, attempting to bring together market, credit, and operational
risk in order to calculate the overall risk exposure of a bank and to derive
the required (regulatory) capital to support the bank’s specific risk profile.
Therefore, the Accord is explained in some detail in this chapter as well as
in Chapters 2, 3, and 4.

More than a decade has passed since the Basel Committee on Bank-
ing Supervision introduced its 1988 capital accord. The New Basel Capital
Accord has emerged over the past years, evolving from the 1988 Capital
Accord:
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• July 1988 Current accord published
• End of 1992 Deadline for implementation
• June 1999 First consultative package on the new accord
• January 2001 Second consultative package
• Late May 2002 Deadline for comments
• End of 2002 Publication of the new accord3

• 2005 Implementation of the New Basel Capital
Accord

The new framework intends to provide approaches that are more
comprehensive and more sensitive to risks than the 1988 accord, while
maintaining the overall level of regulatory capital (see Table 5-1). Capital
requirements reflect the underlying risks banks will allow in order to
manage their businesses more efficiently.

The new framework’s focus is primarily on internationally active
banks. However, its underlying principles are intended to be suitable for ap-
plication to banks of varying levels of complexity, sophistication, and size.

The new framework is less prescriptive than the original accord. At
its simplest level, the new framework is somewhat more complex than the
old one, but it offers a range of approaches to enable banks to use more
risk-sensitive analytical methodologies (see Table 5-2). These inevitably
require more detail in their application and thus a thicker rule book.

5.2.2 Existing Framework

The 1988 Accord focused on the total amount of bank capital, which is
vital for reducing the risk of bank insolvency and the potential cost to de-
positors of a bank’s failure. Building on this, the intent of the new frame-
work is to improve the safety and soundness of the financial system by
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T A B L E 5-1

Rationale for a New Accord: Need for More Flexibility and Risk Sensitivity

Existing Accord Proposed New Accord

Focus on a single risk measure More emphasis on banks’ own internal
methodologies, supervisory review, and
market discipline

One size fits all Flexibility, menu of approaches, incentives
for better risk management

Broad structure More risk sensitivity
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placing more emphasis on a bank’s own internal control and manage-
ment, the supervisory review process, and market discipline.

The 1988 Accord essentially provided only one option for measuring
the appropriate capital. However, the best way to measure, manage, and
mitigate risks differs from bank to bank. An amendment was introduced
in 1996 that focused on trading risks and allowed some banks for the first
time to use their own systems to measure their market risks.4

The new framework provides a spectrum of approaches with differ-
ent levels of complexity, from simple to advanced methodologies, for the
measurement of both credit risk and operational risk in determining capi-
tal levels. It provides a flexible framework in which financial organiza-
tions, subject to supervisory review, will adopt approaches that best fit
their business strategies, level of sophistication, and risk profile. The
framework also deliberately provides embedded rewards for stronger and
more sophisticated risk measurement.

The 1988 accord requires internationally active banks in the G-10
countries to hold capital equal to at least 8 percent of a group of assets
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T A B L E 5-2

Key Issues for Banks and Supervisors

Key Issues and Challenges Key Issues and Challenges 
for Supervisors for Banks

Reliability of banks’ internal ratings
systems

Validation of risk factors through the
business cycle

Historical data and changes in products/
risk exposures

Assessment of business practices and
examiner resources

Treatment of small business loans and
project finance and equity exposures

Calibration capital across the 6
exposure types

Diversification benefits and proposed
granularity adjustment

Rewarding use of internal rating–based
(IRB) approach while leaving capital in
the banking system unchanged

Data collection and consistency

• Establishing consistent ratings
across business lines

• Linking ratings and default
probabilities

• Collecting sufficient data over the
business cycle

Risk factor validation and adjustments
for point in business cycle

Disclosure requirements

• Collection for dissemination in a
timely manner

• Comparability across institutions

Requirement for rapid rollout of
advanced IRB once started

90% floor on advanced IRB provides
adequate incentive?

Assessment of economic capital and
capital allocation
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measured in different ways according to their level of risk. The definition
of capital is set (broadly) in two tiers. Tier 1 is shareholders’ equity and re-
tained earnings, and Tier 2 is additional internal and external resources
available to the bank. The bank also has to hold at least half of its mea-
sured capital in Tier 1 form.

A portfolio approach is applied to the measurement of risk, with as-
sets classified into four categories or “buckets” (0 percent, 20 percent, 50
percent, and 100 percent) according to the debtor category. This means
that some assets (essentially bank holdings of government assets such as
Treasury bills and bonds) have no capital requirement, while claims on
banks have a 20 percent weight, which translates into a capital charge of
1.6 percent of the value of the claim. However, virtually all claims on the
nonbank private sector receive the standard 8 percent capital requirement.

There is also a scale of charges for off-balance-sheet exposures through
guarantees, commitments, forward claims, etc. This is the only complex sec-
tion of the 1988 accord and requires a two-step approach whereby banks
convert their off-balance-sheet positions into a credit equivalent amount
through a scale of conversion factors, which are then weighted according to
the counterparty’s risk weighting.

The 1988 accord has been supplemented a number of times, with
most changes relating to the treatment of off-balance-sheet activities. A
significant amendment was enacted in 1996, when the Committee intro-
duced a measure whereby trading positions in bonds, equities, foreign ex-
changes, and commodities were removed from the credit risk framework
and given explicit capital charges related to the bank’s open position in
each instrument.

5.2.3 Impact of the 1988 Accord

The two principal purposes of the accord were to ensure an adequate level
of capital in the international banking system and to create a “more level
playing field” in competitive terms so that banks could no longer build
business volume without adequate capital backing. These two objectives
have been achieved. The merits of the accord were widely recognized, and
during the 1990s the accord became an accepted world standard, with
well over 100 countries applying the Basel framework to their banking
systems. However, there also have been some less positive features. The
regulatory capital requirement has been in conflict with increasingly so-
phisticated internal measures of economic capital. The simple bucket ap-
proach with a flat 8 percent charge for claims on the private sector has
given banks an incentive to move high-quality assets off the balance sheet,
thus reducing the average quality of bank loan portfolios. In addition, the
1988 Accord does not sufficiently recognize credit risk mitigation tech-
niques, such as collateral and guarantees. These are the principal reasons
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why the Basel Committee decided to propose a more risk-sensitive frame-
work in June 1999.

5.2.4 The June 1999 Proposal

The initial consultative proposal had a strong conceptual content and was
deliberately rather vague on some details in order to solicit comment at a
relatively early stage of the Basel Committee’s thought process.5 It con-
tained three fundamental innovations, each designed to introduce greater
risk sensitivity into the accord. One was to supplement the current quan-
titative standard with two additional pillars dealing with supervisory re-
view and market discipline. These were intended to reduce the stress on
the quantitative Pillar I by providing a more balanced approach to the cap-
ital assessment process. The second innovation was that banks with ad-
vanced risk management capabilities would be permitted to use their own
internal systems for evaluating credit risk, known as internal ratings, in-
stead of standardized risk weights for each class of assets. The third prin-
cipal innovation was to allow banks to use the gradings provided by
approved external credit assessment institutions (in most cases private
rating agencies) to classify their sovereign claims into five risk buckets
and their claims on corporations and banks into three risk buckets. In ad-
dition, there were a number of other proposals to refine the risk weight-
ings and introduce a capital charge for other risks. The basic definition of
capital stayed the same.

The comments on the June 1999 paper were numerous and reflected
the important impact the 1988 accord has had. Nearly all those who com-
mented welcomed the intention to refine the Accord and supported the
three-pillar approach, but there were many comments on the details of the
proposal. In particular, a widely expressed comment from banks was that
the threshold for the use of the IRB approach should not be set so high as
to prevent well-managed banks from using their internal ratings. Inten-
sive work has taken place in the 18 months since June 1999. Much of this
has been leveraged off work undertaken in parallel with industry repre-
sentatives, whose cooperation has been greatly appreciated by the Basel
Committee and its Secretariat.

As the U.S. energy markets discovered recently, the law of unin-
tended consequences is the only certainty in any big regulatory upheaval.
But some things seem pretty certain (see Table 5-3).

The New Basel Capital Accord tries to achieve the following objectives:

• Use three mutually reinforcing pillars to more closely align
regulatory capital with economic capital

• Encourage integration of risk assessment into the management
process
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• Achieve greater credit risk sensitivity
• Create flexibility in selecting approaches to setting regulatory

capital
• Establish dynamic risk measurement methods for setting

regulatory capital
• Reward institutions that adopt more sophisticated risk

assessment techniques in order to assess the risks more
adequately

• Apply an explicit capital charge for operational and all other
risks, and thus reduce the need for a capital “cushion” (reserves)

• Maintain competitive equity between banks and nonbanks and
across instrument types and national jurisdictions

The New Basel Capital Accord has still failed to address the follow-
ing issues:
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T A B L E 5-3

Meaning of the New Accord

Basel II will mean: A much greater variance in capital requirements between 
banks with different kinds of businesses, from retail to
corporate 

A more complex regulatory regime, with banks and national
jurisdictions likely to vary much more in the regulatory
capital rules they follow and the quality of their enforcement

A convergence (if incomplete) between economic capital
(true cost of risk) and regulatory capital, and the
introduction into bank regulations of many sophisticated risk
concepts that will be the building blocks of future regulatory
changes

Because Basel II will: Allow qualifying banks to use internal ratings and economic
capital concepts to measure regulatory capital for credit risk

Set a specific charge for operational risk and allow
qualifying banks to choose between more or less
sophisticated ways of measuring this

Oblige banks to release risk information to analysts that
might affect bank share prices and credit ratings

Basel II will not: Alter the way banks set aside capital for market risk, or
change the kinds of capital that count as regulatory capital

Allow banks to use internal portfolio models for either credit
or operational risk—yet

Alter the total amount of capital that the banking industry
sets aside, providing the regulators get their sums right

Gallati_05_1p_j.qxd  2/27/03  9:14 AM  Page 347



• The great degree to which the final figure for regulatory capital
will diverge from that implied by economic capital calculations

• Definition and mechanics of the proposed charge for operational
risk

• Treatment of retail portfolios
• Treatment of credit derivatives
• Proposed maturity factors for loan portfolios
• Lack of incentives to progress from basic to sophisticated risk

estimation

Basel has indicated that it expects aggregate levels of regulatory capital
to remain broadly steady; however, individual banks may well find them-
selves holding more or less regulatory capital than under the 1988 accord.

5.2.5 Potential Modifications 
to the Committee’s Proposals

The Basel Committee has set as a standard that its next consultative paper
must reflect the best possible effort to construct a revised accord that
meets its objectives. Accordingly, the committee now plans to undertake
an additional review aimed at assessing the overall impact of a new ac-
cord on banks and the banking system before releasing the next consulta-
tive paper. The committee’s work during this quality assurance phase will
focus on three issues:6

1. Balancing the need for a risk-sensitive accord with the need to
make it sufficiently clear and flexible so that banks can apply it
effectively

2. Ensuring that the accord leads to appropriate treatment of credit
to small- and medium-sized enterprises, which are important
for economic growth and job creation

3. Finalizing calibration of the minimum capital requirements to
bring about a level of capital that, on average, is approximately
equal to the requirements of the present Basel Accord, while
providing some incentive to those banks using the more risk-
sensitive internal ratings–based system

The Committee is undertaking a comprehensive quantitative impact
study simultaneously during the next consultation period and believes
that performing the impact assessment will help make the consultation
period more constructive. On October 1, 2002, the Basel Committee on
Banking Supervision launched a comprehensive field test for banks of its
proposals for revising the 1988 capital accord. The field test, referred to as
the third Quantitative Impact Survey or QIS3, is focused on the proposed
minimum capital requirements under Pillar I of the New Basel Capital Ac-
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cord. Banking organizations participating in the QIS3 were to submit com-
pleted questionnaires to their national supervisors by December 20, 2002.7

Undertaking this additional review means that the committee’s next con-
sultative paper will not be issued in early 2002, as previously indicated.
Instead, the committee will first seek to specify a complete version of its
proposals in draft form, including those areas subject to modifications,
such as asset securitization and specialized lending. Once a draft version
of a fully specified proposal has been completed, the committee will un-
dertake a comprehensive impact assessment of the draft proposal.

After incorporating the results of its comprehensive impact assess-
ment, the committee will release these proposals to be reviewed during a
formal consultation period. All interested parties will be invited to provide
comment on this consultative paper. The committee intends to finalize the
New accord following the completion of the formal consultation period.
The Basel Committee has previously announced its intention to finalize the
New accord in 2002 and for member countries to implement the New ac-
cord in 2005. The committee does not believe that its additional review
process will be a lengthy one, and therefore is not at this time announcing
a revised schedule for completion or implementation of the New accord.

In terms of potential modifications to the committee’s proposals, it is
important to note several of the potential changes that have already been de-
scribed in working papers, press releases, and the results of the quantitative
impact studies issued over the last few months.8 These include the following:

• Modifications related to the coverage of expected losses,
including the use of excess general provisions, specific
provisions, and margin income (under certain circumstances) 
to offset IRB capital requirements

• Modifications to the proposed treatment of operational risk,
including the introduction of the advanced measurement
approach (AMA) and the reduction in the proposed target of
operational risk capital as a percentage of current minimum
capital requirements from 20 percent to 12 percent (with a further
reduction potentially available under the AMA approach)

• Modifications to the credit risk mitigation framework such that
residual risks will be assessed through Pillar II and the w factor
will be eliminated from Pillar I of the framework

• Further specification of proposals relating to equity positions
held outside the trading book, specialized lending exposures, and
securitizations

In addition to these developments, the quantitative impact exercise
seeks to assess the impact of other possible modifications to the commit-
tee’s proposals, including:
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• A modified risk weight curve for all corporate, sovereign, and
interbank portfolios. The effects of this modified risk weight
curve would also flow through to other portfolio treatments that
are defined relative to the corporate IRB risk weights, including
aspects of the securitization, equity, and specialized lending
proposals.

• Greater recognition of physical collateral and receivables.
• Modified risk weight curves for both residential mortgage

exposures and other retail exposures.

In April 2001, the Basel Committee on Banking Supervision initiated
a Quantitative Impact Study (QIS2) involving a range of banks across the
G-10 and beyond.9 The objective of the study was to gather the data nec-
essary to allow the committee to gauge the impact of the proposals for
capital requirements set out in the January 2001 second consultative paper
(CP2). An earlier, more limited study (QIS1) had been carried out in 2000
to inform the CP2 calibration.10

On average, the QIS2 results indicate that the CP2 proposals for
credit risk would create an increase in capital requirements for all groups
under both the standardized and IRB foundation approaches. Indeed, the
foundation approach would generate higher capital requirements than the
standardized approach, counter to the committee’s desired incentives.
Across the G-10, Group 1 banks’ minimum capital requirements under the
standardized approach would be 6 percent higher on average. Under the
IRB foundation approach, minimum requirements would be 14 percent
higher. Requirements seem likely to be lower under the IRB advanced ap-
proach, with an average change of −5 percent. For G-10 Group 2 banks,
which would be more likely to use the standardized approach, the average
increase in capital would be 1 percent. Results for Group 1 EU banks are
similar, with increases of 6 percent and 10 percent under the standardized
and IRB foundation approaches, respectively, but with a smaller change of
−1 percent under the IRB advanced approach. For banks outside the G-10
and EU, the increase under the standardized approach was 5 percent on
average.

These results do not include any charge for operational risk. As re-
ported in a June 25, 2001 press release (available at www.bis.org/press/
p010625.htm), the committee has concluded that its original target pro-
portion of regulatory capital related to operational risk (i.e., 20 percent)
will be reduced because this reflects too large an allocation of regulatory
capital to this risk. For purposes of this exercise, and to illustrate the po-
tential impact of the operational risk capital charge, Table 5-4 reflects an
operational risk charge of 12 percent of current minimum regulatory cap-
ital for the standardized approach and 10 percent for the IRB approaches.
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The committee has assumed that for the standardized approach on credit
risk the standardized charge for operational risk will apply (i.e., 12 per-
cent). For the IRB approaches, the figure of 10 percent has been used only
as a working assumption for the purpose of this exercise. For further in-
formation, see also the Basel Committee’s working paper on the regula-
tory treatment of operational risk at www.bis.org/publ/bcbs_wp8.htm.

The quantitative impact study for operational risk has delivered no
clear direction regarding capital support for operational risk.11 The study
demonstrates the effort needed regarding data quality, standardization of
units, formats (currencies, units, etc.), consistency checks, and so on.

Based on the results of the QIS2 exercise for operational risk, a new
impact study regarding operational risks is required. The focus of the
committee is on how any future QIS exercises might be improved to make
them less burdensome both for the participating banks and in working
with the submitted data and to enhance the value of the information re-
ceived through the exercise. In this regard, the Committee is still open for
feedback from the banking industry and other interested parties on the
process of collecting this data and on the actual data collected, with the
hope of identifying improvements that could be made in structuring any
future rounds of QIS data requests on operational risk.

In considering the issues raised dealing with data and process prob-
lems regarding operational risk, it is important to note that the focus of
any future QIS exercises for operational risk has not yet been determined.
Nor has the scope of data to be requested—which might, for instance, in-
clude internal capital allocation information, exposure indicators, and/or
loss event information—been decided on.
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T A B L E 5-4

Percentage Change in Capital Requirements Under the Second 
Consultative Proposal

Standardized IRB Foundation IRB Advanced

Credit Overall Credit Overall Credit Overall

G-10 Group 1 6% 18% 14% 24% −5% 5%

G-10 Group 2 1% 13%

EU Group 1 6% 18% 10% 20% −1% 9%

EU Group 2 −1% 11%

Other (non-G-10, 5% 17%
non-EU)
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5.3 STRUCTURE OF THE NEW ACCORD 
AND IMPACT ON RISK MANAGEMENT

The three pillars of the new accord are:

• Pillar I. Minimum capital requirement (capital adequacy for
market, credit, operational risk) due to increasing risk sensitivity
and flexibility through updated standardized and new IRB
approaches.

• Pillar II. Supervisory review process consisting of encouraging
banks to develop and use better risk management techniques to
monitor and manage risks; to review risk assessment and the
level of integration into management reporting, decision making
and processes; and to create a mechanism for regulators to
require greater capital.

• Pillar III. Market discipline created by reinforcing capital
regulation and other supervisory efforts to ensure safety and
soundness.

These three mutually reinforcing pillars together should contribute
to the safety and soundness of the financial system. The Committee
stresses the need for rigorous application of all three pillars.

5.3.1 Pillar I: Minimum Capital Requirement

The Pillar I12 establishes minimum capital requirements. The new frame-
work maintains both the current definition of capital and the minimum re-
quirement of 8 percent of capital to risk-weighted assets. To ensure that
risks within the entire banking group are considered, the revised accord
will be extended on a consolidated basis to holding companies of banking
groups. (The Accord contains a discussion of the treatment of holdings
and related issues.)

The committee’s goal remains the same as detailed in the June 1999
paper: namely, to neither raise nor lower the aggregate regulatory capital,
inclusive of operational risk, for internationally active banks using the
standardized approach. With regard to the IRB approach, the committee’s
ultimate goal is to ensure that the regulatory capital requirement is suffi-
cient to address underlying risks and contains incentives for banks to mi-
grate from the standardized approach to the IRB approach. The committee
invites the industry’s cooperation in conducting the extensive testing and
dialogue needed to attain these goals.

The capital adequacy is measured as follows:

= capital ratio (minimum 8%) (5.1)Total capital (unchanged)
����
Market + credit + operational risk
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Table 5-5 shows the menu to chose from regarding the different ap-
proaches within the different risk categories.

The enhancement within the new accord focuses on improvements
in the measurement of risks, i.e., the calculation of the denominator of the
capital ratio. The credit risk measurement methods are more elaborate
than those in the current accord. The new framework proposes for the first
time a measure for operational risk, while the market risk measure re-
mains unchanged.

5.3.2 Pillar II: Supervisory Review Process

Pillar II13 focuses on the supervisory process to be implemented on a na-
tional level. The supervisory review process requires supervisors to en-
sure that each bank has sound internal processes in place to assess the
adequacy of its capital based on a thorough evaluation of its risks. Banks
must have a process for assessing overall capital adequacy based on:

• Board and senior management oversight
• Sound capital assessment
• Comprehensive assessment of risks
• Monitoring and reporting
• Internal control review

The New Accord demands that local regulators (supervisors) review
and evaluate a bank’s assessments and strategies, that the bank operate
above minimum regulatory capital ratios, and that supervisors intervene
at an early stage.

Building Blocks for Integration of Risk Categories 353

T A B L E 5-5

Menu of Alternative Approaches for the Different Risk Categories

Market Risk Credit Risk Operational Risk

Choice of approaches to
measure market risk
(unchanged):

• Standardized
approach

• Internal models
approach

Choice of approaches to
measure credit risk:

• Standardized
approach (a modified
version of the existing
approach)

• Foundation IRB
approach

• Advanced IRB
approach

Choice of approaches to
measure operational risk:

• Basic indicator
approach

• Standardized
approach

• Internal measurement
approach
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The new framework stresses the importance of bank management
developing an internal capital assessment process and setting targets for
capital that are commensurate with the bank’s particular risk profile and
control environment. Supervisors would be responsible for evaluating
how well banks are assessing their capital adequacy needs relative to their
risks. This internal process would then be subject to supervisory review
and intervention where appropriate. The implementation of these propos-
als will in many cases require a much more detailed dialogue between su-
pervisors and banks. This in turn has implications for the training and
expertise of bank supervisors, an area in which the committee and the
BIS’s Financial Stability Institute will be providing assistance.

This pillar is not a focus area of this book. For further information on
Pillar II, refer to the BIS literature and literature from the industry.

5.3.3 Pillar III: Market Discipline and General
Disclosure Requirements

Pillar III of the new framework14 aims to bolster market discipline through
enhanced disclosure by banks. Effective disclosure is essential to ensure
that market participants can better understand banks’ risk profiles and the
adequacy of their capital positions. The new framework sets out disclo-
sure requirements and recommendations in several areas, including the
ways a bank calculates its capital adequacy and assesses its risks. The core
set of disclosure recommendations applies to all banks, with more de-
tailed requirements for supervisory recognition of internal methodologies
for credit risk, credit risk mitigation techniques, and asset securitization:

• Banks should have a formal disclosure policy, approved by the
board of directors, that describes the bank’s objective and
strategy for disclosure of public information about its financial
condition and performance.

• Increasingly detailed disclosure requirements will apply for
supervisory recognition of internal methodologies for credit risk,
credit risk mitigation techniques, and asset securitization.

• Disclosures will include both core (qualitative and quantitative)
and supplemental components. Additionally, banks will be
required to implement a process for assessing the
appropriateness of disclosure, including frequency. The
verification process has to be performed at least annually.

• Disclosure should take place on a semiannual basis at a minimum.
Quarterly disclosure will be expected for internationally active
banks with certain exposures subject to rapid time decay.

The acceptance of IRB approaches is dependent on minimum disclo-
sure requirements (see Table 5-6).
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Recommended supplementary disclosures include further detail 
regarding the form of credit risk exposures (e.g., loans, commitments,
guarantees, tradable securities, counterparty risk in derivatives) and in-
formation about the mitigation of credit risk (securitization, credit deriva-
tives, etc.) (see Table 5-7).

Market discipline is one of the focus areas at the heart of Basel II.
It’s new, it’s trendy, and it should even be cheap. Banks accept that they
will be expected to disclose more about their credit and operational risks
and how they manage them, but they are not satisfied with the level of
detail and the disclosure templates put forward in the regulators’ pro-
posals. The rationale behind the disclosure proposals is that, since banks
are almost invariably ahead of the regulators when it comes to innova-
tion, the best way to regulate a bank’s capital adequacy is to leave it to
the market itself. This does not mean taking an entirely laissez-faire ap-
proach to regulation, but allowing competitors, customers, and counter-
parties to make informed decisions about whether or not to trade with a
particular bank based on its known exposures and the level of capital it
holds to cover them. The regulator’s function becomes one of making
sure that the information is relevant, sufficient, and comparable. The 
actual content and extent of the information to be disclosed is hotly de-
bated between players in the industry, regulators, credit agencies, ac-
counting policy-setting bodies, etc. Disclosing information according to
the New Accord guidelines is viewed as disclosing proprietary and con-
fidential information to the public, overloading the shareholders with
information, etc. The industry expects that the regulators will modify
the concept substantially without removing the innovative third pillar of
the proposal.
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T A B L E 5-6

Core Quantitative and Qualitative Disclosures for IRB Approaches

Core Quantitative Disclosures Core Qualitative Disclosures

Overall risk breakdown of portfolio

Geographic breakdown/concentration of
credit exposures

Broad on/off-balance sheet breakdown

Sector breakdown of credit exposures
(e.g., by industry)

Maturity profile of book

Information on problem loans and
provisioning

Structure, management, and
organizational credit risk management
function

Strategies, objectives, and practices in
managing/controlling credit risk

Information on techniques and methods
for managing past due and impaired
assets
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This pillar is not a focus area of this book. For further information,
refer to the BIS literature and literature from the industry.

5.4 VALUE AT RISK AND REGULATORY 
CAPITAL REQUIREMENT

5.4.1 Background

The following discussion of VaR will help readers understand the benefits
and pitfalls of VaR, which is used as a universal measurement in an inte-
grated framework. Identifying and measuring the risks associated with
instruments and participants in the financial markets has become the pri-
mary focus of intense study by academics, regulators, and financial insti-
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T A B L E 5-7

Supplementary Disclosures in the New Accord

Location in 
Subject Type Supporting Document

Scope of application Strong recommendations Pillar III

Capital Strong recommendations Pillar III

Credit risk (general) Strong recommendations Pillar III

Credit risk (standardized Requirements and strong Pillar III
approach) recommendations

Credit risk mitigation Requirements and strong Pillar III
techniques recommendations

Credit risk (IRB approaches) Requirements Pillar III

Market risk Strong recommendations Pillar III

Operational risk Strong recommendations Pillar III
and (in future) 
requirements

Interest rate risk in the Strong recommendations Pillar III
banking book

Capital adequacy Strong recommendations Pillar III

Asset securitization Requirements Asset securitization

ECAI recognition Requirements Standardized approach

Supervisory transparency Strong recommendations Standardized approach 
and Pillar II

SOURCE: Bank for International Settlement (BIS), Basel Committee on Banking Supervision, The New Basel Capital Accord,
Consultative Document, Issued for Comment by 31 May 2001, Basel, Switzerland: Bank for International Settlement, January 2001,
para. 633 ff.
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tutions. Certain risks (such as default or counterparty risks) have figured
at the top of most banks’ concerns for a long time, and associated
processes and infrastructures have been reviewed by auditors for a long
time as well. Other risks, such as market risk, have been brought into the
foreground by academic studies on portfolio optimization, derivatives
pricing, and financial scandals, as well as by recent regulatory require-
ments to support market risks with capital. The reason for the shift in at-
tention lies in the significant changes that the financial markets have
undergone over the last two decades. Historically, risk was viewed from a
nominal perspective, excluding the nature of risk and reduced risk infor-
mation on pure financial numbers based on net present valuation.

5.4.2 Historical Development of VaR

Financial institutions developed VaR as a general measure of economic loss
that could equate risk across product positions and aggregate risk on a port-
folio basis.An important stimulus and condition for the development of VaR
was the move toward marking to market, both for underlying instruments
and derivatives. Prior to that, the focus was on net interest income including
net present values, where the common risk measure was the repricing gap.
Along with technological breakthroughs in data processing, the develop-
ments in risk management have gone hand in hand with changes in man-
agement practices, including a movement away from risk management
based on accrual accounting and toward risk management based on the
marking to market of positions. Increased liquidity and pricing availability,
along with a new focus on trading, required and led to the frequent revalua-
tion of positions and the concept of marking to market. As investments be-
came more liquid, the need of management to frequently and accurately
report investment gains and losses has led more and more firms to manage
daily earnings from a mark-to-market perspective. The switch from accrual
accounting to marking to market often results in higher swings in reported
gains and losses, thereby increasing the need for managers to emphasize the
volatility of the underlying markets. The markets have not become more
volatile, but the focus on risks through marking to market has highlighted
the volatility of earnings. Given the move to frequently revalue positions,
managers and clients have become more concerned with estimating the po-
tential impact of changes in market conditions on the value of their positions.

• Instrument complexity. As trading has increased and structured
fixed-income products have evolved from pure coupon-carrying
instrument, duration analysis has taken over. But duration’s
inadequacies led to the adoption of VaR.

• Securitization and securities lending and borrowing. Across
markets, traded securities have replaced many illiquid
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instruments. Foreign stocks (using American Depository
Receipts, or ADRs) and loans and mortgages (using CMOs) have
been securitized to permit disintermediation and trading. Global
securities markets have expanded, and both exchange-traded and
over-the-counter (OTC) derivatives have become major
components of the markets, including securities lending and
borrowing.

• Performance. Significant efforts have been made to develop
methods and systems to measure financial performance. Indices
for equities, fixed-income securities, commodities, and foreign
exchanges have become commonplace and are used extensively
to monitor returns within and/or across asset classes as well as
to allocate funds. The somewhat one-sided focus on returns,
however, has led to incomplete performance analysis. Return
measurement gives no indication of the cost in terms of risk
(volatility of returns). Studies by Markowitz and others on the
efficient frontier clarify the relation of risk and return, and
demonstrate that higher returns can only be obtained at the
expense of higher risks. While this trade-off is well known, the
risk component of the performance analysis has not yet received
broad attention. Investors and trading managers are searching
for common standards to measure market risks and to better
estimate the risk–return profiles of individual assets or asset
classes. Notwithstanding external constraints from regulatory
agencies, the managers of financial firms have also been
searching for ways to measure market risks, given the
potentially damaging effect of miscalculated risks on company
earnings. The Association for Investment Management and
Research (AIMR) and Global Investment Performance Standard
(GIPS) have established standard criteria for how to measure
performance, including the risk component as input factor for
risk-adjusted performance presentation.15 As a result, banks,
investment firms, and corporations are now in the process of
incorporating measures of market risk into their management
approaches.

Over the last few years, there have been significant developments in
conceptualizing a common framework for measuring market risk. A wide
variety of approaches to measure return have been developed, but little
has been done to standardize the measurement of risk. Over the last two
decades, many market participants, academics, and regulatory bodies
have developed concepts for measuring risks, mainly market risks, using
a nominal view of risk. Over the last years, two approaches have evolved
as a means to measure market risk: VaR and scenario analysis.
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5.4.3 VaR and Modern Financial Management

There are two steps to VaR measurement. First, all positions must be
marked to market (valuation). Second, the future variability of the market
value (volatility) must be estimated. Figure 5-2 illustrates this point.

5.4.3.1 Valuation
Frequently traded positions are valued at their current prices or rates as
quoted in liquid secondary markets. To value transactions for which, in
the absence of a liquid secondary market, no market value exists, the po-
sition is mapped into equivalent positions or decomposed into parts for
which secondary market prices exist. The most basic such component is a
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Traded securities

Nontraded
securities
(accrual

positions)

Accounting

Traded securities
(market price)

Equivalent
positions
(accrual

positions)

Valuation

Balance sheet / NAV Balance sheet / NAV

Risk measurement for
position / portfolio:

• VaR
• Specific risk
• Tracking error
  etc.

Risk forecast

Market risk

Market data feed

Estimated
volatilities,

correlations, and
scenarios

Decomposition /
aggregation

Mapping

Assets Returns Risk1st derivative of assets 2nd derivative of assets

F I G U R E 5-2

Steps for VaR Measurement, from Account (Records of Positions) Overvaluation to Risk
Measurement.
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single cash flow with a given maturity and currency of the payor. Most
transactions can be described as a combination of such cash flows and
thus can be valued approximately as the sum of the market values of their
component cash flows. Nonmarketable items, however, have embedded
options that cannot be valued in this simple manner. To value them, ex-
pected volatilities and correlations of the prices and rates that affect their
value are required, and an appropriate options pricing model is also re-
quired. For some valuations, volatilities and correlations are required.

5.4.3.2 Risk Estimation
Risk estimation is based on the change in values as a consequence of ex-
pected changes in prices and rates. The potential changes in prices are de-
fined by either specific scenarios or a set of volatility and correlation
estimates. If the value of a position depends on a single rate factor, then
the potential change in value is a function of the factors in the scenarios or
volatility of that rate. If the value of a position depends on multiple fac-
tors, then the potential change in its value is a function of the combination
of factors in each scenario, or of each volatility, and of each correlation be-
tween all pairs of factors. Generating equivalent positions on an aggregate
basis facilitates the simulation. As will be shown later, the simulation can
be done algebraically using statistics and matrix algebra or exhaustively
by computing estimated value changes for many combinations of factor
changes. Forecasts of volatilities and correlations play a central role in the
VaR approach.

5.4.3.3 Additional Approaches to Risk Estimation
Different approaches to the VaR calculation are currently being used, and
most practitioners have selected an approach based on their specific
needs, the types of positions they hold, their willingness to trade accuracy
for speed (or vice versa), and other considerations. The models used today
differ on two fronts:

1. How changes in the values of financial instruments are esti-
mated as a result of market movements

2. How potential market movements are estimated

What creates the variety of models currently employed is the fact
that the choices made on the basis of these two parameters can be mixed
and matched in different ways.

5.4.3.4 Estimating Changes in Value
There are basically two approaches to estimating how the value of a port-
folio changes as a result of market movements: analytical methods and
simulation methods.
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Analytical Methods
The analytical sensitivity approach is based on the following equation:

Estimated value change = f (position sensitivity, 
estimated rate/price change) (5.2)

where the position sensitivity factor determines the relationship between
the value of the instrument and the underlying rate or price (factor), and
the accuracy of the risk approximation with the parameter of the estima-
tion, such as probability. In its simplest form, the analytical sensitivity ap-
proach looks like this:

Estimated value change = position sensitivity 
⋅ estimated rate change (5.3)

The value change of a fixed-income instrument can be estimated by
using the instrument’s duration. This linear approximation simplifies the
convex price-yield relationship of a bond, and it is extensively used be-
cause the duration often accounts for the most significant part of the risk
profile of a fixed-income instrument. Similar simplifications can be made
for options using the option’s delta for the estimated change in value. The
analytical approach to account for nonlinear relationships between market
value and rate changes (e.g., options) can be extended with the delta-
gamma approach. The more refined version of the analytical approach
looks like this:

Estimated value change = (position sensitivity1 ⋅ estimated rate change)
+ 1⁄2 (position sensitivity2) ⋅ (estimated rate change)2

+ . . . (5.4)

In the case of an option, the first-order position sensitivity is the
delta, while the second-order term is the gamma. The analytical approach
requires that positions be summarized in some fashion so that the esti-
mated rate changes can be applied. This process of aggregating positions
is called mapping.

The advantages of analytical models are that they are computation-
ally efficient and they enable users to estimate risk in a timely fashion.

Simulation Methods
The second type of approaches, typically referred to as full valuation mod-
els, rely on revaluing a position or a portfolio of instruments under differ-
ent scenarios. How these scenarios are generated depends on the
application of the models, from basic historical simulation to distributions
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of returns generated from a set of volatility and correlation estimates.
Some models include user-defined scenarios that are based on major mar-
ket events and aimed at estimating risk in crisis conditions. This process is
often referred to as stress testing. Full valuation models enable the user to
focus on the entire distribution of returns instead of a single VaR because
they typically provide a richer set of risk measures. Their main drawback
is the fact that the full valuation of large portfolios under a significant
number of scenarios is computationally intensive and time consuming.

5.4.3.5 Estimating Market Movements
The second discriminant between VaR approaches is how market move-
ments are estimated. There is much more variety here, and the following
is not an exhaustive discussion of current practice.

Parametric Method
The parametric method uses historical time series analysis to derive esti-
mates of volatilities and correlations on a large set of financial instruments.
The parametric method, also called the variance-covariance method, assumes
that the probability distribution of past returns can be modeled to provide
reasonable forecasts of future returns over different time horizons. While
the parametric approach assumes conditional normality of returns, the es-
timation process for the “normal” variance-covariance approach has to be
refined to incorporate the empirically proven fact that most return distri-
butions show kurtosis and leptokurtosis. These volatility and correlation
estimates can be used as inputs in analytical VaR models and full valuation
models.

Historical Simulation
The historical simulation approach, which is generally used for the full
valuation model, makes no explicit assumptions about the probability dis-
tribution of asset returns. In historical simulation, portfolios are valued
under a number of different historical time windows that are user defined.
These lookback periods typically range from six months to two years.

Monte Carlo Simulation
While historical simulation approaches quantify risk by replicating one
specific historical path of market evolution, stochastic simulation ap-
proaches attempt to generate many more paths of market returns. These
stochastic returns are generated using a defined stochastic process (for ex-
ample, they assume that the equity markets follow a random walk) and
statistical parameters that drive the process (for example, the mean µ and
standard deviation σ of the random variable).

The following parameters and assumptions add refinements to the
VaR results generated by the approaches just listed:
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• Implied volatilities. Looking forward, market returns are
examined to give an indication of future potential return
distributions. Implied volatility is extracted from a specific option
pricing model to generate the market’s forecast of future
volatility. Implied volatilities are often used for the review and
examination of historical volatility to refine the risk analysis.
Implied volatilities are not only used to drive global VaR models
as if all observable options prices on all instruments that compose
a portfolio are analytically available. Unfortunately, the universe
of consistently priced and available options prices is not large
enough. Generally, only exchange-traded options are reliable
sources of prices.

• User-defined scenarios. Most risk management models add user-
defined rate and price movements to the standard VaR
calculation. Some scenarios are subjectively chosen, while others
are based on parameters derived from past crisis events. The 
latter is referred to as stress testing and is an integral part of a 
well-designed risk management process and required by
regulation. Selecting the appropriate VaR methodology is not
straightforward. Weighing the advantages and disadvantages of
various methodologies will always be important. Cost-benefit
trade-offs are different for each user, depending on his or her
strategy and position in the markets, the number and types of
instruments traded, and the technology available. Different
choices can be made even at different levels of an organization,
depending on the objectives. While trading desks of an institution
may require precise risk estimation involving simulation on
specific trading positions or portfolios, senior management may
opt for an analytical approach that is cost efficient and timely and
that gives an overview with adequate precision. It is important for
senior management to know whether the risk-adjusted institution
is risking $10 million or $50 million, but it is irrelevant for them to
make the distinction between $10 million and $11 million. This
degree of accuracy at the senior management level is not only
irrelevant, but also may be unachievable operationally or may
require a cost that is not consistent with shareholder value.

5.4.4 Definition of VaR

VaR is defined as the predicted worst-case loss at a specific confidence
level (e.g., 95 percent) over a certain period of time (e.g., 10 days). The ele-
gance of the VaR solution is that it works on multiple levels, from the 
position-specific micro level to the portfolio-based macro level using in-
struments or organizational entities as portfolio positions. VaR has be-
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come a common language for communication about aggregate risk taking,
both within and outside of an organization (e.g., with analysts, regulators,
rating agencies, and shareholders).

The application of VaR analysis and reporting has extended from po-
sition/portfolio VaR, to nonfinancial organizations, to expanded applica-
tion of the VaR methodology, such as earnings at risk (EaR), earnings per
share at risk (EPSaR), and cash flow at risk (CFaR). Statistical models of
risk measurement, such as VaR, allow an objective, independent assess-
ment of how much risk is actually being taken in a specific situation. Re-
sults are reported in various levels of detail by business unit and in the
aggregate. These measures take into account the corporate environment of
an institution, such as accrual vs. mark-to-market accounting or hedge ac-
counting for qualifying transactions. Furthermore, the focus is now on the
longer-term impact of risk on cash flows and earnings (quarterly or even
annually) in the budgeting and planning process.

There are three major methodologies for calculating VaR, each with
unique characteristics. Parametric VaR is simple and quick to calculate,
but is inaccurate for nonlinear positions. The two simulation methodolo-
gies, historical and Monte Carlo, capture nonlinear risks and give a full
distribution of potential outcomes, but require more computational
power. Before calculating VaR, three parameters must be specified: (1)
confidence level, (2) forecast horizon, and (3) base currency. The square
root of time scaling of VaR may be applied to roughly extrapolate VaR to
horizons longer than 1 day, such as 10 days or 1 month. Square root of time
scaling assumes a random diffusion process with no autocorrelation,
trending, or mean reversion.

5.4.4.1 VaR, Relative VaR, Marginal VaR, 
and Incremental VaR
Assuming 95 percent confidence and a 1-day horizon, a VaR of $1 million
means that, on average, only on 1 day in 20 would an institution expect to
lose more than $1 million due to market movements. This definition of
VaR uses a 5 percent risk level (95 percent confidence). On average, losses
exceeding the VaR amount would occur 5 percent of the time, or losses less
than the VaR amount of $1 million would occur 95 percent of the time.
Within a company, uncertainty in future earnings and cash flow is caused
not only by uncertainty in an institution’s underlying activity (e.g., sales
volumes), but also by a number of other risks, including market risk. Mar-
ket risk can arise from a number of factors, including foreign exchange ex-
posures, interest rate exposures, commodity price–sensitive revenues or
expenses, pension liabilities, and stock option plans. To address the insti-
tution’s need to quantify the impact of market risk factors on earnings and
cash flow, additional coefficients for volatility have been defined:
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• Earnings at risk (EaR). The maximum shortfall of earnings, relative
to a specified target, that could be expected based on the impact of
market risk factors on a specified set of exposures for a prespecified
time horizon and confidence level. Generally, earnings are reported
on a per share of equity basis. Therefore, many companies prefer to
use an earnings per share at risk (EPSaR) measure.

• Cash flow at risk (CFaR). The maximum shortfall of net cash
generated, relative to a specified target, that could be expected
based on the impact of market risk factors on a specified set of
exposures for a specified time horizon and confidence level.

To better understand and interpret VaR, it is important to keep in
mind that VaR is a flexible risk measurement in different dimensions:

• VaR can be defined for various horizons and confidence levels.
• VaR can be expressed as a percentage of market value or in

absolute currency terms.

Apart from the normal VaR, there are three related VaR measures:

1. Relative VaR. The relative VaR coefficient expresses the risk of
underperformance relative to a predefined benchmark, such as
an index, a portfolio, or another position. Relative VaR is also
commonly expressed as a percentage of present value.

2. Marginal VaR. The marginal VaR coefficient expresses how the
removal of an entire specific position changes the risk of a portfo-
lio. Marginal VaR can be computed for both absolute VaR and rel-
ative VaR. Marginal VaR is useful for identifying which position
or risk category factor is the largest contributor to portfolio risk.

3. Incremental VaR. Marginal VaR measures the difference in port-
folio risk caused by removing an entire position, whereas incre-
mental VaR measures the impact of gradual small changes in
position weighting. The overall sum of all incremental VaR adds
up to the total diversified portfolio VaR. Therefore, incremental
VaR may be used to calculate percentage contribution to risk.
One of the most useful applications of incremental VaR is in re-
porting the rank contribution to risk-hedging opportunities. In-
cremental VaR is also useful for identifying positions for gradual
risk reduction using partial hedges.

5.5 CONCEPTUAL OVERVIEW 
OF RISK METHODOLOGIES

Market risk models are designed to measure potential losses due to ad-
verse changes in the value of financial instruments. There are several ap-
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proaches to forecasting market risk, and no single method is best for every
situation. Over the last years, VaR models have been developed and im-
plemented throughout the financial sector and by nonfinancial institu-
tions as well. Having roots in modern portfolio theory, VaR models
forecast risk by analyzing historical patterns of market variables. Over
time, three main methods have evolved and become established: para-
metric analysis, historical simulation, and Monte Carlo simulation. To un-
derstand the strengths and weaknesses of the different methods, it is
important to discuss the nature and impact of linear and nonlinear instru-
ments. A financial instrument is regarded as nonlinear if its price (and
thus its value) changes disproportionately relative to the price changes in
the underlying asset. The risk of nonlinear instruments (e.g., options and
structured products) is more complex to estimate than the risk of linear in-
struments (e.g., traditional stocks, bonds, swaps, forwards, and futures).
To account for the discontinuous payoff of nonlinear instruments such as
options, risk simulations should use full valuation formulas (e.g., Black-
Scholes) rather than derived first-order sensitivities (e.g., delta). Table 5-8
describes the three main methodologies for calculating VaR.

Monte Carlo and historical simulations are mechanically somewhat
similar, as they both revalue instruments given changes in market rates
(scenarios). The difference lies in how the scenarios are defined. Monte
Carlo simulation generates random hypothetical scenarios using a ran-
dom generator, while historical simulation estimates parameters from ac-
tual past market movements as scenarios. From a practical perspective,
the important impact of the methodology choice is that a portfolio/posi-
tion with significant nonlinear exposures, and a simulation approach
(Monte Carlo or historical) with full position revaluation, will estimate the
loss distribution conceptually with more accuracy than a parametric ap-
proximation for estimating VaR. Table 5-8 summarizes the advantages
and disadvantages of each methodology. All three approaches for estimat-
ing VaR have something to offer and can be used together to provide a
more robust estimate of VaR.

5.6 LIMITATIONS OF VAR

The choice of a methodology has some far-reaching impacts. The model’s
user should not view models as black boxes that produce magic numbers.
It’s important to realize that all three methodologies for measuring VaR
are limited by a fundamental assumption that future risk can be predicted
from the historical distribution of returns. The parametric approach as-
sumes normally distributed returns, which implies that parametric VaR is
only meant to describe losses on a “normal” day. Other types of days, such
as crises (fat-tail events), which happen rarely but have a serious impact,
do not exist within the “normal” view. While Monte Carlo simulation of-
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fers a way to address the fat-tail problem by allowing a variety of distri-
butional assumptions, volatility and correlation forecasts are still based on
statistical fitting of historical returns. While historical simulation performs
no statistical fitting, it implicitly assumes that the exact distribution of past
returns forecasts future returns distributions. This means that all three ap-
proaches are vulnerable to structural changes or sudden changes in mar-
ket behavior. Stress testing is required to explore potential regime shifts to
best complement VaR and to review the accuracy of the VaR assumptions.

5.6.1 Parameters for VaR Analysis

Before calculating VaR, we need to specify three parameters: confidence
level, forecast horizon, and base currency.

5.6.1.1 Confidence Level
The first step is to determine a confidence level or probability of loss asso-
ciated with VaR measurement. Confidence levels generally range between
90 and 99 percent. Generally, a 95 percent confidence level as a baseline is
common in the market. Instead of fixing only a single parameter, some in-
stitutions use several confidence levels (e.g., 95 percent and 99 percent)
and forecast periods (e.g., one day, one week, and one year). It can be ar-
gued that using implied volatilities links risk prediction to market expecta-
tions as opposed to past market movements, and thus is forward looking.
For a portfolio view of risk, however, historical correlations of market re-
turns must still be applied, as it is generally impossible to get such infor-
mation from option prices, especially for OTC-traded instruments.

Determining Confidence Levels
In choosing confidence levels for market risk, the institution should con-
sider worst-case loss amounts that are large enough to be substantial, but
that occur frequently enough to be observable. For example, with a 95 per-
cent confidence level, potential losses should exceed VaR about once a
month on average (or once in 20 trading days), giving this risk statistic a
visceral meaning. Using a higher level of confidence, such as 99.9 percent,
is generally regarded as more conservative. But one might also reason that
a higher confidence level might mistakenly lead to a false sense of secu-
rity. A 99.9 percent VaR will not be understood as thoroughly or taken as
seriously by risk takers and managers because losses will rarely exceed
that level, as a loss of that magnitude is expected to occur about once in
four years. Due to fat-tailed market return distributions, a high confidence
level VaR is difficult to model and verify statistically. VaR models tend to
lose accuracy beyond the 95 percent mark and even more beyond 99 per-
cent. When using VaR for measuring credit risk and capital, however, a 99
percent or higher confidence level VaR should be applied because of the
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likelihood of low-probability, event-driven risks (i.e., tail risk). Beyond a
certain confidence level, rigorous stress testing becomes more important
than statistical analysis.

5.6.1.2 Forecast Horizon
Generally, active financial institutions (e.g., investment banks, hedge
funds) consistently use a one-day forecast horizon for their VaR analysis
of all market risk–driven positions. For banks, it simply doesn’t make
sense to project market risks much further because trading positions can
change dynamically from one day to the next. On the other hand, invest-
ment managers often use a one-month forecast horizon, while corpora-
tions may apply quarterly or even annual projections of risk for their
financial positions.

Applying Longer Horizon for Illiquid Assets
Instead of applying a single horizon, some institutions apply different
forecast horizons across asset classes to account for liquidity risk. It can be
argued that the unwind period for an illiquid emerging market asset is
much longer than for a government bond, and therefore a longer horizon
(e.g., one week) for emerging markets should be used. However, a better
solution is to treat market risk and liquidity risk as separate issues. Li-
quidity risk is currently a hot research topic, and new quantitative
methodologies are being developed.15

Simply using a longer time horizon for illiquid assets is not adequate,
and confuses liquidity risk with market risk in an overly simply manner
that is not appropriate in relation to the complexity of this topic. A standard
horizon for VaR across asset classes facilitates the risk communication
process and allows comparison for market risk across asset classes.

5.6.1.3 Confidence Level Scaling Factors
Using a parametric approach, standard deviations can be used to estimate
lower-tail probabilities of loss. Lower-tail probability of loss refers to the
chance of loss exceeding a prespecified amount. Because returns tend to
cluster around the mean, larger standard deviation movements have a
lower probability of occurring. To arrive at the tail probability of loss lev-
els and implied VaR confidence levels, standard deviations (confidence
level scaling factors) are used. Figure 5-3 shows three confidence level
scaling factors and their associated levels of tail probability of loss.

Assuming normality, one confidence level can be easily converted to
a two-standard confidence level. For example, a 95 percent confidence
level VaR is translated to the BIS standard of 99 percent confidence level
through a simple multiplication, as shown in Table 5-9.

The confidence level transformation is based on the critical assump-
tion of a normal distribution. As will be discussed later, the assumption of
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normal distribution is not supported by empirical evidence over time and
depends as well on the asset class the distribution is calculated for. Regu-
lators are increasingly discouraging this simple conversion, as the as-
sumption of normally distributed P&Ls is often an oversimplification,
especially when portfolios contain nonlinear positions.

5.6.1.4 Base Currency
The base currency for calculating VaR is typically the currency of the eq-
uity capital and reporting currency of a company. For example, Goldman,
Sachs & Co. would use U.S. dollars to calculate and report its worldwide
risks, while the Credit Suisse Group would use Swiss francs.
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Confidence Level Scaling Factors.

T A B L E 5-9

Confidence Level Transformation from RiskMetrics Approach to BIS Standard

Confidence Level
VaR Methodology Confidence Level Scaling Factor

BIS VaR 99% 2.33

RiskMetrics VaR 95% 1.65

Converting RiskMetrics to BIS 95% to 99% RiskMetrics VaR × 2.33/1.65
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5.6.1.5 Time Scaling of Volatility
Risk increases with time: the longer a position is held, the greater the poten-
tial for loss. But, unlike expected returns, volatility does not increase linearly
with time. Long-horizon forecasting is complicated due to mean reversion
of market returns, autocorrelation, trending, and the interrelationship of
many macroeconomic factors. Autocorrelation refers to correlation between
successive days’ returns; mean reversion is the tendency for time series to
revert to a long-term average (this is observed especially for interest rates).
VaR estimates have to be time scaled (for example, when converting a daily
VaR to a 10-day-horizon regulatory VaR standard). A commonly applied
method is square root of time scaling, which (approximately) extrapolates
one-day volatilities as well as one-day VaR to longer horizons. This method
assumes that daily price changes are independent of each other and that
there is no mean reversion, trending, or auto-correlation in the markets. To
scale volatility, time the number of trading days as opposed to actual days (5
trading days per week, 21 days per month). For example:

Weekly volatility = 1-day VaR ⋅ �5�
= 1-day VaR ⋅ 2.24

Monthly VaR = 1-day VaR ⋅ �21�
(5.5)

= 1-day VaR ⋅ 4.58

The simplified time-scaling approach can be useful for converting
one-day management VaR figures to 10-day figures, for example for BIS
regulatory VaR standards. However, regulators are not supportive of this
approach, which has prompted some institutions to adopt more accurate
methodologies.

5.6.1.6 Time Horizon and Credit Risk
Much of the academic analysis and industry rating data is expressed on an
annual basis. This is a convention rather than an empirically supported
fact. It is important to note that there is nothing about the credit risk
methodology that supports a one-year horizon per se. Indeed, it is difficult
to support the argument than any one particular risk horizon is best. Illi-
quidity, credit relationships, credit deterioration, and common lack of
credit hedging instruments can all lead to prolonged risk-mitigating ac-
tions. The choice of risk horizon raises two practical questions:

1. Should credit risk be calculated for only one risk horizon or for
longer or shorter periods?

2. Is there any empirical evidence that any one particular horizon
is best?
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Should there be one horizon or many? The choice of time horizon for
risk measurement and risk management is not clear because there is no ex-
plicit theory to guide us. Many different security types bear credit risk.
One of the common arguments in favor of multiple credit risk horizons is
that they allow us to calculate risk at horizons tailored to each credit secu-
rity type. For instance, it may be that interest rate swaps are more liquid
than loans. The managers for each security type (e.g., loans versus swaps)
may wish to see their security type calculated at their own risk horizon.
However, the risk estimates for these different subportfolios cannot be ag-
gregated if there is a mismatch in time horizons. Additionally, the periodic
disclosure statements required for all listed companies (generally quar-
terly) and annual fiscal and business reporting disclose credit information
on a quarterly/annual basis, unlike market prices for listed companies,
which are listed daily.

What is a good risk horizon? Almost any risk measurement system
is better at stating relative risk than absolute risk. Since relative risk mea-
surements will likely drive investment decisions, the choice of risk hori-
zon is not likely to make an appreciable difference. The key element of any
risk measurement system is the resulting risk-mitigating actions of the un-
derlying positions, as any given risk horizon is likely to lead to the same
qualitative decisions. Although these actions may differ among institu-
tions, the risk horizon is not likely to be significantly less than one quarter
for a bank with loans, commitments, financial letters of credit, etc. On the
other hand, the natural turnover due to ongoing maturity and reinvest-
ment of positions provides appreciable room for risk-mitigating action
even for highly illiquid instruments. Thus, using as a convention a one-
year risk horizon—not unlike the convention for annualized interest
rates—is common, at least for reporting purposes. Even if risk-mitigating
actions are performed daily, recalculating risk at a longer horizon can still
provide guidance on changes in relative risk.

Two credit risk modeling parameters must reflect the different risk
horizons:

1. The transition from one risk horizon to another must be re-
flected in the formulas used to reevaluate all parameters influ-
enced by or linked to alternating risk horizons.

2. The likelihood of credit quality migration, as shown in the tran-
sition matrix, must incorporate the new risk horizon in order to
reevaluate the transition matrix for the new risk horizon, includ-
ing all linked parameters.

One way of doing the latter is simply to multiply the short-horizon
transition matrices to obtain the transition matrix for a longer horizon. For
example, a two-year transition matrix could be obtained by multiplying
the one-year transition matrix by itself. However, this methodology unfor-
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tunately ignores the impact of autocorrelation on the credit quality changes
over multiple time horizons. A nonzero autocorrelation would indicate
that successive credit quality movements from one rating bucket to another
are not statistically independent between adjoining periods. The impact of
autocorrelation is relevant for market risk calculations as well. For in-
stance, some markets tend to exhibit mean reversion (that is, a tendency for
prices to return to some stable long-term level). Autocorrelation prevents
us from directly translating daily volatilities to monthly or yearly volatili-
ties in a simple way. Regrettably, the issue of time period interdependen-
cies can also arise for credit quality migrations.17 The issues surrounding
transition matrices are discussed in more detail in Sections 3.5 to 3.8.

5.6.2 Different Approaches to Measuring VaR

5.6.2.1 Delta-Normal Method
Calculating VaR for a single position is relatively simple. However, ques-
tions arise as VaR must be measured for large portfolios with complex po-
sitions that evolve over time. The portfolio return can be written as:

Rp,t + 1 = �
N

i = 1

wi,t ⋅ Ri,t + 1 (5.6)

where the weights wi,t are indexed by time to emphasize the dynamic na-
ture of trading positions.

The delta-normal approach assumes that all asset returns are nor-
mally distributed. As the portfolio is a combination of the assumed nor-
mal distributed positions, the portfolio return is a linear combination of
normal variables and thus also normally distributed. Using matrix nota-
tions, the variance of a portfolio can be written as:

V(Rp,t + 1) = wt
1 ⋅ �

N

i = 1

wi,t ⋅ Ri,t + 1 (5.7)

Written in this form, risk is generated by a combination of linear ex-
posures to the factors that are assumed to be normally distributed and by
the forecast of the covariance matrix �t + 1. This approach supposes a local
approximation to price movements. The covariance can be generated by
two methods. First, it can be measured solely based on historical data. The
alternative approach is to apply risk measures from options to the mea-
surement of the covariance matrix, or a combination of both methods.

The advantages of the delta-normal method are that:

• It can be applied to a large number of assets and is simple to
implement.
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• The assumption of normal distributed asset returns is true for a
large number of frequently traded positions in a liquid market.

The criticisms of the delta-normal method are that:

• The option-implied measures of risk are superior to historical
data, but are not available for every asset position.

• This approach accounts inadequately for event risk. The normal
distribution based on historical data does not represent
infrequent and extreme events by the structure of the probability
distribution per se. This is a general and structural shortcoming
of all methods relying on historical data.

• Fat tail distribution is a common problem in the measurement of
the distribution of returns on most financial assets. As VaR attempts
to measure the behavior of the portfolio return on the left tail, fat
tails are particularly worrisome. In a model based on normal
distributed returns but with fat tails in the position or portfolio
return distribution, the normal approximation underestimates the
proportion of outliers and thus the true value of risk.

The delta-normal approach reflects nonlinear exposures inade-
quately. Option positions are represented by their deltas to the underlying
asset. With an at-the-money call, ∆ = 0.5 and a long position in the option
is replaced by a 50 percent position in the underlying asset. Unfortunately,
however, changes in the values of option positions depend on changes in
underlying spot rates but also on the level of the spot rates. At-the-money
options display high convexity, which generates unstable deltas. The lin-
ear approximation to nonlinear positions is valid for only a very narrow
range of underlying spot prices.

5.6.2.2 Delta Versus Full Valuation
The assumption of normal distribution is particularly convenient because
of the invariance property of normal distributed variables; thus portfolios
of normal distributed variables are themselves normally distributed. As
mentioned earlier, because portfolios are linear combinations of specific
positions, the delta-normal approach is fundamentally linear.

Because utilizing the Black-Scholes formula can be computationally
intensive, particularly when there is a large number of scenarios and se-
curities, it is often desirable to use a simple approximation of the formula.
The simplest such approximation is to estimate changes in the option
value via a linear mode, which is commonly known as the delta approxima-
tion. In this case, the initial value V0 and a price change from P0 to P1 re-
sults in:

V1 = V0 + δ(P1 − P0) (5.8)
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where

δ = V(P,S,τ)|P0 (5.9)

The potential loss in value V is thus defined as:

∆V = β0 ⋅ ∆S (5.10)

where β0 is the portfolio sensitivity to change in prices
V0 is the current position
∆S is the potential change in prices

The normality assumption allows the calculation of the portfolio beta
as the (weighted) average of the individual betas. A fundamental advan-
tage of this approach is that it requires the measurement of the portfolio
only once at the current position V0, which is directly linked to the current
prices S0. The delta-normal approach applies to portfolios that are exposed
to many different risk factors, such as equity, interest and fx factors, as the
computation is simple and straightforward. However, the delta-normal ap-
proach does not fit well with a portfolio with options because:

• The portfolio delta can change very fast (given high gamma
parameters).

• The portfolio delta may be asymmetric for up and down moves.
• The worst loss may not be reflected for two extreme realizations

of the spot rate of the underlying asset.

The latter problem is clarified by this example: a portfolio consists of
a call and a put on the same underlying asset. The worst payoff possible
(the sum of the premiums) will be realized if the underlying spot rate does
not move. It is not enough to measure the portfolio at the two extremes.
All intermediate values must be verified and measured as well.

The full valuation approach, in contrast to the delta-normal valua-
tion, requires the computation of the values of the portfolio for different
levels of prices:

∆V = V(S1) − V(S0) (5.11)

Although this approach is theoretically more correct, it has the draw-
back of being quite computationally demanding. It requires marking to
market the complete portfolio over a large number of realizations (prices)
of underlying random variables (equity prices, interest rates, etc.). Full
valuation must be performed to measure the risk option trading books ex-
posed to a limited and well-known number of risk factors.

∂
�
∂R
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The difference between the results of linear and nonlinear expo-
sures is illustrated in Figures 5-4 and 5-5. In both cases, the underlying
market factor is assumed to follow a normal distribution. In Figure 5-4,
the payoff is a linear function of the underlying price and is displayed in
the upper left graph. The price of the underlying asset is normally dis-
tributed as shown in the upper right graph. As a result of the linear func-
tion, the profit itself is normally distributed, as shown at the bottom of
the figure. The VaR of the P&L can be found from the exposure and the
VaR for the underlying price. There is one-to-one mapping between the
two VaR measures.

Figure 5-5 displays the profit function for an option, which is non-
linear. (See the case study of Barings in Section 6.5, where Nick Leeson
used straddles and failed, and his market assumptions and the complex-
ity of the instrument worked against him.) The resulting profit distribu-
tion is skewed to the left. The VaR of the portfolio and the underlying asset
cannot be directly linked, as there is a nonlinear relation.
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5.6.2.3 Delta-Gamma Method
The main drawback of the delta-normal method is that all risk parameters
except the delta coefficient are lost. The elegance of the standardized ap-
plication on different risk factors and among large portfolios is that it is
given a simplification that strips away all nonlinear components. The Tay-
lor expansion contains gamma and theta risks, which can be added to cap-
ture the nonlinear risk components (the expansion can also include vega
risk to reflect exposures in volatility changes; however, this has been
dropped in this example for simplicity).

V1 = V0 + δ(P1 − P0) + Γ(P1 − P0)2 (5.12)

and

V1 = V0 + δ(P1 − P0) + Γ(P1 − P0)2 − θt (5.13)
1
�
2

1
�
2
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where t is the length of the forecast horizon and δ, Γ, and θ are net values
for the total portfolio including options, which are all written on the same
underlying instrument18 and are defined by:

Γ = V(P,S,τ)|P0 (5.14)

θ = V(P,S,τ)|τ0 (5.15)

Figure 5-6 shows the delta, delta and gamma, and full valuation for
an option. As can be seen, the delta-gamma-theta approximation almost
perfectly duplicates the full valuation case.

Using a delta-normal approach, VaR is written as:

VaR1 = |δ|(ασS) (5.16)

where α is a function of the selected confidence level.

∂
�
∂τ

∂2

�
∂R2
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Using higher-order terms, VaR can be written as:

VaR1 = |δ|(ασS) − Γ(ασS)2 − |θ| |Sdσ| (5.17)

A negative Γ represents a net short position in options, which results
in an add-on for the second term; otherwise the second term will decrease
the total VaR. The third term θ represents an add-on to VaR due to expo-
sures in changes in the time to maturity. Given a net long position with a
negative θ, dσ leads to a positive change (increase) in time at the α confi-
dence level; otherwise, for a net short position with a positive θ, dσ leads
to a decreasing volatility at the α confidence level.

Moving away from linearity, the calculation of the distribution of
changes in the portfolio value V becomes complex and cannot be directly
linked to the VaR of the underlying position or portfolio.

The delta-gamma approach can be applied to many sources of risk.
One approach to finding the portfolio VaR is the simulation of the move-
ments in the market prices dS. Using a simulation technique, a large real-
ization can be derived from the distribution

dS ≈ N(0,Σ) (5.18)

where Σ represents the covariance matrix of changes in prices.
The delta-gamma approach is unfortunately not very practical be-

cause, as it requires many sources of risk, the required amount of data in-
creases geometrically. For example, for a portfolio with N = 100, 100
estimates are required of δ, 5050 estimates for the covariance matrix Σ, and
an additional 5050 estimates for the matrix Γ, including the second deriv-
atives of each position within the portfolio with respect to each source of
risk. Thus, for such a portfolio, a full Monte Carlo simulation approach
provides a more efficient and effective VaR measurement.

5.6.2.4 Comparison of Delta Versus Full Valuation
Each of the discussed methods is best adapted to a different application:

• The delta-normal approach fits best with large portfolios where
optionality is not a dominant component.

• The delta-gamma approach fits best with portfolios with limited
exposures to risk factors and with a dominant optionality
component, as it provides superior precision with reasonable
computational requirements.

• The full valuation or Monte Carlo simulation approaches fit best
with portfolios with substantial components of optionality and
exposures to several risk factors.

1
�
2
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The discussion of the linear/nonlinear component has direct impli-
cations for the selection of the time horizon. With linear approaches, VaR
can be easily adjusted to other periods by simply scaling a square root of
time factor. These time horizon adjustments are based on the assumption
that the position is constant and that all (daily) returns are independent
and identically distributed. These time horizon adjustments are not appli-
cable for positions with substantial components of optionality. As deriva-
tive instruments can be replicated by dynamically changing positions in
the underlying assets, the risk of the derivative instruments can be dra-
matically different from the scaled measure of daily risk. Thus, time hori-
zon adjustments of daily volatility to longer time horizons using the
square root of the time scaling factor are valid only when positions are
constant and when optionality in the portfolio is negligible. The full valu-
ation or Monte Carlo simulation approach must be applied for portfolios
or positions with substantial optionality components over the required
time horizon, instead of scaling a daily VaR measure.

5.6.3 Historical Simulation Method

The historical simulation method can be viewed as a straightforward im-
plementation of the full valuation method. By going back in time—say, for
250 days—and applying current weights to a time series of historical asset
returns, the history of a hypothetical portfolio using the current position is
generated.

Rp,τ = �
N

i = 1

wi,t ⋅ Ri,τ τ = 1, . . . , t (5.19)

The weights wt are kept at their current values, not the historical val-
ues. The full valuation requires a set of complete prices, such as yield
curves. Hypothetical future prices for scenario τ are derived from apply-
ing historical price movements to the current level of prices:

P*i,τ = P*i,0 + ∆Pi,τ i = 1, . . . , N (5.20)

A new portfolio value P*p,τ is calculated from the full set of hypothetical
prices, including nonlinear optionality components. In order to capture
vega risks, the set of prices used can incorporate implied volatility measures
to accommodate the option’s price change relative to changes in volatility.
This generates the hypothetical return corresponding to observation τ:

Rp,τ = (5.21)
P*p,τ − Pp,0
�

Pp,0
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VaR is then calculated from the entire distribution of hypothetical re-
turns. This method is relatively straightforward to implement if historical
data has been collected over a certain time period. The choice of the length
of the sample period reflects the trade-off between longer and shorter
sample sizes. Longer time periods increase the accuracy of the estimates;
in contrast, the estimate based on a shorter time frame might be irrelevant
due to missing important changes in the underlying data caused by short-
term structural changes.

This method considers the selection of time horizon for measuring
VaR as the returns are calculated simply over intervals that correspond to
the length of the VaR time horizon. For example, to calculate a monthly
VaR, historical monthly portfolio returns are calculated over the last five
years.

Being based on actual prices, this method is independent regarding
nonlinearities and nonnormal distribution and thus captures gamma,
vega risk, and correlations. The full valuation is based in its simplest
form on historical data. The approach does not depend on assumptions
and conditions about valuation models or the underlying stochastic
structure of the instruments. It considers fat tails and is not prone to
model risk.

However, the historical simulation method is subject to a number of
criticisms. The most critical assumption of the historical simulation
method is that the past foretells the future. Another issue is that risk con-
tains significant and predictable time variation. The historical simulation
approach tends to overestimate the meaningfulness of historical data for
the future and to miss situations with temporarily elevated volatilities or
structural changes.

The quality of VaR measures calculated with the historical simula-
tion method is linked to the length of the historical period, with the same
advantages and disadvantages discussed earlier. Another debated issue is
the moving average estimation of variances. The historical simulation
method allocates the same weight to all observations over the length of the
time horizon. As the observation period can include data from structural
changes, and short-term elevated volatilities, the measure of risk can
change significantly after an old observation is excluded from the time
window.

The last critical issue relates to large portfolios with complex instru-
ments, which require extensive databases and computational power. A
simplification used in practice is the bucketing approach, where cash
flows are allocated into time bands, such as interest rate payoffs, divi-
dends, etc. This increases the speed of computation and is accepted and
adopted by the regulators. If the bucketing approach is used with too
many simplifications, the benefits of full valuation can be lost due to low-
ered accuracy and precision of the VaR information received.
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5.6.4 Stress Testing

Stress testing is completely different from historical or Monte Carlo simu-
lation. Stress tests, sometimes called scenario analyses, are designed to esti-
mate potential economic losses in abnormal markets to examine the effect
on key financial variables on the portfolio. Historical analysis of markets
shows that returns have fat tails, where extreme market moves (i.e., be-
yond 99 percent confidence) occur far more frequently than a normal dis-
tribution would suggest. Although risk management as a practice has
improved considerably, events such as natural disasters, wars, and politi-
cal coups still lie beyond statistical forecasting. For instance, a scenario
where the yield curve moves up by 100 basis points over a month, or
where a currency is suddently devalued by 20 percent, can be specified.

Regular stress testing is increasingly viewed as indispensable by risk
managers and regulators. Stress tests should enhance transparency by ex-
ploring a range of potential low-probability events when VaR bands are
dramatically exceeded. Stress testing combined with VaR gives a more
comprehensive picture of risk. Such scenarios are well known within the
traditional asset liability management (ALM) approach.

The usefulness of such an approach depends on whether such sce-
narios adequately represent typical market moves. Stress testing should
answer two central questions:

1. How much is the loss if a stress scenario occurs, e.g., if the U.S.
equity market crashes by 20 percent?

2. What event or risk factor could cause an institution to lose more
than a predefined threshold amount, e.g., $1 million?

The first issue is commonly covered by a top-down approach for
stress testing. Senior management or regulators want to be informed
about how much the firm may lose in a major equity market crash. The
second issue is usually raised in a bottom-up environment, such as at the
book or business level. After scenarios are collected from individual risk
takers, their potential losses can be measured and aggregated over the dif-
ferent exposures of the risk takers. For example, a stress scenario of de-
preciation of Euros vs. U.S. dollars might be ruled unimportant due to
generally offsetting sensitivities (or nonmaterial reported sensitivities),
while a scenario of widening credit spreads (e.g., lower ratings) could 
be identified as relevant. This approach could therefore be viewed as a
bottom-up search for relevant stress scenarios.

5.6.4.1 How to Use Stress Tests
The key issue with stress tests is how to create and use them. To be mean-
ingful, stress tests should tie back into the decision-making process. 
Corporate-level stress test results should be discussed in a regular forum
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by risk monitors, senior management, and risk takers. Just as for VaR lim-
its, companies should have a set of stress loss limits categorized by risk
type and risk-taking unit.

Stress testing should be performed at multiple levels of the micro,
macro, and strategic risk pyramid at different frequencies. At a senior
management level, stress results should guide the firm’s appetite for ag-
gregate risk taking and influence the internal capital allocation process. At
the book level, stress tests may trigger discussions on how best to unwind
or hedge a position.

5.6.4.2 Development of Stress Test Parameters
The goal of stress testing is to uncover potential concentration risks and
make them more transparent. Good stress tests should therefore:

• Be relevant to current exposures. A concentrated portfolio with
large risks may incur substantial losses from relatively small
movements in certain risk factors.

• Consider changes in all relevant risk factors. Stress scenarios should
consider all potential changes in a complete set of risk factors. A
stress scenario in isolation does not reflect reality, as risk factors
don’t move in isolation (especially when they are extreme).

• Examine potential structural changes. A key question in
developing a stress scenario is whether current risk parameters
will hold or break down under extreme conditions. It is key to
know if observed correlations hold or increase, or to what extent
a structural change (i.e., decoupling of risk factors) could occur.
For example, during large equity shocks (e.g., the 1987 crash and
the 1997 and 1998 sell-offs), a flight to safety often results in a
reversal of the normally highly positive correlation between
stocks and government bonds: as stocks plummet, bonds rise
because investors move into safer and more liquid assets. In the
market turmoil of September 1998, LTCM experienced this
problem when credit spreads widened and interest rates fell due
to a flight to safety.

• Consider market illiquidity. Stressed markets are often
characterized by material loss of liquidity. Liquidity can be
viewed from two perspectives: the ability to trade positions
without moving the prices and the ability to fund positions. For
example, Brazilian bond traders reported that bid-ask spreads
were so wide during the October 1997 liquidity crisis that it was
unclear whether the local yield curve was upward or downward
sloping. As prices in the marketplace cease to exist, it becomes
impossible to mark positions to market. The threat of liquidity
risk motivated the recapitalization of LTCM by a consortium of
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14 commercial and investment banks in September 1998. In a
statement to the U.S. House of Representatives, Federal Reserve
Chairman Alan Greenspan stated that “the consequences of a
fire sale triggered by cross-default clauses, should LTCM fail on
some of its obligations, risked a severe drying up of market
liquidity.19

• Consider the interplay of market and credit risk. Stressed markets
often give rise to counterparty exposures that may be much more
significant than pure market impacts. While market rates and
creditworthiness are unrelated for small market moves, large
market movements could precipitate credit events, and vice
versa. A market-neutral risk arbitrage book would consist of a
series of long and short positions, which hedges out market risk
but is exposed to firm-specific risk. A trading strategy that
eliminates broad market risk (equity, interest rates, foreign
exchanges, or commodities) leaves only residual risk. For
example, a hedge fund manager can hedge the market risk of a
U.S. stock portfolio by shorting S&P 500 Index futures, leaving
only firm-specific residual risk.

5.6.4.3 Forecasting Time Frame
The forecast time horizon for the stress scenario should reflect the institu-
tion’s typical holding period. Banks, brokers, and hedge funds tend to
look at one-day to one-week worst-case forecasts, while longer-term in-
vestors, such as mutual and pension funds, may view a one-month to
three-month time frame as adequate. Corporations may use up to an an-
nual horizon for strategic scenario analysis.

Steps for Stress Testing
There are three basic steps for stress testing:

1. Generate scenarios. The most challenging aspect of stress testing
is generating credible worst-case forecasts that are relevant to
portfolio positions. Scenarios should address both the magni-
tude of movement of individual market variables and the inter-
relationship of variables (i.e., correlation or causality).

2. Revaluate the portfolio/positions. Revaluing a portfolio or posi-
tion involves marking to market all financial instruments under
new worst-case market rates. Stress test results are generally
changes in present value, not VaR.

3. Aggregate results. The results have to be aggregated to show ex-
pected levels of mark-to-market losses or gains for each stress
scenario and in which entity the losses or gains are concentrated.
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Creating Stress Scenarios
There are a variety of approaches to generating stress tests, such as:

• The predictive scenario generation, in which a subset of stressed
risk factors is used with historical volatilities or correlations to
predict the moves of all other market variables.

• A natural approach, in which scenarios are based on historical
periods with extreme market conditions (see Table 5-10). Some
infamous events include the 1987 U.S. stock market crash, the
Exchange Rate Mechanism (ERM) crisis, the Fed rate hike in 1994,
the 1995 Tequila crisis, the 1997 Asian crisis, the volatile markets
in 1998, and the 1999 Brazil devaluation. In this approach, data is
captured from relevant historical stress periods and a portfolio is
valued with historical simulation to measure potential losses.
RiskMetrics research has assembled a representative global
model portfolio consisting of 60 percent equities and 40 percent
fixed-income instruments to identify pertinent time periods for
historical stress tests. Both one-day and five-day portfolio returns
were used to identify extreme loss periods.

How does the severity of loss depend on global volatility? Figure
5-7 shows the volatility of the Nasdaq index for a period that includes three
of the historical scenario dates. Obvious patterns can be seen during the
time of the Gulf War, the Asian crisis, and the TMT crisis in March/April
2000.
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T A B L E 5-10

Major Loss Events of the Past 20 Years

One-Day Five-Day
Date Return (%) Date Return (%)

Black Monday 10/19/87 −2.20 10/20/87 −5.9

Gulf War 8/3/90 −0.90 8/27/98 −3.8

Mexican peso fallout* 1/23/95 −1.00 1/23/95 −2.7

Asian crisis 10/27/97 −1.90 8/7/90 −3.6

Russian currency devaluations 8/27/98 −3.80 10/27/97 −2.6

SOURCE: RiskMetrics Group, Risk Management: A Practical Guide, New York: RiskMetrics Group, 1999, p. 28, reproduction
with permission of RiskMetrics Group, Inc.

*The Mexican peso was actually devalued at the end of 1994. On January 23, 1995, the peso lost 6 percent and several
Eastern European markets incurred losses of around 5 to 10 percent.
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5.6.4.4 Evolution of Shocks from Volatility
The severity of portfolio losses appears to be related to the level of volatil-
ity in the world. For example, the Mexican peso fallout, which occurred
during a period of relative market calm when the RiskMetrics Volatility
Index (RMVI) was at an average level of approximately 100, only resulted
in a one-day return of −1 percent, while the Asian crisis and Russian de-
valuation, which occurred while the RMVI was significantly above 100,
resulted in more severe portfolio losses of 1.9 percent and 3.8 percent (see
Figure 5-8). This suggests that it make no sense to run the same static
stress tests in all market regimes—more volatile markets require more se-
vere stress tests. To make stress scenarios more responsive to market con-
ditions, the RMVI can be used as a dynamic scaling factor for stress
scenarios. The RMVI is a benchmark portfolio that measures global
volatility and is composed of equity, fixed income, and foreign exchange
markets in 28 countries, as well as three major commodity markets. Ob-
serving the daily returns of these 87 markets, RiskMetrics calculates a total
volatility across all countries and asset classes and compares it to a histor-
ical average. For more information, see Christopher Finger, RMG Volatility
Index: Technical Document, New York: RiskMetrics Group, 1998.
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Nasdaq Index Returns from July 1989 to July 2001. Data source: Bloomberg 
Professional.
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5.6.4.5 Applying Shocks to Market Factors or Correlations
A second approach to generating stress tests is to apply large shocks to ei-
ther market factors or volatilities and correlations. This method can pro-
vide a good measure of the sensitivity to risk factors and can therefore be
useful in identifying trouble spots in a portfolio.

It is straightforward to alter a market rate (e.g., to lower the S&P 500
by 10 percent) or many market rates (e.g., to lower all points on the U.S.
government yield curve by 50 basis points), but the real challenge is to de-
termine which market rates to shock and by how much. In general, these
decisions will be based on historical moves, intuition, and the characteris-
tics of the portfolio itself.

5.6.4.6 Applying Shocks to Volatilities and Correlations
VaR estimates can be stressed by applying shocks to volatilities or correla-
tions. While volatilities can be adjusted up and down like market rates,
special care must be taken with correlation matrices because nonsensical
correlation structures can often be created from the interrelationship be-
tween factors. These correlation structures can, in turn, result in nonsensi-
cal (imaginary) VaRs.
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F I G U R E 5-8

Riskmetrics RMVI Methodology Applied to the Mexican Peso and U.S. Dollar from
December 1995 to March 1999. (Source: RiskMetrics Group, Risk Management:
A Practical Guide, New York: RiskMetrics Group, 1999, 28. Copyright © 1999 by
RiskMetrics Group, all rights reserved. Reproduction with permission of RiskMet-
rics Group, LLC.)
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For example, consider a three-party government. If party A and party
B always vote on opposite sides of every issue (correlation of −1), it is im-
possible for party C to be positively correlated with both A and B. RiskMet-
rics has published a methodology to adjust correlations in a mathematically
consistent fashion. The general idea is to mix an average correlation term
into a prespecified group of assets and then to adjust all diagonal terms.
This methodology is implemented in CreditManager, where it can be used
to change the average correlation among industries and countries.

5.6.4.7 Anticipatory Scenarios
In generating an anticipatory scenario, a risk manager must determine the
event of interest (e.g., flight to quality within Asian markets, stock market
crash), the severity of the event (e.g., from once a year to once a decade),
and the effects of such an event on the global market. For the third deter-
mination, it is essential to move all market rates in a consistent fashion.
For example, in a flight to quality, not only will government-corporate
spreads widen, but equity prices will fall.

The next step in the stress test is to revalue the portfolio under this
scenario and to analyze sensitivities and summarize the results.

5.6.4.8 Applying Portfolio-Specific Stress Tests
Another stress testing approach searches for stress scenarios by analyzing
the vulnerabilities of the specific portfolio in question. One way to discern
the vulnerabilities is by conducting a historical or Monte Carlo simulation
on a portfolio and searching for all scenarios that could cause a loss ex-
ceeding a defined threshold amount. Instead of specifying the scenario
and calculating potential losses, as in the three approaches described pre-
viously, we specify what constitutes a severe loss and search for scenarios.

5.6.5 Summary of Stress Tests

Most models make assumptions that don’t hold up in abnormal markets.
Stress tests are therefore essential for a comprehensive risk picture and
should be an integral component of risk analysis and communication.

As with VaR analysis, stress testing must be done at different levels of
the organization. The organizational hierarchy for stress testing is even
more important than for VaR reporting. At the desk level, traders are inter-
ested in stressing individual positions and specific risk factors. On a corpo-
rate level, senior management is concerned about macro stress scenarios
that could pose a threat to firmwide operations. The process of generating
and discussing stress scenarios is a collective exercise in risk analysis.
Stress tests are an opportunity to consider scenarios that most view as un-
likely, but that are possible. Make stress tests workable, realistic, and
timely. Rather than stress-testing everything, focus on relevant position-
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specific stresses. It is important for stress tests to tie into the decision-
making process: stress test results should guide corporate risk appetite de-
cisions, impact limits, and be a judgmental factor in capital allocation.

Stress testing can be viewed from two perspectives: what would be
the potential losses if certain events occurred, or what stress events could
lead to losses of a certain magnitude? There are four major approaches for
generating stress scenarios. The first uses historical scenarios and the sec-
ond shocks market rates to examine portfolio sensitivities and concentra-
tions. The third approach considers hypothetical future scenarios based
on current market conditions. The fourth approach searches for stress sce-
narios by analyzing portfolio vulnerabilities.

5.7 PORTFOLIO RISK

As discussed earlier, portfolio risk is not new to the investment industry.
Traders and merchants realized early that diversification reduces the risk
of loss. In 1959, Harry Markowitz developed an analytical framework for
portfolio analysis and looking at return and risk. The concept of portfolio
risk is not new. In order to gain better insight, the following sections focus
on the concept of VaR in the portfolio context. VaR is applied systemati-
cally to many sources of risk in the investment industry. We will mainly
apply a delta-normal approach, as this approach is a direct extension of
traditional portfolio risk analysis and is based on variances and covari-
ances, well known from Markowitz and others.

VaR measures portfolio risk and, through decomposition in incre-
mental VaR components, enables identification of the asset contributing
the most to the overall portfolio risk. A drawback of the linear VaR mod-
els (based on the delta-normal approach) is that the size of the covariance
matrix increases geometrically with the number of assets. Alternative ap-
proaches to reduce the size of the covariance matrix involve using diago-
nal and factor models.

5.7.1 Portfolio VaR

A portfolio p can be characterized by positions on a certain number of risk
factors. Once the structure of the decomposition is defined, the portfolio
return is a linear combination of the returns on underlying assets, where
the weights wi are given by the relative dollar amounts invested at the be-
ginning of the period. Therefore, the VaR of a portfolio can be recon-
structed from a combination of the risks of underlying securities.

The portfolio’s return from t to t + 1 is defined as:

rp,t + 1 = �
N

i = 1

wi,t ⋅ ri,t + 1 (5.22)

Building Blocks for Integration of Risk Categories 389

Gallati_05_1p_j.qxd  2/27/03  9:14 AM  Page 389



where the weights wi,t are measured at the beginning of the observation
period and sum to unity of 1 (100 percent). In matrix notation, the same
portfolio return can be defined as:

rp = [w1, w2, . . . , wN]� � = w′r (5.23)

where w′ represents the transposed vector (i.e., horizontal) of weights and
r is the vertical vector containing individual asset returns (r1, r2, . . . , rN).

The expected value E(X) or the mean can be estimated as the weighted
sum of all possible values, each weighted by its probability of occurence:

E(X) = �
N

i − 1

pi ⋅ xi (5.24)

By extension of Equation (5.24), the portfolio’s expected return is de-
fined as:

E(rp) = µp = �
N

i − 1

wi ⋅ µi

and the portfolio’s variance is:

σ2
p = �

N

i = 1

w1
2σ1

2 + �
N

i = 1
�

N

j = 1

wiwjσij

= �
N

i = 1

w1
2σ1

2 + 2 �
N

i = 1
�

N

j < 1

wiwjσij (5.25)

The variance includes the risk of the individual positions and all the
cross-products, reflected in N(N − 1)/2 different covariances.

With an increasing number of assets, it becomes difficult to generate
and manage all the different covariances on an equation basis. In matrix
notation, the variance is written as:

σ2
p = [w1, w2, . . . , wN]� � � � (5.26)

Defining cov as the covariance matrix, the portfolio variance can be
written more compactly as:

w1

w2

wN

σ1,N

�

σN,N

. . .

. . .

σ1,3

σN,1

σ1,2

σN,1

σ1,1

�

σN,1

r1

r2

�

rN
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σ2
p = w′ cov w (5.27)

Using a normal distribution, the VaR measure is then ασp times the
initial investment. Lower portfolio risk can be achieved through low cor-
relations or a large number of assets. To see the effect of N, assume that all
assets have the same risk, that all correlations are the same, and that equal
weight is put on each asset. Figure 5-9 shows how portfolio risk decreases
with the number of assets.

Start with the risk of one security, which is assumed to be 12 percent.
When p is equal to 0, the risk of a 10-asset portfolio drops to 3.8 percent; in-
creasing N to 100 drops the risk even further to 1.2 percent. Risk tends 
asymptotically to 0. More generally, portfolio risk is:

σp = 	σ

 + �1 −


�ρ
 (5.28)

So, when p = 0.5, risk decreases rapidly from 12 percent to 8.9 per-
cent as N goes to 10, but then converges much more slowly toward its
minimum value of 8.5 percent. Correlations are essential in lowering
portfolio risk.

1
�
N

1
�
N
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Covariances can be estimated from sample data as:

σ̂ij = �
T

t = 1

(xt,i − µ̂i)(xt,j − µ̂i) (5.29)

The covariance is a measure of the extent to which two variables
move linearly together. If two variables are independent, their covariance
is equal to 0. A positive covariance means that the two variables tend to
move in the same direction; a negative covariance means that they tend to
move in opposite directions.

The magnitude of covariance, however, depends on the variances of
the individual components and is not easily interpreted. The correlation
coefficient is a more convenient, scale-free measure of linear dependence:

ρ12 = (5.30)

The correlation coefficient ρ always lies between −1 and +1. When ρ
is equal to unity, the two variables are said to be perfectly correlated.
When ρ is 0, the variables are uncorrelated.

Correlations help to diversify portfolio risk. With two assets, the di-
versified portfolio variance is:

σ2
p = w1

2σ 1
2 + w2

2σ2
2 + 2w1w2σ1ρ1,2σ2 (5.31)

The portfolio risk must be lower than individual risk. When the corre-
lation is exactly unity, Equation (5.31) reduces the variance of the portfolio to
the weighted variance of the underlying positions, since the portfolio weights
sum to unity. Generally, the undiversified VaR is the sum of individual VaR
measures. Diversification into perfectly correlated assets does not pay.

So far, nothing has been said about the distribution of the portfolio re-
turn. Ultimately, we would like to translate the portfolio variance into a VaR
measure. To do so, we need to know the distribution of the portfolio return.
In the delta-normal model, all individual security returns are assumed to be
normally distributed. This is particularly convenient since the portfolio, a
linear combination of normal random variables, is then also normally dis-
tributed. At a given confidence level, the portfolio VaR is value at risk = ασp.

5.7.2 Incremental VaR

An important aspect of calculating VaR is to understand which asset, or
combination of assets, contributes most to risk. Armed with this informa-
tion, users can alter positions to modify their VaR most efficiently.

σ1,2
�
σ1σ2

1
�
T − 1
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For this purpose, individual VaRs are not sufficient. Volatility meas-
ures the uncertainty in the return of an asset taken in isolation. When this
asset belongs to a portfolio, however, what matters is the contribution to
portfolio risk.

Suppose now that an existing portfolio is made up of N-1 securities,
numbered as j = 1, . . . ,N-1. A new portfolio is obtained by adding one se-
curity, called i. The marginal contribution to risk from security i is mea-
sured by differentiating Equation (5.25) with respect to wi.

= 2wiσi
2 + 2 �

N

j = 1,j ≠ i

wjσi, j

= 2 cov �ri, wiri + �
N

j ≠ i

wjrj� = 2 cov (ri, rj) (5.32)

We note that ∂σ2
p/∂wi = 2σp∂σp/∂wi. The sensitivity of the relative

change in portfolio volatility to a change in the weight is then:

= = βi (5.33)

Therefore, β measures the contribution of one security to total port-
folio risk. This is also called the systematic risk of security i vis-à-vis port-
folio p. Using matrix notation, β is:

β = (5.34)

Beta risk is the basis for the capital asset pricing model (CAPM), de-
veloped by Sharpe (1964). According to the CAPM, well-diversified in-
vestors want to be compensated for the systematic risk of securities only.
In other words, the risk premium on all assets should depend on beta only.
Whether this is an appropriate description of capital markets has been the
subject of much of finance research over the last 20 years. Even though this
proposition is much debated, the fact remains that systematic risk is a use-
ful statistical measure of portfolio risk.

The measure of β is particularly useful for decomposing a portfolio’s
VaR into sources of risk. We can expand the portfolio variance into:

σ2
p = w1�w1σ1

2 + �
N

j = 1, j ≠ 1

wiσ1,j�
+ w2�w2σ2

2 + �
N

j = 1, j ≠ 2

wiσ2,j�
+ ⋅⋅⋅ (5.35)

cov w
�
w′ cov w

cov (ri, rj)
��

σ2
p

∂σp
�
σp∂wi

∂σ2
p

�
∂wi
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This is also:

σ 2
p = w1 cov (r1, rp) + w2 cov (r2, rp) + ⋅⋅⋅

= w1(β1σ 2
p) + w2(β2σ 2

p) + ⋅⋅⋅

= σ 2
p��

N

i = 1

wiβi� (5.36)

which shows that the portfolio variance can be decomposed into a sum of
components each due to asset i. Using a similar decomposition, VaR is then:

VaR = VaR ��
N

i = 1

wiβi� = VaR1 + VaR2 + ⋅⋅⋅ (5.37)

Here we have decomposed the total VaR into incremental measures.
This provides vital information, as risk should be viewed in relation to the
total portfolio and not in isolation. 

5.7.3 Alternative Covariance Matrix Approaches

So far, we have shown that correlations are essential driving forces behind
portfolio risk. When the number of assets is large, however, the measure-
ment of the covariance matrix becomes increasingly difficult. With 10 as-
sets, for instance, we need to estimate 10 × 11/2 = 55 different variance and
covariance terms. With 100 assets, this number climbs to 5500. The num-
ber of correlations increases geometrically with the number of assets. For
large portfolios, this causes real problems: the portfolio VaR may not be
positive, and correlations may be imprecisely estimated.

The following sections discuss the extent to which such problems
can affect VaR measures and propose some solutions. For many users,
however, such problems may not be relevant because they have no control
over the measurement of inputs. Until such users encounter zero VaR
measures, these sections can be safely skipped.

5.7.3.1 Zero VaR Measures
The VaR measure derives from the portfolio variance, expressed as:

σ 2
p = w′ cov w (5.38)

In order to generate statistically useful measures, the cov has to be
positive definite. This is not always the case. The status of the cov can be
verified under two conditions:
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1. The number of historical observations T must be greater than
the number of assets N.

2. The return time series cannot be linearly correlated.

The first condition states that if a portfolio consists of 100 assets,
there must be at least 100 historical observations to ensure that whatever
portfolio is selected, the portfolio variance will be positive. The second
condition rules out cases where an asset can be replicated exactly through
a linear combination of other assets.

An example of a non-positive-definite matrix is obtained when two
assets are identical (thus ρ = 1). In this situation, a portfolio consisting of
$1 on the first asset and −$1 on the second will have exactly zero risk.

In practice, this problem is more likely to occur with a large number
of assets that are highly correlated (such as currencies fixed to each other,
zero coupon bonds, or ADRs and the original foreign stock). In addition,
positions must be precisely matched with assets to yield zero risk. This is
most likely to occur if the weights have been optimized on the basis of the
covariance matrix itself. Such optimization is particularly dangerous be-
cause it can create positions that are very large, yet that apparently offset
each other with little total risk.

If users notice that VaR measures appear abnormally low in relation
to positions, they should check whether small changes in correlations lead
to large changes in their VaRs.

5.7.3.2 Diagonal Model
A related problem is that as the number of assets increases, it is more likely
that some correlations will be erroneously measured. Some models can
help to simplify this process by providing a simpler structure for the co-
variance matrix. One such model is the diagonal model, originally pro-
posed by Sharpe in the context of stock portfolios. This model is often
referred to as the CAPM, which is not correct. The diagonal (one-factor)
model is only a simplification of the covariance matrix and says nothing
about the nature of expected returns, whose description through the rela-
tionship to the market factor is the essence of the CAPM.

The assumption is that the common movement in all assets is due to
one common factor only, the market. Formally, the model is:

ri = αi + βirm + εi E(εi) = 0 E(εirm) = 0

E(εi,εj) = 0 E(ε i
2) = σ 2

ε,i

(5.39)

The return on asset i is driven by the market return R and an idio-
syncratic term εi, which is not correlated with the market or across assets.
As a result, the variance can be broken down as:
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σ i
2 = βi

2σ 2
m + σ 2

ε,i (5.40)

The covariance between two assets is:

σ i
2 = βiβjσ 2

m (5.41)

which is solely due to the common factor. The full covariance matrix is:

Cov = � �[β1 . . . βN]σ 2
m� � (5.42)

Written in matrix notation, the covariance matrix is:

Cov = ββ′σ 2
m + Dε (5.43)

As the matrix D is diagonal, the number of parameters is reduced
from N × (N + 1)/2 to 2N + 1(N for the betas, N in D and one for 0 − m).
With 100 assets, for instance, the number is reduced from 5500 to 201, a
considerable improvement regarding equation complexity and calcula-
tion time. Furthermore, the variance of large, well-diversified portfolios is
simplified even further, reflecting only exposure to the common factor.
The variance of the portfolio is:

VaR(rp) = VaR(w′r) = w′ cov w = (w′ββ′w)σ 2
m + w′Dεw (5.44)

The second term consists of

�
N

i = 1

wi
2σ 2

ε,i

But this term becomes very small as the number of securities in the port-
folio increases. For instance, if all the residual variances are identical and
have equal weights, this second term is

��
N

i = 1

(1/N)2�σ2
ε,i

which converges to 0 as N increases. Therefore, the variance of the portfo-
lio converges to:

VaR(rp) → (w′ββ′w)σ2
m (5.45)

which depends on one factor only. This approximation is particularly use-
ful when assessing the VaR of a portfolio consisting of many stocks. It has

0
�

σ2
ε,N

. . .

. . .

σ2
ε,i

�

0

β1

�

βN
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been adopted by the Basel Committee to reflect the market risk of well-
diversified portfolios.

The actual correlations are all positive, as are those under the diago-
nal model. Although the diagonal model matrix resembles the original co-
variance matrix, the approximation is not perfect. The diagonal model
measures risk in relation to the market, and thus the correlation is driven
by exposure to the market and is different (usually lower) than the true cor-
relation. This is because the market is the only source of common variation.
Whether this model produces acceptable approximations depends on the
purpose at hand. Despite the drawback of limitation in the explanatory
power of the model given only one source of common variation, there is no
question that the diagonal model provides a considerable simplification.

5.7.3.3 Factor Models
If a one-factor model is not sufficient, better precision and more statistical
stability can be obtained with multiple-factor models. Equation (5.46) can
be generalized to K factors:

ri = αi + βi ,1ri + . . . + βi,krk + εi (5.46)

where r1, . . . , rk are factors independent of each other. In the previous
three-stock example, the covariance matrix model can be improved with a
second factor, such as the performance of the transportation industry, that
would pick up the higher correlation between two stocks. With multiple
factors, the covariance matrix acquires a richer structure:

Cov = β1β′1σ 2
1 + . . . + βkβ′kσk

2 + Dε (5.47)

The total number of parameters is (K + N × K + N), which may still be
considerably less than for the full model. With 100 assets and five factors,
for instance, the number is reduced from 5500 to 605, which is no minor
decrease.

Factor models are also important because they can help us decide on
the number of VaR building blocks for each market. Consider, for instance,
a government bond market that displays a continuum of maturities rang-
ing from one day to 30 years. The question is, how many VaR building
blocks do we need to represent this market adequately?

To illustrate, consider an equity market—say, the Swiss equity mar-
ket—and calculate the principal components for the returns of the securities
of the Swiss Mark Index (SMI). The next step is to regress in an orthogonal
space the principal components against the factors, which can best explain
the principal components (variation of returns). The principal components
are by construction orthogonal. The factors contain multicolinearity, and,
through an additional condition during the Lagrange optimization—intro-
duction of unit vectors with components summing to 1—a series of vectors
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can be estimated that provide the best explanation of diagonal terms (the
common factors, e.g., the market) and are orthogonal to each other. The re-
sults are presented in Table 5-11. Principal component 1 can be best explained
by the Euro Currency Swiss Franc 1 Month factor, explaining 42.28 percent of
the principal component. With an R2 of 15.03, the second principle compo-
nent was acceptably explained by the EFFAS Switzerland Government Bond
Index, but the result was already considerably weaker, as reflected in the cor-
responding statistics. The following factors do not fully help us understand
the return variation. However, the overall impact of such a multifactor model
is to help us understand more than we would using solely a diagonal model,
as it breaks down the common factor into several multiple factors.

Table 5-12 illustrates the relationship between the principal compo-
nents and the factors. The factor loadings of the factors to the principal com-

398 CHAPTER 5

T A B L E 5-11

Principal Component and Factor Combination

Principal
component Factor Name R2 C(p) F Value

1 ECSWF1M Euro Currency Swiss 
Franc 1 Month 0.4228 1117.36 104.73

2 DEFSWAL EFFAS Switzerland 
Government 0.1503 47.383 26.69

3 ECWGM7D Euro Currency German 
Mark 7 Days 0.0353 −23.544 5.23

4 SAPCOMP Standard & Poor’s 
500 Composite 0.0443 −10.774 6.63

5 ECWGM3M Euro Currency German 
Mark 3 Months 0.06 3.5143 9.13

6 BDBRYLD EFFAS Germany 
Benchmark Bond 0.0382 −37.938 5.67

7 DEFJPG5 EFFAS Japan 
Government 
over 5 Years 0.0598 −14.104 9.1

8 FTSE100 FTSE100 Index 0.0479 48.0762 7.19

9 DEFUSG5 EFFAS U.S. Government 
over 5 Years 0.0362 −27.495 5.73

10 DEFBDAL EFFAS Germany 
Government 0.0758 4.0806 11.72

SOURCE: Reto R. Gallati, “Empirical Application of APT Multifactor-Models to the Swiss Equity Market,” Basic Report, Zurich: Credit
Suisse Investment Research, September 1993.
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T A B L E 5-12

Correlation of Principal Components to Factors from 08/08/1988 to 03/31/1993

PRIN1 PRIN2 PRIN3 PRIN4 PRIN5 PRIN6 PRIN7 PRIN8 PRIN9 PRIN10

ECSWF1M -0.60 0.11 0.09 0.06 0.01 −0.12 0.03 0.01 0.08 0.07

DEFSWAL 0.02 0.35 −0.16 0.02 −0.12 −0.05 −0.04 −0.09 0.24 0.09

ECWGM7D −0.01 0.01 -0.13 0.08 0.07 −0.08 0.12 −0.02 0.01 0.03

SAPCOMP 0.02 −0.01 0.06 -0.21 0.07 −0.07 −0.03 −0.10 −0.02 −0.09

ECWGM3M −0.02 −0.06 0.14 0.07 -0.14 0.05 0.02 0.08 −0.04 0.05

BDBRYLD 0.00 −0.04 0.01 0.10 −0.05 -0.12 −0.03 0.05 −0.10 −0.01

DEFJPG5 −0.01 0.04 0.02 0.09 0.01 −0.09 0.21 0.04 −0.03 −0.01

FTSE100 0.04 0.15 0.03 0.12 0.02 0.12 0.06 -0.19 0.05 −0.04

DEFUSG5 −0.02 −0.01 0.04 0.05 −0.08 0.08 0.14 −0.09 -0.18 −0.05

DEFBDAL 0.00 −0.01 −0.03 0.02 0.06 −0.05 0.06 −0.01 0.05 -0.24

SOURCE: Reto R. Gallati, “Empirical Application of APT Multifactor-Models to the Swiss Equity Market,” Basic Report, Zurich: Credit Suisse Investment Research, September 1993.
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T A B L E 5-13

Risk Premiums for Multifactor Models after Burmeister/McElroy

Factors Code lj sj Skewness t Distribution Curtosis

Euro Currency ECSWF1M −0.00626 0.2082 −8.9527 2.3533 98.9352
Swiss Franc 1 Month

EFFAS Switzerland DEFSWAL −0.00025 0.0035 −0.5999 −1.8494 23.9291
Government

Euro Currency ECWGM7D −0.00416 0.1436 −4.0971 −0.3405 64.578
German Mark 7 Days

Standard & Poor’s SAPCOMP −0.0011 0.0075 −5.6272 −1.72 42.3718
500 Composite

Euro Currency German ECWGM3M −0.004559 0.0072 −10.0413 2.2423 112.749
Mark 3 Months

EFFAS Germany BDBRYLD 0.000719 0.0274 5.4124 0.308 56.2529
Benchmark Bond

EFFAS Japan Government DEFJPG5 −0.0002 0.0036 −5.1681 −0.6504 45.158
over 5 Years

FTSE100 Index FTSE100 0.00061 0.0225 0.3397 −2.1186 10.5209

EFFAS U.S. Government DEFUSG5 0.000125 0.0034 0.004 0.4298 22.3211
over 5 Years

EFFAS Germany DEFBDAL −0.00053 0.0063 −2.409 −0.9945 12.4523
Government

SOURCE: Reto R. Gallati, “Empirical Application of APT Multifactor-Models to the Swiss Equity Market,” Basic Report, Zurich: Credit Suisse Investment Research, September 1993.
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T A B L E 5-14

Correlations of SMI Securities on Excess Returns

CSH UBS RUKP WI ZUR ALU CIG CIGN ROG NES NESN SR HOL

CSH 1.00

UBS 0.72 1.00

RUKP 0.56 0.59 1.00

WI 0.55 0.59 0.72 1.00

ZUR 0.55 0.63 0.74 0.82 1.00

ALU 0.52 0.53 0.48 0.53 0.49 1.00

CIG 0.45 0.52 0.59 0.62 0.64 0.63 1.00

CIGN 0.43 0.46 0.40 0.40 0.41 0.61 0.69 1.00

ROG 0.54 0.59 0.56 0.57 0.58 0.58 0.70 0.67 1.00

NES 0.43 0.45 0.55 0.55 0.57 0.47 0.62 0.35 0.57 1.00

NESN 0.31 0.34 0.06 0.14 0.12 0.31 0.12 0.48 0.36 0.05 1.00

SR 0.36 0.50 0.37 0.44 0.41 0.40 0.50 0.43 0.51 0.38 0.30 1.00

HOL 0.45 0.47 0.44 0.42 0.43 0.53 0.51 0.49 0.52 0.38 0.28 0.45 1.00

SOURCE: Reto R. Gallati, “Empirical Application of APT Multifactor-Models to the Swiss Equity Market,” Basic Report, Zurich: Credit Suisse Investment Research, September 1993.
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T A B L E 5-15

Factor Loadings According to Multifactor Calculations for SMI, Compiled 02/14/1992

SMI TS SMI Security ECSWF1M DEFSWAL ECWGM3M FTSE100 R2 R2 Adjusted

ALU Alusuisse-Lonza BS −1.85 0.63 −0.70 0.98 28.4% 26.9%

CIG Ciba-Geigy BS −1.97 0.46 −0.67 1.40 31.6% 30.2%

CIGN Ciba-Geigy RS −1.86 0.39 −0.83 1.01 29.0% 27.4%

CSH CSHolding BS −1.92 0.54 −0.58 0.73 34.4% 33.0%

HOL Holderbank BS −1.97 0.27 0.12 0.58 35.3% 33.9%

NES Nestlé BS −2.04 0.12 −0.31 0.72 36.9% 38.6%

NESN Nestlé RS −1.67 −0.0099 −0.68 0.71 26.8% 25.2%

ROG Roche DRC −1.97 0.42 −0.49 0.57 35.6% 34.2%

RUKP Schweizer Rück PC −2.00 0.54 −0.09 0.26 32.5% 31.1%

UBS UBS BS −1.96 0.48 −0.78 0.80 37.4% 36.1%

SR Swissair BS −1.82 0.42 0.68 1.48 28.7% 27.1%

WI Winterthur BS −1.96 0.74 0.12 0.45 33.2% 31.8%

ZUR Zurich BS −1.94 0.73 −0.36 0.31 33.5% 32.1%

SOURCE: Reto R. Gallati, “Empirical Application of APT Multifactor-Models to the Swiss Equity Market,” Basic Report, Zurich: Credit Suisse Investment Research, September 1993.
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ponents are highlighted with bold numbers. In this context, the sign is not
relevant, but the absolute correlation is important. The factor sensitivity re-
flects the sign with a positive or a negative factor sensitivity (factor-beta βi).

Table 5-13 shows the risk premiums associated with this specific mul-
tifactor model. The available test lambdas confirm the selection of five in-
dices according to the risk premium from the two-stage least-squares
procedure. On a basis of the results, the selected risk factors represent so-
called priced factors, that is, factors that are rewarded with a risk premium
because they significantly influence the return on Swiss equities at the cor-
responding level. From the test statistics of the principal component analy-
sis, the risk premium, and other analysis, we can conclude that the following
four factors are of sufficient significance for use in a multifactor APT model:

1. Euro Currency Swiss Franc 1 Month
2. EFFAS Switzerland Government
3. Euro Currency German Mark 3 Months
4. FTSE100 Index

Table 5-14 displays the correlations between the securities, high-
lighting the fact that for a small market like the Swiss equity market, the
correlations between the securities can be small, offering good diversifica-
tion but requiring different approaches in the return and risk evaluation,
as the companies in the different sectors are exposed to different industry
factors and different company-specific factors.

Table 5-15 provides a summary of the results and contains the betas
of the securities to the defined factors as analyzed and evaluated in the
previous statistical procedures.

This decomposition shows that the risk of an equity portfolio can be
usefully summarized by its exposures to a limited number of factors. Dif-
ferent types of models exist, such as models that keep the factors constant
and allow tracking the same factors over time. Other models estimate the
factors on a regular basis and provide insight into the different factors as
they change over time and keep the overall explanatory power high.

5.8 PITFALLS IN THE APPLICATION 
AND INTERPRETATION OF VAR

Although VaR provides a line of defense against financial risks, it is no
panacea. Users must understand the limitations of VaR measures.

5.8.1 Event and Stability Risks

The main drawback of models based on historical data is that they assume
that the recent past is a good projection of future randomness. Even if the
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data has been perfectly fitted, there is no guarantee that the future will not
hide nasty surprises that did not occur in the past.

Surprises can take two forms: either one-time events (such as a de-
valuation or default) or structural changes (such as going from fixed to
floating exchange rates). Situations where historical patterns change
abruptly cause havoc with models based on historical data.

Stability risk can be addressed by stress testing (discussed in Section
5.6.4), which aims at addressing the effect of drastic changes on portfolio
risk. To some extent, structural changes can also be captured by models
that allow risk to change through time or by volatility forecasts contained
in options. An example of structural change is the 1994 devaluation of the
Mexican peso, which is further detailed in the following text.

In December 1994, the emerging market turned sour as Mexico de-
valued the peso by 40 percent. The devaluation was widely viewed as hav-
ing been bungled by the government, and led to a collapsing Mexican stock
market. Investors who had poured money into the developing economies
of Latin America and Asia faced large losses as the Mexican devaluation
led to a widespread decrease in emerging markets all over the world.

Figure 5-10 plots the peso-dollar exchange rate, which was fixed
around 3.45 pesos for most of 1994 and then jumped to 5.64 by mid-
December. Figure 5-11 shows the distribution of the peso-dollar exchange
rates for the same time frame. Apparently, the devaluation was widely
unanticipated, even with a ballooning current account deficit running at
10 percent of Mexico’s GDP and a currency widely overvalued according
to purchasing power parity.

This episode indicates that, especially when price controls are left in
place for long periods, VaR models based on historical data cannot cap-
ture potential losses. These models must be augmented by an analysis of
economic fundamentals and stress testing. Interestingly, shortly after the
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F I G U R E 5-10

Mexican Peso–U.S. Dollar Exchange Rate from 1993 to 1996. (Data source:
Bloomberg Professional.)
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devaluation, the Mexican government authorized the creation of currency
futures on the peso. It was argued that the existence of forward-looking
prices for the peso would have provided market participants, as well as
the central bank, with an indication of market pressures. In any event, this
disaster was not blamed on derivatives.

5.8.2 Transition Risk

Whenever there is a major change, a potential exists for errors. This ap-
plies, for instance, to organizational changes, expansion into new markets
or products, implementation of a new system, or new regulations. Since
existing controls deal with existing risks, they may be less effective during
a transition.

Transition risk is difficult to deal with because it cannot be explicitly
modeled. The only safeguard is increased vigilance in times of transition.

5.8.3 Changing Holdings

A similar problem of instability occurs when trying to extrapolate daily
risk to a longer horizon, which is of special concern to bank regulators.
As we have seen in Secs. 3.6.2 and 3.7.5.2, the typical adjustment is by a
square root of time factor, assuming constant positions. However, the
adjustment ignores the fact that the trading position might very well
change over time in response to changing market conditions. There is no
simple way to assess the impact on the portfolio VaR, but it is likely that
prudent risk management systems will decrease risk relative to conven-
tional VaR measures. For instance, the enforcement of loss limits will
gradually decrease exposure as losses accumulate. This dynamic trading
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Distribution of Mexican Peso–U.S. Dollar Exchange Rates from 1993 to 1996, In-
cluding (left) and Excluding (right) the Week Before and After the Devaluation.
(Data source: Bloomberg Professional.)
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pattern is similar to purchasing an option that has limited downside po-
tential. It is also possible, however, as Barings has demonstrated, that
traders who lose money increase their bets in the hope of recouping their
losses.

5.8.4 Problem Positions

Problem positions are in a category similar to transition. All the analytical
methods underlying VaR assume that some data is available to measure
risks. However, for some securities, such as infrequently traded emerg-
ing market stocks, private placements, or exotic currencies, meaningful
market-clearing prices may not exist.

Without adequate price information, risk cannot be assessed from
historical data (not to mention implied data). Yet, a position in these assets
will create the potential for losses that is difficult to quantify. In the ab-
sence of good data, educated stress testing appears to be the only method
to assess risks.

5.8.5 Model Risks

Most risk management systems use past history as a guide to future risks.
However, extrapolating from past data can be hazardous. This is why it is
essential to beware of the pitfalls of model risks.

5.8.5.1 Functional Form Risk
This is the purest form of model risk. Valuation errors can arise if the spe-
cific functional form selected for valuing a security is incorrect. The Black-
Scholes model, for instance, relies on a rather restrictive set of assumptions
(geometric Brownian motion, constant interest rates, and volatility). For
conventional stock options, departures from these assumptions generally
have few consequences. However, there are situations where the model is
inappropriate, such as for short-term interest rate options.

Model risk also becomes more dangerous as the instrument becomes
more complicated. Pricing CMOs requires heavy investments in the de-
velopment of models, which may prove inaccurate under some market
conditions.

5.8.5.2 Parametric Risk
Also known as estimation risk, parameter risk stems from imprecision in
the measurement of parameters. Even in a perfectly stable environment,
we do not observe the true expected returns and volatilities. Thus, some
random errors are bound to happen just because of sampling variation.

As shown in the previous chapters, the effect of estimating risk could
be formally assessed by replacing the sample estimates with values that
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are statistically equivalent. An alternative method consists of sampling
over different intervals. If the risk measures appear to be sensitive to a
particular sample period, then estimation risk may be considerable.

Estimation risk increases with the number of estimated parameters.
The more parameters that are estimated, the greater the chance that errors
will interact with each other and create a misleading picture of risk. Errors
in correlations are particularly dangerous when they are associated with
large arbitrage positions. Parsimony breeds robustness.

The problem of estimation risk is often ignored in VaR analyses.
Users should realize the fundamental trade-off between using more data,
which leads to more precise estimates, and focusing on more recent data,
which may be safer if risk changes over time.

Unfortunately, data may not be available for very long periods. For
instance, only very limited histories are available for emerging markets or
exotic currencies. This is all the more reason to remember that VaR num-
bers are just estimates.

5.8.5.3 Data Mining Risk
This is among the most insidious forms of risk. It occurs when searching
various models and reporting only the one that gives positive results. This
is particularly a problem with nonlinear models (such as neural network
or chaos models), which involve searching not only over parameter values
but also over different functional forms.

Data mining also consists of analyzing the data until some signifi-
cant relationship is found. For instance, consider an investment manager
who tries to find calendar anomalies in stock returns. The manager tries
to see whether stock returns systematically differ across months, weeks,
days, and so on. So many different comparisons can be tried that, in 1
case out of 20, we would expect to find significant results at the usual 5
percent level. Of course, the results are significant only because of the
search process, which discards nonsignificant models. Data mining risk
manifests itself in overly optimistic simulation results based on historical
data. Often, results break down outside the sample period because they
are fallacious.

Data mining risks can be best addressed by running paper portfo-
lios, where an objective observer records the decisions and checks how the
investment process performs using actual data.

5.8.5.4 Survivorship Risk
Survivorship is an issue when an investment process only considers se-
ries, markets, stocks, bonds, or contracts that are still in existence. The
problem is that assets that have fared badly are not observed. Analyses
based on current data, therefore, tend to project an overly optimistic
image or display certain characteristics.
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Survivorship effects are related to the “peso problem” in the foreign
exchange market. Before the devaluation of 1982, the Mexican peso was
selling at a large discount in the forward market (the forward price of the
peso was well below the price for current delivery). This discount ration-
ally anticipated a possible devaluation of the peso. An observer analyzing
the discount before 1982 would have concluded that the market was inef-
ficient. The failure, however, was not that of the market, but rather of the
observer, who chose a sample period in which the data did not reflect any
probability of a devaluation.

More generally, unusual events that have a low probability of occur-
rence but that may have severe effects on prices, such as wars or national-
izations, are not likely to be well represented in samples, and may be
totally omitted from survivorship series. Unfortunately, these unusual
events are very difficult to capture with conventional risk models.

5.8.6 Strategic Risks

As explained in Chapter 1, VaR can help to measure and control financial
risk. However, it is impotent in the face of strategic risks that pose a chal-
lenge to corporations. Strategic risks are those resulting from fundamental
shifts in the economy or political environment. One such example is the
story of Bankers Trust, which before 1994 was widely admired as a leader
in risk management, but became a victim of the backlash against deriva-
tives. (See analysis of case studies in Section 6.1.) The derivatives market
has been subject to political and regulatory risks, which are part of the
menagerie of strategic risks affecting corporations either at the firm or the
industry level.

Political risks arise from actions taken by policy makers that signifi-
cantly affect the way an organization runs its business. These policies may
impose limitations on the use of derivatives, thus negatively affecting the
profitability of many firms involved in that market. It is perhaps in re-
sponse to these threats that the private sector has come up with initiatives
to address the issue of measuring market risks.

Regulatory risks are the result of changes in regulations or interpreta-
tion of existing regulations that can negatively affect a firm. For instance, as
a result of the Bankers Trust case, the Commodities and Futures Trading
Commission (CFTC) and the Securities and Exchange Commission (SEC)
have extended their jurisdiction over market participants by declaring
swaps to be “futures contracts” and “securities,” respectively. This has al-
lowed the CFTC to classify Bankers Trust as a commodity trading advisor
subject to specific statutes. Another example is recent guidelines by federal
bank regulators prohibiting the sale of certain types of structured notes to
money market mutual funds, small savings institutions, and community
banks.
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5.8.7 Time Aggregation

If return is seen as the first derivative (momentum) of an asset, risk can be
considered as a derivative of return and thus the second derivative (mo-
mentum) of the asset. It is important to understand what role time plays in
this calculation.

Computing VaR first requires defining the period of time during
which unfavorable outcomes can be measured. This period may be hours,
days, or weeks. The time horizon is different depending on the purpose of
the information. For an investment manager, it may correspond to the reg-
ular monthly or quarterly reporting period. For a trader, the horizon
should be sufficiently long to catch traders taking positions in excess of
their limits. Regulators are now leaning toward enforcing a horizon of two
weeks, which is viewed as the period necessary to force bank compliance.

To compare risk across horizons, we need a translation method, a
problem known in econometrics as time aggregation. Suppose we observe
daily data, from which we obtain a VaR measure. Using higher-frequency
data is generally more efficient because it uses more information. The in-
vestment horizon, however, may still be three months. The distribution
for daily data must now be transformed into a distribution over a quar-
terly horizon. If returns are uncorrelated over time (or behave like a ran-
dom walk), this transformation is straightforward.

Rt,2 = ln � �
= ln � � + ln � �
= Rt − 1 + Rt (5.48)

The problem of time aggregation can be traced to the problem of
finding the expected return and variance of a sum of random variables.
From Equation (5.48), the two-period return (from t − 2 to t) Rt,2 is equal to
Rt − 1 + Rt, where the subscript 2 indicates that the time interval is two peri-
ods. Following a Brownian motion, we know that:

E(X1 + X2) = E(X2) (5.49)

and

σx1 + x2 = σx1 + σx2 + 2σx1, x2 (5.50)

Expressed formally, a variable z (X1 − Xn) follows a Wiener process if
it has the following two properties. First, the change ∆z during a small pe-
riod of time ∆t is:

Pt − 1
�
Pt − 2

Pt
�
Pt − 1

Pt
�
Pt − 2
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∆z = ε�∆t� (5.51)

where ε is a random drawing from a standardized normal distribution
N(0,1). Second, the values of ∆z for any two different short intervals of
time ∆t are independent.

It follows from the first property that ∆z itself has a normal distribu-
tion with:

Mean of ∆z = 0

Standard deviation of ∆z = �∆t� (5.52)

Variance of ∆z = ∆t

The second property implies that z follows a Markow process. Con-
sider the increase in the value of z (distance between two observations)
during a relatively long period of time T. This can be denoted by z(T) − z(0)
and can be regarded as the sum of the increases in z in N small time inter-
vals of length ∆t, where:

N = (5.53)

It follows that:

z(T) − z(0) = �
N

i = 1

εi �∆t� (5.54)

where εi (i = 1,2, . . . ,N) are random drawing from N(0,1). From the second
property of the Wiener processes, the εi values are independent of each
other. It follows from Equation (5.54) that z(T) − z(0) is normally distrib-
uted with:

Mean of [z(T) − z(0)] = 0

Standard deviation of [z(T) − z(0)] = N∆t = T (5.55)

Variance of [z(T) − z(0)] = �T�

This is consistent with the discussion earlier in this section in regard
to time aggregation of the expected return and variance of a sum of ran-
dom variables.

The key assumption has to be verified to allow a straightforward ap-
plication of time aggregation: to aggregate over time, we assume that re-
turns are uncorrelated over any successive time intervals, following a
Brownian motion. This assumption is consistent with efficient markets,

T
�
∆t
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where the current price includes all relevant information about a particu-
lar asset at any time. If so, all price changes must be due to news that, by
definition, cannot be anticipated and therefore must be uncorrelated over
time: prices follow a random walk. The cross-product term σx1,x2 must then
be 0. In addition, we could reasonably assume that returns are identically
distributed over time, which means that E(Rt − 1) = E(Rt) = E(R) and that
σ(Rt − 1) = σ(Rt) = σ(R).

Based on these two assumptions, the expected return over a two-
period horizon is E(Rt,2) = E(Rt − 1) + E(Rt) = 2E(R). The variance is σ(R1,2) =
σ(Rt − 1) + σ(Rt) = 2σ(R). The expected return over two days is twice the ex-
pected return over one day; likewise for the variance. Both the expected
return and the variance increase linearly with time. However, volatility, in
contrast, grows with the square root of time. In summary, to go from daily,
monthly, or quarterly data to annual data, we can write:

µ = µannualT (5.56)

σ = σannual �T� (5.57)

where T is the number of periods over the time horizon, usually in frac-
tions relative to one year (e.g., 1⁄12 for monthly data or 1⁄252 for daily data if
the number of trading days in a year is 252). Therefore, adjustments of
volatility for different horizons can be based on a square root of time fac-
tor when positions are constant over time.

As an example, let us go back to the German mark–U.S. dollar rate
data that we wish to convert to annual parameters. The mean of changes is
−0.21% per month × 12 = −2.6% per annum. The risk is 3.51% per month ×
√12 = 12.2% per annum.

Table 5-16 compares the risk and average return for a number of fi-
nancial series measured in percent per annum over the period from 1973
to 1994. Stocks are typically the most volatile of the lot (15 percent). Next
come exchange rates against the dollar (12 percent) and U.S. bonds (9 per-
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T A B L E 5-16

Risk and Return, 1973 to 1994 (Percent per Annum)

German French Canadian Yen–
Mark–U.S. Franc– Dollar–U.S. U.S. U.S. U.S.

Volatility Dollar German Mark Dollar Dollar Stocks Bonds

Volatility 12.2 4.9 4.5 11.1 15.4 8.7

Average −2.6 3.6 17 −4.4 11.1 8.6

Gallati_05_1p_j.qxd  2/27/03  9:14 AM  Page 411



cent). Some currencies, however, are relatively more stable. Such is the
case for the French franc versus the German mark, which have been fixed
to each other since March 1979.

Keep in mind that since the volatility grows with the square root of
time and the mean with time, the mean will dominate the volatility over
long horizons. Over short horizons, such as a day, volatility dominates.
This provides a rationale for focusing on measures of VaR based on
volatility only and ignoring expected returns. It also provides a rationale
for analyzing the appropriateness of time horizon assumptions between
different risk models. Whereas market risk information is readily avail-
able in different frequencies and formats, credit risk information is diffi-
cult to receive on a broad basis. This means that any data quality issue or
low data frequency will lead to return information that contains errors. Er-
rors will be maximized by any transformation through multiplication
with the square root of time to adjust volatility from short to long time
horizons.

To illustrate this point, consider an investment in U.S. stocks that, ac-
cording to Table 5-16, returns an average of 11.1 percent per annum with a
risk of 15.4 percent. Table 5-17 compares the risks and average returns of
holding a position over successively shorter intervals, using Equations
(5.56) and (5.57). Going from annual to daily and even hourly data, the
mean shrinks much faster than the volatility. Based on a 252-trading-day
year, the daily expected return is 0.04 percent—very small compared to
the volatility of 0.97 percent.

Table 5-17 can be used to infer the probability of a loss over a given
measurement interval. For annual data, this is the probability that the re-
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T A B L E 5-17

Risk and Return over Various Horizons Based on Average Volatility 
for S&P 500 Index from July 1989 to July 2001

Years Mean Risk Ratio Probability
Horizon T m s m/s of Loss (%) Scales

Annual 1.0000 11.1000 15.8481 0.7004 24.18 1

Quarterly 0.2500 2.7750 7.920 0.3502 36.31 4

Monthly 0.0833 0.9250 4.5750 0.2022 41.99 12

Weekly 0.0019 0.2135 2.1977 0.0971 46.13 52

Daily 0.0040 0.0440 0.9083 0.0441 48.24 252

Hourly 0.0005 0.0052 0.3424 0.0151 49.40 8.5

DATA SOURCE: Bloomberg Professional.
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turn, distributed N(µ = 11.1%, σ2 = 15.4%2), falls below 0. Transforming to a
standard normal variable, this is the probability that ε = (R − 0.111)/0.154
falls below 0, which is the area to the left of the standard normal variable 
−0.111/0.154 = −0.7208. From normal tables, we find that the area to the left
of 0.7208 is 23.6 percent. Thus, the probability of losing money over a year is
23.6 percent, as shown in the last column of Table 5-17. In contrast, the prob-
ability of losing money over one day is 48.2 percent, which is much higher!

This observation is sometimes interpreted as support for the con-
ventional wisdom that stocks are less risky in the long run than over a
short horizon. Unfortunately, this is not necessarily correct, since the dol-
lar amount of the loss also increases with time.20 The statistical tools nec-
essary to compute VaR are discussed in the next section.

5.8.8 Predicting Volatility and Correlations

The volatility of financial markets and instruments can be observed and is
to a certain extent predictable, which has substantial impact on risk man-
agement. Increasing volatility will lead to higher VaR. However, the obser-
vation and estimation of volatility do not follow a linear projection from
the past into the future. Reviewing some historical time series regarding
the stability of risk, it becomes obvious that the risk profile changes over
time. For exchange rates this is intuitively obvious, as regime changes im-
pact the risk profile. For example, return patterns changed dramatically
after President Richard Nixon ended the 1944 Bretton-Woods agreement
on August 15, 1971, declaring that the U.S. government no longer sup-
ported the gold-dollar exchange rate at $35 per fine ounce. On March 16,
1973, the exchange rates of the industrialized countries became free-
floating. Bond yields were also more volatile and had a different risk pro-
file in the early 1980s, as the creation of Brady bonds was a driving factor
to eliminate systemic and counterparty risk. These examples demonstrate
structural changes to risk. As a consequence, investors have to review their
portfolios to reduce their exposures to those assets whose volatility is pre-
dicted to increase. Also, forecasted volatility means that assets directly de-
pendent on volatility, such as derivatives, will change in value in a
predictable fashion. Additionally, in a rational market, equilibrium prices
will be affected by changes in volatility. A better understanding of the risk
profiles, and thus the volatilities, enables participants in the market to bet-
ter predict changes in volatility, diversification, exposures, and hedges, and
thus to better control financial market risks.

Figure 5-12 shows return and volatility data over several years and
different time series. Several periods are of particular interest: the Asian
crisis, starting in July 1997; the Russian crisis in September/October 1998;
and the technology, media, and telecommunications (TMT) sectors crisis
in April 2000. 1998 was particularly tumultuous—the Russian crisis was
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linked to LTCM hedge fund speculation on the narrowing of bond spreads
in Russia, which increased volatility dramatically. April 2000 was another
interesting period, as the TMT sectors abruptly downturned after almost
10 years of uninterrupted growth. The following sections discuss tech-
niques of estimating and forecasting variation in risk and correlations.

5.8.9 Modeling Time-Varying Risk

5.8.9.1 Risk Around Mean and Fat Tail Events
To illustrate our point, we will use the S&P 500, the FTSE, and the Nasdaq
to analyze the risk profiles and changes over time. In Figure 5-12 the S&P
500 index returns are displayed from July 1989 to July 2001. The period
from 1990 to 1996 was fairly typical, with mostly narrow trading ranges
and some wide swings. The years 1994 to 1996 were characterized by a
steady upside in the equity markets with narrow volatilities, following the
unexpected increase in lending rates by the Federal Reserve in February
1994. The result was increased volatilities and a bad year for the fixed in-
come market with steady inflows to the equity market. The average
volatility from 1994 to 1996 was 9.5 percent (using a 252-trading day ad-
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F I G U R E 5-12

S&P 500 Index Returns from July 1989 to July 2001. (Data source: Bloomberg
Professional.)
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justment). Volatility was not constant over time. More important is that
the time variation in risk could explain the fact that the empirical distri-
bution of return does not fit a normal distribution. The empirical distribu-
tion is better explained by a leptokurtotic distribution than a normal
distribution, as we will see later.

The fat tails are of particular interest because the deviation of the em-
pirical profile from the normal distribution profile causes issues with risk
modeling, hedging, etc. (see Figure 5-13). Two obvious alternative hy-
potheses can explain fat tails:

1. The first explanation is that the true distribution is stationary
and the empirical return distribution contains fat tails. In this
case a normal distribution approximation is inappropriate.

2. The alternative view is that the distribution does change over
time. Consequently, in times of increased volatilities in the mar-
kets, a stationary model could measure large observations as
outliers, whereas they are really drawn from a distribution with
temporarily greater dispersion.

In reality, both explanations carry some truth. This is why forecast-
ing volatility is particularly critical for risk management. In the following
section, we will focus on traditional approaches based on parametric time
series modeling.21

5.8.9.2 Moving Averages
A very simple but widely employed method is to use a moving window of
fixed length to estimate volatility. For instance, a typical length is 20 trad-
ing days (about a calendar month) or 60 trading days (about a calendar
quarter).
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Distribution of the Nasdaq Index Returns for 2000, 1999, and 1998 (left to right). (Data
source: Bloomberg Professional.)
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Assuming that we observe returns r over n days, this volatility esti-
mate is constructed from a moving average (MA):

σ = 	�

� �
n

i = 1

r2
t
 − 1
 (5.58)

σ = 	�

� �
N

i = 1

(r
n − r�)2
 (5.59)

In Equation (5.58), we focus on absolute returns instead of returns
around the mean. The second approach (Equation 5.59) includes the ex-
pected returns for the volatility estimation. We will use the second ap-
proach for the following calculations.

Each day, the volatility forecast is updated by adding information
from the preceding day and dropping information from (n + 1) days ago. All
weights on past returns are equal and set to (1/n). While simple to imple-
ment, this model has serious drawbacks. Most important, it ignores the dy-
namic ordering of observations. Recent information receives the same
weight (importance) as older information, but recent data should intuitively
be more relevant. For example, if there was a large return n days ago, drop-
ping this return as the window moves one day forward will substantially af-
fect the volatility estimate. As a result, moving average measures of
volatility tend to look like levels of width n when plotted against time.

Figure 5-14 displays 20-day and 60-day moving averages for the S&P
500 index changes. Movements in the 60-day average are much more stable
than those in the 20-day average. This is understandable, because longer pe-
riods decrease the weight of any single day. But is the longer time horizon
adding value? Longer periods increase the precision of the estimate but could
miss underlying variation in volatility. The answer to this question is left open
to the investor, depending on his or her time horizon and other parameters.

5.8.9.3 GARCH Estimation
As mentioned earlier, longer periods increase the precision of the estimate
but could miss underlying variation in volatility. This is why volatility 
estimation has moved toward models that put more weight on recent 
information. One of the first approaches to modeling volatility with a
time-dependent component was the generalized autoregressive hetero-
skedastic (GARCH) model proposed by Engle and Bollerslev.22

The GARCH approach assumes that the variance of returns follows a
predictable process. The forecasted conditional variance depends on the lat-
est observation but also on the previous conditional variance. Define h as
the conditional variance, using information up to time t − 1, and rt − 1 as the
previous day’s return. The simplest such model is the GARCH (1,1) process:

ht = α0 + α1r2
t − 1 + βht − 1 (5.60)

1
�
n

1
�
n
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The average unconditional variance is found by setting

E[r2
t − 1] = ht = ht − 1 = h (5.61)

Solving for h, we find:

h = (5.62)

For this model to be stationary, the sum of parameters α1 + β must be
less than unity. This sum is also called the persistence, for reasons that will
become clear later on. This specification provides a parsimonious model,
with few parameters, that seems to fit the data quite well.23

GARCH models have become a mainstay of time series analyses of
financial markets, which systematically display volatility clustering. Liter-
ally hundreds of papers have applied GARCH models to stock return
data,24 to interest rate data,25 and to foreign exchange data.26 Econometri-
cians have also created many variants of the GARCH model, most of
which provide marginal improvement on the original GARCH model. A
comprehensive review of the GARCH literature has been generated by

α0
��
1 − α1 − β
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Moving Average (MA) Volatility Forecasts for Mexican Peso–U.S. Dollar Foreign 
Exchange. (Data source: Bloomberg Professional.)
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Bollerslev, Chou, and Kroner.27 The drawback of GARCH models is their
nonlinearity. The parameters mentioned earlier must be estimated regu-
larly by maximization of the likelihood function, which involves a numer-
ical optimization. Typically, researchers assume that the scaled residual

εt =

has a normal distribution.
The GARCH approach provides other interesting features. The re-

turns r can be serially uncorrelated but are not independent as they are
nonlinearly related through second moments. This class of models is also
related to chaos theory. Recent work has revealed that many financial
prices display chaotic properties. Often, the nonlinearities behind chaos
theory can be traced to the time variation in variances. The GARCH mod-
els can explain some of the reported chaotic behavior of financial markets.

Figure 5-15 shows the GARCH forecast of volatility for the S&P 500
index changes. It shows increased volatility from fall 1996 on. Afterward,
volatility spikes upward during the Asian crisis in summer 1997, the Rus-

rt
�
�ht�
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GARCH Volatility Forecast for the S&P 500 Index. (Data source: Bloomberg 
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sian crisis in September/October 1998, and the TMT meltdown in April
2000 and the months following. A simple Autoregressive Integrated Mov-
ing Average (ARIMA) test run on the S&P index (Figure 5-16) shows that
the assumption of stable volatility is closer to an acceptable level (p value
≥ 0.05) in the years until 1996. After 1996, the p values show clearly unac-
ceptable low levels.

The practical application of this information is illustrated in Figure
5-17, which shows daily returns along with conditional 95 percent confi-
dence bands. This model appears to adequately capture variation in risk.
Most of the returns fall within the 95 percent band. The few outside the
bands correspond to the remaining 5 percent of occurrences.

5.8.9.4 Long-Horizon Forecasts
The GARCH approach can also be used to compute volatility over various
time horizons. We assume that the volatility is estimated based on daily
information. To compute a monthly volatility, we first decompose the
multiperiod (geometric) return into daily returns as in Equation (5.63):
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Rt,2 = ln � � = ln � � + ln � � = Rt − 1 + Rt (5.63)

Thus:

rt,T = rt + rt + 1 + rt + 2 + . . . + rT (5.64)

If returns are uncorrelated across days, the long-horizon variance as
of t − 1 is:

Et − 1 [rt,T] = Et − 1 [r t
2] + Et − 1 [r 2

t + 1] + Et − 1 [r 2
t + 2] + . . . + Et − 1 [r 2

T] (5.65)

After some transformation, the forecast of variance τ days ahead is:

Et − 1 [r2
t + τ] = α0 + (α1 + β)τ ht (5.66)

Figure 5-18 displays the effect of different persistence parameters 
α1 + β on the variance. We start from the long-run value for a given vari-
ance, 0.5. Then a shock moves the conditional variance to twice its value,

1 − (α1 + β)τ

��
1 − (α1 + β)

Pt − 1
�
Pt − 2

Pt
�
Pt − 1

Pt
�
Pt − 2
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1.0. High persistence means that the shock will decay slowly. For instance,
with a persistence of 0.986, the conditional variance is still 0.90 after 20
days. With a persistence of 0.8, the variance drops very close to its long-
run value only after 20 days. The dots on each line represent the average
daily variance over the following 25 days. High persistence implies that
the average variance will remain high.

The parabolic shape of the behaving persistence parameters looks
very similar to the cone of forecasted volatilities using the VaR estimates
as calculated with the RiskMetrics approach (see Figure 5-19).

5.8.10 The RiskMetrics Approach

RiskMetrics takes a pragmatic approach to modeling risk.28 Variance fore-
casts are modeled using an exponential weighting schema. Formally, the
forecast for time t is a weighted average of the previous forecast, using
weight λ (Equation 5.67), and of the latest squared innovation, using
weight (1 − λ) (Equation 5.68):
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σ = 	
 �
T

t = 1

(rt
 − r�)2
 (5.67)

σ = 	(1 − λ)
�
T

t = 1

λt
− 1 (rt −
 r�)2
 (5.68)

In comparing the two estimators (equal and exponential), the ex-
ponentially weighted moving average model depends on the parameter
0 < λ < 1.

The λ parameter is called the decay factor, and must be less than unity.
It determines the relative weights that are applied to the observations (re-
turns) and the effective amount of data used in estimating volatility. This
model can be viewed as a special case of the GARCH process, where α0 is
set to 0 and α1 and β sum to unity. The model therefore allows for persis-
tence. As shown in Figure 5-20, it appears to produce results that are very
close to those achieved with the GARCH model.

1
�
T
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S&P 500 Returns and VaR Estimates (1.65σ) (Source: J. P. Morgan, RiskMetrics
Technical Document,” 4th ed., New York: J. P. Morgan, December 1996, chart 5.4.
Copyright © 1966 by Morgan Guaranty Trust Company, all rights reserved. Re-
production with permission of RiskMetrics Group, LLC.)
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A particularly interesting feature of the exponentially weighted esti-
mator is that it can be written in a recursive form, which, in turn, will be
used as a basis for making volatility forecasts. In order to derive the re-
cursive form, it is assumed that an infinite amount of data is available. For
example, assuming that the sample mean is zero, we can derive the period
t + 1 variance forecast, given data available at time t (one day earlier) as:

σ2
1,t + 1|t = λσ2

1,t − 1|t + (1 − λ) r 2
1, t (5.69)

The one-day RiskMetrics volatility forecast is given by:

σ1,t + 1|t = �λσ2
1,t − 1�|t + (1�− λ) r2

1�,t� (5.70)

The subscript t + 1|t is read “the time t + 1 forecast given information
up to and including time t.” The subscript t − 1 1|t is read in a similar fash-
ion. This notation underscores the fact that RiskMetrics is treating the
variance (volatility) as time dependent. The fact that this period’s variance
forecast depends on last period’s variance is consistent with the observed
autocorrelation in squared returns. The volatility is given by:
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a exp(t)

F I G U R E 5-20

Mean Reversion for the Variance (Source: J. P. Morgan, RiskMetrics Technical
Document,” 4th ed., New York: J. P. Morgan, December 1996, chart 5.9. Copy-
right © 1996 by Morgan Guaranty Trust Company, all rights reserved. Reproduc-
tion with permission of RiskMetrics Group, LLC.)
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σ2
1,t + 1|t = (1 − λ) �

�

i = 0

λir2
1,t − 1

= (1 − λ)(r2
1,t + λr2

1,t − 1 + λ2r2
1,t − 2 + . . .)

= (1 − λ)r2
1,t + λ(1 − λ)(r2

1,t − 1 + λr2
1,t − 1 + λ2r2

1,t − 2 + λ2r2
1,t − 3)

= λσ2
1,t − 1|t + (1 − λ)r2

1,t (5.71)

The exponential approach is particularly easy to implement because
it relies on one parameter only and thus is more robust than other models
to estimation error. In addition, as was the case for the GARCH model, the
estimator is recursive; the forecast is based on the previous forecast and
the latest innovation. The whole history is summarized by one number, 
ht − 1. This is in contrast to the moving average, for example, where the last
n returns must be used to construct the forecast.

The only parameter in this model is the decay factor λ. In theory, this
could be found by maximizing the likelihood function, but in practice, this
would be a daunting task to perform every day for all the time series in the
RiskMetrics database. In the original technical document, the analysis has
been performed on a basic set of core data based on 450 time series. An op-
timization has other shortcomings. The decay factor may vary across se-
ries and over time, thus decreasing consistency over different periods. In
addition, different values of λ create incompatibilities for the covariance
terms and may lead to coefficients of correlation greater than unity, as we
will see later. In the original document, RiskMetrics uses only one decay
factor for all series, which is set at 0.94 for daily data. However, RiskMet-
rics currently computes stress testing and VaR based on approximately
500,000 time series from the DataMetrics platform and allows users to de-
fine any combination of decay factors, lookback periods, and time hori-
zons, which reflects the underlying data better than the original simplified
framework. This document also outlines how risk is computed at different
levels of aggregation (from subposition through the entire portfolio) and
discusses the various methodologies used (Monte Carlo simulations, his-
torical simulations, etc.).29

RiskMetrics also provides risk forecasts over monthly horizons, de-
fined as 25 trading days. In theory, the exponential model should be used
to extrapolate volatility over the next day, then the next, and so on until
the 25th day, as was done previously for the GARCH model (see Figure 
5-21). The persistence parameter for the exponential model is unity. There-
fore, it is based on the assumption that there is no mean reversion and the
monthly volatility should be the same as the daily volatility. In practice,
the estimator is identical to the exponentially weighted estimator at the
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beginning of this section, except that it defines innovations as the 25-day
variance. After experimenting with the data, J. P. Morgan chose λ = 0.97 as
the optimal decay factor. Therefore, the daily and monthly specifications
are inconsistent with each other. However, they are both easy to use, they
approximate the behavior of actual data quite well, and they are robust to
misspecifications.

5.8.11 Modeling Correlations

Correlation is of unquestionable importance for portfolio risk—even more
so than individual variances. To illustrate the estimation of correlation, we
pick two series: the S&P 500 index and the FTSE 100 index.

Over the period from 1996 to 1998, the average daily correlation co-
efficient [MA(60)] was 0.333. However, we should expect some variation
in the correlation coefficient because this time period covers the Asian cri-
sis and the Russian/LTCM crisis. The average correlation was 0.162 in
1995, 0.249 in 1996, 0.305 in 1997, and 0.331 in 1998. As in the case of vari-
ance estimation, various methods can be used to capture time variation in
correlation: moving average, GARCH, and exponential.
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5.8.11.1 Moving Averages
The first method is based on moving averages (MAs), using a fixed win-
dow of length n. Figure 5-22 presents estimates based on an MA(20) and
MA(60). Correlations for the MA(20) start around 0.4 and move between
0.65 and −0.1 until March 1998, when correlation hits a low of −0.45, mov-
ing back to 0.7. The correlation falls from 0.76 at the end of January 1999 to
−0.34 by April 21, 1999. As can be seen in the figure, the MA(60) follows
with some lag and averaging of the swings. These estimates are subject to
the same criticisms as before. Moving averages place the same weight on
all observations within the moving window and ignore the fact that more
recent observations may contain more relevant information than older
ones. In addition, dropping observations from the window sometimes has
severe effects on the measured correlation.

5.8.11.2 Exponential Averages
In theory, GARCH estimation could be extended to a multivariate frame-
work. The problem is that the number of parameters to estimate increases
exponentially with the number of series. With two series, for instance, we
need to estimate nine terms, or three α1, α0, and β parameters for each of
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the three covariance terms. For larger samples of securities, this number
quickly becomes unmanageable.

The RiskMetrics approach is convincing in its simplicity. Covari-
ances are estimated, much like variances, using an exponential weighting
scheme:

h12,t = λh12,t − 1 + (1 − λ)r1,t − 1r2,t − 1 (5.72)

As before, the decay factor λ is arbitrarily set at 0.94 for daily data
and 0.97 for monthly data. The conditional correlation is then:

ρ12,t = (5.73)

Figure 5-23 displays the time variation in the correlation between the
S&P 500 index and the FTSE 100 index. The pattern of movements in cor-
relations does not seem too different from the MA model, plotting some-
where between the MA(20) and MA(60).

h12,t
�
�h1,th2,t�
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Note that the reason why J. P. Morgan decided to set a common fac-
tor λ across all series is to ensure that all estimates of ρ are between −1 and
1. Otherwise, there is no guarantee that this will always be the case.

5.8.11.3 Crashes and Correlations
It is intuitively obvious that low correlations help reduce portfolio risk. It
is often argued that correlations increase in periods of global turbulence.
Such an observation is particularly worrisome, because increasing corre-
lations occurring at a time of increasing volatility would defeat the diver-
sification properties of portfolios. Measures of VaR based on historical
data tend to seriously underestimate the actual risk of failure because both
risk and correlation are understated. This double blow could well lead to
returns that are far outside the range of forecasts.

Indeed, we expect the structure of the correlation matrix to depend on
the type of shocks affecting the economy. Global factors, such as the oil crises
and the Gulf War, create increased turbulence and increased correlations. For
instance, Longin and Solnik30 examined the behavior of correlations among
national stock markets and found that correlations typically increase by 27
percent (from 0.43 to 0.55) in periods of high turbulence. Assuming a large
portfolio (where risk is proportional to �ρ�), this implies that VaR should be
multiplied by a factor of √(0.55/0.43) = 1.13. Thus, based solely on the corre-
lation effect, VaR measures could underestimate true risk by 13 percent.

The extent of bias, however, depends on the sign of positions. Higher
correlations are harmful to portfolios with only long positions, as is typi-
cal of equity portfolios. In contrast, decreasing correlations are dangerous
for portfolios with short sales.

Perhaps these discomforting results explain why regulators impose
large multiplicative factors on internally computed VaR measures. But
these observations also point to the need for stress simulations to assess
the robustness of VaR measures to changes in correlations.

Using Option Data
Measures of value at risk are only as good as the quality of forecasts of risk
and correlations. Historical data, however, may not provide the best avail-
able forecasts of future risks. Situations involving changes in regimes, for
instance, are simply not reflected in recent historical data. This is why it is
useful to turn to implied forecasts contained in the latest market data.

5.8.11.4 Implied Volatilities
An important function of derivatives markets is arbitrage discovery. De-
rivatives provide information about market clearing prices, which in-
cludes the discovery of volatility. Options are assets whose prices are
influenced by a number of factors, all of which are observable save for the
volatility of the underlying price. By setting the market price of an option
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equal to its model value, one can recover an implied volatility.31 Similarly,
implied correlations also can be derived from triplets of options, using, for
instance, the Margrabe pricing model.32

Correlations are also implicit in so-called quanto options, which also
involve two random input variables. For instance, a quantity-adjusted op-
tion would be an option struck on a foreign stock index where the foreign
currency payoff is translated into dollars at a fixed rate. The valuation for-
mula for such an option also involves the correlation between two sources
of risk. Thus, options can potentially reveal a wealth of information about
future risks and correlations.

If options markets are efficient, the implied volatility should provide
the market’s best estimate of future volatility. However, options trading
means taking volatility bets. Expressing a view on volatility has become so
pervasive in the options markets that prices are often quoted in terms of
bid-ask volatility. As options reflect the market consensus about future
volatility, there are sound reasons to believe that options-based forecasts
should be superior to historical estimates.

The empirical evidence indeed points to the superiority of options
data. An intuitive way to demonstrate the usefulness of options data is to
analyze the Russian crisis in September to October 1998. Figure 5-24 com-
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pares volatility forecasts during 1992, including those implied from S&P
500 index options and a moving average with a window of 60 days. It is in-
tuitively obvious that the implied volatility immediately picks up the be-
havior of the market and reflects the expected volatility to justify current
market conditions. As options traders rationally anticipated greater turbu-
lence, the implied volatility was much more useful than time series models.

5.8.11.5 Conclusions
The empirical evidence shows that options contain a wealth of information
about price risk that is generally superior to time-series models. This find-
ing is particularly useful in times of stress, when the market has access to
current information that is simply not reflected in historical approaches.
The drawback of option-implied parameters is that the volume and range
of traded options is not sufficiently wide to cover the volatility of all essen-
tial financial prices. As more and more options contracts and exchanges are
springing up all over the world, traded options data is more readily avail-
able. Historical data provides a backward-looking alternative.

The options-based credit model detailed in Section 5.8.11.4 high-
lights the advantages of an options-based approach:

• Using implied volatilities, the options-based model is forward
looking and can be applied in a similar context as the market
risk–based options model regarding time horizon.

• The options model does not necessarily require a mean variance
normal distribution. Nonlinearity of the underlying asset is
captured with an options-based approach for market and credit
risk. Operational risk issues can be approached and covered in a
similar manner, based on the evaluation of the implied volatility
required to calculate the operational risk premium for the
historical operational losses as captured through a historical
operational risk database.

5.9 LIQUIDITY RISK

The approaches for market risk management under normal conditions tra-
ditionally have focused on the distribution of portfolio value changes re-
sulting from moves in the midprice. Under this assumption, market risk is
really in a “pure” form: risk in an idealized market with no “friction” in ob-
taining a fair price. However, many markets possess an additional liquid-
ity component that arises from a trader not realizing the midprice when
liquidating a position, but rather the midprice minus the bid-ask spread.

We argue that liquidity risk associated with the uncertainty of the
spread, particularly for thinly traded or emerging market securities under
adverse market conditions, is an important part of overall risk and therefore

430 CHAPTER 5

Gallati_05_1p_j.qxd  2/27/03  9:14 AM  Page 430



an important component and a critical assumption of modeling. The current
regulative conceptual approach to measuring market risk does not consider
liquidity risk explicitly. Approaches have been developed for modeling li-
quidity risk that can be easily and seamlessly integrated into standard VaR
models.33 The BIS is inadvertently monitoring liquidity risk, but by not
modeling it explicitly and therefore capitalizing against it. Therefore, banks
will be experiencing surprisingly many violations of capital requirements,
particularly if their portfolios are concentrated in emerging markets. The
crash in October 1998 has shown the impact of inadequate liquidity in Rus-
sian bonds and the supposed adequacy of quantitative models.

Portfolios are usually marked to market at the middle of the bid-offer
spread, and many hedge funds used models that incorporated this assump-
tion. In late August, there was only one realistic value for the portfolio: the
bid price. Amid such massive sell-offs, only the first seller obtains a reason-
able price for its security; the rest lose a fortune by having to pay a liquidity
premium if they want a sale. . . . Models should be revised to include bid-
offer behavior.34

The turmoil in the capital markets in October 1998 led experts and
laymen alike to cast liquidity risk in the role of the culprit. Inexperienced
and sophisticated players alike were caught by surprise when markets
dried up. Unsurprisingly, the first to go were the emerging markets in
Asia, and, more recently, in Russia. Then the crisis spilled over into the
U.S. corporate debt market, which was indeed much more surprising. One
of the most famous victims of the 1998 liquidity crisis was Long Term Cap-
ital Management (LTCM). Spreads appeared to widen out of the blue; but
this could have been predicted. More generally, it is a well-acknowledged
fact that the standard VaR concept used for measuring both market and
credit risk for tradable securities lacks a rigorous treatment of liquidity
risk. At best, the risk for large illiquid positions is adjusted upward in an
ad hoc fashion by utilizing a longer time horizon in the calculation of VaR
that at best is a subjective estimate of the likely liquidation time of the po-
sition. But this holding period adjustment is usually carried out using the
square root of time scaling of the variances and covariances rather than a
recalculation of variances and covariances for the longer time horizon.35

The combination of the recent rapid expansion of emerging market
trading activities and the recurring turbulence in those markets has
pushed liquidity risk to the forefront of market risk management research.
New work in asset pricing has demonstrated how liquidity as a driving
factor in risk measurement plays a key role in security valuation and opti-
mal portfolio choice by effectively imposing endogenous borrowing and
short-selling constraints, as argued by Longstaff.36

Liquidity also plays a major role in transaction costs, as trades of large
illiquid positions typically execute at a price away from the midprice.
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BARRA’s Market Impact Model and other such models quantify the market
impact cost, defined as the cost of immediate execution, for establishing and
liquidating large positions. Jarrow and Subramanian consider the effect of
trade size and execution lag on the liquidation value of the portfolio,37 pro-
posing a liquidity-adjusted VaR measure that incorporates a liquidity dis-
count, volatility of the liquidity discount, and volatility of the time horizon
to liquidation. Although this concept is attractive, there is no available data
or procedure to measure the model parameters such as mean and variances
for quantity discounts or execution lags for trading large blocks.

Illiquidity can arise from different sources. Conceptually we have to
distinguish between risk caused by uncertainty in asset returns and risk
due to liquidity constraints. The breakdown of liquidity risk allows a dis-
tinction between exogenous liquidity risk, which is not under control of
the market participant (market maker or trader), and endogenous liquid-
ity risk, which is the under control of the trader and usually the result of
sudden unloading of large positions that the market is unable to absorb ef-
ficiently. Conceptually, the current models (which do not distinguish be-
tween uncertainty from asset returns or due to liquidity) ignore valuable
information contained in the distribution of bid-ask spreads.

Traditional market risk management (under normal conditions) usu-
ally deals exclusively with the distribution of portfolio value changes via
the distribution of asset/trading returns. These asset/trading returns are
based on the midprice, and thus the market risk is really in a “pure”
form—risk in an idealized market with no friction in obtaining the fair
price. However, many markets possess an additional liquidity component
that arises from traders not realizing the midprice when liquidating a po-
sition quickly or when the market is moving against them; instead, they
realize the midprice minus some spread. Marking to market therefore
yields an underestimation of the true risk in such markets, because the re-
alized value on liquidation can deviate significantly from the market mid-
price. We argue that the deviation of this liquidation price from the
midprice, also referred to as the market impact or liquidation cost, and the
volatility of this cost, are important components to model in order to cap-
ture the true level of overall risk. We conceptually split uncertainty in 
market value of an asset, i.e., its overall market risk, into two parts: 
(1) uncertainty that arises from asset returns, which can be thought of as a
pure market risk component, and (2) uncertainty due to liquidity risk.

Conventional VaR approaches, such as J. P. Morgan’s RiskMetrics,
focus on capturing risk due to uncertainty in asset returns but ignore uncer-
tainty due to liquidity risk. The liquidity risk component is concerned with
the uncertainty of liquidation costs. Conceptually, we can express these
ideas as a market/liquidity risk plane that considers the joint impact of the
two types of risk. Most markets and trading situations fall into regions 1 and
3; we observe that market risk and liquidity risk components are correlated
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in most cases. For instance, FX derivative products in emerging markets
have high market and liquidity risks and therefore fall into region 1. The
spot markets for most G-7 currencies, on the other hand, will fall into region
3 due to the relatively low market and liquidity risks involved. Most normal
trading activity occurs in these two regions and is subject to exogenous li-
quidity risk, which refers to liquidity fluctuations driven by factors beyond
individual traders’ control. We distinguish this from endogenous liquidity
risk, which refers to liquidity fluctuations driven by individual actions, such
as an attempt to unwind a very large position. A trader holding a very large
position in an otherwise stable market, for example, may find him- or her-
self in region 4. The risk plane (market/liquidity risk) is of course a simpli-
fication of a more complex relationship between markets and position sizes,
involving both exogenous and endogenous components of liquidity risk. In
particular, creating movement along the liquidity axis can be done by mov-
ing either across established or emerging markets (i.e., increasing exoge-
nous illiquidity) or within a market by simply increasing one’s position size
(i.e., increasing endogenous illiquidity).

Exogenous illiquidity is the result of market characteristics; it is com-
mon to all market players and unaffected by the actions of any one partic-
ipant (although it can be affected by the joint action of all or almost all
market participants, as happened in several markets in the summer of
1998). The market for liquid securities, such as G-7 currencies, is typically
characterized by heavy trading volumes, stable and small bid-ask
spreads, and stable and high levels of quote depth. Liquidity costs may be
negligible for such positions when marking to market provides a proper
liquidation value. In contrast, markets in emerging currencies or thinly
traded junk bonds are illiquid and are characterized by high volatilities of
spread, quote depth, and trading volume. Endogenous illiquidity, in con-
trast, is specific to one’s position in the market and varies across market
participants, and the exposure of any one participant is affected by his or
her actions. Endogenous illiquidity is mainly driven by the size of the po-
sition: the larger the size, the greater the endogenous illiquidity. A good
way to understand the implications of position size is to consider the
quote depth, which is the relationship between the liquidation price and
the total position size held. Quote depth is defined as the volume of shares
available at the market maker’s quoted price (bid or ask). Market impact
models such as one developed by BARRA quantify this relationship be-
tween the transaction price and trade size. If the market order to buy or
sell is smaller than the volume available in the market at the quote, then
the order transacts at the quote. In this case the market impact cost, de-
fined as the cost of immediate execution, will be half of the bid-ask spread.
In our framework, such a position only possesses exogenous liquidity risk
and no endogenous risk. If the size of the order exceeds the quote depth,
the cost of market impact will be higher than the half-spread. The differ-
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ence between the total market impact and half-spread is called the incre-
mental market cost, and constitutes the endogenous liquidity component in
our framework. Endogenous liquidity risk can be particularly important
in situations where normally fungible market positions cease to be fungi-
ble; a good example would be when the cheapest-to-deliver bond of a fu-
tures contract switches. The cheapest-to-deliver bond is a bond that has
the same profile as the bonds used in the futures contract. Once the 
cheapest-to-deliver bond changes in profile, for example because duration
is getting shorter because maturity is getting closer, this specific cheapest-
to-deliver bond is no longer a fungible position. Later, when the bond is
paid back, it disappears from the market. But the futures contract is still in
the market. The bonds in the futures contract have to be “switched” from
time to time to reflect the correct profile in the contract.

Quantitative methods for modeling endogenous liquidity risk have
recently been proposed by Jarrow and Subramanian,38 Chriss and Alm-
gren,39 Bertsimas and Lo,40 and Campbell et al.41 Jarrow and Subramanian,
for example, consider optimal liquidation of an investment portfolio over
a fixed horizon. They characterize the costs and benefits of block sale ver-
sus slow liquidation and propose a liquidity adjustment to the standard
VaR measure. The adjustment, however, requires knowledge of the rela-
tionship between the trade size and both the quantity discount and the ex-
ecution lag. Clearly, there is no readily available data source for
quantifying those relationships, which forces one to rely on subjective es-
timates. In this work we approach the liquidity risk problem from the
other side, focusing on methods for quantifying exogenous rather than en-
dogenous liquidity risk. The purpose is to consider two key facts in the
liquidity discussion. First, fluctuations in exogenous liquidity risk are
often large and important, as is clear from our empirical examples, and
they are relevant for all market players, whether large or small. Second, in
sharp contrast to the situation for endogenous liquidity risk, the data
needed to quantify exogenous liquidity risk is widely available. This is be-
cause exogenous liquidity risk is characterized by the volatility of the ob-
served spread with no reference to the relationship of the realized spread
to trade size. The upshot is that we can incorporate liquidity risk into VaR
calculations in a simple and straightforward way.

Traditional VaR measures are obtained from the distribution of port-
folio returns computed at the bid-ask average prices. This implies that the
positions can be liquidated at bid-ask prices. This approach conceptually
underestimates risk by neglecting the practical fact that liquidation does
not occur at the bid-ask average price, but rather at the bid-ask average less
half the spread. Thus the spread may fluctuate widely. Use of a simple
measure of exogenous liquidity risk, computed using the distribution of
observed bid-ask spreads, results in much more appropriate risk result,
particularly in emerging market securities. What is the impact for the reg-
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ulatory capitalization of a trading operation? BIS regulations stipulate
monitoring of only the number of VaR violations, not of the way that VaR
is computed. Neglecting liquidity risk will lead to underestimation of over-
all risk, undercapitalization, and too many violations. The BIS regulation,
whether intentionally or not, monitors liquidity risk quite appropriately in
relation to the qualitative aspects of the regulation. Performance evaluation
should also be based on returns adjusted for risk—including liquidity risk.
Some financial institutions do this, and due to higher margins many finan-
cial institutions have seen growth in their emerging market trading activ-
ity. A risk-adjusted view of performance in those markets should account
not only for market risk but also for liquidity risk. Otherwise, performance
will not be assessed correctly and dealer compensation for liquidity risk
will be distorted as it is not under the control of the dealer.

5.10 SUMMARY

The integration of the different risk categories depends on the compatibil-
ity of approaches, methodologies, and parameters. Credit risk in the form
of specific risks is integrated with market risk in the form of company-
specific spread adjustments on top of the generic treasury yield curves, re-
flecting the company-specific (credit) risk. As discussed in this chapter,
the integration of credit and market risk models is more challenging. This
is partly due to the fact that the BIS adds values together, ignoring the fact
that the underlying valuation models have different roots, assumptions,
and parameters. The frequency of the credit events (up- or downgrades)
and subsequently the price adjustment follows a different rhythm than
market risk valuation, where daily pricing allows a daily frequency. This
topic is discussed in Secs. 3.6 to 3.8. For some time, VaR was a favorite
measurement approach for everybody and anything. However, more and
more, the practical relevance outweighs the fanciness of valuation. The
different valuation methodologies, including the advantages and the
drawbacks, are discussed to highlight which areas they fit best. Stress test-
ing and limitations of VaR are discussed in detail, emphasizing the impor-
tant fact that the interpretation of VaR data becomes meaningless unless
the relevance of the valuation models, parameters, and assumptions is re-
examined on a regular basis. The relevance includes stability of distribu-
tions and volatilities including correlations and time-varying risk.
Liquidity risk is discussed in detail, as it affects market, credit, and opera-
tional risks simultaneously. Market prices react with widening spreads,
credit risk reacts with higher specific risks, and operational risk is affected
to exposed transaction settlements.

This chapter presents a critical review of many aspects of the previ-
ous chapters. It is important to note that technology has helped to inte-
grate market, credit, and operational risk via higher processing capacities,
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networks and shared information, and the increased rapidity with which
companies can close their books and P&L statements. Relevant informa-
tion for credit risk valuation is disclosed more frequently, which is re-
flected in more frequent adjustments of credit risk valuations. Systemic
risk is becoming more important. Despite the gap between market and
credit risk categories, unusual market and credit behavior can trigger sys-
temic risk in a significant way given technology and information net-
works that spread information in real time. One historical example of
systemic risk is the Russian crisis of 1998.

5.11 NOTES
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C H A P T E R  6

Case Studies

6.1 STRUCTURE OF STUDIES

At present, there are standard industry-accepted definitions for market,
credit, and systemic risk, but no such definition for operational risk. (The
BIS definition of operational risk is not accepted throughout the industry.)
For these case studies, therefore, we use the definitions and framework
from Chapter 5 and verify case by case the extent to which the structure of
this approach can be applied.

The first section of each case study describes the causal events and
contributory factors leading to losses at a given financial institution. The
following section outlines the effect of the causal events and contributory
factors in order to clearly separate the causes, symptoms, and main and
side effects. The final section allocates the different findings to the risk
areas being affected. This section is key and will highlight to which areas
the losses have to be allocated and why management and/or regulatory
controls failed.

6.2 OVERVIEW OF CASES

The list of crises, near collapses, and effective collapses involving financial
institutions is endless. However, some cases catch the attention of the 
regulators, and especially the media, and thus drive developments and
trigger the implementation of new regulations. This in turn forces the in-
dustry to develop new approaches and new processes. Table 6-1 provides
an overview of recent incidents in the market. Other cases, such as the
losses and consequent shutdown of the London-based Griffin Trading
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T A B L E 6-1

Overview of Recent Incidents in Financial Institutions

Institution Date Cause Effect

Banco Ambrosiano 1982 Money laundering; fraud; conspiracy leading to Loss of $1.4 billion
multiple murders; complex networking of criminal 
elements including P2 members, Vatican officials, 
and high-ranking politicians in many countries.3

Bankers Trust October 27, 1994 Material misrepresentations and omissions to $195 million damage; bankruptcy as 
client; lawsuits filed by Procter & Gamble and clients moved business to other banks;
Gibson Greetings.4 takeover in 1999 through Deutsche Bank

Barings February 23, 1995 Unauthorized trading; failure of controls; lack of Loss of $1.328 billion; bankruptcy
understanding of the business, particularly in (takeover)
futures; carelessness in the internal audit
department.

BCCI 1991 Weak credit analysis process; missing or Collapse; $500 billion in estimated
incomplete loan documentation; concealment damage to taxpayers
and fraud across the institution; money laundering.5

Bre-X November 5, 1997 Deliberate stock manipulation through false Loss of $120 million
claims of gold discovery.6

Credit Lyonnais 1994 Inadequate supervision and deregulation Loss of accumulated $24.22 billion;
supported fraud; loan mismanagement; collapse without governmental support
money laundering; fraud; complex networking 
of politicians, bankers, and new owners.7

Daiwa July 1995 Unauthorized trading of U.S. bonds and Loss of $1.1 billion
accumulated losses over 12 years.8
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Drexel Burnham Lambert February 9, 1990 Growth and profit were tied to the junk bond market $1.3 billion global settlement case;
Drexel had created and that crashed. The company $200 million criminal fine; $400 million
was highly leveraged with substantial unsecured civil restitution fund with SEC; bankruptcy
short-term borrowing at holding company. Drexel 
did not and could not obtain committed bank lines 
of credit to support the unsecured borrowing positions.

Jardine Fleming July 1995 Lax controls; fraud; insider trading; selective Compensation of $19.3 million to client 
deal allocations to client account.9 with impacted performance from

selective deal allocation; $2.2 million 
missing from client account

Kidder Peabody April 1994 Phony profits; superiors did not understand Loss of $350 million
trades; no questions asked because profits 
were being produced; inadequate supervision;
promotion of superstar culture; employment
references not checked; payment of bogus 
bonuses.10

LTCM September 1998 Growth and profit were tied to leverage and large Loss of $3.5 billion;
exposures to illiquid emerging market exposures. investment of
The company was highly leveraged with substantial additional $1 million
unsecured short-term borrowing at holding company. by syndicate of
No questions were asked because profits were being borrowers to avoid
produced. Inadequate supervision; promotion of crash and systemic
superstar culture (including Nobel Prize winners). crisis; retirement of
LTCM did not and could not sell illiquid positions to chairman of UBS
support the unsecured borrowing positions as the 
market went down and investors sold shares of LTCM.

G
a
l
l
a
t
i
_
0
6
_
1
p
_
j
.
q
x
d
  2
/
2
7
/
0
3
  9
:
1
4
 A
M
  P
a
g
e
 4
4
3



444

Institution Date Cause Effect

Metallgesellschaft December 1993 Hedge strategies for oil prices; incorrect economic Loss of $1.5 billion
assumptions. Liquidation of positions failed, 
strategies led to fraud.

Morgan Grenfell September 2, 1996 Inadequate supervision; promotion of superstar Loss of $260 million
culture; no questioning of profits and instruments 
used.11

Nasdaq May 1994 Between 1989 and 1994, several brokers kept Payment by clients of a spread kept at
spread above unnaturally high levels and unnaturally high levels
generated excessive profits for themselves and 
their institutions. Article in Journal of Finance
disclosed excess profits from spread and initiated 
SEC investigation.12

NatWest 1996 Rogue trading; fraud.13 Loss of £90.3 million

Orange County, California December 1994 Illegal use of state funds; losses from bond trading; Loss of $164 million; bankruptcy
false and misleading financial statements; fraud.14

Sumitomo June 13, 1995 Copper trading errors; failure to segregate duties; Loss of $2.6 billion
no questions asked because profits were produced;
inadequate supervision; promotion of superstar culture.

T A B L E 6-1

Overview of Recent Incidents in Financial Institutions (Continued )
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company1 and of Cendant,2 or fraud charges against Martin Frankel, are
not analyzed. The cases of Metallgesellschaft, Sumitomo, LTCM, and Bar-
ings have been selected for detailed analysis.

6.3 METALLGESELLSCHAFT

6.3.1 Background

Starting in 1991, Metallgesellschaft began offering fixed-price contracts
with terms of up to 10 years to supply heating oil and gasoline to inde-
pendent wholesalers and retailers.15 Firm-fixed contracts supplied the end
user with a fixed volume per month for a fixed price over a 5- or 10-year
period. The contracts were based on the average price of futures maturing
over the next 12 months plus a fixed premium of $3 to $5 per barrel.16 The
same price was offered for the 5- and 10-year contracts, without regard for
the time value of credit. Participating firms could also exit the contract if
the spot price rose above the contract price. The two parties would then
split the difference in the prices. Later, Metallgesellschaft began writing in
a mandatory exit if the spot price was higher than the contract price, so
that Metallgesellschaft could reduce its exposure to rising oil prices.

In 1993, Metallgesellschaft began offering firm-flexible contracts.
These contracts were set at a higher price than the firm-fixed contracts.
Under these contracts, a firm could exit and receive the entire difference
between the spot price and the contract price multiplied by the remaining
barrels in the contract. Metallgesellschaft negotiated most of its contracts
in the summer of 1993.17

Metallgesellschaft sought to offset the exposure resulting from its de-
livery commitments by buying a combination of short-dated oil swaps and
futures contracts as part of a strategy known as a stack-and-roll hedge. A
stack-and-roll hedge involves repeatedly buying a bundle, or stack, of short-
dated futures or forward contracts to hedge a longer-term exposure. Each
stack is rolled over just before expiration by selling the existing contracts
while buying another stack of contracts for a more distant delivery date;
thus the term stack-and-roll. Metallgesellschaft implemented its hedging
strategy by maintaining long positions in a wide variety of contract months,
which it shifted between contracts for different oil products (crude oil, gaso-
line, and heating oil) in a manner intended to minimize the costs of rolling
over its positions. Metallgesellschaft used short-dated contracts because the
futures markets for most commodities have relatively little liquidity beyond
the first few contract dates. The gains and losses on each side of the forward
and futures transactions should have offset each other.

By September 1993, Metallgesellschaft had committed to sell for-
ward the equivalent of over 150 million barrels of oil for delivery at fixed
prices, with most contracts containing 10-year terms. Energy prices were
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relatively low by recent historical standards during this period and were
continuing to fall. As long as oil prices kept falling, or at least did not rise
appreciably, Metallgesellschaft stood to make a handsome profit from this
marketing arrangement. But a significant increase in energy prices could
have exposed the firm to massive losses unless it hedged its exposure.

In December 1993, it was revealed that Refining and Marketing, Inc.,
a subsidiary of the German conglomerate Metallgesellschaft AG, had ex-
perienced losses of approximately $1.5 billion in connection with imple-
menting a hedging strategy in the petroleum futures market.18 In 1992, the
subsidiary had begun a new strategy to sell petroleum to independent re-
tailers, on a monthly basis, at fixed prices above the prevailing market
price for periods of up to 5 and even 10 years. To lock in the profits and
protect against the risk of rising prices, Metallgesellschaft employed a
great many short-term derivative contracts such as swaps and futures on
crude oil, heating oil, and gasoline on several exchanges and markets in an
attempt to hedge its forward positions with retailers. This led to a timing
(maturity) mismatch between the short-term hedges and the long-term li-
ability and also resulted in overhedging (see Table 6-2). While the strategy
protected against large price fluctuations, it ignored other risks, including
basis risk, dealing risk, liquidity risk, and credit risk. The strategy relied
on the prevailing condition of normal backwardation, where the spot
price is greater than the futures price. However, due to a sudden large
drop in oil prices in the fall of 1993 (due to OPEC’s problems sticking to its
quotas), the market condition changed into one of contango, where the fu-
tures price is greater than the spot price. This had the effect of significantly
increasing the costs of Metallgesellschaft’s hedging strategy, finally result-
ing in a loss of $1.5 billion.

Although the petroleum market during that time period was deviat-
ing from its historical norm, Metallgesellschaft’s problem was with cash
flow. Metallgesellschaft entered agreements to supply a defined total vol-
ume of heating oil and gasoline to companies over a 5- to 10-year period
for a fixed rate. The fixed rate was calculated as a simple 12-month aver-
age of the futures prices plus a set premium and did not take into account
contract maturity.19 Metallgesellschaft’s customers were obligated to ac-
cept monthly delivery of a specified amount of oil or gas for the fixed rate.
This arrangement provided customers with an effective means to reduce
exposure to oil price volatility risk. In addition, customers were given the
option of exiting the contract if the nearest month futures price listed on
the New York Mercantile Exchange (NYMEX) was greater than the fixed
price defined in the contract. When this option was exercised, Metallge-
sellschaft made a cash payment to the company for half the difference be-
tween the futures price and the fixed price. A company might choose to
exercise this option in the event of financial difficulties or if it did not need
the product.
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T A B L E 6-2

Cash Flow Deficit Created by a Maturity-Mismatched Hedge

Supply Contracts Futures Stack Net Position

Size of
Deliveries, Stack,

Near Month Next Month Millions Net Millions Monthly Net Accumulated
Futures Price, Futures Price, of Receipts, of Settlement, Cash Flow, Net Cash

Month $/Barrel $/Barrel Barrels $ Million Barrels $ Million $ Million Flow, $ Million

March 20.16 20.30 — — 154.00 — — —

April 20.22 20.42 1.28 1.00 152.70 (12.30) (11.30) (11.30)

May 19.51 19.83 1.28 1.90 151.40 (139.00) (137.10) (148.40)

June 18.68 18.90 1.28 3.10 150.20 (189.30) (186.20) (334.60)

July 17.67 17.92 1.28 4.30 148.90 (184.70) (180.40) (515.00)

August 17.86 18.30 1.28 4.00 147.60 (8.90) (4.90) (519.90)

September 16.86 17.24 1.28 5.30 146.30 212.50 (207.20) (727.10)

October 18.27 18.38 1.28 3.50 145.00 150.70 154.20 (572.90)

November 16.76 17.06 1.28 5.40 143.70 234.90 (229.50) (802.40)

December 14.41 14.80 1.28 8.50 142.50 380.90 (372.40) (1174.80)

SOURCE: Antonio S. Mello and John E. Parsons, “Maturity Structure of a Hedge Matters: Lessons from the Metallgesellschaft Debacle,” Journal of Applied Finance, 8/1 (1995), 106–120. Reproduced with
permission of The Financial Management Association International.
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6.3.2 Cause

In the fall of 1993, Metallgesellschaft went long on approximately 55 mil-
lion barrels of gasoline and heating oil futures. At that time, the average
trading volume for unleaded gas was only between 15,000 and 30,000 bar-
rels. By December of that year, Metallgesellschaft had long positions in en-
ergy derivatives equivalent to 185 million barrels of oil. As oil prices fell,
Metallgesellschaft was forced to pay the difference, and, by the end of De-
cember 1993, losses were just over $1 billion. In addition to the direct
losses, rolling over the contracts cost the firm a total of $88 million in Oc-
tober and November alone.

Problems arose because Metallgesellschaft’s volume was too high to
act as an effective hedge. The company owned so many futures that it had
trouble liquidating them. Also, contango caused Metallgesellschaft to per-
petually roll into higher futures prices even as the spot prices were falling.
In addition, because futures get marked to market each day so that as the
price falls, the futures value drops, margin calls were initiated. As these
contracts matured, Metallgesellschaft was forced to make large payments
to its counterparties, putting further pressure on its cash flows. At the
same time, most offsetting gains on its forward delivery commitments
were deferred. Had oil prices risen, the accompanying gain in the value of
Metallgesellschaft’s hedge would have produced positive cash flows that
would have offset losses stemming from its commitments to deliver oil at
below-market prices. As it happened, however, oil prices fell even further
in late 1993 (see Figure 6-1).

6.3.2.1 Hedging Strategy
The hedging strategies used by Metallgesellschaft were very misleading,
going from a less appropriate method to final speculative hedging.20

• Short forward. In 1991, Metallgesellschaft wrote forward
contracts of up to 10 years. This strategy was based on Arthur
Benson’s unproven theory that these contracts were profitable
because they guaranteed a price over the cash oil price. There
was no certainty that in such a market this situation could
continue. Metallgesellschaft’s 10-year forward contracts seemed
like an action taken by a risk minimizer; however, given 10 years’
worth of uncertain market price movement, it would be
extremely risky to fix future cash flows for such a long time and
ignore the importance of the real value of future cash flows. If
Metallgesellschaft expected future cash flows to fund its future
operations, the shrinking value of these cash flows would prove
insufficient.

• Forward with option. Of immediate interest was the sell-back
option included in the forward contracts. If we assume the short
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forward strategy to be a risk minimizer, then the sell-back option
cast some doubt on it. The sell-back occurred month by month
based on the scenario that the front-month NYMEX futures
contract price was greater than the fixed price at which
Metallgesellschaft was selling its oil products. Metallgesellschaft
did not hedge its entire future products price, and, after canceling
those forward obligations, it had to pay 50 percent of the
difference in cash. There is no benefit from such a cash outflow
given that Metallgesellschaft never received cash inflow from the
counterparties and that it would never benefit after canceling 
the forward contracts. In a price swing market, this position
could create continuing and enormous cash obligations for
Metallgesellschaft. The option items moved Metallgesellschaft
from a simple hedger to a market maker, a position that
conflicted with its fundamental role.

• Futures and swaps. Metallgesellschaft used another strategy to
hedge the risk of upward price movements: it entered into huge
positions in the futures market for each month, then stacked and
rolled over these contracts every month. Thus, contrary to the
characteristics of its large forward, Metallgesellschaft entered
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Oil Prices Between January 1993 and December 1994. (Data source: Bloomberg
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another market, which was marking to market daily, rolling over
all 10-year contracts together every month, with constant risk of
margin call and cash requirement due to basis risk in a contango
market. As Metallgesellschaft built large positions in the futures
market, it had to respond to the obligation from the market price
swing and short-term cash responsibility and to the 10-year 
long-term responsibility, while the theoretical gain from the 
short 10-year forward would not materialize at that time.

The credit risk created thus far led to Metallgesellschaft’s final liqui-
dation and loss of $1.5 billion. The notional gain from the short forward
did not make up for the loss in futures, and these notional gains could dis-
appear given such a long cycle in the financial market. It is very hard to
understand how such a double hedging strategy was allowed.

6.3.2.2 Effect
Moreover, declines in spot and near-term oil futures and forward prices
significantly exceeded declines in long-term forward prices. As a result,
realized losses from the hedge appeared to exceed any potential offsetting
gains accruing to Metallgesellschaft’s long-term forward commitments. It
was both contango and margin calls that created a major cash crunch for
Metallgesellschaft.

German accounting methods made Metallgesellschaft show the fu-
tures losses but did not allow the company to show the not yet realized
gains from the forward contracts. This caused panic, and Metallge-
sellschaft’s credit rating plummeted. In response to these developments,
NYMEX raised its margin requirements for the firm.21 This action, which
was intended to protect the exchange in case of a default, further exacer-
bated Metallgesellschaft’s funding problems. Rumors of the firm’s finan-
cial difficulties led many of its OTC counterparties to begin terminating
their contracts. Others began demanding that it post collateral to secure
contract performance. In December 1993, Benson entered into put posi-
tions just as the price of crude oil bottomed out.22

By the fourth quarter of 1993, Metallgesellschaft’s U.S. division
needed $1 billion in additional funding and received it even though its
credit was faltering. After dismissing the firm’s executive chairman, Dr.
Heinz Schimmelbusch, Metallgesellschaft’s new chairman (turnaround
specialist Dr. Kajo Neukirchen) began liquidating the hedge and entering
into negotiations to cancel long-term contracts with the company’s cus-
tomers. NYMEX withdrew its hedging exemption once Metallgesellschaft
announced the end of its hedging program. The loss of the hedging ex-
emption forced Metallgesellschaft to reduce its positions in energy futures
still further. Metallgesellschaft’s board of supervisors was forced to nego-
tiate a $1.9 billion rescue package with the firm’s 120 creditor banks.
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Metallgesellschaft’s strategy of paying a floating volatile price in ex-
change for a fixed price meant the company needed an effective means to
manage the price risk. If Metallgesellschaft were to deliver on the contract by
purchasing oil on the spot market, the company would be exposed to losses
when oil prices increased. Table 6-3 shows that when the spot oil price in-
creased, Metallgesellschaft would incur losses on the delivery of the contract.

To manage the risk of increasing prices, Metallgesellschaft pur-
chased short-term futures contracts for gas and oil on the NYMEX. Nor-
mally the markets for oil and gas commodities were in backwardation,
which means that the futures prices were less than the current spot prices.
By purchasing forward contracts in a backwardation market equal to the
amount to be delivered, Metallgesellschaft was able to increase profits
when the spot price decreased or to decrease losses when the spot price in-
creased (see Table 6-4).

The historical backwardation term structure of the oil and gas fu-
tures markets also presented an opportunity for Metallgesellschaft to earn
a profit by hedging. As maturity approaches, the futures and spot prices
will normally converge. If the futures price increases as the two prices con-
verge, then the value of the futures contract also increases. A long position
established a few months before maturity could then be closed out the
month prior to maturity by selling a short position, which generates a net
profit. Taking a new long position in a futures contract maturing in a few
months, called a rollover, extends the hedge. Additional leverage, and thus
profit, can be achieved by entering into more contracts.23
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T A B L E 6-3

Three Scenarios for the Amount of Profit Generated per Barrel of Oil on a 
Six-Month Contract Supplied by Purchasing Oil on the Spot Market

Stable Spot Price Declining Spot Price Increasing Spot Price

Date Spot Profit Spot Profit Spot Profit

4/1/01 32.50 0.3331 32.50 0.3331 32.50 0.3331

5/1/01 32.50 0.3331 32.18 0.6581 32.83 0.0081

6/1/01 32.50 0.3331 31.85 0.9799 33.15 −0.3201

7/1/01 32.50 0.3331 31.53 1.2984 33.48 −0.6517

8/1/01 32.50 0.3331 31.22 1.6138 33.82 −0.9865

9/1/01 32.50 0.3331 30.91 1.9260 34.16 −1.3247

Delivery profit $2.00 $6.81 $(2.94)
per barrel

The assumption is made that prices increase or decrease by 1 percent per month. Formula: Profit = spot price − fixed price.
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T A B L E 6-4

In a Normal Backwardation Market, Futures Contracts Purchased One Month Before Physical Delivery 
Increase Profit or Decrease Loss per Barrel.

Stable Spot Price Declining Spot Price Increasing Spot Price

Futures 1 Futures 1 Futures 1
Month Month Month
Before Before Before

Date Spot Delivery Profit Spot Delivery Profit Spot Delivery Profit

4/1/01 32.50 32.18 0.66 32.50 32.18 0.66 32.50 32.18 0.66

5/1/01 32.50 32.18 0.66 32.18 31.85 0.98 32.83 32.50 0.34

6/1/01 32.50 32.18 0.66 31.85 31.93 1.30 33.15 32.82 0.01

7/1/01 32.50 32.18 0.66 31.53 31.22 1.61 33.48 33.15 −0.32

8/1/01 32.50 32.18 0.66 31.22 30.91 1.93 33.82 33.48 −0.65

9/1/01 32.50 32.18 0.66 30.91 30.60 2.24 34.16 33.82 −0.98

Delivery profit $3.95 $8.71 $(0.94)
per barrel

The assumption is made that the futures contract price with a one-month expiration is 1 percent less than the eventual spot price. Formula: Profit = futures price − fixed price.
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The strategy of taking a position in several futures contracts with
identical maturities, holding, and then taking an offsetting position before
maturity is called a stack hedge strategy. A stack hedge is created when a
position in futures contracts for a specific maturity is established, but then
an offsetting position is taken shortly before maturity. A profit or loss is
earned if the futures price increases or decreases.24

As long as the spot prices for oil and gas remain relatively stable or
increase over the one-month holding period of the stack hedge contracts
and the market is in backwardation, then a profit is earned using this strat-
egy. However, if the spot price drops significantly, then losses will be in-
curred. In the event the spot price drops to less than the futures prices, the
market is said to be contango. Entering a long-position stack hedge in a
contango market can generate a profit only if spot and futures prices di-
verge or if spot prices increase while the basis spread does not decrease by
an equal amount (i.e., if futures prices increase). Table 6-5 shows the re-
sults of holding a long position in futures contracts during a contango and
backwardation where the spot price remains stable but the futures price
converges. We will assume that if the spot price decreases during back-
wardation or increases during contango, the futures price remains stable
so that the two converge and zero net profit is earned.

The benefits of using a long-position stack hedge when the spot
price remains relatively stable or increases can be seen in Table 6-6. As
long as the market stays in backwardation, a profit can be earned almost
regardless of the direction in which the spot price moves.

Case Studies 453

T A B L E 6-5

Results of Holding a Long Position in Futures Contracts During a Contango 
and Backwardation

Date Rollover Profit (Loss)

Futures Contract Buy Sell Contango Backwardation

5/01 3/1/01 4/1/01 −0.20 0.20

6/01 4/1/01 5/1/01 −0.20 0.20

7/01 5/1/01 6/1/01 −0.20 0.20

8/01 6/1/01 7/1/01 −0.20 0.20

9/01 7/1/01 8/1/01 −0.20 0.20

Rollover profit per contract $(1.00) $1.00

The assumption is made that the price of the oil futures contract either increases (backwardation) or decreases (contango)
by $0.20 per barrel during the one-month holding period of the contract. The calculation is based on rollover of only one
contract.
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The term basis refers to the difference between the spot price of an
item and its futures price. Metallgesellschaft’s stack-and-roll hedging
strategy exposed it to basis risk—the risk that the price behavior of its
stack of short-dated oil contracts might diverge from that of its long-term
forward commitments. Because the forward price equals the spot price
plus the cost of carry minus the convenience yield, if the convenience
yield is high enough to offset the cost of carry, then the forward price is
lower than the spot price. This is known as backwardation. A stack-and-
roll strategy appeared to offer a means of avoiding carrying costs because
short-dated futures markets for oil products have historically tended to
exhibit backwardation. In markets that exhibit persistent backwardation,
a strategy of rolling over a stack of expiring contracts every month can
generate profits. However, a long-dated exposure hedged with a stack of
short-dated instruments leaves exposure to curve or contango risk. Buyers
of futures and forward contracts should pay a premium for deferred de-
livery. This premium is known as contango. With contango, the hedge
cannot be rolled without a net loss.

In 1993, short-term energy futures exhibited a pattern of contango
rather than backwardation for most of the year. Once near-dated energy
futures and forward markets began to exhibit contango, Metallge-
sellschaft was forced to pay a premium to roll over each stack of short-
term contracts as they expired. This, however, was only a minor addition
to Metallgesellschaft’s dilemma.25

Metallgesellschaft’s financial difficulties were not attributable solely
to its use of derivatives; the company had accumulated a heavy debt load
in previous years. Metallgesellschaft reported losses of DM 1.8 billion on
its operations for the fiscal year ending September 30, 1993, in addition to
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T A B L E 6-6

Summary of Total Profit Expected Under Each of the Three Scenarios 
in a Backwardation Market Using 1 and 10 Rollover Contracts

Backwardation
Spot Price

Market Stable Declining Increasing

1 rollover contract Delivery profit $3.95 $8.71 $(0.94)

Rollover profit $1.00 — $1.00

Total profit $4.95 $8.71 $0.06

10 rollover contracts Delivery profit $3.95 $8.71 $(0.94)

Rollover profit $10.00 — $10.00

Total profit $13.95 $8.71 $9.06

The assumption is made that when the spot price decreases, the futures price remains relatively stable.

Gallati_06_1p_j.qxd  2/27/03  9:14 AM  Page 454



the DM 1.5 billion loss auditors attributed to its hedging program during
the same time frame. The parent firm already had accumulated a cash
flow deficit of DM 5.65 billion between 1988 and 1993, which had been fi-
nanced largely by bank loans. Because of the potential funding risk, Met-
allgesellschaft should have mitigated the impact by requiring periodic
cash settlements from its customers on the forwards. This would have lim-
ited the risk of customer default as well as reduced the potential of a cash
drain. Also, the firm should have arranged for expanded credit lines to be
collateralized by the net value of its forward contracts.26

Metallgesellschaft had been using the historical backwardation of
the oil market to earn rollover profits, but at the end of 1993 the situation
changed to one of contango. The catalyst for this situation was the OPEC
cartel, which instituted production quotas that kept spot prices high.
Without the production quotas, OPEC countries would have increased oil
production, causing spot prices to drop.27

Since the contracts Metallgesellschaft had entered into to supply oil
were at a fixed rate, the value of these contracts had increased. However, the
unexpected move to a contango market caused losses in Metallgesell-
schaft’s long futures. Table 6-7 details three scenarios showing what could
have happened to the futures contracts that Metallgesellschaft held to ma-
turity to meet delivery requirements during the contango market. Under
the declining spot price scenario, which most closely matches what actually
occurred, Metallgesellschaft would earn only $4.91 per barrel in a contango
market rather than $8.71 per barrel in a backwardation market (Table 6-6).

Although Metallgesellschaft lost money on each long futures con-
tract purchased in the contango market, the losses on the contracts held to
maturity were offset by the increase in the fixed-floating spread. The
major problem Metallgesellschaft faced in the contango market resulted
from losses on the stacked hedge. Since the stacked hedge was long oil fu-
tures, Metallgesellschaft lost money each time a rollover was made. Table
6-8 shows how the rollover losses could have affected the total profit
earned by Metallgesellschaft. The losses were exacerbated by the large po-
sitions that Metallgesellschaft had in the market, totaling approximately
160 million barrels of oil. In all, Metallgesellschaft lost about $1.5 billion
due to the stack hedge and its rollover.

Metallgesellschaft had obviously not anticipated the spot price de-
crease and the switch to the contango market. It seems that the company’s
management, led by Arthur Benson, was either speculating that spot
prices would not decrease or did not fully understand the company’s de-
rivative position. When the spot price fell, it created the need for large
amounts of cash to cover the margin calls on the long futures positions.
Metallgesellschaft could have easily managed the risk of falling prices by
purchasing put options—a move that was not made until December 1993.
The spot decrease also had the positive effect of increasing the value of the
fixed-rate contracts by an amount equal to the losses in the long futures.
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T A B L E 6-7

In a Contango Market Using Futures Contracts Purchased One Month in Advance of Physical Asset Delivery, 
Oil Costs More than If Purchased on the Spot Market

Stable Spot Price Declining Spot Price Increasing Spot Price

Futures 1 Futures 1 Futures 1
Month Month Month
Before Before Before

Date Spot Delivery Profit Spot Delivery Profit Spot Delivery Profit

4/1/01 32.50 32.83 0.01 32.50 32.83 0.01 32.50 32.83 0.01

5/1/01 32.50 32.83 0.01 32.18 32.50 0.34 32.83 33.15 −0.32

6/1/01 32.50 32.83 0.01 31.85 32.17 0.66 33.15 33.48 −0.65

7/1/01 32.50 32.83 0.01 31.53 31.85 0.98 33.48 33.82 −0.99

8/1/01 32.50 32.83 0.01 31.22 31.53 1.30 33.82 34.16 −1.32

9/1/01 32.50 32.83 0.01 30.91 31.22 1.62 34.16 34.50 −1.67

Delivery profit per barrel $0.05 $4.91 $(4.94)

The assumption is made that futures contract price one-month expiration is 1 percent greater than the eventual spot price. Formula: Profit = Futures price − Fixed price.
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However, the daily margin calls required Metallgesellschaft to ask for
more than $1.8 billion in loans from its German parent company during
the fourth quarter of 1993 to cover the large number of long futures.28

Although Metallgesellschaft was having a cash flow crisis due to try-
ing to cover the margin calls, a larger public relations crisis resulted from
German accounting requirements. Under the U.S. accounting system for a
hedge fund, Metallgesellschaft could have netted out the losses in long fu-
tures with the gains in fixed-rate contracts and actually shown a profit.29

However, using the German rules, Metallgesellschaft could not realize the
gains on the fixed-rate forwards. Thus huge losses had to be reported,
which caused counterparties to lose confidence.

In conclusion, it seems that management was directly responsible for
the financial catastrophe at Metallgesellschaft. If managers had not taken
such a large position in long futures, or if they had at least used put op-
tions as a hedge for their position, then the magnitude of the cash flow
problem could have been reduced. The overall strategy was sound, and,
had a little more effort been made by management to analyze worst-case
scenarios, the situation could have turned out differently.

6.3.3 Risk Areas Affected

6.3.3.1 Market Risk
The accepted wisdom is that the flaw in Metallgesellschaft’s strategy was
the mismatch between the short-term hedge and the long-term liability.
Merton Miller, a Nobel Prize winner from the University of Chicago, and
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T A B L E 6-8

Summary of Total Profit Expected Under Each of the Three Scenarios in a 
Contango Market Using 1 and 10 Rollover Contracts

Spot Price

Contango
Market Stable Declining Increasing

1 rollover contract Delivery profit $0.05 $4.91 $(4.94)

Rollover profit $(1.00) $(1.00) —

Total profit $(0.95) $3.91 $(4.94)

10 rollover contracts Delivery profit $0.05 $4.91 $(4.94)

Rollover profit $(10.00) $(10.00) —

Total profit $(9.95) $(5.09) $(4.94)

The assumption is made that when the spot price increases in a contango market, the futures price remains relatively stable.
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Christopher Culp, a consultant, argue that the accepted wisdom is wrong.
The so-called stacked hedge used by Metallgesellschaft would have pro-
tected the company fully against fluctuations in oil prices. However, re-
gardless of inputs into simulation models and the soundness of the strategy,
there were several risks the company’s management did not address:

• Basis risk. Metallgesellschaft had entered into stacked futures
positions in the front-month contracts, which were rolled over at
the expiration of each contract (see Table 6-9). The company
became exposed to the basis risk because the market moved from
the state of normal backwardation to contango. In the contango
market, the spot price decreased more than the futures prices. This
created rollover losses that were unrecoverable, and, as long as the
market stayed in contango, Metallgesellschaft continued to lose on
the rollover. This shift in the market to contango mode did not
make the hedge bad, it just magnified the cash flow problems.

458 CHAPTER 6

T A B L E 6-9

Valuation of Contracts, Unhedged and Hedged with a Running Stack

Inputs to simulation model

Duration of contract 10 years

Total delivery obligation 150 million barrels

Monthly delivery 1.25 million barrels

Fixed contract delivery price $20/barrel

Cost of delivery $2/barrel

Initial spot price of oil $17/barrel

Annual interest rate 7%

Annual convenience yield less cost of storage 7%

Cost of external financing

$1 million/month 0 basis points

$10 million/month 0.2 basis points

$50 million/month 2.2 basis points

Results

Present value of contract $63.6 million

Cost of financing, unhedged $4.4 million

Net value of contract, unhedged $59.2 million

Cost of financing, rolling stack $28.5 million

Net value of contract, rolling stack $35.1 million
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• Dealing risk. Metallgesellschaft had such a huge position in the
market that it would have taken 10 days to liquidate. The
position was the equivalent of the entire oil output of Kuwait
over a period of 85 days. Such a huge position exposed
Metallgesellschaft to dealing risk. The company could not get 
out of its position immediately if things went bad. The 
trading volume in the heating oil and unleaded gasoline pits
usually averaged from 15,000 to 30,000 contracts per day;
Metallgesellschaft’s reported position was 55,000 contracts. To
liquidate this position without influencing the market price
would take Metallgesellschaft anywhere from 20 to 55 days. The
risk was so large that it became a systemic risk.

• Liquidity risk. Metallgesellschaft failed to take into account the
huge cash flow problem that would result almost immediately
from its strategy. The problem was that the maturity structures 
of the derivatives were mismatched with the initial forward
contracts. Thus, in the event of daily oil price variations, the
futures positions would have to be settled due to the mark-
to-market feature of this derivative instrument. Meanwhile, 
the unrealized gains from the forward positions would not
translate into cash flow in the near term, as they would only 
be realized when the contracts expired. Thus, when oil prices
decreased because OPEC had problems holding to its quota,
Metallgesellschaft was unable to meet margin calls without
assistance from its creditors. Even though the cash flows would
have balanced out over the life of the hedge, the timing of the
cash flows became a very serious problem for Metallgesellschaft.
Another complicating issue at the time was the short-term
liquidity crisis of the parent company, which had experienced
several down years and was forced to sell off assets to meet
liquidity needs. Employment had decreased by some 30 percent,
to 43,000 employees, and the company was planning on forgoing
the next dividend. The subsidiaries were informed that they
could not expect to be easily financed by the parent company.
Thus Metallgesellschaft chose a particularly poor time to run into
funding problems, as its parent could not be of assistance.

6.3.3.2 Credit Risk
The futures and swap positions Metallgesellschaft entered into introduced
significant credit risk for the company. The majority of the credit risk was
counterparty/settlement risk. If Metallgesellschaft had been subject to bank-
ing law, a substantial fraction of capital would have been blocked in regula-
torycapital.Theextraordinaryriskconcentrationmighthavebecomeobvious
and public before the blow-up through banking law auditors and business re-
ports, which require disclosure of the major risks and concentrations.
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6.3.3.3 Operational Risk
The company was subject to major operational risk, of which the fraud el-
ement is not covered in this analysis: accounting standards contributed
substantially to the crisis. Another factor that compounded the problem
(and made it possible to “hide” the losses) was the difference between the
accounting standards in Germany and the United States. Operating from
Germany and processing all accounting transactions and losses according
to German accounting standards became a structural operational risk. The
German standard required that Metallgesellschaft report its current losses
without recognizing the gains on its fixed-rate forwards until they were
effectively realized. Thus the company was exposed to a temporary paper
loss, which would affect its credit risk, prompting its creditors to require
additional margins well above the standard. The banks’ panic prevented
Metallgesellschaft from rolling over its positions until the long-term de-
livery contracts expired, which would have left the company with a profit
rather than a loss. According to U.S. accounting standards, Metallge-
sellschaft would have been showing a profit on its strategy, but the lack of
foresight to address this issue through a subsidiary or other means left the
company vulnerable to a change in market conditions.

6.3.3.4 Systemic Risk
See comments in Section 6.3.3.1 regarding the size of dealing risk leading
to systemic risk.

6.3.3.5 Additivity of Risk Management Framework
In this case the BIS framework failed, as Metallgesellschaft is not subject to
banking regulation. Internal risk management failed, as positions were re-
ported to management very late in the crisis and hedging activity became
more and more speculative. Unless information about rogue trading is
known, any regulatory framework will be useless. The management frame-
work failed to recognize the mismatch between the maturity of the original
oil contracts and the instruments used to hedge adverse price movements
(model risk); to recognize the liquidity impact from the potential cash flows
absorbed to cover the margin calls; to recognize the positions in the ac-
counting system; and to supervise employees, given the lack of dual control.

The crisis was triggered by incorrect maturity and cash flow as-
sumptions contained in the investment strategy (model risk) and subse-
quently not reported as additional operational risk factors contributing to
the crisis. It is interesting that market participants knew about the sub-
stantial positions and the behavior of Arthur Benson, but top management
was not aware of these facts.

Stress testing would have been especially helpful in such a situation,
as it would have indicated the substantial potential losses of Metallge-
sellschaft leading to funding problems.
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Had Metallgesellschaft been subject to the BIS and local German
banking regulations—apart from management actions—the capital re-
quirements would have been substantially higher. Metallgesellschaft
could not have entered the exposures without the capital required by reg-
ulations. Stress testing would have indicated that variations in oil prices
would break confidence levels and would have shown capital to be inad-
equate in relation to the risk exposures.

6.4 SUMITOMO

6.4.1 Background

Yasuo Hamanaka was a rogue trader with Sumitomo responsible for the risk
management of the company’s copper portfolio. Sumitomo, with global as-
sets of $50 billion, maintained a dominant role in copper trading with about
8 percent of the world’s supplies of the metal, excluding what is held in the
former Eastern Bloc nations and China. The company, which had been in
business since the seventeenth century, bought 800,000 tons of copper a year,
selling it to affiliates and to the booming market in Southeast Asia. Most of
that trading was done by Hamanaka, known as Mr. Five Percent because he
and his team controlled at least that share of the world copper market.

Nonetheless, the copper market was relatively small, and this pro-
vided Hamanaka with an opportunity to exercise his strategy of capitaliz-
ing on copper spot price increases in an effort to corner the market. The
strategy failed to minimize its risk against downside risks of falling copper
prices. In June 1996, exposure of Hamanaka’s illegal transactions sent the
price of copper plummeting, resulting in a loss of $2.6 billion. Following the
plummeting prices, Sumitomo was able to unwind some of the positions,
placing the company in a losing position. Hamanaka was fired and subse-
quently jailed for his actions in trying to manipulate the price of copper.

6.4.2 Cause

The strategy implemented by Yasuo Hamanaka was quite simple. He
worked with brokerage firms such as Merrill Lynch, J. P. Morgan, and Chase
to acquire funds to support his transactions. The funds were used to secure
a dominant position in copper futures with the purchase of warrants.
Hamanaka would buy up physical copper, store it in London Metal Ex-
change (LME) warehouses, and watch demand drive up the price. His in-
tention was to push up the price of copper and corner the market by
acquiring all the deliverable copper in LME warehouses. Since Hamanaka
increased his huge long position, it would have been extremely vulnerable
to short sales. Peter Hollands, president of Bloomsbury Minerals Econom-
ics Ltd. in London, says that was probably the strategy that left Sumitomo
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so vulnerable and so determined to buy physical copper to boost world cop-
per prices.

Hamanaka was convinced he could drive prices up at will using his
huge physical position and sold over-the-counter put options to get cash on
the premiums. Put options give their holders the right to sell copper at a pre-
determined price. Thus, as long as prices were on the upswing, Hamanaka
could keep the premiums that the holders paid on the put options. But when
copper prices started tumbling, the put holders exercised their puts and
Hamanaka had to pay the difference between the strike price and the spot
price of copper. His biggest exposure was in a falling spot price.30

Given an unusual degree of autonomy within the Sumitomo organi-
zation, Hamanaka’s intention was to drive up the price of copper to 
corner the market by acquiring all the deliverable copper in LME ware-
houses. Implementing the strategy was made easier as he was given the
ability to grant power of attorney to brokerage firms to consummate
transactions on behalf of Sumitomo without appropriate approval. The
lack of oversight apparently allowed Hamanaka to keep two sets of trad-
ing books, one reportedly showing big profits for Sumitomo in the buying
and selling of copper and copper futures and options and the other a se-
cret account that recorded a dismal tale of billion-dollar losses.

Hamanaka’s double-dealing began to unravel in December 1995,
when the U.S. Commodity Futures Trading Commission and Britain’s Se-
curities and Investments Board, which oversee commodity markets in
New York City and London, asked Sumitomo to cooperate in an investi-
gation of suspected price manipulation. Sumitomo later started an in-
house investigation of its own. According to CEO Tomiichi Akiyama, in
early May 1996 a company auditor uncovered an unauthorized April
transaction, the funds for which had passed through an unnamed foreign
bank. The trade, which was described as “small in value,” led to
Hamanaka’s office door on the third floor of Sumitomo’s headquarters
near the Imperial Palace. On May 9, Hamanaka was abruptly reassigned
to the post of assistant to the general manager of the Non-Ferrous Metals
Division, in what Sumitomo characterized at the time as a promotion.
Within days, traders around the world began to realize something was
wrong at Sumitomo. In mid-May, a phalanx of commodities firms un-
loaded their copper holdings in anticipation that Sumitomo would do the
same. Prices dropped 15 percent in four days (see Figure 6-2), leaving the
international market in an uproar.

6.4.2.1 Intervention by the Commodity 
Futures Trading Commission
Yasuo Hamanaka’s strategy to corner the copper market was most notable
not because of his use of derivatives but because his plan included outright
fraud and illegal trading practices. Because Sumitomo’s positions in the

462 CHAPTER 6

Gallati_06_1p_j.qxd  2/27/03  9:14 AM  Page 462



various copper markets artificially manipulated prices and were not re-
lated to a “legitimate commercial purpose,” Sumitomo was in violation of
several sections of the Commodity Exchange Act (CEA).31 Ultimately, Sum-
itomo entered into a settlement agreement with the Commodities and Fu-
tures Trading Commission (CFTC), agreeing to pay $150 million in fines.32

Because the futures market can be manipulated to the detriment of
producers or consumers of commodities, Congress expressly prohibits
manipulative activity in Sections 6(a), 6(d), and 9(a)(2) of the CEA.33 While
the statutes do not define words like manipulation, corner, or squeeze, the
courts have designed a commonsense approach to interpretation. In
Cargill Inc., v. Hardin,34 the court enumerated the following elements that
indicate manipulation: (1) the market participant had the ability to influ-
ence market prices; (2) the market participant specifically intended to in-
fluence market prices; (3) artificial prices existed; and (4) the market
participant created an artificial price.35 Essentially, when intentional con-
duct has been engaged in, and that conduct has resulted in a price that
does not reflect the basic forces of supply and demand, the courts will pre-
sume that manipulation has taken place.36

Hamanaka needed a method to generate profits, presumably to off-
set large losses accumulated as a result of trading in the cash markets.37 In
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analyzing the market actions of Sumitomo, the CFTC concluded that as a
result of the company’s huge physical inventory and its corresponding
dominating long futures position, Sumitomo had “expressly [created] ar-
tificially high absolute prices and distorted premium of nearby prices over
future prices.”38 Furthermore, “Sumitomo deliberately exploited its mar-
ket dominance [in the futures and physical markets] in order to profit
when market prices became artificially high, as Sumitomo had foreseen
and planned.” Because these positions were not related to Sumitomo’s le-
gitimate commercial needs, the resulting price impacts were necessarily
artificial and thus in violation of the CEA.39

6.4.3 Effect

The effect of the Sumitomo case is typical for disasters triggered by opera-
tional risk, with the consequence that the deficiencies in information sys-
tems or internal controls will result in unexpected loss. The risk is associated
with human error, system failures, and inadequate procedures and controls.

The prevention of an event such as the Sumitomo debacle should in-
clude proper internal control measures as well as better portfolio diversifi-
cation to protect against downside risk. Controls must be in place to prevent
such occurrences within an organization. Segregation of duties is vital to
proper management of transactions and prevention of fraudulent activities
within an organization. Sumitomo should have had a control procedure lim-
iting the ability of copper traders to grant power of attorney to brokerage
firms. Such an action on behalf of a company should have appropriate prior
approval by senior management. Transactions with a brokerage firm ex-
ceeding a certain limit should have multiple approvals by senior manage-
ment. Senior managers should not allow cash transactions by a trader
without appropriate approval from management within the trader’s depart-
ment. Implementing these preventive measures could have prevented some
of the transactions that led to huge losses and subsequent civil proceedings.

6.4.4 Risk Areas Affected

6.4.4.1 Market Risk
Put options allow producers the right to sell copper at a set price. As long
as the prices were on the upswing, Hamanaka made money and produc-
ers lost only the premium on the put options. But when copper prices
started tumbling in mid-May and again in June, producers exercised their
puts, and Sumitomo swallowed even more losses. This compounded
Sumitomo’s inability to thwart short sellers due to the company’s own
desperate sale of long positions, which also drove down prices.

Hamanaka underestimated gamma risk. Gamma measures the para-
bolic curvature of delta sensitivity. The gamma effect means that position
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deltas move as the asset price moves, and predictions of revaluation profit
and loss based on position deltas are therefore not accurate, except for small
moves. Gamma measures the response of an option’s delta to changes in
rates (gamma = change in delta / change in underlying asset).

6.4.4.2 Credit Risk
Sumitomo dealt with over-the-counter forwards and swaps, where there
is a lot of room for subjectivity. Hamanaka was able to sell large quantities
of over-the-counter options cheaply, and also financed his positions
through large credit lines and prepayment swaps with major banks.

Credit risk in the form of counterparty risk was substantially under-
estimated, as the concentration in copper trading with a few counterpar-
ties was not appropriately recognized and reported to management.

6.4.4.3 Operational Risk
Sumitomo suffered serious control and supervision problems:

• Lack of management supervision. Hamanaka was given limitless
freedom in handling the copper trade, creating brokerage
accounts and bank accounts, executing loan documents, and
authorizing cash payments. There was virtually no check on his
functional activity. Hamanaka granted power of attorney over
Sumitomo trading accounts to brokers. These brokerage firms
with power of attorney were doing transactions on margin,
which leveraged the position of Sumitomo even higher. It is quite
obvious that upper management didn’t have the knowledge base
to understand these complex transactions.

• Lack of risk management. There was no risk management culture
at Sumitomo, and even if it had existed, there were a lot of loose
ends. Brokerage firms with power of attorney were doing highly
leveraged transactions in Sumitomo’s name, while Sumitomo
thought it was trading cash and futures with the brokerage
company.

• Failure to control the market. Hamanaka tried to control the
market by buying up physical copper, storing it in LME
warehouses, and watching demand drive up the price. It’s
believed that Hamanaka held off huge short sells by purchasing
the other side of those short positions.

6.4.4.4 Systemic Risk
Due to fear of facing the market, Hamanaka apparently could not bring
himself to accept the fact that even the most successful market manipula-
tor must experience an occasional downward market swing. Rather than
sell some of his copper at a loss, he chose to play double or nothing, try-
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ing to repeat his initial success by driving prices ever higher, leading to
disaster.

6.4.4.5 Additivity of Risk Management Framework
In this case, the BIS framework and internal risk management framework
failed, as the positions were unknown to management and undetected by
the accounting system until the last minute. Unless information about
rogue trading is known, any regulatory framework will be useless. The
management framework failed to recognize the substantial concentration
risk in trading copper with a few counterparties, especially concentrated
in copper instruments; to recognize the positions in the accounting sys-
tem; and to supervise employees, given the lack of dual control.

Most of the contributing factors are operational risk factors. It is in-
teresting that market participants knew about the substantial positions
and the behavior of Yasuo Hamanaka, but Sumitomo’s management was
not aware of these facts. As a consequence, apart from management ac-
tions, the capital requirements would have been substantially higher.

6.5 LTCM

6.5.1 Background

Founded in early 1994, Long Term Capital Management, L.P. (LTCM) is a
limited partnership based in Connecticut that operates Long Term Capital
Portfolio, L.P., a partnership based in the Cayman Islands. LTCM operates
a hedge fund that uses a variety of trading strategies to generate profit, but
it initially focused on convergence or relative-value trading. Convergence
trading is done by taking offsetting positions in two related securities in
hopes of a favorable move in the direction of the price gap. A hedge fund is
not defined by statutes, but rather is considered a pooled investment vehi-
cle that is privately organized, administered by professional investment
managers, and not widely available to the public. Investors in a hedge fund
typically number fewer than 100 institutions and wealthy individuals.
Since money is not raised via public offerings, hedge funds avoid the reg-
istration and reporting requirements of the federal securities laws. How-
ever, hedge funds that trade on organized futures exchanges and that have
U.S. investors are required to register with the CFTC as CPOs.40

Hedge funds usually focus on one of three general types of investment
strategies: (1) taking advantage of global macroeconomic developments; 
(2) capitalizing on event-driven opportunities including bankruptcies, reor-
ganizations, and mergers; and (3) relative-value trading. LTCM’s invest-
ment strategy was focused mainly on relative-value trading of fixed-income
securities. Here LTCM used sophisticated mathematical models to locate
bonds that were closely related to one another but that had a price differ-
ence. By taking both a short and a long position in overpriced and under-
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priced securities, respectively, LTCM would earn a profit as market forces
moved to eliminate the arbitrage opportunity. For example, a difference in
yields between two U.S. Treasuries with the same maturity and coupon rate
but different issuance dates represents an opportunity to profit since market
forces should drive the yields to converge.

The relative value strategy worked well for LTCM in 1995 and 1996,
with a return on equity of 43 percent and 41 percent, respectively. By 1997,
other firms had started copying LTCM’s strategy, resulting in fewer op-
portunities for LTCM to profit from arbitrage in top-quality securities. In
an effort to continue generating spectacular returns, LTCM began taking
speculative positions in equities and trading extensively in emerging mar-
ket debt. At one point, Russian debt may have accounted for as much as 8
percent of the total fund value.

At the end of 1998, there were approximately 3000 hedge funds in
existence.41 However, LTCM was unique because of its degree of leverage
and scale of activities. Leverage has two different components:

1. Balance sheet leverage. Ratio of assets to net worth.
2. Economic leverage. Due to its use of repurchase agreements,

short sells, and derivative contracts, LTCM saw its capital ac-
count mushroom to $7 billion (almost equal to that of Merrill
Lynch) by the summer of 1996. The fund struggled throughout
1997, managing to record a gain of only 17 percent.

At the end of 1997, the partners decided to return $2.7 billion to the
original investors. The original investors got back $1.82 for every $1 invested
in the fund, while still retaining their original $1 investment in the fund.

In the beginning of 1998, the fund had capital of about $4.7 billion
and LTCM’s leverage reached 28 to 1, or roughly $125 billion. The fund
had derivative positions in excess of $1250 billion of notional value. By
July, LTCM had mostly uncorrelated (under normal conditions) positions
in a wide variety of markets: Danish mortgages, U.S. Treasury bonds, Rus-
sian bonds, U.S. stocks, mortgage bonds, Latin American bonds, U.K.
bonds, and U.S. swaps.

LTCM wanted the volatility of the fund to be roughly 20 percent on
an annualized basis. Before April 1998, the fund’s volatility consistently
measured 11.5 percent, which was below average. Even after the fund re-
turned its original capital in 1997, its volatility still fell well below 20 per-
cent. With capital of $4.7 billion, a monthly value at risk (VaR) of 5 percent,
corresponding to a volatility of 20 percent, is $448 million. In other words,
the fund was expected to lose in excess of $448 million in 1 month out of
20 at its target volatility.

On August 17, Russia defaulted on debt and Russian interest rates
surged to 200 percent. On August 21, 1998, the Dow fell 280 points by
noon and U.S. swap spreads oscillated wildly over a range of 20 points.
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(Volatility is around 1 point on a normal day.) They ended 9 points higher,
at 76, up from 48 in April. Mortgage spreads and high-yield bonds
climbed. LTCM’s models considered it a once-in-a-lifetime occurrence and
a practical impossibility. On that day, LTCM lost $553 million (15 percent
of its capital) when it wasn’t supposed to lose more than $35 million on
any single day, per the models. This loss was more than 10 times the target
daily fund volatility. LTCM had started the year with $4.67 billion; sud-
denly, it was down to $2.9 billion. LTCM’s leverage stood at an untenable
55 times its now shrunken equity (in addition to the massive leverage in
derivative bets, such as “equity vol” and swap spreads). Yet the leverage
could not be reduced.

One dollar invested in the partnership in March 1994 grew to more
than $4 by the end of 1997, but within the first six months of 1998 it dwin-
dled to only 50 cents. More important, the fund was running out of capi-
tal. Meeting under the auspices of the Federal Reserve Bank of New York
on September 23, the heads of 14 leading banks and investment houses de-
cided to invest $3.65 billion in the fund and obtain a 90 percent stake in
LTCM. This was the equivalent of prepackaged bankruptcy.

6.5.2 Cause

The event trigger for the LTCM crisis was model risk. The contributing
factors included taking on excessive risks and a general flaw in strategy.
The following assumptions and conditions about instruments and models
were applied:

• Risk models relying on portfolio return distribution forecasting. This is
based on the assumption that the past repeats itself in the future.
Crisis periods are exceptions where the past is meaningless
because volatility increases dramatically and instruments become
highly correlated. This is what happened in August 1998.

• Leverage application. In theory, market risk does not increase with
increase in volume, provided the liquidity of the traded securities
is known and the trader does not become the market maker.

• Relative-value trading. LTCM spotted arbitrage situations, bet that
spreads would narrow and converge (securities that diverged
from their historic relationships would eventually converge to the
original relationship), and hedged risks. In other words, LTCM
would buy huge amounts of six-month-old, 30-year Treasury
bonds, and sell equally huge amounts of the just issued but more
expensive 30-year Treasury bonds, aiming to profit from the
expected convergence in the yields of the two bonds.

The work of Merton and Scholes is grounded in the assumption that
there is enough competition in markets that investors can take prices as
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given and simply react to them. Yet, in 1998, the prices at which LTCM
could trade depended on what the market thought LTCM would or could
do. Traditional risk measures, which assume that one can trade out of po-
sitions without affecting prices, thus become much less useful. LTCM’s
short-term risk measures took some of these effects into account, but the
extent to which prices depended on its positions and actions took the
fund’s managers by surprise. The problem became critical after the impact
of the market events of August 1998:

• LTCM’s risk management models relied too heavily on the bell-
shaped normal distribution curve, assuming that bad draws
occur randomly. A large loss today does not foretell a large loss
tomorrow. Unfortunately, in August 1998, risk models indicated
that certain events had an infinitesimal probability of happening
even though, in reality, they were occurring several times a week.

• LTCM’s signature trade, known as equity volatility, comes
straight from the Black-Scholes model. It is based on the
assumption that the volatility of stocks over time is consistent.
Sometimes the market might be more volatile, but it always
reverts to form. This theory was guided by the law of large
numbers, assuring a normal distribution of quiet trading days
and market crashes.

Assuming a swap spread divergence effect, LTCM was betting
that the spread between swap rates and liquid treasury bonds would
narrow.

For each movement of 5 basis points (BPs), LTCM could make or lose
$2.8 million. The expected volatility of the trade over a one-year period in-
volves five such jumps, meaning that, according to its models, LTCM’s
yearly exposure was no more than $14 million.

The Commodity Futures Trading Commission (CFTC) estimates that
70 percent of all hedge funds have a balance sheet leverage ratio of less
than 2 to 1, whereas LTCM, in its year-end 1997 financial statements sub-
mitted to the CFTC, showed it had approximately $130 billion in assets on
equity capital of $4.8 billion or a ratio of 28 to 1. Approximately 80 percent
of LTCM’s balance sheet assets were in G-7 nation government bonds. In
addition, LTCM had over $1.4 trillion in economic, or off-balance-sheet,
leverage, of which $500 billion was in futures exchange contracts and $750
billion was in OTC derivatives.42

Although very high compared to the industry average, LTCM’s
leverage was comparable to the leverage of investment banks at the be-
ginning of 1998. The difference was in LTCM’s exposure to certain market
risks, which was much greater than for other typical trading portfolios
(see Table 6-10), and a global diversification plan that used the same trad-
ing strategy in each market.
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In addition to government bonds, LTCM also participated in follow-
ing markets:

• Mortgage-backed securities, corporate bonds, emerging market
bonds, and equity markets

• Futures positions, primarily concentrated in interest rate and
equity indexes on major futures exchanges worldwide

• OTC derivatives contracts with over 75 counterparties that
included swap, forward, and options contracts

By the end of August 1998, LTCM reportedly had more than 60,000
trades on its books.43 The circumstances that created the LTCM disaster re-
sulted from the combination of internal and external factors. Government
regulatory agencies have known for some time that the unregulated activ-
ities of hedge funds could significantly affect financial markets because of
their capacity to leverage. However, research by the Federal Reserve
Board indicated that banks had adequate procedures in place to manage
the credit risk presented by hedge funds. In the case of LTCM, good na-
tional economic conditions and the reputation of the management team
enticed banks to provide the company with favorable credit arrange-
ments, including no initial margin requirements, that did not adhere to
stated policies. This favorable credit treatment allowed LTCM to achieve a
high leverage ratio. In addition, LTCM returned $2.7 billion in capital to its
investors at the end of 1997 without significantly reducing its positions in
the markets, thus pushing the leverage ratio even higher.
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T A B L E 6-10

Leverage Comparison of LTCM Versus Other Large Investment Banks

Total Notional Value of
Balance Sheet OTC and Exchange-

Institution Leverage Ratio Traded Derivatives

LTCM 28 to 1 $1400 billion

Goldman Sachs Group, L.P. 34 to 1 $3410 billion

Lehman Brothers Holdings, Inc. 28 to 1 $2398 billion

Merrill Lynch & Co., Inc. 30 to 1 $3470 billion

Morgan Stanley Dean Witter & Co. 22 to 1 $2860 billion

SOURCE: Commodity Futures Trading Commission (CFTC), “Hedge Funds, Leverage, and the Lessons of Long-Term
Capital Management: Report of the President’s Working Group on Financial Markets, Washington, DC: Commodity
Futures Trading Commission, April 1999, www.cftc.gov/tm/hedgefundreport.htm.
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In July 1998, LTCM noticed a flaw in its relative-value trading model.
Salomon had decided to lower its risk profile by disbanding its bond arbi-
trage unit. Salomon was selling some of the same positions held by LTCM,
which caused a divergence of certain markets that were expected to con-
verge. By the end of the month, LTCM had lost 15 percent of its capital.

International markets were wary because of the turmoil in the
economies of Asian countries that had begun in June 1997, causing yields
on long-term government bonds in industrial countries to fall. However,
most market participants also reasoned that the problems in Asia would
lessen worldwide inflationary pressures because of expected weakening
in the amount of exports to industrial countries. Thus, the industrial coun-
tries largely avoided the negative effects of the Asian crisis. The situation
changed in August 1998, when Russia defaulted on government debt ob-
ligations and devalued the ruble. This resulted in sizable losses for some
investors who had positions that were highly leveraged through collater-
alized financing. The drop in the value of the ruble in effect caused a
global margin call. The Russian default may have also increased investor
concern about the risks of investing in other credit-strapped emerging
markets. In many emerging markets, both the currency and market value
of international debt obligations declined sharply.

Uncertainty about futures prices also broadly affected all financial in-
struments, causing investors to reduce their tolerance for risk. This created
a shift toward the safe and liquid government debt of the major industrial
countries, while the yields on both high- and low-quality corporate securi-
ties increased sharply. As a result, the spread between rates on corporate
and government debt increased substantially around the world.44

For LTCM, the dramatic increase in credit spreads meant that its
strategy of betting that spreads in all global markets would converge to
historical levels was not working, because credit spreads were in fact di-
verging. Since LTCM had employed the same tactic in markets around the
world, there was a lack of diversification that resulted in losing positions
in numerous markets. Consequently, LTCM lost 44 percent of its capital in
August alone and 52 percent for the year. Because of the high degree of
leverage, LTCM would have been unable to make the margin call had it
not been for the bail-out package orchestrated by the Federal Reserve
Bank of New York.

Problems began for LTCM in July 1998, when Salomon Smith Barney
instituted a margin call to liquidate its dollar interest arbitrage opportuni-
ties. The interest rate spread arbitrage opportunity on U.S. government
bonds and treasuries had blown up on LTCM. The firm had counted on the
interest spread closing between the high-liquid and low-liquid treasuries.
The crisis in Russia was leading investors to invest in the most liquid U.S.
treasuries they could find. This caused the spread to widen instead of
close, and convergence turned into divergence. The counterparties of
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LTCM began to call for more collateral to cover this divergence. LTCM still
believed in its strategy, but required more collateral to cover what it
thought were temporary losses.

6.5.3 Effect

LTCM and its investors were impacted most by the following issues:

• The enormous profits LTCM made early on focused the attention
of the financial sector on LTCM. This affected LTCM because:
A large number of imitators appeared in the market. LTCM bought
mispriced securities (high yields on a security) while hedging the
risk. When imitators did the same, the price of the securities rose,
eliminating the profit opportunity LTCM had first identified. This
reduced the size of the LTCM trades, decreased the profits on those
trades, and destroyed the diversification benefits of the strategy.
Rather than acting in isolation, LTCM became the market mover,
such that all imitators moved with LTCM. The unfortunate side
effect was that seemingly unrelated instruments became linked by
common ownership. LTCM partly recognized this in its risk
measurement by using correlations that were greater than
historical correlations. It also meant that the value of the fund’s
positions was at the mercy of its imitators pulling out of their
positions. In the summer of 1998, Salomon did just that—it closed
its bond arbitrage department, resulting in losses for LTCM.
It put pressure on LTCM to keep pursuing high profits in an
environment where this was no longer possible, leading it to
create positions in which outsiders would not think it had a
competitive advantage.
It made markets less liquid for LTCM.

• Speculative positions in takeover stocks (e.g., Tellabs, whose
share price fell more than 40 percent when it failed to take over
Ciena) and investments in emerging markets (e.g., Russia, which
represented 8 percent of LTCM’s books or $10 billion) caused
losses for LTCM.

• There was fallout when spreads widened (as happened during
the Russian debt default).

• LTCM was unregulated, which meant it was free to operate in
any market without capital charges and with reports required
only by the SEC. This enabled LTCM to pursue interest rate
swaps with no initial margin (important to its strategy) and
implied infinite leverage.
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• Financial investors charge a premium to provide liquidity to
investors when they want to get out of positions. So, in August
1998, financial intermediaries should have made profits. But
federal regulations require banks to use risk management models
to set capital. This capital requirement increased with volatility,
as banks had to unwind positions themselves and shrink their
trading portfolios. As a result, these financial institutions went
from being stabilizing to destabilizing forces.

• Adverse price movement caused losses for LTCM.
• Lack of liquidity hampered LTCM’s ability to unwind its

positions.
• Omitting derivatives, LTCM’s leverage was 100 to 1. LTCM

routinely borrowed 30 times its equity capital.

6.5.4 Risk Areas Affected

6.5.4.1 Market Risk
Correlation changes or a breakdown of historical relationship is, by defi-
nition, a daily VaR that measures maximum loss (confidence level of 99
percent) as that which is exceeded 1 day out of 100 on average. The Rus-
sian devaluation and the capital outflows in Brazil started a cycle of losses
that developed as positions could not be unwound without creating fur-
ther losses, which themselves forced further unwinding of positions. This
made one-day VaR measures irrelevant, because these measures assume
liquidity of positions. As losses forced the unwinding of positions, the cri-
sis spread to unrelated positions, making the returns of unrelated posi-
tions highly correlated.45

LTCM’s trading strategies also made it vulnerable to market shocks.
While LTCM traded in a variety of financial markets in a number of dif-
ferent countries, its strategies proved to be poorly diversified. In fact, most
of LTCM’s trading positions were based on the belief that prices for vari-
ous risks were high. The company thought that the prices for these risks,
such as liquidity, credit, and volatility, were high compared to historical
standards. However, these judgments were wrong. In addition, markets
proved to be more correlated than LTCM had anticipated, as markets
around the world received simultaneous shocks.

LTCM used value-at-risk models, which look backward and assume
that as long as markets behave more or less as they have over some past pe-
riod, a certain amount of losses will likely occur. LTCM studied the relation-
ships between various markets all around the world, bond markets, equity
markets, interest rates, and the rate at which those prices changed. When the
relationships between these various markets diverged from their historical
norms, LTCM would place bets that the norms would reassert themselves.46
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LTCM’s model said the hedge fund was unlikely to lose more than
$40 million or so on any given day. But come August 1998, it actually lost
more than $500 million in one day, and it lost the same amount in Septem-
ber. Interestingly, even though LTCM lost hundreds of millions of dollars
many days during that period, Wall Street has not dropped these models.

LTCM made assumptions based on theoretical model results rather
than stress testing. The company assumed that the market would basically
behave similarly to how it had in the past, and that the divergence of the
spreads it was betting on was limited. It also assumed that market risk
would not increase with an increase in volume, provided two things hap-
pened: LTCM stuck to liquid instruments and did not get so large that it it-
self became the market.47 In sum, the results from stress testing were
neglected, or the correlations and volatilities were not stressed enough.

6.5.4.2 Credit Risk
In pursuing the trading strategies mentioned earlier, it appears that LTCM
assumed the following:

• That interest rates of liquid and illiquid assets would converge—
for example, convergence between liquid treasuries and more
complex instruments that command a credit or liquidity premium.

• That it was sufficiently diversified and that its bets were properly
hedged. The company also assumed that its models and
portfolios used enough stress tests and that risk levels were
within manageable limits. In addition, the firm’s risk models and
risk management procedures may have underestimated the
possibility of significant losses.

• That it could be leveraged infinitely on the basis of its reputation.
• Above all, that markets would go up, particularly emerging

markets, while credit spreads narrowed.

LTCM was exposed to model risk. LTCM’s models indicated that
various instruments were mispriced. For example, since 1926, yield
spreads between speculative debt-rated Baa bonds and Treasury bonds
have ranged from roughly 50 basis points to almost 800 basis points. These
large spreads either are due to mispricing (arbitrage profits) or are a mar-
ket premium that compensates bondholders for the risk they take. It is
possible to make large profits based on the mispricing theory, even if it is
false. But eventually, if investors are being compensated for taking risks,
their bets will result in losses (e.g., they will make profits by selling earth-
quake insurance only as long as there are no earthquakes). If the bets are
highly leveraged, losses can be crippling.

The situation changed dramatically with the Russian default. On Au-
gust 17, Russia devalued the ruble and declared a moratorium on debt pay-
ments. Once again, this sparked a flight to quality as investors shunned
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risk and sought out liquid assets. As a result, risk spreads widened and
many markets around the world became less liquid and more volatile.
LTCM was affected, even though the vast majority of its trading risks were
related to markets in the major industrialized countries. Thus, LTCM, with
10 percent of its portfolio in Russian securities, found itself losing money
on many of its trading positions and nearing insolvency because:

• Some counterparties saw the ongoing crisis as an opportunity to
trade against LTCM’s known or imagined positions.

• LTCM’s counterparties completely ignored the discipline of
charging nonbank counterparties initial margin on swap and
repo transactions. Collectively, they were responsible for allowing
LTCM to build up layer upon layer of swap and repo positions.
Their loose practices allowed a nonbank counterparty such as
LTCM to write swaps and pledge collateral.

• The results from stress testing were neglected or the credit
spreads not stressed enough.

6.5.4.3 Operational Risk
As a registered commodity pool operator (CPO), LTCM filed annual finan-
cial statements with the Commodity Futures Trading Commission (CFTC)
for the year ending December 31, 1997. The financial statements were au-
dited by Price Waterhouse LLP. LTCM also filed those statements with the
National Futures Association (NFA) and provided copies to the fund’s in-
vestors and lenders. Nothing in the financial statements indicated reason for
concern about the fund’s financial condition. The fund was well capitalized
and very profitable. Its asset-to-capital ratio was similar to that of some other
hedge funds as well as many major investment banks and commercial banks.

While the CFTC and the U.S. futures exchanges had detailed daily
information about LTCM’s reportable exchange-traded futures position
through the CFTC’s required large trader position reports, no federal reg-
ulator received detailed and timely reports from LTCM on its funds’ OTC
derivatives positions and exposures. Notably, no reporting requirements
are imposed on most OTC derivatives market participants.

Furthermore, there are no requirements that a CPO like LTCM pro-
vide disclosure documents to its funds’ investors or counterparties con-
cerning its derivatives positions, exposures, and investment strategies. It
appears that even LTCM’s major creditors did not have a complete picture.
LTCM’s losses in the OTC market make the need for disclosure and trans-
parency obvious.

The Value of Disclosure and Transparency
This is an industrywide issue related to hedge funds. It is important to dis-
tinguish between hedging and speculation when using financial derivatives.
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Marking to Market
To minimize counterparty risk, LTCM chose derivatives contracts that
were marked to market and settled daily, so that no counterparty would be
indebted to LTCM for large amounts at any given time. In August 1998, as
spreads widened, LTCM was making marked-to-market losses. In other
words, long securities were losing value while short securities were gain-
ing value. If LTCM was right about convergence, this was a temporary
issue that would be resolved in the long term because the mispricing of the
securities would disappear by maturity. Marking to market and the de-
creased market value of its positions caused LTCM to run out of cash. Al-
though LTCM correctly wanted its investors to commit money for the long
term to enable it to take advantage of convergence strategies, it put itself in
a position where it could fail before convergence was reached. There was
an obvious conflict between hedging strategies and cash requirements.

Transaction Types
The hedge fund was involved in three types of equity trading: “pairs”
trading, risk arbitrage (arbitrage positions in merger stocks), and bets on
overall market volatility. A major Wall Street firm indicates that LTCM’s
arbitrage reached $6.5 billion, and positions in individual takeover stocks
were 5 to 10 times as large as this Wall Street firm’s own arbitrage posi-
tions. Some pairs trading positions were even larger. Relative value bets
were similar but subtly different. These positions generated profits if
LTCM correctly determined that securities were overpriced relative to
each other. LTCM differed from the rest of Wall Street in that its invest-
ment strategy was backed by detailed and complex computerized analy-
sis of historic patterns of behavior, which allowed it to make confident
(but, as it turned out, fallible) predictions about future outcomes.

Liquidity Squeeze
Following the Asian economic crisis, Brazil also devalued its currency. This
move created hyperinflation, and interest rates skyrocketed, causing coun-
terparties to lose confidence in themselves and LTCM.As a result of the flight
to quality, the spread between liquid and illiquid assets diverged further.
With the increased spread, the value of LTCM’s collateral assets declined
dramatically. LTCM was forced to liquidate assets to meet the margin calls.

Insufficient Risk Management
A significant point that was apparently missed by LTCM and its counter-
parties and creditors was that while LTCM was diversified across global
markets, it did not have a well-diversified strategy. It was betting that, in
general, liquidity, credit, and volatility spreads would narrow from his-
torically high levels. When the spreads widened instead in markets across
the world, LTCM found itself at the brink of insolvency. In retrospect, it
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can be seen that LTCM and others underestimated the likelihood that li-
quidity, credit, and volatility spreads would move in a similar fashion si-
multaneously in markets across the world.

Essentially, this summarizes the risk of a large loss that LTCM faced
owing to its arbitrage strategy. As we have seen, LTCM was highly lever-
aged. Its on-balance-sheet assets totaled around $125 billion, on a capital
base of $4 billion, translating into a leverage of about 30 times. But that
leverage was increased 10-fold by LTCM’s off-balance-sheet business,
where notational principal ran to around $1 trillion. This amount of lever-
age was reached by using the cash received from borrowing against initial
collateral, purchasing securities, and then posting them as collateral for
additional borrowing in a continuous cycle. LTCM was leveraged to infin-
ity. Furthermore, as convergence turned to divergence, LTCM sought
more borrowed money as capital, convinced that everything would turn
out fine. Its leverage was risky due to its magnitude and also to the cir-
cumstances for which it relied on a return on investments due to the un-
certain global markets. It traded in emerging markets, such as in Russia.
The market risk could not be managed or predicted with its models.

The risk that the loss would force liquidation turned into reality as
LTCM struggled to raise $500 million in collateral. The more of an asset a
company needs to sell, the more capital needs to be available in a very
short time period. The number of investors that are ready to buy quickly
and at such large amounts is limited.

Another risk was that a forced liquidation would adversely affect
market prices. LTCM sold short up to 30 percent of the volatility of the en-
tire underlying French market such that a rapid close-out by LTCM would
severely hit the French equity market. The company risked affecting mar-
ket prices not only due to its own trades, but also as a result of the imita-
tion that occurred in the marketplace. Some of the market players had
convergence positions similar or identical to LTCM’s, such that if LTCM
closed out, there would be a mad panic for everyone to close out.

6.5.4.4 Systemic Risk
Systemic risk is the risk that problems at one financial institution could be
transmitted to the entire financial market and possibly to the economy as
a whole. Although individual counterparties imposed bilateral trading
limits on their own activities with LTCM, none of its investors, creditors,
or counterparties provided an effective check on its overall activities.
Thus, the only limitations on the LTCM fund’s overall scale and leverage
were ones provided by its managers and principals. In this setting, the
principals, making use of internal risk models, determined the frontier for
safe operations of the fund. Moreover, LTCM was unregulated, free to op-
erate in any market without capital charges and with only minimal re-
porting requirements by the SEC.
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What subsequent risks did LTCM face? By mid-September 1998, its
capital had shrunk to less than $1 billion, from $4.7 billion at the beginning
of the year. LTCM faced severe problems as it tried to unwind some of its
positions in illiquid markets. The large size of its positions in many mar-
kets contributed to its inability to unwind these positions. As a result,
market participants became concerned about the possibility that LTCM
could collapse and about the consequences this could have on already tur-
bulent world markets.

With regard to leverage, the LTCM fund’s balance sheet on August
31, 1998, included more than $125 billion in assets (see Figure 6-3). Even
using the January 1, 1998, equity capital figure of $4.7 billion, this level
of assets still implies a balance sheet leverage ratio of more than 25 to 1.
The extent of this leverage implies a great deal of risk. Although exact
comparisons are difficult, it is likely that the LTCM fund’s exposure to
certain market risks was several times greater than that of the trading
portfolios typically held by major dealer firms. Excessive leverage
greatly amplified LTCM’s vulnerability to market shocks and increased
the possibility of systemic risk. If the LTCM fund had defaulted, the
losses, market disruptions, and pronounced lack of liquidity could have
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been more severe if not for the use of close-out, netting, and collateral
provisions.

6.5.4.5 Additivity of Risk Management Framework
The circumstances leading to the disaster are rooted in the infancy of LTCM.
The experience and reputation of its members were renowned throughout
the industry. The company was given preferential treatment by investors as
well as lending institutions. LTCM was allowed to execute interest rate
swaps with no requirement for initial margin, and was also able to use se-
curities purchased with borrowed money to borrow additional money to
purchase further securities. In effect, it was able to leverage itself to infinity.
This circumstance, coupled with the fact that LTCM kept most of its nota-
tional principal off the books, where investors (and the SEC, for that matter)
could not monitor it, would prove to be a critical factor in the downfall of the
company.48

6.6 BARINGS

6.6.1 Background

Barings PLC went bankrupt because it could not meet the trading obliga-
tions incurred by Nick Leeson, a British trader at Barings Futures (Singa-
pore). The unauthorized trading positions were made in a fraudulent
account from 1992 to 1995. The credit crisis caused by Leeson led to more
than $1.39 billion in losses on futures contracts in the Nikkei 225, Japanese
Government Bonds (JGB), and euroyen, and options in the Nikkei 225.
The value of the venerable 200-year-old Baring Brothers & Co Bank was
reduced from roughly $615 million to $1.60, the price it brought from ING,
a Dutch financial institution.49

Leeson started engaging in unauthorized trading in 1992, and he lost
money from day one. In 1994 alone he lost $296 million; however, through
creative deception, he showed a gain of $46 million in that year. The pri-
mary locus of blame for all the activities that eventually brought down
Barings was the lack of an adequate control system to monitor and man-
age traders’ activities. Without such a system in place, unscrupulous
traders like Leeson were able to take advantage of the firm and engage in
unauthorized activities. Moreover, the environment that allowed the hid-
ing and manipulation of trades, which went virtually undetected, was
again directly attributable to Barings’ lack of adequate controls. Between
1992 and 1995, the management of Barings had no real concept of Leeson’s
true profit and loss positions. This is because the details of account 88888
were never transmitted to treasury officials in London. Account 88888 was
used by Leeson to cross trades with other Barings accounts and to show
false gains on these accounts (while the actual losses were accumulating in
the 88888 account). Due to this, Leeson was able to show a flat book expo-
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sure while in reality he had huge long and short positions. Leeson proba-
bly could have gotten away with his scheme free and clear if it were not
for the Kobe earthquake that shattered the Japanese equity markets.

Leeson was authorized to trade Nikkei 225 futures contracts and op-
tions contracts on behalf of clients on the Singapore International Mone-
tary Exchange (SIMEX). A Nikkei 225 futures contract is a bundle of stocks
that are equal in proportion to the stocks that make up the Tokyo Stock Ex-
change Nikkei 225 Stock Average. The value of the futures contract is de-
rived from the value of the Nikkei 225 average. A long Nikkei 225 futures
position is in the money if the Nikkei 225 average increases, because the
futures price will be lower than the actual value of the underlying asset.

Leeson was allowed to take advantage of the arbitrage opportunities
that existed between the price of Nikkei 225 futures contracts listed on the
Osaka Securities Exchange vs. the Tokyo Stock Exchange and the SIMEX.
Barings referred to this arbitrage activity as switching. It was imperative to
hedge all major proprietary trading positions undertaken on behalf of Bar-
ings Securities so that the firm would not be exposed to a large risk. For
example, a short futures position is hedged by a long futures position. The
gain in the long position will exactly counteract the losses if the short fu-
tures position loses value. Leeson was only allowed to make unhedged
trades on up to 200 Nikkei 225 futures, 100 Japanese Government Bonds,
and 500 euroyen futures contracts. However, Leeson greatly exceeded
these allowable limits in unauthorized and unhedged futures trades and
exposed Barings to a large amount of risk. His positions were unhedged to
maximize the gains if the market moved in a direction favorable to his po-
sition. The hedged portion of his position would have to meet margin re-
quirements due to unfavorable market movements. Leeson also engaged
in the unauthorized sale of Nikkei 225 put and call options, because doing
so meant he could generate premiums without having to meet margin
calls. His positions in the options markets were also unhedged in order to
maximize his potential gains.

6.6.2 Cause

Leeson was hired as general manager of the newly established Barings Fu-
tures (Singapore) office in the spring of 1992. The most notable aspect of his
position was that he was in charge of settlement operations and was the
Barings Futures floor manager on the SIMEX trading floor. Barings Futures
was a subsidiary of Barings Securities. Nick Leeson was the general man-
ager of the Barings Futures (Singapore) office, and he was to report to both
the London and Singapore offices. The Singapore office would oversee Lee-
son’s trading activities on the SIMEX, and the London office would oversee
his futures and options settlements. However, Barings Securities was a very
political company. Individual managers at the field offices, such as Singa-
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pore, were fiercely protective of their control over their specific offices. It
was difficult for the London headquarters to exercise control over the field
offices. Either the managers had excellent past performance, meaning that
central control was unnecessary, or they had strong personalities and could
successfully thwart attempts from headquarters to increase oversight.

Gordon Bowser, risk manager at Barings Securities (London), was to
be responsible for Leeson’s futures and options settlements. The senior
management of the Singapore office included James Bax, the managing di-
rector of the Singapore office and a master of Barings office politics, and
Simon Jones, the finance director of the Singapore office and an expert at
settling stock trades, but also the possessor of a legendary temper. The
pair was known as “Fortress Singapore.” Jones took offense at sharing
Leeson’s oversight responsibilities with Bowser. He felt that if the Singa-
pore office was to oversee Leeson’s trading activities on the SIMEX, then
it should also oversee his settlements activities.

Bax communicated this disagreement to London, but it was never
resolved because the London office did not want to usurp the authority of
the Singapore office. The key people in the Singapore office did not fully
understand Leeson’s role in the organization or were not interested in
monitoring his activities. Bax thought Leeson was only running settle-
ments. Jones took little interest in supervising Leeson because he was
sharing this responsibility with London.

Mike Killian, head of Global Equity Futures and Options Sales at
Barings Investment Bank, on whose behalf Leeson executed trades on the
SIMEX, was also responsible for Leeson’s activities. However, Killian did
not like to take oversight responsibilities and preferred to take credit for a
profitable operation. As a result, it was unclear to whom Leeson reported,
and his activities were not scrutinized.

On July 3, 1992, Barings Futures (Singapore) established error ac-
count 88888 as required by the SIMEX. A few days later, Leeson asked his
computer consultant to modify the CONTAC software program so that the
trading activity, prices of trades, and positions associated with error ac-
count 88888 would not be reported to the London office. A fourth item,
margin balances, remained on the report. Leeson knew that trading activ-
ity, prices of trades, and positions were processed by the London office and
downloaded into First Futures (Barings’ internal reporting system) and
that margin balances were ignored. Leeson stated that Gordon Bowser had
ordered the action because the volume of trades made by Barings Futures
(Singapore) on the SIMEX was difficult to settle.

In September 1992, Bowser provided the Barings Futures (Singa-
pore) office with error account 99002, which was to be used as the Barings
Futures SIMEX error account. Account 99002 was to be reported to Lon-
don. However, Leeson kept error account 88888 active to deliberately hide
trading losses and unauthorized trades.
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Leeson needed funds to meet margin calls and support accumulat-
ing losses on his unhedged futures trades. In August 1992, Bowser sur-
prisingly granted Leeson permission to receive funds from London
without providing specific information on how these funds would be
used. Leeson argued that the difficulty of raising funds from Japanese
banks and the peculiarities of SIMEX margin calls required him to have
easy access to funds. From 1992 until the collapse, Leeson was able to re-
quest and receive funds to meet the margins calls on his unauthorized
trades without scrutiny.

Leeson used his position running the back office to further conceal
his trading activities. At the end of September 1992, he asked the settle-
ments staff to temporarily debit a Barings receivable account at Citibank
Singapore and credit the funds to error account 88888. The transfer was
performed in order to hide Leeson’s trading losses from Barings Securities
(London) monthly reports, which were printed at the end of the month.
This first such transaction coincided with the end of Barings Securities’ fi-
nancial year and the start of Deloitte and Touche’s 1992 accounting audit.
At this time, Leeson also forged a fax from Gordon Bowser stating that
error account 88888 had an insignificant balance. The fax kept the ac-
counting firm from discovering his activities.

The specific method Leeson used to cover up his losses and inflate
Barings Futures profits was the cross-trade. In a cross-trade, buy and sell
orders for the same firm occur on an exchange. Certain rules apply; for ex-
ample, the transaction must occur at the market price and the bid or offer
prices must be declared in the pit at least three times. Leeson would cross-
trade between error account 88888 and the following accounts:

• 92000 [Barings Securities (Japan), Nikkei and Japanese
Government Bond Arbitrage]

• 98007 [Barings (London), JGB Arbitrage]
• 98008 (Euroyen arbitrage)

This was done to make the trades appear legal per SIMEX rules. Back
office staff at Barings Securities (Singapore) would then be ordered to break
the trades down into many lots and record them in the Barings accounts at
prices differing from the purchase price. In general, the cross-trades were
made at prices higher than what Leeson had paid on the SIMEX. In per-
forming cross-trades, Leeson could show a profit for his trading activities
on various Barings accounts. However, the gains in accounts 92000, 98007,
and 98009 also generated a corresponding loss, which Leeson buried in
error account 88888. This activity required the complicity of the Barings Se-
curities (Singapore) clerical staff, which would have been easy to secure by
the person in charge of the back office—Nick Leeson.

Leeson was selling straddles on the Nikkei 225. His strategic under-
lying assumption was that the Nikkei index would be trading in the range
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of 19,000 to 19,500. In this range he would rake in the money on the pre-
miums of the sold options, while the calls and puts he sold would expire
worthless. However, after the Kobe earthquake on January 17, 1995, the
Nikkei dropped to 18,950. At that point the straddle strategy was shaky.
Leeson started to lose money on the puts, because the (short) value of the
put options he sold was starting to overtake the (long) value of the premi-
ums received from selling the puts and calls. Then he made a dangerous
gamble; he believed that the market was overreacting and on January 20,
three days after the earthquake, he bought 10,814 March 1995 futures con-
tracts. On January 23, the Nikkei dropped 1,000 points to 17,950, and at
that point Leeson realized his gamble was a huge mistake. He was facing
enormous losses from the long positions that he had just bought, along
with unlimited losses on the puts.

In addition to selling straddles, Leeson’s reported arbitrage strategy
was to go long or short the Nikkei 225 futures on the Osaka exchange,
while simultaneously going the other direction on those same Nikkei 225
futures on the SIMEX. This strategy would theoretically take advantage of
temporary mispricing differences of the same futures contract on two dif-
ferent exchanges. Since these products were essentially identical (they de-
rived all of their intrinsic value from the same underlying security), any
large price differences between the Osaka and SIMEX Nikkei 225 March
1995 futures contracts would be short-lived (or nonexistent) in an efficient
market. This trading strategy is what Barings referred to as switching. In
reality, however, Leeson ignored the switching and was long the March
1995 contract on both exchanges. Therefore, he was doubly exposed to the
Nikkei 225 instead of being hedged.

On January 20, the Osaka exchange lost 220 points and the SIMEX
lost 195. If Leeson were short on the SIMEX, the net effect would have
been (−220 + 195) = −25. However, he was long on both exchanges; there-
fore, on January 20 he had a loss of (−220 − 195) = −415. During January
and February of 1995, Leeson suffered the huge losses that broke Barings.

6.6.2.1 How Leeson Hid the Trades
It is legal for an institution to separate a trade made on an exchange, as-
suming that the trade is large and that its size might affect the market
price of the position. This is done through “block transaction,” which ef-
fectively splits the transaction into smaller transactions with different
counterparts. Leeson traded this way within the Barings accounts (also
known as cross-trading). After the transactions, however, when he was
splitting the trades into the different accounts, he decided the price at
which each trade should be recorded, and did not use the actual price of
the trade. This is illegal. Although the sum of the small transaction
matches the overall trade, and the books were flat, Leeson was crediting
gains to the Barings accounts and was offsetting them by recording losses
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in the 88888 account. Since he was always losing money, he kept recording
losses in this account, and was showing gains in the official books. This
way Leeson fooled everybody at Barings and was able to show a prof-
itable net position. Barings’ treasury never audited account 88888, which
more accurately depicted Leeson’s true profits and losses. Account 88888
was a ticking bomb that exploded in February 1995 and broke Barings.50

6.6.2.2 Leeson’s Assumptions
The facts just discussed show the reasons behind Barings’ collapse. When
reading them, one openly wonders what made Leeson so aggressive in the
derivatives markets, why he thought he could profit from such aggressive
tactics, and why he thought he could cover up his activities from his em-
ployer. In every case involving huge derivative position losses, one usu-
ally sees the “double-down” mentality take effect. In this case, Leeson
sealed his fate the first day he decided to eschew the official Barings de-
rivatives trading strategy. He was destined to eventually put himself in a
net loss position due to the risky nature of the products he was trading.
Once he did this, he had no other option but to keep doubling down in the
hope that he could extricate himself from the situation. He could not
merely cap his losses and walk away, as that would mean he would have
to inform Barings management of his improper trading, and he surely
would have been fired by the firm at that point. That is why he did not
hedge his positions once he started losing money. To do so might have
saved Barings from its eventual collapse, but it would not have been
enough to save his job. So, instead, he covered up his illicit trading prac-
tices and kept raising the stakes. Leeson had been trading derivative prod-
ucts improperly for some time prior to the disaster in early 1995. Because
of his experience, albeit limited, with the Japanese equity markets, he felt
confident enough to take some rather large risk positions in early 1995.
The Nikkei 225 index had been trading in a very tight range at the begin-
ning of January 1995. Between January 4 and January 11, for example, the
Nikkei stayed between 19,500 and 19,700. With his double-long futures
position on the SIMEX and OSE and his straddle options, Leeson was bet-
ting that the Nikkei 225 index would increase or remain flat. If it stayed
flat, he would collect the premiums from his sold put and call options and
these options would expire worthless. If the index increased greatly in
value, the premium from the sold put options would partially offset the
losing call option positions he sold, and he would more than make up for
this difference with the windfall profits from the double-long futures po-
sitions on the SIMEX and OSE. Aside from his confidence in the volatility
and future direction of the Nikkei index, there is another reason Leeson
took such a large market gamble. As the case details, Leeson was already
£208 million in the hole as of the end of 1994.
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6.6.3 Effect

When a terrible earthquake rocked Japan on January 17, 1995, the Nikkei
plummeted. Many people explain Leeson’s last crazy behavior as evi-
dence that he believed the Nikkei was still undervalued and had overre-
acted to the disaster, and so continued to add to his futures positions.

Leeson had already built a large quantity of positions. Many people
may ask why he did not hedge those positions by building other positions
in his account. This is a good question, but Leeson’s dilemma was this: he
still believed prices would rise and his position would eventually break
even or be profitable. However, even if he wanted to hedge those loss po-
sitions, he could not do so. If he used the official accounts, which would be
reported to Barings, he had to establish huge positions, and he didn’t be-
lieve the price would crash deeper. Therefore, this strategy seemed too
risky. But he could not hedge in his internal 88888 account, either, because
in financial trading, a first-in-first-out rule is followed. Leeson’s hedging
position was to liquidate all his Nikkei long and JGB and euroyen short
positions. Thus, the floating loss became realized loss, and Leeson could
find no place to recoup these huge losses. What he had to do was to keep
them and roll them over with floating loss (a nominal loss not booked yet).
In this light, it is very easy to understand the later actions of Leeson. Hold-
ing onto the belief that prices would rise, in order to protect his long
Nikkei futures, short JGB, and euroyen futures positions and in order to
stop the crash of his short put options positions, Leeson executed his final
strategy by placing huge amounts of orders to prop up the market.

Barings was on its way to collapse without realizing it due to a contin-
uation of the deceptive practices that Leeson had engaged in since mid-
1992. Between January 23 and January 27, 1996, he lost approximately
$47,000,000 but was able to present a $55,000,000 profit to London by cross-
trading between error account 88888 and Barings account 92000. The Lon-
don office heard rumors that Barings was not able to meet its margin calls in
Asia, but was not concerned because it felt this rumor was based on its long
Nikkei futures positions on the Osaka exchange, which were supposedly
hedged by corresponding short Nikkei futures position on the SIMEX. After
all, Leeson’s official trading policy was to short Nikkei 225 futures on
SIMEX to hedge Barings’ long positions on the Osaka exchange. However,
he went long on Nikkei 225 futures, did not hedge these positions, and ex-
posed Barings to significant risk. During January and February 1995, Leeson
was still able to receive funds from London to meet margin calls without
being questioned. The payments forwarded to Singapore equaled $835 mil-
lion, whereas Barings only had $615 million in capital. By late February the
exposure in the Nikkei futures and options markets that Leeson created was
larger than Barings could handle. The enormity of the Nikkei 225 futures
margin calls and the losses on the put options bankrupted Barings.

Case Studies 485

Gallati_06_1p_j.qxd  2/27/03  9:14 AM  Page 485



6.6.4 Risk Areas Affected

The collapse of Barings could have been avoided by:

• Making all Barings traders meet London International Financial
Futures Exchange (LIFFE) standards

• Managing account settlement and trading functions separately
using management information systems

• Exercising rigorous management oversight

6.6.4.1 Market Risk
The risks of Leeson’s strategy should be clear. If the market suffered a
sharp decline, Leeson would be exposed to tremendous potential losses.
The premiums from the call options he sold would have been locked-in
profits, since these options would expire worthless in a sinking market.
However, the put options he sold were increasing greatly in value as the
market declined. With strike prices between 18,500 and 20,000 on the
Nikkei 225 index, Leeson faced massive risk on these short put options if
they became deep in the money. As the Nikkei plunged down under
18,000 in mid-February 1995, that is exactly what happened. The losses on
these short options greatly exceeded the premiums gained on the expired
sold call options. Of course, Leeson’s double exposure to the March 1995
Nikkei futures contract also left him open to the risks associated with the
declining Japanese equity market. When he bought the additional 10,814
contracts on January 20, he further increased this risk. Between January 20
and February 15, the Nikkei dropped an additional 850 points. A declining
Nikkei index was a large and obvious market risk that Leeson faced with
his derivatives book in early 1995. In addition to market risk, Leeson was
also leaving himself exposed to event risk—the risk that something unex-
pected and not directly related to the market could affect the market. A
great example of event risk is the Kobe earthquake of January 17, 1995,
which negatively impacted Leeson’s prospects for two reasons. First, it
helped send the Nikkei index into a tailspin. Second, the earthquake
caused increased volatility in these equity markets. Increased volatility
adds value to options, both calls and puts. As Leeson was short options at
this time, this increase in volatility further helped to destroy him. The
short put options exploded in value as they became deeper in the money
and as volatility increased.

6.6.4.2 Credit Risk
By late February, Barings’ exposure in the Nikkei futures and options
markets was larger than the bank could handle. The enormity of the
Nikkei 225 futures margin calls and the losses on the put options bank-
rupted Barings. Leeson created counterparty exposure for other institu-
tions, which finally collapsed the bank.
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An appropriate management of counterparty risk and reporting of
specific instrument exposures to counterparties would have been an addi-
tional signal for management that some exposures were intolerable.

6.6.4.3 Operational Risk
As a result of Barings’ derivatives disaster, the market has attempted to
head off potential government regulation by improving industry self-
regulation. New standards have been developed in accordance with the
regulations created by the SEC, FSA, and other national regulators of de-
rivatives sales practices, capital standards, and reporting requirements.
Most, if not all, financial firms participating in derivatives have taken a
hard second look at their control systems as a result of the Barings collapse.
Indeed, some have wondered why a disaster such as this hadn’t happened
earlier. Valerie Thompson, an experienced trader at Salomon Brothers in
London, claims that the deregulation of the British financial sector in the
1980s created a vacuum that was filled by inexperienced traders in the
1990s. Thompson observed that traders were created overnight without
the benefit of proper training because firms such as Barings were chasing
markets previously dominated by the Americans and Japanese. This inex-
perience contributed to Leeson’s undoing; he didn’t have the knowledge or
experience to admit his mistakes to upper management.51

Perhaps the collapse of Barings was an unfortunate, yet necessary,
lesson that the market needed to learn. Graham Newall of BZW Futures
notes that upper management now regularly inquires about activity in the
omnibus account. Merrill Lynch Futures’ Tom Dugan notes that firms are
far less tolerant of individual stars these days and that everyone is held ac-
countable for his or her actions. At the Futures Industry Association Ex-
position in Chicago in October 1996, most industry experts agreed that
technology is a key ingredient in preventing scams such as Leeson’s in the
future. Risk management computer systems have been developed and im-
proved as a result of Barings’ demise.52

Nick Leeson was obviously a man of questionable character, and this
was evident before he was transferred to Barings Securities (Singapore). He
was scheduled to appear in court due to the accumulation of unpaid debt
and had already been taken to court and ruled against on another unpaid
debt charge. Leeson would not have been allowed to trade on the LIFFE
due to these problems, and therefore Barings should not have allowed
him to trade on the SIMEX. Making one person responsible for managing
settlements and the trading floor created a conflict of interest. Leeson was
able to use his influence in the back office to hide his actions on the trad-
ing floor. Assigning one of these responsibilities to a different manager
would have kept Leeson from developing the ability to deceive the Lon-
don office. Better management information systems were needed to en-
sure that all account information was available at a central location and
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that the complete status of all open accounts was known. Finally, Barings
management should have monitored Leeson’s activities more proactively.
Audits should have been performed more frequently and audit recom-
mendations should have been immediately implemented or followed up
on. Clearer lines of reporting should have been established, and office pol-
itics should not have stood in the way of proper supervision.53

After analyzing Leeson’s trading and operations activities, the ques-
tion arises as to what role and responsibility risk management had or
could have had. In general, three levels of risk management and valuation
processes should be implemented by financial institutions: information
and risk reporting, risk control, and risk management.

Information and Risk Reporting
This is a basic process in measuring risk. The senior managers receive the
information and reports showing risk created by trades and investments.
The reporting side should provide complete, accurate, audited, and pre-
cise professionally standard information. Risk reporting is essential in
valuing and managing risk.

Leeson violated the principles of risk reporting. He secretly opened ac-
count 88888 and sent false information to Barings from the time he arrived in
Singapore. He controlled both the front and back offices at Barings Futures
(Singapore), which meant he was both chief trader and head of settlements.
Taking advantage of his excessive power, he suppressed the information in
account 88888, made unauthorized trades, and manipulated profits.

The Barings risk reporting system was flawed. First, there was no
one to supervise and assist Leeson in completing the reports and deliver-
ing reliable information to his managers. Second, the managers never in-
vestigated or doubted the credibility of Leeson’s trading activities as
detailed in his reports.

If the managers understood the nature of Leeson’s job, including ar-
bitrage by taking advantage of the price differences between the SIMEX
and the Tokyo Stock Exchange or the Osaka Securities Exchange, they
would have been suspicious of the unusual level of profits. Arbitraging
the price differences of futures contracts on separate exchanges entails
very low risk. The fact that Leeson could make such a huge profit from al-
most riskless trading is counter to fundamental modern financial theory,
which states that low risk equals low return and high risk equals high re-
turn. One question should have arisen: if such a low-risk and simple arbi-
trage could yield such high returns, why did rival banks not execute the
same arbitraging strategy? In addition, as the volume of arbitraging trad-
ing increases, the price differences tend to decrease, and therefore the 
potential profit from arbitrage also likely shrinks. Why could Leeson con-
tinue arbitraging? Unfortunately no Barings executive recognized the ob-
vious. Even when Leeson’s performance accounted for 20 percent of the
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entire firm’s 1993 profits and about half of its 1994 profits, no one tried to
determine where the enormous profits were coming from.

Risk Control
Risk control is used to set position limits for traders and business units to
prevent individuals from having too much power. It can be used to mea-
sure the risk in a variety of risky activities in diverse markets. Leeson con-
tinued his unauthorized trading by taking advantage of his positions. He
never controlled the risk in his trading in Nikkei, JGB, and euroyen fu-
tures as well as straddles in Nikkei options. He took extreme positions
without hedging the risk and continued to execute a faulty strategy. The
market exposure of his positions exceeded Barings’ total capital. In 1994,
Barings transferred $354 million to Barings Futures (Singapore) for the
margin call from the trading Leeson explained as risk-free arbitrage. It is
astonishing that no one even asked Leeson to justify his requests.

Risk Management
Risk management includes the analysis and measurement of positions and
strategies. It requires investment experience to supervise the exposures and
the persons taking the exposures. Barings had neither the risk controls nor
the risk measurement in place to analyze the exposure taken by Nick Lee-
son, nor the analytical framework to monitor where the huge profits came
from and what kinds of risks were being taken to generate the profits.

6.6.4.4 Systemic Risk
The systemic risks in the Barings case were substantial. However, all of the
appropriate organizations moved to mitigate the problems created by the
debacle. The Singapore stock exchange reacted quickly on the same day
Barings was not able to cover the margin calls. The national banks pro-
vided additional liquidity to ensure that the markets in London and Sin-
gapore did not fall into a liquidity gap. The systemic risk was limited as
the loss for counterparty risk was limited to a one-day uncovered margin
call, which was settled by Barings and later through ING Groep, which ac-
quired the bankrupt Barings. The systemic risk was further contained by
the fact that Leeson’s speculation was not supported by an unheated mar-
ket environment (such as in the months before the October 1987 crash) or
the turmoils around the ruble and the Russian bond crisis in August and
September 1998.

6.6.4.5 Additivity of Risk Management Framework
The regulatory, supervisory, and corporate governance framework failed
completely in the Barings case. The key failures were by weak managers
who did not take responsibility for establishing systems and processes
that would have prevented the bankruptcy of Barings.
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The capital adequacy framework should have required higher capi-
tal to support the risk of Leeson’s trading strategy, as the strategy did not
allow matching and offsetting of the transactions. The internal and exter-
nal bank auditors should have realized the speculative background and
informed the appropriate supervisory authority.
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G L O S S A R Y

ABS See asset-backed security.

absolute return Measure of net economic return. Takes into account all costs (for example,
cost of funding, balance sheet charges, and administrative expenses).
accrual (Z) bond A long-term, deferred-interest CMO bond that distributes no interest (in-
terest is capitalized) until certain other bonds have been retired.
accumulation plan An investment plan under which an investor may regularly buy speci-
fied minimum amounts of investment company shares. Dividends and distributions are usu-
ally reinvested automatically. Sometimes referred to as a systematic plan. (See contractual
plan.)
accumulation unit The basic valuation unit of a deferred variable annuity. Such units are
valued daily to reflect investment performance and the prorated daily deduction for ex-
penses.
adjustable-rate mortgage (ARM) A mortgage that permits the lender to adjust its interest
rate periodically on the basis of movement in a specified index. Also used collectively to refer
to ARMs and graduated-payment adjustable-rate mortgages (GPARMs).
ADR See American Depositary Receipt.

American Depositary Receipt (ADR) A certificate issued by an American bank as evi-
dence of ownership of foreign shares. The certificate is transferable and can be traded. The
original foreign stock certificate is deposited with a foreign branch or correspondent bank of
the issuing American bank.
amortization Gradual reduction of mortgage debt through periodic payments scheduled
over the mortgage term.
annuity contract A contract issued by an insurance company that provides payments for a
specified period, such as for a specified number of years, or for life. (See variable annuity.)
arbitrage The simultaneous purchase and sale of the same (or equivalent or related) secu-
rities to take advantage of price differences prevailing in separate markets. Pure arbitrage in-
volves trading the same instruments for different prices at the same time.
ARCH See autoregressive conditional heteroskedascticity.

ARM See adjustable-rate mortgage.

arm’s-length transaction A transaction that is conducted as though the parties were unre-
lated, thus avoiding any semblance of conflict of interest.
ask price A potential seller’s lowest declared price for a security.
asset-backed security (ABS) Bonds or debt securities collateralized by the cash flow from
a pool of auto loans, credit card receivables, vehicle and equipment leases, consumer loans,
and other obligations.
asset liability management Matching the level of debt and amount of assets. Financial in-
stitutions carry out asset liability management when they match the maturity of their de-
posits with the length of their loan commitments to keep from being adversely affected by
rapid changes in market prices.
at the money When the strike price of an option is the same as the price of the underlying
instrument.

495

Gallati_gloss_1p_j.qxd  2/27/03  9:16 AM  Page 495

Copyright 2003 by The McGraw-Hill Companies, Inc. Click Here for Terms of Use.



at-the-money forward When the strike price of an option is the same as the forward price
of the underlying instrument.
autocorrelation Serial correlation in which observations on the same time series are corre-
lated over time. In mathematical terms, the covariance between data recorded sequentially
on the same series is nonzero.
autoregressive conditional heteroskedascticity (ARCH) A time-series process that mod-
els volatility as dependent on past returns.

back-office operations Clerical operations at trading institutions that include confirmation
and settlement of trades, record keeping, and regulatory compliance.
backtesting A method of testing the validity of VaR models, usually performed by com-
paring risk forecasts with actual or hypothetical trading results.
balanced fund An investment company that invests in varying proportions from time to
time in equity and fixed-income securities for growth and income.
balance-sheet capital The amount of capital reported under generally accepted accounting
principles.
Bank for International Settlement (BIS) An agency headquartered in Basel, Switzerland,
that serves as an international forum for monetary cooperation and banking regulation.
banker’s acceptance A time or sight draft drawn on a commercial bank by a borrower, usu-
ally in connection with a commercial transaction.
base currency Currency in which operating gains and losses are measured. Typically this is
the reporting currency of a company.
basis The difference between a futures contract price for an item and the current spot price
of the same item.
basis risk The potential loss due to small pricing differences between equivalent instru-
ments, such as futures, bonds, and swaps. Hedges are often subject to basis risk.
Basel regulatory market risk capital requirements Minimum requirements for capital that
international banks must carry to cushion against adverse market movements.
benchmark A custom or published index of a predetermined set of securities used to com-
pare performance and risk. Asset managers’ performance is often gauged against a bench-
mark of published market indexes.
benchmarking Comparing information about one entity to like information of another en-
tity or composite group for the purpose of determining areas for potential improvement and
to identify best practices.
benchmark yield curves Derived yield curves that correspond to a country, industry, or
credit rating category; typically generated through a yield-curve-fitting algorithm.
beta (b) A volatility measure relating the rate of return on a security to the return of its mar-
ket over time. It is defined as the covariance between a security’s return and the return on the
market portfolio divided by the variance of the return on the market portfolio.
bid price The highest declared price a potential buyer is willing to pay for a security at a
particular time.
binomial distribution The distribution of a data set for which there are only two possible
outcomes (success and failure).
BIS See Bank for International Settlement.

Black-Scholes A model invented by Fischer Black and Myron Scholes for pricing call op-
tions based on arbitrage arguments. Key variables are current asset price, exercise price, risk-
free rate, time to expiry, and expected standard deviation of the asset.
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bond discount The difference between the face amount of a bond and the lower price paid
by the buyer.
bond premium The difference between the face amount of a bond and the higher price
paid by a buyer.
bonds Debt instruments issued with a maturity greater than one year. The purchase of a
bond is comparable to making a loan.
book shares Investment company shares whose ownership is evidenced by records main-
tained by a transfer agent rather than by physical stock certificates.
break point The volume at which a quantity of securities qualifies for a lower sales charge
when purchased. Also, an aggregate amount of investment company assets in excess of
which a lower investment advisory fee is rate charged.
broker An agent, often a member of a stock exchange firm or an exchange member, who
executes orders to buy or sell securities or commodities and charges a commission. [See Sec-
tion 2(a)(6) of the Investment Company Act of 1940.]
bunching Grouping transactions in the same security for several investment clients of the
same investment advisor to obtain the benefit of lower commission changes or other trans-
action costs.

calendar spread Options strategy that entails buying two options on the same security
with different maturities. If the exercise prices are the same, it is a horizontal spread. If the ex-
ercise prices are different, it is a diagonal spread.

call option A contract that entitles the holder to buy (call), at the holder’s option, a speci-
fied number of units of a particular security at a specified price at any time until the stated
expiration date of the contract. The option generally applies to round lots of securities.
cap An option contract that protects the holder from a rise in interest rates, or some other
underlying fundamental, beyond a certain point.
capital asset pricing model (CAPM) A model which relates the expected return on an asset
to the expected return on the market portfolio.
CAPM See capital asset pricing model.

caps and floors Interest-rate options. Caps are an upper limit on interest rates (if you buy a
cap, you make money if interest rates move above the cap strike level). Floors are a lower
limit on interest rates (if you buy a floor, you make money if interest rates move below the
floor strike level).
cash-flow map A report that shows net cash flows of foreign-exchange- and interest-rate-
related cash flows (typically grouped by maturity, country, or credit rating).
cash flow at risk Estimated potential cash-flow loss (through reduction in revenues or in-
crease in outgoings) due to adverse market movements (for example, unfavorable move-
ments in interest rates, exchange rates, commodity prices, and other markets) within a
specific time horizon and subject to a given confidence level.
CBOE See Chicago Board Options Exchange.

CD See certificate of deposit.

certificate of deposit (CD) Generally, short-term, interest-bearing, negotiable certificates
issued by commercial banks or by savings and loan associations against funds deposited
with the issuing institution.
change return See log return.

Chicago Board Options Exchange (CBOE) A national securities exchange, based in
Chicago, that provides a continuous market for trading in derivatives. Various other ex-
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changes, such as the American, Pacific, Philadelphia, and Baltimore and Washington Ex-
changes, also provide such markets.
churning A process of executing unnecessary portfolio securities transactions to generate
commissions.
clearing agency A central location at which members’ security transactions are matched to
determine the minimum quantities to be received or delivered.
clearing risk The possibility that an institution may not be reimbursed on the same value
date for payments made on behalf of customers.
closed-form solution A solution is closed form when an exact solution can be found for a
precise mathematical representation of the problem. Otherwise, it is considered an open-
form solution.

closed-end investment company A mutual fund having a fixed number of shares out-
standing, which it does not stand ready to redeem. Its shares are traded similarly to those of
other public corporations. [See Section 5(a) of the Investment Company Act of 1940.]
closed-up fund An open-end investment company that no longer offers its shares for sale
to the general public but still stands ready to redeem its outstanding shares.
close-out netting An arrangement to settle with one single payment all contracted but not
yet due liabilities to and claims on an institution, immediately upon the occurrence of one of
a list of defined events, such as the appointment of a liquidator to that institution. (See net-
ting by novation and obligation netting).
CMO See collateralized mortgage obligation.

collar Combination of a cap and a floor that protects the buyer within a band of interest
rates.
collateralized mortgage obligation (CMO) Mortgage-backed bond secured by the cash
flow of a pool of mortgages.
commercial paper (CP) Short-term, unsecured, promissory notes issued by corporations.
Commercial paper is usually sold on a discount basis. [See Section 3(a)(3) of the Securities
Act of 1933 and Section 3(a)(10) of the Securities Exchange Act of 1934.]
compliance risk The risk arising from violations or nonconformance with laws, rules, reg-
ulations, prescribed practices, or ethical standards.
confidence bands Projected upper and lower boundaries for portfolio returns (e.g., 5 per-
cent band breaks are associated with a 95 percent confidence band).
confidence interval A range of the possible values of a population, usually centered
around the mean.
confidence level A specified level of certainty for a statistical prediction (e.g., 95 percent
confidence worst-case loss).
confidence level scaling factor A multiplier to scale standard deviation to a specified con-
fidence level, assuming normality (e.g., 1.65 is the confidence level scaling factor to arrive at
a 95 percent one-tailed confidence level).
contango An interest factor reflecting the excess of the future price of a commodity contract
over the spot price.
contingent lending risk The risk that potential obligations will become actual obligations
and will not be repaid on time. Contingent lending risk occurs in products ranging from let-
ters of credit and guarantees to unused loan commitments.
control Defined by Section 2(a)(9) of the Investment Company Act of 1940 as the power to
exercise (whether exercised or not) a controlling influence over the management of policies
of a company, unless that power results solely from an official position with the company.
conventional mortgage A mortgage that is not insured or guaranteed by the federal gov-
ernment.

498 Glossary

Gallati_gloss_1p_j.qxd  2/27/03  9:16 AM  Page 498



convertible bond A bond with an embedded option that allows the holder to convert the
bond to common stock.
convertible securities Securities carrying the right (either unqualified or under stated con-
ditions) to exchange the security for other securities of the issuer or of another issuer.
convexity An upward-bowing shape of a security’s payoff pattern. In technical parlance, it
means that the second derivative of value with respect to some variable is positive.
correlation (ρ) A linear statistical measure of the comovement between two random vari-
ables. A correlation ρ (Greek letter rho) ranges from +1.0 to −1.0. Observing clumps of firms
defaulting together geographically or by industry is an example of positive correlation of de-
fault events.
counterparty The partner in a credit facility or transaction in which each side takes broadly
comparable credit risk. When a bank lends a company money, the borrower (not the coun-
terparty) has no meaningful credit risk to the bank. When the same two agree on an at-the-
money forward exchange contract or swap, the company is at risk if the bank fails, just as
much as the bank is at risk if the counterparty fails (although for the opposite movement in
exchange or interest rates). After inception, swap positions often move in or out of the
money, and the relative credit risk changes accordingly.
country risk A broad risk category encompassing political risk and transfer risk (also
known as cross-border risk).
coupon stripping The separation of interest coupons from the corpus of a bearer bond.
covariance (cov) The variability of a portfolio of data sets.
covenants Legal restrictions placed on an organization, often tied to debt issues.
CP See commercial paper.

credit (debt) rating A process of ranking obligations (facilities) and, at some banks, obli-
gors (borrowers) according to their relative risk. Moody’s and S&P assign both short- and
long-term ratings to individual issues of a borrower. Country ratings are also provided.
credit exposure The amount subject to a change in value upon a change in credit quality
through either a market-based revaluation in the event of an upgrade or downgrade, or the
application of a recovery fraction in the event of default.
credit quality Generally refers to an obligor’s relative chance of default, usually expressed
in alphabetic terms (e.g., Aaa, Aa, A).
credit-rating methodology Credit ratings are assigned to assess counterparty risk. Credit
ratings essentially rank counterparties according to risk of default, risk of loss, or both. There
are many forms and many approaches.
credit risk/exposure The risk that a counterparty will not settle a contractual obligation for
full value as defined and on time, either when due or at any time thereafter. In exchange-for-
value systems, the risk is generally defined to include replacement risk and principal risk.
credit scoring A method of using scorecards to predict an expected default rate. Applicants
are ranked according to an expected default rate for each score. Both behavioral scores and
application data can be used for new applicants.
credit spreads A spread over government rates to compensate investors for credit risk, typ-
ically expressed in basis points (0.01 percent).
cross-currency settlement risk See foreign-exchange settlement risk.

currency risk The risk that a change in the value of a foreign currency will affect the value
of an asset, liability, or financial instrument that is denominated in the foreign currency.
current exposure For market-driven instruments, the amount it would cost to replace a
transaction today should a counterparty default. If there is an enforceable netting agreement
with the counterparty, the current exposure would be the net replacement cost; otherwise, it
would be the gross amount.
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custodian A bank, trust company, or, less frequently, a member of a national securities ex-
change, responsible for receiving delivery and for the safekeeping of an investment com-
pany’s cash and securities. [See Section 17(f) of the Investment Company Act of 1940.]
custody arrangements Arrangements under which the trustee’s only responsibilities are to
ensure the safekeeping of assets and to follow the instructions of approved individuals as set
out in the trust agreement.

daily earnings at risk (DEaR) The estimated potential loss of a portfolio’s value resulting
from an adverse move in market factors over a specific time horizon. Measures the maxi-
mum estimated losses on a given position that can be expected to be incurred over a single
day, with 95 percent confidence.
daily limits Limits established by exchanges on fluctuations in prices of futures contracts
(other than contracts for delivery in the current month) during a trading session.
dealer A person or firm acting as a principal rather than as an agent in buying and selling
securities. Mutual fund shares are usually sold through dealers. [See Section 2(a)(11) of the
Investment Company Act of 1940.]
DEaR See daily earnings at risk.

decay factor (l) The weight λ (Greek letter lambda) applied in the exponential moving av-
erage. It takes a value between 0 and 1. In RiskMetrics, λ is 0.94 in the calculation of volatili-
ties and correlations for a 1-day horizon and 0.97 for a 1-month horizon.
delayed delivery contract A transaction in which delivery and payment are delayed longer
than in normal transactions.
delivery versus payment (DVP) A mechanism in an exchange-for-value settlement system
that ensures that the final transfer of one asset occurs if and only if the final transfer of other
assets occurs. Assets could include monetary assets (such as foreign exchange), securities, or
other financial instruments. (See payment versus payment.)
delta (d) The change in a derivative’s price in relation to a given and incremental change in
the price of the underlying instrument. For example, a delta of −0.5 would imply a −1⁄2 per-
cent change in the derivative’s price given a 1 percent increase in the underlying asset. (See
volatility.)
derivative A financial instrument that derives its value from the value and characteristics
of another underlying asset, index, or reference rate, called the underlying instrument.

diffusion process Process that assumes continuous (as opposed to discrete) price changes
of asset prices.
disclosure risk Risk that occurs when acting as an agent for other investors, as an under-
writer, or as an advisor on a transaction.
discount The amount of points collected from the mortgagor. The purpose of a discount is
to adjust the yield upward above the note rate.
diversification The process of risk reduction achieved by assembling a portfolio of securi-
ties with correlations less than 1.
dividends Prorated payments to shareholders from net investment income and realized
capital gains.
duration (Macaulay) See Macaulay duration.

DVP See delivery versus payment.

EaR See earnings at risk.

earnings at risk (EaR) The amount of earnings that are at risk over a defined period of
time; for example, the earnings that could be claimed by loss over a 10-day time frame by a
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2-standard-deviation event. Similar to cash flow at risk, except for necessary adjustments
due to accounting treatments of cash flows when determining earnings. Typical adjustments
include deferral of cash flows that are subject to deferral accounting treatment, advance
treatment of cash flows that are accounted accrually, and inclusion of operating cash flows
that are hedged.
economic capital An equity reserve or cushion for unexpected losses. It ensures that a com-
pany remains solvent and stays in business even under extreme conditions. It is important to
recognize that economic capital is distinct from regulatory capital, which focuses on market
and credit risk. Conceptually, economic capital is comprehensive and covers all significant
risks.
economic exposures Market exposures that consider how changes in foreign-exchange
rates, interest rates, or commodity prices can affect the overall operating environment of a
firm (for example, level of demand for products and services). Also called strategic exposures.

EDF See expected default frequency.

Employee Retirement Income Security Act (ERISA) A federal law enacted in 1974 that set
investment guidelines for management of private pension plans and profit sharing plans, in-
cluding employee vesting and conduct of plan administrators.
enterprise risk The risk of loss associated with the occurrence of firmwide events, such as
the loss of key personnel, the loss of important customers, or the risk of litigation. Some of
these risks are insurable; some can be actively managed to mitigate their impact.
equity risk Risk that occurs when an institution invests in, holds, or receives equity, equity-
like securities, or other junior securities in nonaffiliated entities. These securities include in-
struments such as common shares, preferred shares, and related derivative instruments.
equity securities Common and preferred stocks and debentures convertible into common
stocks.
ERISA See Employee Retirement Security Act.

eurodollars U.S. dollars deposited in banks outside the United States.
event risk The risk associated with the occurrence of a single event, such as the default on
an individual loan, a failure to process an item accurately, or an act of fraud.
excess returns Returns above the benchmark rate.
excessions Confidence-level band breaks (i.e., observed exceptions or outliers).
ex-dividend A security that no longer carries the right to the most recently declared divi-
dend; or the period of time between the announcement of the dividend and the payment. A
security becomes ex-dividend on the ex-dividend date (set by the the NASD), which is usu-
ally two business days before the record date (set by the company issuing the dividend). For
transactions during the ex-dividend period, the seller, not the buyer, will receive the divi-
dend. Ex-dividend is usually indicated in newspapers with an x next to the stock or mutual
fund’s name. In general, a stock price drops the day the ex-dividend period starts, since the
buyer will not receive the benefit of the dividend payout till the next dividend date. As the
stock gets closer to the next dividend date, the price may gradually rise in anticipation of 
the dividend.
expected default frequency (EDF) The statistically derived likelihood that any given in-
strument will go into default.
exponential moving average Method of applying weights to a set of data points with the
weights declining exponentially over time. In a time series context, this results in weighting
recent data more than data from the distant past.
ex-rights Similar to ex-dividends. The buyer of a stock selling ex-rights is not entitled to a
rights distribution.
ex-warrants Stocks or bonds trading without attached warrants, entitling holders to sub-
scribe to additional shares within specified periods and at specified prices.
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failure to deliver Securities that the selling broker or other financial institution has not de-
livered to the buyer at the settlement or clearance date.
failure to receive Securities that the buying broker or a financial institution has not re-
ceived from the seller at the settlement or clearance date.
fair value An estimated value for securities and assets determined in good faith by the
board of directors under the Investment Company Act of 1940, and which has no readily
available market quotation. [See Section 2(a)(41).]
fat tails See leptokurtosis.

fiduciary risk Risk that occurs when an institution is charged with the responsibility of act-
ing as a trustee for third parties. The risk is greatest when placed in this position involuntar-
ily—that is, without having a trust agreement in place that defines the restrictions.
fiduciary services Services involving entrusting assets owned by one party to another party.
final, finality Irrevocable and unconditional.
final settlement Settlement that is irrevocable and unconditional. (See settlement.)
fixed income Refers to interest rate instruments (e.g., bonds, zero-coupon bonds, and 
floating-rate notes). A preferred stock or debt security with a stated percentage or dollar in-
come return.
fixed-rate mortgage A mortgage that provides for only one interest rate for the entire term
of the mortgage. If the interest rate changes because of enforcement of the due-on-sale pro-
vision, the mortgage is still considered a fixed-rate mortgage.
flat A method of trading in certain types of bonds, usually income bonds that do not pay
interest unless it has been earned and declared payable, or bonds on which the issuing cor-
poration has defaulted in paying interest.
floater A debt instrument with a variable coupon, paying a rate indexed to a money mar-
ket rate.
floor An option contract that protects the holder against a decline in interest rates or some
underlying instrument below a certain point.
foreclosure The legal process by which a borrower in default under a mortgage is deprived
of the interest in the mortgaged property.
Foreign exchange (FX) risk Risk of loss due to movements in foreign-exchange rates.
foreign-exchange settlement exposure The amount at risk when a foreign-exchange trans-
action is settled. This equals the full amount of the currency purchased. The exposure lasts
from the time that a payment instruction for the currency sold can no longer be cancelled
unilaterally until the time the currency purchased is received with finality. (See credit
risk/exposure and foreign-exchange settlement risk.)
foreign-exchange settlement risk The risk that one party to a foreign-exchange transaction
will pay the currency it sold but not receive the currency it bought. This is also called cross-
currency settlement risk or principal risk.

forward A contract obligating one party to buy, and the other to sell, a specific asset for a
fixed price at a future date.
forward exchange contract An agreement to exchange the currencies of different countries
at a specified future date at a specified rate (the forward rate). Unlike a securities futures con-
tract, the terms of a forward contract are not standardized.
forward pricing The pricing of mutual fund shares for sale, repurchase, or redemption at a
price computed after an order has been received. Mutual fund shares are usually priced once
or twice a day.
forward rate agreement (FRA) An agreement to exchange dollar amounts at a specified fu-
ture date based on the difference between a particular interest-rate index and an agreed fixed
rate.

502 Glossary

Gallati_gloss_1p_j.qxd  2/27/03  9:16 AM  Page 502



front running Buying or selling securities for an institution in advance of executing a cus-
tomer’s transaction.
fundamental rating models These are typically proprietary models which have been built
by individual banks or vendors. They, too, try to predict EDRs; however, they allow chang-
ing the firm’s balance sheet, stress-testing cash flows, etc. in order to develop an EDR.
futures Contracts covering the sale of financial instruments or physical commodities for
future delivery on an exchange. A forward contract that is standardized and traded on an ex-
change.
futures contract A transferable agreement to deliver or receive during a specific future
month a standardized minimum grade or a financial instrument of standardized specifica-
tion under terms and conditions established by the designated contract market.
FX risk See foreign-exchange risk.

gamma (g) The ratio of an option’s change in delta relative to an incremental change in the
price of underlying asset. It is a measure of the rate of change of a security’s delta.
GPARM Graduated-payment adjustable-rate mortgage. (See adjustable-rate mortgage.)
growth fund An investment company investing primarily or entirely in growth-industry
securities, emphasizing future capital appreciation over current yield.
growth stock The stock of a company whose earnings are expected to increase, thus raising
the market value of the stock. Growth-stock companies generally reinvest a substantial
amount of their earnings rather than paying them out in cash dividends.

hedge Transaction that is designed to reduce the risk of a position or a portfolio by taking
a corresponding offsetting position. Hedges are good at eliminating market risk, but often
result in basis risk.
hedge fund An investment company seeking to minimize market risks by holding securi-
ties believed likely to increase in value while simultaneously taking short positions in secu-
rities believed likely to decrease in value. The only objective is capital appreciation.
hedging A means of risk protection against extensive loss due to adverse price fluctuations
by buying or selling a futures contract or option to offset a present or anticipated position or
transaction in the cash market.
historical simulation A nonparametric method of using past data to make inferences about
the future. One application of this technique is to take today’s portfolio and revalue it using
historical price and rate data.
holding period The amount of time that it is assumed that a financial instrument will be re-
tained. The time period over which the risk measurement should apply.
hot spot A measure of contribution to portfolio risk, highlighting significant risk concen-
tration. A trademark of Goldman Sachs.

implied volatility An indication of volatility obtained from observable prices for traded
options, and which captures the market’s current expectations for the future distribution of
market prices.
incentive compensation A fee paid to an investment company’s advisor that generally
consists of a basic fee plus a bonus (or less a penalty) if the fund’s performance exceeds (or
fails to match) that of a specified stock index.
incremental VaR A measure of a position’s impact on VaR as the position size increases.
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independent Implies no correlation or relationship between variables.
individual incentive Objective-based or commission-type incentive, individualized to apply
to technicians, professionals, managers, and individual contributors.
information risk Risk arising from lack of sufficient and or timely information, particu-
larly in light of changing economic or market conditions.
International Swap Dealers Association (ISDA) A committee sponsored by this organiza-
tion was instrumental in drafting an industry standard under which securities dealers would
trade swaps. Included in this was a draft of a master agreement by which institutions would
outline their rights to net multiple offsetting exposures which they might have to a counter-
party at the time of a default.
integrated risk The risk that concentrations and/or interrelationships between risks (i.e.,
credit and market risk) are not recognized.
interest margin deposit A commodity transaction term for the amount of money or its
equivalent, specified by the commodity exchange under which the contract is traded, that is
held as a good-faith deposit to ensure that the customer meets the variation margin require-
ment.
interest method A method of amortizing discount or premium on debt that results in a
constant rate of interest on the sum of the face amount of debt and the unamortized premium
or discount at the beginning of each period.
interest-rate risk The risk to earnings or capital arising from movements in interest rates.
Interest-rate risk arises usually from shift, twist, and butterfly factors; from differences be-
tween the timing of rate changes and the timing of cash flows (repricing risk); and from
changing rate relationships among different yields.
interest-rate swap A binding agreement between counterparties to exchange periodic in-
terest payments on a predetermined notional principal amount. For example, one party will
pay fixed and receive variable interest rate on a $100 million notional principal amount.
internal models approach A proposal by the Basel Committee that permits banks to use
approved risk models to calculate market risk capital.
internal rate of return (IRR) The interest rate that, when used as a discount rate, equates
the price of a financial instrument to its individual discounted cash flows.
International Organization of Securities Commissions (IOSCO) A committee of supervi-
sory authorities for securities firms in major industrialized countries.
Internet An uncontrolled (not governed, not owned) network of computers linked to one
another that provides consistent pathways for communication.
in the money When an option has positive intrinsic value (that is, for a call option, when
the price is above the strike, and for a put option, when the price is below the strike).
inverse floater A mortgage-backed bond, usually part of a CMO, bearing an interest rate
that declines as an index rate increases, and vice versa.
investment advisor (manager) Under Section 2(a)(20) of the Investment Company Act of
1940, a company providing investment advice, research, and often administrative and simi-
lar services for a contractually agreed-on fee, generally based on a percentage of net assets.
Investment Advisory Act of 1940 A law requiring investment advisors and firms provid-
ing investment advice to register with the SEC and adhere to SEC regulations.
investment advisory agreement An agreement between an investment company and an
investment manager, engaging the investment manager to provide investment advice to the
investment company for a fee. [See Sections 15(a), 15(c), and 36(b) of the Investment Com-
pany Act of 1940.]
investment company A company, as defined in Section 3(a) of the Investment Company
Act of 1940, that primarily invests, reinvests, or trades in securities [Section 3(a)(1)], issues
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face-amount certificates [Section 3(a)(2)], or is engaged in investing and owning investment
securities.
Investment Company Act of 1940 A set of federal laws enforced by the SEC that regulate
the registration and activities of investment companies.
investment manager A manager of a portfolio of investments.
IOSCO See International Organization of Securities Commissions.

IRR See internal rate of return.

ISDA See International Swap Dealers Association.
issuer risk The risk that the market value of a security or other debt instrument may
change when the perceived or actual credit standing of the issuer changes.

kurtosis (K) Characterization of the relative peakedness or flatness of a distribution when
compared to a normal distribution.

lambda (l) See decay factor.

legal and regulatory risk Risk that occurs whenever a bank, a related corporate entity
(such as a nonbank subsidiary or affiliate), a transaction, or a customer is subject to a change
in exposure resulting from regulatory, civil, or criminal sanctions or litigation. The risk that a
country’s laws will make certain derivative contracts unenforceable.
leptokurtosis Characterization of the thickness of the tails of a distribution compared to
the normal distribution; often called fat tails. The situation in which there are more occur-
rences far from the mean than predicted by a standard normal distribution.
leverage Upside opportunity; amount available to earn as incentive compensation. Also
defined as the ratio of equity to loan capital.
LIED See loss in event of default.

linear derivative Derivative security whose value changes proportionally with changes in
underlying rates. Examples of common linear derivatives are futures, forwards, and swaps.
linear function A payoff pattern that follows a straight line. Any given change in the value
of a factor will have the same impact on the price, regardless of the level of the factor.
linear risk For a given portfolio, when the underlying prices or rates change, the incremen-
tal change in the payoff of the portfolio remains constant for all values of the underlying
prices or rates. When the payoff of the portfolio is not constant, the risk is said to be nonlinear.

liquidity At the enterprise level, the ability to meet current liabilities as they fall due; often
measured as the ratio of current assets to current liabilities. At the security level, the ability to
trade in volume without directly moving the market price; often measured as bid–ask spread
and daily turnover.
liquidity risk The risk that a counterparty (or participant in a settlement system) will not
settle an obligation for full value when due. Liquidity risk does not imply that a counterparty
or participant is insolvent, because the counterparty or participant may be able to settle the
required debit obligations at some later time.
listed security A security listed and traded on a stock exchange.
loan-equivalent risk The risk exposure of a transaction can be converted into one quantity,
as if the transaction were a loan of a certain magnitude with specific risks assigned to it.
lognormal distribution Distribution in which the natural logarithms of the data elements
are normally distributed.
log return The continuously compounded rate of return is assumed to be normally distrib-
uted. If we call this rate r and we call the effective annual rate re, then re = er − 1, and because
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er can never be negative, the smallest possible value for re is −1, or −100 percent. Thus this as-
sumption nicely rules out the troublesome possibility of negative prices while still conveying
the advantages of working with normal distributions.
long position Denotes ownership or right to possession of securities. Opposite of a short
position, or a bet that prices will rise. For example, you have a long position when you buy a
stock, and will benefit from rising prices.
Long Term Capital Management (LTCM) A famous hedge fund that was rescued by a con-
sortium of banks after extreme market volatility in August 1998 wiped out most of its equity
capital.
long-term compensation option gains Gains from the exercise of stock options and/or
stock-appreciation rights.
long-term programs Incentives that apply to more than one year; includes both stock and
cash plans.
loss in event of default (LIED) The actual loss that will be realized on a position if the
counterparty defaults.
LTCM See Long Term Capital Management.

Macaulay duration A weighted average term to maturity where the weights are the
present value of the cash flows; the weighted average term of a security’s cash flow.
macrohedges Portfolio hedges that reduce the risk of a collection of transactions (a large
position).
management (investment) company Under Section 4(3) of the Investment Company Act
of 1940, any investment company other than a face-amount certificate company [as defined
in Section 4(1)] or a unit investment trust [as defined in Section 4(2)].
margin A securities transaction term for the amount of money or its equivalent, specified
by the Board of Governors of the Federal Reserve System, that a customer must deposit with
a broker in a securities transaction on margin.
marginal statistic A statistic that describes how an asset affects a portfolio. The statistic is
obtained by taking the difference between the value of the statistic for the entire portfolio
and the value of the statistic for the portfolio without the asset.
marginal VaR Impact of a given position on the total portfolio VaR. (See also marginal 
statistic.)
market exposure For market-driven instruments, there is an amount at risk of default only
when the contract is in the money (i.e., when the replacement cost of the contract exceeds the
original value). This exposure or uncertainty is captured by calculating the netted mean and
standard deviation of exposures.
market liquidity risk The risk that a financial instrument cannot be purchased or liqui-
dated quickly enough or in requisite quantities at a fair price. Also called product liquidity risk.

market making A trading style in which dealers publish bids and offer prices at which they
are prepared to trade. The long-term goal of market makers is to earn a consistent bid–ask
spread on transactions, as opposed to making profits on directional betting. Market making
differs from proprietary trading, which takes directional views.
market neutral A trading style that should be uncorrelated to underlying market risks (eq-
uity, interest rate, foreign exchange, or commodity), leaving only residual risk. For example,
a hedge fund manager can hedge the market risk of a U.S. stock portfolio by shorting S&P
500-Stock Index futures, leaving only firm-specific residual risk.
market price Usually the last reported price at which a security has been sold; or, if the se-
curity was not traded or if trading prices are not reported, a price arrived at based on recent
bid and ask prices.
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market rates Interest rates, equity prices, commodities prices, foreign-exchange rates,
credit spreads, futures prices, and other market-related prices or levels.
market risk The risk that changes in market prices and conditions will adversely affect the
book or market value of on- or off-balance-sheet positions by movements in equity and 
interest-rate markets, currency-exchange rates, and commodity prices.
market risk capital requirement The minimum amount of capital needed to support mar-
ket risk positions, as required by banking regulatory authorities.
market-driven instruments Derivative instruments that are subject to counterparty de-
fault (e.g., swaps, forwards, and options). The distinguishing feature of these credit expo-
sures is that their amount is only the net replacement cost—the amount the position is in the
money—rather than the full notional amount.
mark to market (MTM) A procedure to adjust the carrying value of a security, option, or
futures contract to current value. In the mark-to-market approach, unlike in traditional ac-
crual accounting, positions are valued on a replacement cost basis by marking to the current
market price. The position is adjusted to reflect accrued profits and losses.
matrix pricing A statistical technique used to value normal institutional-sized trading
units of debt securities without relying exclusively on quoted prices. Factors such as the
issue’s coupon or stated interest rate, maturity, rating, and quoted prices of similar issues are
employed.
MBS See mortgage-backed security.

mean (m) A statistical measure µ (Greek letter mu) of central tendency; sum of the 
observation values divided by the number of observations. It is the first moment of a 
distribution.
mean reversion The statistical tendency of a time series to gravitate back toward a long-
term historical level. This is manifested on a much longer scale than another similar measure,
called autocorrelation. Mean reversion and autocorrelation are mathematically independent
of one another.
median Central item in a data set after placing the data in increasing order of value.
mode The value that occurs most frequently in a data set.
modified duration An indication of price sensitivity. It is equal to a security’s Macaulay
duration divided by 1 plus the yield. The approximate percentage change in a bond’s price
for a 100-basis-point (1 percent) change in interest rates.
moments (of statistical distribution) Statistical distributions show the frequency at which
events might occur across a range of values. The most familiar distribution is a normal bell-
shaped curve. In general, the shape of any distribution can be described by its infinitely
many moments. The first moment is the mean, which indicates the central tendency. The sec-
ond moment is the variance, which indicates the width. The third moment is the skewness,
which indicates any asymmetric leaning either to the left or right. The fourth moment is the
kurtosis, which indicates the degree of central peakedness or, equivalently, the fatness of the
outer tails.
money market fund A mutual fund whose investments are primarily or exclusively in
short-term debt securities designed to maximize current income with liquidity and capital
preservation, usually maintaining per-share net asset value at a constant amount, such as $1.
Monte Carlo simulation A methodology for solving a problem through the generation of
a large number of scenarios and analysis of the collective result, which is generally a proba-
bility distribution of possible outcomes.
mortgage Collectively, the security instrument, the note, the title evidence, and all other
documents and papers that represent debt-secured real estate.
mortgage-backed security (MBS) Investment-grade securities backed by a pool of mort-
gages or trust deeds that represent an undivided interest in a pool of mortgages.
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MTM See mark to market.

mu (m) See mean.

municipal bond fund An investment company whose shares represent holdings solely or
largely of securities on which interest is exempt from federal income taxes.
mutual fund The popular name for an open-end management investment company. (See
open-end investment company.)

NASD See National Association of Securities Dealers.

Nasdaq An electronic quotation system for over-the-counter securities sponsored by the
NASD, which, in the case of securities traded on the NASD National Market System, reports
prices and shares or units of securities trades and other reported market data.
National Association of Securities Dealers (NASD) An association of brokers or dealers,
registered as such under Section 15A of the Securities Exchange Act, that supervises and reg-
ulates trading by its members in the over-the-counter market.
net asset value per share The value per share of outstanding capital stock of an investment
company, computed by dividing net assets by the total number of shares outstanding. [See
Rule 2(a)(b)of the Investment Company Act of 1940.] The value per share is usually com-
puted daily by mutual funds.
netting There are at least three types of netting: (1) Close-out netting. In the event of coun-
terparty bankruptcy, all transactions or all of a given type are netted at market value. The al-
ternative would allow the liquidator to choose which contracts to enforce, thus creating
opportunities to “cherry pick.” There are international jurisdictions where the enforceability
of netting in bankruptcy has not been legally tested. (2) netting by novation. The legal obli-
gation of the parties to make required payments under one or more series of related transac-
tions is canceled and a new obligation to make only the net payment is created. (3)
Settlement or payment netting. For cash-settled trades, this can be applied either bilaterally
or multilaterally and on related or unrelated transactions.
nominee The person, bank, or brokerage in whose name securities are transferred.
nonlinear risk For a given portfolio, when the underlying prices or rates change, the in-
cremental change in the payoff of the portfolio does not remain constant for all values of the
underlying prices or rates. When the payoff of the portfolio is constant, the risk is said to be
linear.

nonparametric analysis When potential market movements are described by assumed sce-
narios, not by statistical parameters.
nonsystematic risk Diversifiable risk; the portion of the total variability of return that can be
eliminated through diversification. To the extent that risk can be reduced through diversifica-
tion, there is no possible risk premium to compensate management for failing to diversify.
normal distribution A bell-shaped, symmetrical distribution exhibited by some popula-
tions of continuous random variables. The normal distribution has a number of very impor-
tant probability and statistical properties.
notional amount The face amount of a transaction, typically used as the basis for interest
payment calculations. For swaps, this amount is not itself a cash flow. Credit exposure arises
not against the notional value, but against the present value (market replacement cost) of in-
the-money future terminal payments.

obligation netting The legally binding netting of amounts due in the same currency for
settlement on the same day for two or more trades. Under an obligation-netting agreement
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for foreign-exchange transactions, counterparties are required to settle on the due date all of
the trades included under the agreement in the form of a single payment in each of the rele-
vant currencies. Depending on the relevant legal system, obligation netting can find a legal
basis in constructions such as novation, setoff, or the current account mechanism. (See close-
out netting, netting, and netting by novation.)
odd lot Usually a quantity of securities that is less than an even 100 shares or less than the
established trading unit of that security in a particular securities market.
offshore fund An investment company organized outside the United States, whose shares
are offered solely to foreign investors.
open contract An unperformed or unsettled contract. May be used in reference to new is-
sues traded when, as, and if issued or in reference to commodity futures trading.
open-end investment company A mutual fund that is ready to redeem its shares at any
time and that usually offers its shares for sale to the public continuously. [See Section 5(a)(1)
of the Investment Company Act of 1940.]
open-form solution A solution is open form when no exact solution can be found for a pre-
cise mathematical representation of the problem. Otherwise, it is considered a closed-form
solution.

operational risk The risk that controls do not provide adequate protection against fraud,
incorrect market valuation, failure to record or settle a deal, settlement with the wrong coun-
terparty, or failure to collect amounts due; the risk of incurring interest charges or other
penalties for misdirecting or otherwise failing to make settlement payments on time owing
to an error or technical failure.
option A contract between two parties giving one party the right but not the obligation to
buy or sell an asset for a specified price; a financial instrument whose payoff is determined
by the market value of some underlying instrument.
option-adjusted spread The average spread over the Treasury spot-rate curve, based on
potential paths that can be realized in the future for interest rates. The spread is called option-
adjusted because the potential paths of the cash flows are adjusted to reflect options.
outliers Sudden, unexpectedly large rate or price returns; also called excessions.

over-the-counter (OTC) market A market for securities of companies not listed on a stock
exchange and traded mainly by electronic communications, such as Nasdaq, or by phone be-
tween brokers and dealers who act as principals or brokers for customers and who may or
may not be members of a stock exchange.

P&L report See profit-and-loss report.

P/E ratio See price–earnings ratio.

parametric analysis When a functional form for the distribution of a set of data points is as-
sumed. For example, when the normal distribution is used to characterize a set of returns.
pass-through Principal and interest payments received from borrowers and passed on to
investors.
path dependence Inference that an option’s value depends not only on the underlying in-
strument’s price at expiration or exercise, but also on the underlying instrument’s price his-
tory.
payable date The date on which a dividend is payable to holders of record on some previ-
ous record date.
payment versus payment (PVP) A mechanism in a foreign-exchange settlement system
that ensures that a final transfer of one currency occurs if and only if a final transfer of the
other currency or currencies takes place.
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peak exposure For market-driven instruments, the maximum (perhaps netted) exposure
expected with 95 percent confidence for the remaining life of a transaction.
percent marginal VaR expression in percentage terms of the impact of a given position on
the total portfolio VaR.
percentile level A measure of risk describing a worst-case loss at a specified level of confi-
dence; e.g., the probability that the portfolio market falls below the first percentile level (99
percent confidence level) is 1 percent.
performance fee See incentive compensation.

portfolio A collection of investments; these can be long (purchased) or short (sold) positions.
portfolio aggregation A methodology for estimating portfolio VaR without using volatili-
ties and correlations; a subset of historical simulation which involves statistical fitting of hy-
pothetical portfolio returns generated from historical market rates.
portfolio risk The risk of loss in a portfolio of assets, loans, and/or other investments. Port-
folio risk is not the sum of the individual risks of the positions, as it considers correlations.
portfolio turnover rate A measure of portfolio activity, generally calculated as the amount
of transactions for a specific portfolio relative to its average value over one year.
position The buyer of an asset is said to have a long position, and the seller of an asset is said
to have a short position.

prepayment risk The risk of payment of all or part of a mortgage debt before it is due.
presettlement risk The risk that one party of a reciprocal agreement cannot meet its con-
tractual obligation in the settlement of the contract. It is measured in terms of the current eco-
nomic cost to replace the defaulted contract with another plus the possible price increase in
the market.
price–earnings (P/E) ratio The market value of a share of stock divided by its earnings per
share.
price makeup sheet A detailed computation of the net asset of a mutual fund.
principal A person, especially a dealer, who buys or sells securities for his or her own ac-
count. Also refers to the face amount of a security without accrued interest.
principal risk See foreign-exchange settlement risk.

principal underwriter See distributor and definition of underwriter in Section 2(a)(40) of the
Investment Company Act of 1940.
private placement The direct sale of a block of securities of a new or secondary issue to a
single investor or group of investors.
product liquidity risk The risk that a financial instrument cannot be purchased or liqui-
dated quickly enough or in requisite quantities at a fair price. Also called market liquidity risk.

profit-and-loss (P&L) report A report that shows MTM gains or losses for traders.
prospectus A circular required by the Securities Act of 1933 describing securities being of-
fered for sale to the public. [See Section 2(a)(31) of the Investment Company Act of 1940.]
prudent-man rule Trustees are responsible for ensuring that their actions are consistent
with what a reasonably informed person would do with respect to investments.
prudent-person rule Similar to the prudent-man rule, except that the overall portfolio as a
whole is the basis for applying the rule, not individual assets.
pure risk A condition in which all possible outcomes and their associated probabilities are
known with a high degree of confidence.
pure uncertainty A condition in which neither all possible outcomes nor their associated
probabilities are known.
put An option giving the holder the right, but not the obligation, to sell a specific quantity
of an asset for a fixed price during a specific period of time.
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put option The right, but not the obligation, to sell an asset at a prespecified price on or be-
fore a prespecified date in the future.
PVP See payment versus payment.

random sample A selection of the data elements drawn from the population in a nonsys-
tematic manner.
RAPM See risk-adjusted performance measurement.

RAROC See risk-adjusted return on capital.

RAROE See risk-adjusted return on equity.

RARORAC Risk-adjusted return on risk-adjusted capital. See risk-adjusted return on
capital.

registered bond A long-term debt instrument registered on the books of the issuing com-
pany in the owner’s name; sometimes a debenture, if unsecured, or a note if short or inter-
mediate term.
regulatory capital The minimum amount of capital required under applicable regulations
to cover potential losses due to credit or market risks.
relative market risk Risk measured relative to an index or benchmark.
relative return Performance measured relative to a reference or benchmark return.
replacement risk/replacement cost risk The risk that a counterparty to an outstanding
transaction for completion at a future date will fail to perform on the settlement date. This
failure may leave the solvent party with an unhedged or open market position or deny the
solvent party unrealized gains on the position. The resulting exposure is the cost of replac-
ing, at current market prices, the original transaction. (See credit risk/exposure and market
risk.)
repurchase agreement An agreement under which an investment company pays for and
receives (purchases) securities from a seller who agrees to repurchase them within a speci-
fied time at a specified price.
reputation risk The risk to earnings or capital arising from negative public opinion. This
risk is present in such activities as asset management and agency transactions.
residual risk Nonsystemic market-driven risks, including spread risk, basis risk, specific
risk, and volatility risk. Residual risk is often defined as issuer-specific risk.

restricted security A security that may be sold privately, but that is required to be regis-
tered with the SEC or to be exempted from such registration before it may be sold in a pub-
lic distribution.
return See yield.

return on equity (ROE) An amount, expressed as a percentage, earned on a company’s
common stock investment for a given period.
return on invested capital (ROIC)/return on investment (ROI) An amount, expressed as
a percentage, earned on a company’s total capital (its common and preferred stock equity
plus its long-term funded debt) calculated by dividing total capital into earnings before in-
terest, taxes, and dividends.
return on risk-adjusted capital (RORAC) See risk-adjusted return on capital.

reverse repurchase agreement An agreement under which the investment company trans-
fers (sells) securities for cash to another party (purchaser), usually a broker, and agrees to re-
purchase them within a specified time at a specified price.
reverse split A prorated combination of shares into a smaller number; opposite of stock
split.
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rho (r) A measure of the rate of change of an option’s value with respect to a change in the
risk-free interest rate. (See correlation.)
right A privilege offered by a corporation to its shareholders pro rata to subscribe to a cer-
tain security at a specified price.
right of accumulation A method permitting the purchase of an aggregation of shares with
shares previously acquired and currently owned to qualify for a quantity discount that re-
duces the sales charge on a single purchase.
risk The variance in outcomes around some central tendency.
risk, pure The condition in which all possible outcomes and their associated probabilities
are known with a high degree of confidence.
risk-adjusted performance measurement (RAPM) An umbrella term that refers to
RAROC, RORAC, RARORAC, CAPM, etc. The argument over which term to use is mean-
ingless because one concept alone may not give a complete picture.
risk-adjusted return on capital (RAROC) A return on capital that has been adjusted to re-
flect the riskiness involved in the positions taken to achieve the return. The purpose of capi-
tal is to absorb loss. In a RAROC environment, the firm’s capital is allocated to each line of
business according to the riskiness of that business.
risk-adjusted return on equity (RAROE) A return on equity that has been adjusted to re-
flect the riskiness involved in the positions taken to achieve the return.
risk-adjusted return on risk-adjusted capital (RARORAC) See risk-adjusted return on
capital.

risk appetite The level of risk that the board of directors and senior management deter-
mine is the appropriate level for their company.
risk-based capital ratio Financial ratio measuring a bank’s capital adequacy.
risk capital The firm’s own assessment of the amount of capital required to absorb loss
and/or to achieve a specific debt rating. Risk that a deterioration in asset quality from losses will
impair a bank’s capital, requiring the sale of new stock to meet regulatory capital requirements.
risk identification Analysis of the risks that different financial instruments pose to the
company, individually and as a group.
risk management process Typically, a sequential, step-by-step process of risk identifica-
tion, measurement, controls, and monitoring. Risk has to be identified before it can be meas-
ured. It has to be measured before a rational control process can be designed.
risk-based limits Limits for market or credit risk that are defined in risk, not notional,
terms. Risk-based limits have become a necessity for institutions trading a broad range of fi-
nancial instruments, among which the same notional exposure can imply very different risks.
RiskMetrics A risk management methodology and database marketed by by J. P. Morgan.
ROE See return on equity.

ROI See return on invested capital/return on investment.

ROIC See return on invested capital/return on investment.

RORAC Return on risk-adjusted capital. See risk-adjusted return on capital.

round lot A unit of trading or a multiple of it. On the New York Stock Exchange, the unit of
trading is generally 100 shares in stocks and $1000 par value in bonds.

S&P 500 See Standard & Poor’s 500-Stock Index.

sale against the box Similar to a short sale, except that the seller already owns the stock
being sold but keeps possession of it and therefore has to borrow the equivalent stock to de-
liver to the purchaser.
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SEC See Securities and Exchange Commission.

secondary marketing A process whereby lenders and investors buy and sell existing mort-
gages and mortgage-backed securities, thereby providing greater availability of funds for
additional mortgage lending by banks, mortgage bankers, and savings institutions.
sector loadings For correlation analysis, a firm or industry group is said to be dependent
on underlying economic factors or sectors, such as the market as a whole, interest rates, and
oil prices. As two industries “load” (are influenced by) common factors, they become more
strongly correlated.
Securities Act of 1933 Act of Congress requiring registration of securities intended for sale
to the public in interstate commerce or through the mail. Regulates the contents of prospec-
tuses and similar documents and is intended to ensure that potential investors receive ade-
quate information.
Securities Act of 1934 Act of Congress establishing the SEC, an independent agency, to en-
force federal securities laws.
Securities and Exchange Commission (SEC) Independent regulatory agency established
by Congress in 1934 to oversee the administration of federal securities laws.
Securities Exchange Act of 1934 Act of Congress regulating securities brokers and dealers,
stock exchanges, and the trading of securities in the securities markets.
securitization The process of creating new securities backed or collateralized by a package
of assets.
seed money An initial amount of capital contributed to a company at its inception. [See
Section 14(a) of the Investment Company Act of 1940.]
seller’s option A transaction that, by agreement, is to be settled at a date later than is usual
for such a transaction.
selling group A group of brokers or dealers that has formed several accounts for the sale of
securities, usually for purposes of underwriting.
senior versus subordinated bond A structure typically used for nonconforming loans. It is
composed of two types of securities: senior pass-throughs (Class A), which are rated securities;
and subordinated securities (Class B), which supply the credit enhancement for the senior pass-
through instrument.
sequential settlement The settlement of payment obligations in different currencies at dif-
ferent times. A sequential settlement system would pay out some currencies to one or more
participants before all relevant participants pay in all of the currencies they owe. (See final
settlement, payment versus payment, settlement, and simultaneous settlement.)
serial correlation See autocorrelation.

settlement An act that discharges obligations with respect to funds or securities transfers
between two or more parties.
settlement date The date on which security transactions are settled by delivering or re-
ceiving securities and receiving or paying cash, pursuant to an earlier agreement of purchase
and sale called a trade. (See trade date.)
settlement risk The risk of loss resulting from a counterparty’s failure to perform after hav-
ing received funds or other financial consideration as part of a financial transaction (also
known as Herstatt risk). During a simultaneous exchange, one party has already paid or de-
livered its side of the transaction without being able to verify payment by the reciprocal
party.
settlement system A system in which settlement takes place.
Sharpe ratio A return-on-risk ratio named after Nobel laureate and Stanford University
professor William F. Sharpe. The Sharpe ratio is defined as annual return minus risk-free rate
divided by standard deviation of return.
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short position Opposite of a long position, or a bet that prices will fall. For example, a short
position in a stock will benefit from a falling stock price. If you sell an asset short, you are
short the asset. You will benefit if the price falls.
short sale A sale of securities not owned at the time of sale, in anticipation that the price
will fall and the securities can then be repurchased at a profit.
SIC See Standard Industrial Classification.

sigma (σ) See standard deviation.

simultaneous settlement The settlement of payment obligations in different currencies at
the same time. A simultaneous settlement system does not pay out any currencies to any par-
ticipant before all relevant participants pay in all of the currencies they owe. (See final set-
tlement, payment versus payment, sequential settlement, and settlement.)
skewness Characterization of the degree of asymmetry of a distribution around its mean.
Positive skewness indicates a leaning toward positive values (right-hand side); negative
skewness indicates a leaning toward negative values (left-hand side).
soft dollars The value of research or services received from broker-dealers in exchange for
commissions paid on securities transactions (hard dollars).
specific risk Issuer-specific risk; e.g., the risk of holding Yahoo! stock versus an S&P 500 fu-
tures contract. According to the capital asset pricing model (CAPM), specific risk is entirely
diversifiable.
spot awards Cash and noncash awards recognizing significant individual or team contri-
butions for one-time events.
spot commodity A contract for the delivery of a commodity. The commodity is evidenced
by a warehouse receipt.
spread A combination of a put and call option at different prices, one below and the other
above the current market price. Also refers to the difference between the bid and ask prices
of a security and to the dealer’s commission on a security offering.
spread risk The potential loss due to changes in spreads between two instruments. For ex-
ample, there is a credit spread risk between corporate bonds and government bonds.
square root of time scaling A simple volatility scaling methodology that forecasts long-
horizon volatility by multiplying volatility by the square root of time (e.g., 10-day volatility =
1-day volatility × ��10 ).
stand-alone standard deviation Standard deviation of value for an asset computed with-
out regard for the other instruments in the portfolio.
Standard & Poor’s 500-Stock Index (S&P 500) A market-capitalization-weighted equity
index of 500 U.S. stocks.
standard deviation (σ) A statistical measure which indicates the width of a distribution
around the mean. A standard deviation σ (Greek letter sigma) is the square root of the second
moment (variance) of a distribution.
Standard Industrial Classification (SIC) Four-digit codes used to categorize and uniquely
identify business activities.
standby commitment An agreement to accept future delivery of a security at a guaranteed
price of fixed yield on the exercise of an option held by the other party to the agreement.
stochastic Involving a random element (variable).
stochastic process A random process whose outcome can be estimated based on a distri-
bution of possible results.
stock dividend A dividend payable in the stock of the issuing corporation.
stock split An increase in the number of outstanding shares of a company’s stock to de-
crease the market price and thus allow for greater distribution of the shares.
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stockholder of record A stockholder whose name is registered on the stock transfer books
of the issuing corporation.
stop order An order used by a customer to protect a paper profit in a security or to reduce
a possible loss in a security. The stop order becomes a market order when the price of the se-
curity reaches or sells through the price specified by the customer.
straddle A combination of one put and one option, identical as to the security issue, num-
ber of shares, exercise price, and expiration date.
strap A combination of two call options and one put option for the same security issue.
strategic risk The risk to earnings or capital arising from adverse business decisions or im-
proper implementation of those decisions.
street name Securities held in the name of a brokerage concern (a type of nominee) instead
of in customers’ names. (See nominee.)
stress testing The process of determining how much the value of a portfolio can fall under
abnormal market conditions. Stress testing consists of generating worst-case stress scenarios
(e.g., a stock market crash) and revaluing a portfolio under those stress scenarios.
strike price The stated price for which an underlying asset may be purchased (in the case
of a call) or sold (in the case of a put) by the option holder upon exercise of the option con-
tract.
strip A combination of two put options and one call option for the same security issue.
substitute securities Securities that are identical or comparable to assets one is trying to
hedge; for example, government bonds, interest-rate swaps, and interest-rate futures may be
used as substitute securities for hedging purposes.
swap An agreement by two parties to exchange a series of cash flows in the future; for ex-
ample, fixed-interest-rate payments for floating-rate payments. Derivative contracts whereby
two companies agree to exchange cash flows based on different underlying reference assets.
The most common swaps are interest-rate swaps, in which fixed-coupon cash flows are ex-
changed for floating-rate cash flows. Total return swaps can be structured on just about any
underlying reference asset or index; for example S&P 500 Equity Index versus J. P. Morgan
EMBI+ Index.
swaptions Options on swaps (e.g., the right, but not the obligation, to buy or sell swaps at
a predefined strike rate).
syndicate A group of brokers or dealers who together underwrite and distribute new is-
sues of securities or large blocks of an outstanding issue.
systemic risk The risk that the failure of one participant in a transfer system, or in financial
markets generally, to meet its required obligations when due will cause other participants or
financial institutions to be unable to meet their obligations when due (including settlement
obligations in a transfer system). Such a failure may cause significant liquidity or credit prob-
lems and, as a result, might threaten the stability of financial markets.

tail risk Risk of loss due to extreme market movements (e.g., market changes that fall into
the tail of the probability distribution).
technical rating models Models that statistically correlate information contained on the
obligor’s financial statements with SIC codes, bankruptcy data, etc. to calculate debt ratings
and probability of default or insolvency.
theta (q) A measure of the rate of change of an option’s value with respect to a change in its
time to maturity; refers to time decay of options positions.
thrift A savings and loan association or savings bank whose primary function is to encour-
age personal savings and home ownership through mortgage lending.
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ticker An instrument that prints the price and quantity of a security traded on an exchange
within minutes after the trade has been executed.
Tier 1 capital Common stock and qualifying preferred stock.
Tier 2 capital Reserves for loan losses, subordinated debt, and preferred stock.
tracking error The standard deviation of expected portfolio returns versus benchmark re-
turns. The tracking error specifies the active (nonbenchmark) risk in an actively managed
portfolio.
trade An agreement of purchase and sale in a securities market, to be settled or performed
by payment and delivery on a later settlement date.
trade date The date on which a security transaction that is to be settled on a later settlement
date is actually entered into.
trading book A bank’s proprietary position in financial instruments which are intentionally
held for short-term sale and which are taken on by the institution with the intention of bene-
fiting in the short-term from actual or expected differences between their bid and ask prices.
trading unit The unit by which a security is traded on the exchange, usually 100 shares of
stock or $1000 principal amount of bonds. Also called a round lot.

transaction risk The risk arising from problems with service or product delivery. It is a
function of internal controls, information systems, employee integrity, and operating
processes. It is also referred to as operating or operational risk.

transaction An individual agreement to buy or sell a specific financial instrument.
transfer A change of ownership of a security by delivery of certificates for the security in a
sale (against payment of the purchase price in a securities market sale), or by gift, pledge, or
other disposition.
transfer agent An agent who maintains records of the names of the company’s registered
shareholders, their addresses, and the number of shares they own.
transfer risk The risk of loss arising from a particular country imposing restrictions on re-
mittances of capital, dividends, interest, or fees to foreign lenders or investors as part of its
economic policy.
trustee Person or entity that is responsible for managing and safekeeping assets in a trust
in accordance with the wishes of the trustor.
trustor Person or entity that establishes the trust for the benefit of another individual or en-
tity (the beneficiary).

uncertainty, pure The condition in which neither all possible outcomes nor their associated
probabilities are known.
underlying instrument An asset that may be bought or sold.
underwriting The act of distributing a new issue of securities or a large block of issued se-
curities in a secondary offering, commonly including an obligation to purchase the under-
written securities, regardless of whether they can be resold to others.
unit investment trust An investment company, organized under a trust indenture, that is-
sues only redeemable securities that represent an undivided interest in a unit of specified (usu-
ally unmanaged) securities. [See Sections 4(3) and 26 of the Investment Company Act of 1940.]
unlisted security A security that is not listed on a securities exchange. (See over-the-
counter market.)
unregistered securities Securities that are not registered under the Securities Act of 1933.
unwinding positions Reversing positions. That is, if you own a security (are long), sell the
security (go short). If you have a short position, buy the security back.
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value The market price or fair value of securities. [See fair value. See also Rule 2(a)(4) of the
Investment Company Act of 1940.]
value at risk (VaR) The predicted worst-case loss at a specific confidence level (e.g., 95 per-
cent) over a certain period of time (e.g., 10 days).
variable annuity A life insurance annuity contract that provides future payments to the
holder (the annuitant) usually at retirement, the size of which depends on the performance
of the portfolio’s securities.
variance A statistical measure which indicates the width of a distribution around the mean.
It is the second moment of a distribution. A related measure is standard deviation, which is the
square root of the variance.
variation margin In commodity operations, last-day point fluctuation—the difference be-
tween the settling price of the day before and the last day’s settling price—on the net long
and short positions.
vega The rate at which the price of an option changes because of a change in the volatility
of the underlying instrument.
venture capital An important source of financing for start-up companies or others em-
barking on new or turnaround ventures that entail some investment risk but offer the poten-
tial for above-average future profits.
venture capital limited partnership An investment vehicle organized by a brokerage firm
or entrepreneurial company to raise capital for start-up companies or those in the early
processes of developing products and services.
volatility (δ) The standard deviation of the natural logarithms of the ratios of data points
from one period to the next. The degree of price fluctuation for a given asset, rate, or index.
Usually expressed as variance or standard deviation δ (Greek letter delta).
volatility risk Potential loss due to fluctuations in implied option volatilities; often referred
to as vega risk. Short option positions generally lose money when volatility spikes upward.

warrant The right, but not the obligation, to buy or sell a fixed amount of an underlying
asset at a fixed rate in the future; a type of option to purchase additional securities from the
issuer. Commonly affixed to certificates for other securities at the time of issuance.

yield The return on investment that an investor receives from dividends or interest, ex-
pressed as a percentage of the current market price of the security or, if the investor already
owns the security, of the price paid.
yield curves A plot of the market yields of bonds that are alike in every respect except for
their remaining terms to maturity.
yield to maturity The rate of return on a debt security held to maturity, used to calculate
the stated interest rate, accrual of discount, and amortization of premium.

zero-coupon bond A bond with no periodic coupon payments, redeemed at par value (100
percent of face value) at maturity.
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