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The year was 1984, and Bill McGowan had a problem. Freshly bloodied and
scarred from the AT&T divestiture battlefield, where as the head of MCI, he
served as the attacking general who, in many people’s minds, single-
handedly drove the breakup of the Bell System. McGowan realized that the
toppling of the titan and subsequent shattering of AT&T into eight distinct
pieces (seven regional providers plus one long-distance provider), shown in
Figure 1-1, only resolved one of the challenges that would lead to the cre-
ation of a truly competitive marketplace.

Although the best-known impact of divestiture was the breakup of AT&T
(one result of which was the liberalization of the telecommunications mar-
ketplace in the U.S.), a second decision that was tightly intertwined with
the Bell System’s breakup was largely invisible to the public, yet was at
least as important to AT&T competitors, MCI and Sprint, as the breakup
itself. This decision, known as Equal Access, had one seminal goal: to make
it possible for end customers to take advantage of one of the products of
divestiture, the ability to select one’s long-distance provider from a pool of
available service providers—in this case AT&T, MCI, or Sprint. This, of
course, was the realization of a truly competitive marketplace in the long-
distance market segment.

To understand this evolution, it is helpful to have a high-level under-
standing of the overall architecture of the network. In the pre-divestiture
world, AT&T was the provider for local service, long-distance service, and
communications equipment. An AT&T central office (CO), therefore, was
awash in AT&T hardware, such as switches, cross-connect devices, multi-
plexers, amplifiers, repeaters, and myriad other devices.

Figure 1-2 shows a typical network layout in the pre-divestiture world.
A customer’s telephone is connected to the service provider’s network by a
local loop connection (so-called twisted pair wire). The local loop, in turn,
connects to the local switch in the central office. This switch is the point at
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which customers first touch the telephone network, and it has the respon-
sibility to perform the initial call setup, maintain the call while it is in
progress, and tear it down when the call is complete. This switch is called a
local switch because its primary responsibility is to set up local calls that
originate and terminate within the same switch. It has one other responsi-
bility, though, and that is to provide the necessary interface between the
local switch and the long-distance switch, so that calls between adjacent
local switches (or between far-flung local switches) can be established. The
process goes something like this. When a customer lifts the handset and
goes off-hook, a switch in the telephone closes, completing a circuit that
enables current flow that in turn brings dial tone to the customer’s ear.
Upon hearing the dial tone, the customer enters the destination address of
the call (otherwise known as a telephone number). The switch receives the
telephone number and analyzes it, determining from the area code and pre-
fix information whether the call can be completed within the local switch or
must leave the local switch for another one. If the call is indeed local, it
merely burrows through the crust of the switch and then reemerges at the
receiving local loop. If the call is a toll or long-distance call, it must burrow
through the hard crunchy coating of the switch, pass through the soft,
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chewy center, and emerge again on the other crunchy side on its way to a
long-distance switch. Keep in mind that the local switch has no awareness
of the existence of customers or telephony capability beyond its own cabi-
nets. Thus, when it receives a telephone number that it is incapable of pro-
cessing, it hands it off to a higher-order switch, with the implied message,
“Here—I have no idea what to do with this, but I assume that you do.”

The long-distance switch receives the number from the local switch,
processes the call, establishes the necessary connection, and passes the call
on to the remote long-distance switch over a long-distance circuit. The
remote long-distance switch passes the call to the remote local switch,
which rings the destination telephone and ultimately, the call is estab-
lished.

Please note that in this pre-divestiture example, the originating local
loop, local switch, long-distance switch, remote local loop, and all of the
interconnect hardware and wiring belong to AT&T. They are all manufac-
tured by Western Electric, based on a set of internal manufacturing stan-
dards that, if other manufacturers in the industry were there, would be
considered proprietary. Because AT&T was the only game in town prior to
divestiture, AT&T created the standard for transmission interfaces.

Fast forward now to January 1, 1984, and put yourself into the mind of
Bill McGowan, whose company’s survival depended upon the successful
implementation of Equal Access. Unfortunately, Equal Access had one very
serious flaw. Keep in mind that because the post-1984 network was emerg-
ing from the darkness of monopoly control, all of the equipment that com-
prised the network infrastructure was bought at the proverbial company
store and was, by the way, proprietary.

Consider the newly re-created post-divestiture network model shown in
Figure 1-3. At the local switch level, little has changed.At this point in time,
only a single local services provider is available. At the long-distance level,
however, a significant change has occurred. Instead of a single long-distance
service provider called AT&T, three are now available: AT&T, MCI, and
Sprint. The competitive mandate of Equal Access was designed to guaran-
tee that a customer could freely select his or her long-distance provider of
choice. If he or she wanted to use MCI’s service instead of AT&T’s, a simple
call to the local telephone company’s service representative would result in
the generation of a service order that would cause the customer’s local ser-
vice to be logically disconnected from AT&T and reconnected to MCI. This
way, long-distance calls placed by the subscriber would automatically be
handed off to MCI. The problem of Equal Access to customers for the three
long-distance providers was thus solved—almost.
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The proprietary nature of the network infrastructure that MCI and
Sprint had to connect themselves to still existed and this was the root of
McGowan’s problem. The Equal Access amendment mandated that AT&T
create space in its now RBOC-owned central offices for the interconnect
equipment that MCI and Sprint required to establish points-of-presence
(POPs) so that they could interconnect with the local switching equipment
and therefore the customers. Unfortunately, because of the proprietary
nature of the single-vendor world into which they were inserting them-
selves, both MCI and Sprint were required to buy AT&T’s communications
equipment in order to connect to the incumbent network infrastructure.
Neither MCI nor Sprint were interested in pouring money into the pockets
of AT&T, which is why McGowan had a problem. He did not want to be
obligated to put jingle into AT&T’s pockets simply to satisfy the interoper-
ability requirement, so he took his case before a series of standards bodies,
including the Interexchange Carrier Compatibility Forum, Bellcore (now
Telcordia), ANSI, the CCITT (now the ITU-T), and a variety of other
regional and international bodies. He argued his case effectively before
them, claiming that requiring MCI and Sprint to purchase AT&T hardware
was unfair. They agreed and tasked themselves to create a standard that
would provide for true, open vendor interoperability. That standard, over
the course of the ensuing eight years, became the Synchronous Optical Net-
work (SONET) and ultimately, the Synchronous Digital Hierarchy (SDH).
It is synchronous because the send and receive devices for the most part
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dance to the same network timing tune, and optical because the standards
are designed to operate over fiber.

So what does this mean? At the time of divestiture, network providers
faced the following challenges. No equipment standards existed, so mid-
span meet, another term for interoperability, was virtually non-existent.
Network management, a singularly important capability, was primitive,
crude, and highly unreliable. Standards-based digital transmission for all
intents and purposes ended at DS3. Networking, such as it was, was frag-
mented, a patchwork quilt of technologies and network fabrics that
exchanged traffic by dint of brute force more than anything else. Standards
for optical multiplexing, a key component of high-speed, long-haul net-
works, were emergent and proprietary.

With the arrival of SONET and SDH, most of those problems evapo-
rated. Interoperability became a non-issue; seamless integration of legacy
and emerging optical technology solutions became the rule rather than the
exception; and network management’s capabilities, once rudimentary and
intermittent, expanded dramatically.

So with the arrival of SONET and SDH, networks took on an entire new
set of behaviors that added to the capabilities of service providers and end
customers alike. However, even in the pre-SONET/SDH environment, com-
munications networks were remarkably capable. So before we dive into the
details of SONET and SDH transmission, let’s first go back and look at the
networks that preceded them.

The Voice Network
The original voice network, including access, transmission facilities, and
switching components, was exclusively analog until 1962, when T-Carrier
emerged as an intra-office trunking scheme. The technology was originally
introduced as a short-haul, four-wire facility to serve metropolitan areas.
Over the years, it evolved to include coaxial cable facilities, digital
microwave systems, fiber, and satellite.

As the network topology improved, so did the switching infrastructure.
In 1976, AT&T introduced the 4ESS switch primarily for toll applications
and followed it up with the 5ESS in 1981 for local switching access, as well
as a variety of remote switching capabilities. Nortel, Siemens, and Ericsson
all followed suit with equally capable hardware.

The goal of digitizing the human voice for transport across an all-digital
network grew out of work performed at Bell Laboratories shortly after the
turn of the century. That work led to a discrete understanding of not only
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the biological nature and spectral makeup of the human voice, but also to a
better understanding of language, sound patterns, and the sounded
emphases that comprise spoken language.

The Nature of Voice

A typical voice signal comprises frequencies that range from approximately
30 Hz to 10 KHz. Most of the speech energy, however, lies between 300 Hz
and 3,300 Hz, the so-called voice band. Experiments have shown that the
frequencies below 1 KHz provide the bulk of recognizability and intelligi-
bility, whereas the higher frequencies provide richness, articulation, and
natural sound to the transmitted signal.

The human voice comprises a remarkably rich mix of frequencies, but
this richness comes at a considerable price. In order for telephone networks
to transmit voice’s entire spectrum of frequencies, significant network
bandwidth must be made available to every ongoing conversation. A sub-
stantial price tag is attached to bandwidth; it is a finite commodity within
the network, and the more of it that is consumed, the more it costs.

The Network

Thankfully, work performed at Bell Laboratories at the beginning of the
20th century helped network designers confront this challenge head-on. To
understand it, let’s take a tour of the telephone network.

The typical network, as shown in Figure 1-4, is divided into several
regions: the access plant, the switching, multiplexing, and circuit connec-
tivity equipment (the central office), and the long-distance transport plant.
The access and transport domains are often referred to as the outside plant;
the central office is, conversely, the inside plant. The outside plant has the
responsibility to aggregate inbound traffic for switching and transport
across the long-haul network, as well as to terminate traffic at a particular
destination. The inside plant, on the other hand, has the responsibility to
multiplex incoming traffic streams, switch the streams, and select an out-
bound path for ultimate delivery to the next central office in the chain or
the final destination.

Let’s examine each region of the network.

Outside Plant The most common form of network access is via a single
pair of twisted wire that connects the customer’s telephone to the central
office. The pairs of wire that run to each home or business are aggregated
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into a cable that runs from the neighborhood or downtown business district
back to the central office that serves that area. The cables may be deployed
as either underground plant, in which case, they are buried in conduit (see
Figure 1-5), or aerial, in which case, they are suspended on telephone poles
(see Figure 1-6).

Ultimately, the wire pairs, bundled as cables, make their way back to the
central office where they are once again broken out and connected to the
local switch so that they can be individually switched as required.

Inside Plant When the cables first enter the central office, they pass into
a subterranean chamber in the basement of the CO called the cable vault
(see Figure 1-7).At this point, the large cables are broken down into smaller
cables (see Figure 1-8), after which they leave the cable vault and climb into
the technological rafters of the office.

On a higher floor, the cables are dissected into their composite pairs, and
each pair is then attached to electrical appearances on a large iron rack
known as the main distribution frame (MDF) (see Figure 1-9). From the
MDF, the pairs are interconnected to the switch, giving it the capability to
establish demand connections from any pair in the office to any other pair
in the office, as well as to a long-distance trunk should the need arise. This
is shown in Figure 1-10.
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Figure 1-5
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The Early Years

Of course, networks didn’t always work this way. When the telephone net-
work first began to spread its tentacles across the continent, no switches
were available. Initially, subscribers in towns bought individual phones and
phone lines to each person they had a need to speak with, resulting in the
famous image, shown in Figure 1-11, of metropolitan telephone poles with
tier upon tier of cross-pieces, festooned with aerial wire, and its mathemat-
ical representation: n(n–1)/2, the total number of circuits that would be
required for n people to be able to speak with everyone else in the commu-
nity. For example, if 100 people in a neighborhood wanted to be able to
speak with each other, they would require the phone company to install a
total of (100)�(99)/2, or 4,950 circuits. Clearly, this was economically out of
the question, not to mention the fact that the quantity of aerial cable threat-
ened to block out the sun (see Figure 1-12), potentially precipitating the
next Ice Age and the end of civilization as we know it.

The solution to this quandary came in two forms: central office switches
and multiplexing. Central office switches enabled the phone company to
provide the same level of connectivity, but required each customer to have

Chapter 112

Figure 1-11
Early telephone pole
showing large
number of crossbars.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Beginnings



only one circuit. Responsibility for setting up the connection to the called
party resided with the switch in the central office, rather than with the cus-
tomer. The first switches, of course, were operators, such as those shown in
Figure 1-13; true mechanical switches didn’t arrive until 1892, when Almon
Strowger’s Step-by-Step switch was first installed by Automatic Electric.

Strowger’s story is worth telling because it illustrates the serendipity
that characterized so much of this industry’s development. It seems that
Almon Strowger was not an inventor, nor was he a telephone person. He
was an undertaker in a small town in Missouri. One day, he came to the
realization that his business was (OK, we won’t say dying) declining, and
upon closer investigation, determined that the town’s operator was married
to his competitor! As a result, any calls that came in for the undertaker nat-
urally went to her husband, not to Strowger.

To equalize the playing field, Strowger called upon his considerable tal-
ents as a tinkerer and designed a mechanical switch and dial telephone,
shown in Figure 1-14, which are still in use today in a number of develop-
ing countries.
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Multiplexing

Equally important as the development of the central office switch was the
concept of multiplexing, which enabled multiple conversations to be carried
simultaneously across a single shared physical circuit. The first such
systems used frequency-division multiplexing (FDM), a technique made
possible by the development of the vacuum tube, in which the range of
available frequencies is divided into chunks that are then parceled out to
subscribers. For example (and this is only an example), Figure 1-15 illus-
trates that subscriber �1 might be assigned the range of frequencies
between 0 and 4,000 Hz, whereas subscriber �2 is assigned 4,000 to 8,000
Hz, �3 is assigned 8,000 to 12,000 Hz, and so on, up to the maximum range
of frequencies available in the channelized system. In frequency-division
multiplexing, we often observe that users are given “some of the frequency
all of the time,” meaning that they are free to use their assigned frequency
allocation at any time, but may not step outside the bounds given to them.
Early FDM systems were capable of transporting 24-4 KHz channels, for an
overall system bandwidth of 96 KHz. Frequency-division multiplexing,
although largely replaced today by more efficient systems that we will
discuss later, is still used in analog cellular telephone and microwave sys-
tems, among others.
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This model worked well in early telephone systems. Because the lower
regions of the 300–3,300 Hz voiceband carry the frequency components that
provide recognizability and intelligibility, telephony engineers concluded
that, although the higher frequencies enrich the transmitted voice, they are
not necessary for calling parties to recognize and understand each other.
This understanding of the makeup of the human voice helped them create
a network that was capable of faithfully reproducing the sounds of a
conversation while keeping the cost of consumed bandwidth to a minimum.
Instead of assigning the full complement of 10 KHz to each end of a con-
versation, they employed filters to bandwidth-limit each user to approxi-
mately 4,000 Hz, a resource savings of some 60 percent. Within the
network, subscribers were frequency-division multiplexed across shared
physical facilities, thus allowing the telephone company to efficiently con-
serve network bandwidth.

Time, of course, changes everything. As with any technology, frequency-
division multiplexing has its downsides. It is an analog technology and
therefore suffers from the shortcomings that have historically plagued all
transmission systems. The wire over which information is transmitted
behaves like a long-wire antenna, picking up noise along the length of the
transmission path and effectively homogenizing it with the voice signal.
Additionally, the power of the transmitted signal diminishes over distance,
and if the distance is far enough, the signal will have to be amplified to
make it intelligible at the receiving end. Unfortunately, the amplifiers used
in the network are not particularly discriminating: they have no way of sep-
arating the voice noise. The result is that they convert a weak, noisy signal
into a loud, noisy signal. This is better, but far from ideal. A better solution
was needed.

The better solution came about with the development of Time-Division
Multiplexing (TDM), which became possible because of the transistor and
integrated circuit electronics that arrived in the late 1950s and early 1960s.
TDM is a digital transmission scheme, which implies a small number of dis-
crete signal states, rather than the essentially infinite range of values
employed in analog systems (the word digital literally means discrete).
Although digital systems are just as susceptible to noise impairment as
their analog counterparts, the discrete nature of their binary signaling
makes it relatively easy to separate the noise from the transmitted signal.
Digital carrier systems have only three valid signal values: one positive, one
negative, and zero; anything else is construed to be noise. It is therefore a
trivial exercise for digital repeaters to discern what is desirable and what
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is not, thus eliminating the problem of cumulative noise. The role of the
regenerator, shown in Figure 1-16, is to receive a weak, noisy digital signal,
remove the noise, reconstruct the original signal, and amplify it before
transmitting the signal onto the next segment of the transmission facility.
For this reason, repeaters are also called regenerators because that is pre-
cisely the function they perform.

One observation: it is estimated that as much as 60 percent of the cost of
building a transmission facility lies in the regenerator sections of the span.
For this reason, optical networking, discussed a bit later, has various bene-
fits, not the least of which is the capability to reduce the number of regen-
erators required on long transmission spans. In a typical network, these
regenerators must be placed approximately every 6,000 feet along a span,
which means that considerable expense is involved when providing regen-
eration along a long-haul network.

Digital signals, often called square waves, comprise a very rich mixture
of signal frequencies. Not to bring too much physics into the discussion, but
we must at least mention the Fourier series, which describes the makeup of
a digital signal. The Fourier series is a mathematical representation of the
behavior of waveforms. Among other things, it notes the following fact. If we
start with a fundamental signal such as that shown in Figure 1-17, and
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mathematically add to it its odd harmonics (a harmonic is defined as a wave
whose frequency is a whole-number multiple of another wave), we see a
rather remarkable thing happening: the waveform becomes steeper on the
sides and flatter on top. As we add more and more of the odd harmonics
(there is, after all, an infinite series of them), the wave begins to look like
the typical square wave. Now of course, there is no such thing as a true
square wave; for our purposes, though, we’ll accept the fact.

It should now be intuitive to the reader that digital signals comprise a
mixture of low, medium, and high frequency components, which means that
they cannot be transmitted across the bandwidth-limited 4 KHz channels
of the traditional telephone network. In digital carrier facilities, the equip-
ment that restricts the individual transmission channels to 4-KHz chunks
is eliminated, thus giving each user access to the full breadth of available
spectrum across the shared physical medium. In frequency division sys-
tems, we observed that we give users “some of the frequency all of the time;”
in time-division systems, we turn that around and give users “all of the fre-
quency some of the time.” As a result, high-frequency digital signals can be
transmitted without restriction.

Digitization brings a cadre of advantages, including improved voice and
data transmission quality; better maintenance and troubleshooting capa-
bility, and therefore reliability; and dramatic improvements in configura-
tion flexibility. In digital carrier systems, the time-division multiplexer is
known as a channel bank; under normal circumstances, it enables either 24
or 30 circuits to share a single, four-wire facility. The 24-channel system is
called T-Carrier; the 30-channel system, used in most of the world, is called
E-Carrier. Originally designed in 1962 as a way to transport multiple chan-
nels of voice over expensive transmission facilities, they soon became use-
ful as data transmission networks as well. That, however, came later. For
now, we focus on voice.

Voice Digitization

The process of converting analog voice to a digital representation in the
modern network is a logical and straightforward process. It comprises four
distinct steps: Pulse Amplitude Modulation (PAM) sampling, in which the
amplitude of the incoming analog wave is sampled every 125 microseconds;
companding, during which the values are weighted toward those most
receptive to the human ear; quantization, in which the weighted samples
are given values on a nonlinear scale; and finally encoding, during which
each value is assigned a distinct binary value. Each of these stages of Pulse
Code Modulation (PCM) will now be discussed in detail.
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Pulse Code Modulation (PCM)

Thanks to work performed by Harry Nyquist at Bell Laboratories in the
1920s, we know that to optimally represent an analog signal as a digitally
encoded bitstream, the analog signal must be sampled at a rate that is
equal to twice the bandwidth of the channel over which the signal is to be
transmitted. Because each analog voice channel is allocated 4 KHz of band-
width, it follows that each voice signal must be sampled at twice that rate,
or 8,000 samples per second. In fact, that is precisely what happens in T-
Carrier systems, which we will use to illustrate our example. The standard
T-Carrier multiplexer accepts inputs from 24 analog channels, as shown in
Figure 1-18. Each channel is sampled in turn, every one eight-thousandth
of a second in round-robin fashion, resulting in the generation of 8,000
pulse amplitude samples from each channel every second. The sampling
rate is important. If the sampling rate is too high, too much information is
transmitted and bandwidth is wasted; if the sampling rate is too low, then
we run the risk of aliasing. Aliasing is the interpretation of the sample
points as a false waveform, due to the paucity of samples.

This Pulse Amplitude Modulation process represents the first stage of
Pulse Code Modulation, the process by which an analog baseband signal is
converted to a digital signal for transmission across the T-Carrier network.
Figure 1-19 shows this first step.

The second stage of PCM, shown in Figure 1-20, is called quantization. In
quantization, we assign values to each sample within a constrained range.
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For illustration purposes, imagine what we now have before us. We have
replaced the continuous analog waveform of the signal with a series of
amplitude samples that are close enough together that we can discern the
shape of the original wave from their collective amplitudes. Imagine also
that we have graphed these samples in such a way that the wave of sample
points meanders above and below an established zero point on the x-axis, so
that some of the samples have positive values and others are negative.

The amplitude levels enable us to assign values to each of the PAM sam-
ples, although a glaring problem with this technique should be obvious to
the careful reader. Very few of the samples actually line up exactly with the
amplitudes delineated by the graphing process. In fact, most of them fall
between the values, as shown in the illustration. It doesn’t take much of an
intuitive leap to see that several of the samples will be assigned the same
digital value by the coder-decoder that performs this function, yet they are
clearly not the same amplitude. This inaccuracy in the measurement
method results in a problem known as quantizing noise and is inevitable
when linear measurement systems, such as the one suggested by the draw-
ing, are employed in coder-decoders (CODECs).

Needless to say, design engineers recognized this problem rather quickly,
and came up with an adequate solution just as quickly. It is a fairly well-
known fact among psycholinguists and speech therapists that the human
ear is far more sensitive to discrete changes in amplitude at low-volume lev-
els than it is at high-volume levels, a fact not missed by the network design-
ers tasked with optimizing the performance of digital carrier systems
intended for voice transport. Instead of using a linear scale for digitally
encoding the PAM samples, they designed and employed a nonlinear scale
that is weighted with much more granularity at low-volume levels (that is,
close to the zero line) than at the higher amplitude levels. In other words,
the values are extremely close together near the x-axis, and become farther
and farther apart as they travel up and down the y-axis. This nonlinear
approach keeps the quantizing noise to a minimum at the low amplitude
levels where hearing sensitivity is the highest, and enables it to creep up at
the higher amplitudes, where the human ear is less sensitive to its pres-
ence. It turns out that this is not a problem because the inherent short-
comings of the mechanical equipment (microphones, speakers, the circuit
itself) introduce slight distortions at high amplitude levels that hide the
effect of the nonlinear quantizing scale.

This technique of compressing the values of the PAM samples to make
them fit the nonlinear quantizing scale results in bandwidth savings of
more than 30 percent. The actual process is called companding because the
sample is first compressed for transmission, then expanded for reception at
the far end.
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The actual graph scale is divided into 255 distinct values above and
below the zero line. In North America and Japan, the encoding scheme is
known as �-Law (Mu-Law); the rest of the world relies on a slightly differ-
ent standard known as A-Law.

Eight segments are above the line and eight are below (one of which is
the shared zero point); each segment, in turn, is subdivided into 16 steps. A
bit of binary mathematics now enables us to convert the quantized ampli-
tude samples into an eight-bit value for transmission. For the sake of
demonstration, let’s consider a negative sample that falls into the thir-
teenth step in segment five.The conversion would take on the following rep-
resentation

1 101 1101

where the initial 0 indicates a negative sample, 101 indicates the fifth seg-
ment, and 1101 indicates the thirteenth step in the segment. We now have
an eight-bit representation of an analog amplitude sample that can be
transmitted across a digital network, then reconstructed with its many
counterparts as an accurate representation of the original analog waveform
at the receiving end. This entire process is known as Pulse Code Modulation
(PCM) and the result of its efforts is often referred to as toll-quality voice.

Alternative Digitization Techniques

Although PCM is perhaps the best-known, high-quality voice digitization
process, it is by no means the only one. Advances in coding schemes and
improvements in the overall quality of the telephone network have made it
possible to develop encoding schemes that use far less bandwidth than tra-
ditional PCM. In this next section, we will consider some of these techniques.

Adaptive Differential Pulse Code Modulation (ADPCM) Adaptive
Differential Pulse Code Modulation (ADPCM) is a technique that enables
toll-quality voice signals to be encoded at half-rate (32 Kbps) for transmis-
sion. ADPCM relies on the predictability that is inherent in human speech
to reduce the amount of information required. The technique still relies on
PCM encoding, but adds an additional step to carry out its task. The 64
Kbps PCM-encoded signal is fed into an ADPCM transcoder, which consid-
ers the previous behavior of the incoming stream to create a prediction of
the behavior of the next sample. This is where the magic happens: instead
of transmitting the actual value of the predicted sample, it encodes in four
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bits and transmits the difference between the actual and predicted samples.
Because the difference from sample to sample is typically quite small, the
results are generally considered to be very close to toll-quality. This four-
bit transcoding process, which is based on the known behavior character-
istics of human voice, enables the system to transmit 8,000 four-bit samples
per second, thus reducing the overall bandwidth requirement from 64 Kbps
to 32 Kbps. It should be noted that ADPCM works well for voice because
the encoding and predictive algorithms are based upon its behavior char-
acteristics. It does not, however, work as well for higher bit rate data (above
4,800 bps), which has an entirely different set of behavior characteristics.

Continuously Variable Slope Delta (CVSD) Continuously Variable
Slope Delta (CVSD) is a unique form of voice encoding that relies on the
values of individual bits to predict the behavior of the incoming signal.
Instead of transmitting the volume (height or y-value) of PAM samples,
CVSD transmits information that it measures the changing slope of the
waveform. Rather than transmitting the actual change itself, it transmits
the rate of change, as shown in Figure 1-21.

To perform its task, CVSD uses a reference voltage to which it compares
all incoming values. If the incoming signal value is less than the reference
voltage, then the CVSD encoder reduces the slope of the curve to make its
approximation better mirror the slope of the actual signal. If the incoming
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value is more than the reference value, then the encoder will increase the
slope of the output signal, again causing it to approach and therefore mir-
ror the slope of the actual signal. With each recurring sample and compar-
ison, the step function can be increased or decreased as required. For
example, if the signal is increasing rapidly, then the steps are increased one
after the other in a form of step function by the encoding algorithm. Obvi-
ously, the reproduced signal is not a particularly exact representation of the
input signal: in practice, it is pretty jagged. Filters, therefore, are used to
smooth the transitions.

CVSD is typically implemented at 32 Kbps, although it can be imple-
mented at rates as low as 9,600 bps. At 16–24 Kbps, recognizability is still
possible; down to 9,600, recognizability is seriously affected, although intel-
ligibility is not.

Linear Predictive Coding (LPC) We mention Linear Predictive Cod-
ing (LPC) here only because it has carved out a niche for itself in certain
voice-related applications such as voice mail systems, automobiles, aviation,
and electronic games that speak to children. LPC is a complex process,
implemented completely in silicon, which enables voice to be encoded at
rates as low as 2,400 bps. The resulting quality is far from toll-quality, but
it is certainly intelligible and its low-bit rate capability gives it a distinct
advantage over other systems.

Linear Predictive Coding relies on the fact that each sound created by
the human voice has unique attributes, such as frequency range, resonance,
and loudness, among others. When voice samples are created in LPC, these
attributes are used to generate prediction coefficients. These predictive
coefficients represent linear combinations of previous samples, hence the
name, Linear Predictive Coding.

Prediction coefficients are created by taking advantage of the known for-
mants of speech, which are the resonant characteristics of the mouth and
throat that give speech its characteristic timbre and sound. This sound,
referred to by speech pathologists as the buzz, can be described by both its
pitch and its intensity. LPC, therefore, models the behavior of the vocal
cords and the vocal tract itself.

To create the digitized voice samples, the buzz is passed through an
inverse filter that is selected based upon the value of the coefficients. The
remaining signal, after the buzz has been removed, is called the residue.

In the most common form of LPC, the residue is encoded as either a
voiced or unvoiced sound. Voiced sounds are those that require vocal cord
vibration, such as the g in glare, the b in boy, the d and g in dog. Unvoiced
sounds require no vocal cord vibration, such as the h in how, the sh in shoe,
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and the f in frog. The transmitter creates and sends the prediction coeffi-
cients, which include measures of pitch, intensity, and whatever voiced and
unvoiced coefficients that are required. The receiver undoes the process; it
converts the voice residue, pitch, and intensity coefficients into a represen-
tation of the source signal, using a filter similar to the one used by the
transmitter to synthesize the original signal.

Digital Speech Interpolation (DSI) Human speech has many mea-
surable (and therefore predictable) characteristics, one of which is a ten-
dency to have embedded pauses. As a rule, people do not spew out a series
of uninterrupted sounds; they tend to pause for emphasis, to collect their
thoughts, and to reword a phrase while the other person listens quietly on
the other end of the line. When speech technicians monitor these pauses,
they discover that during considerably more than half of the total connect
time, the line is silent.

Digital Speech Interpolation (DSI) takes advantage of this characteristic
silence to drastically reduce the bandwidth required for a single channel.
Whereas 24 channels can be transported over a typical T-1 facility, DSI
enables as many as 120 conversations to be carried over the same circuit.
The format is proprietary and requires the setting aside of a certain amount
of bandwidth for overhead.

A form of statistical multiplexing lies at the heart of DSI’s functionality.
Standard T-Carrier is a time-division multiplexed scheme, in which channel
ownership is assured: a user assigned to channel three will always own
channel three, regardless of whether he or she is actually using the line. In
DSI, channels are not owned. Instead, large numbers of users share a pool
of available channels. When a user starts to talk, the DSI system assigns an
available timeslot to that user and notifies the receiving end of the assign-
ment. This system works well when the number of users is large because
statistical probabilities are more accurate and indicative of behavior in
larger populations than in smaller ones.

DSI has a downside, of course, and it comes in several forms. Competitive
clipping occurs when more people start to talk than there are available
channels, resulting in someone being unable to talk. Connection clipping
occurs when the receiving end fails to learn what channel a conversation
has been assigned within a reasonable amount of time, resulting in signal
loss. Two approaches have been created to address these problems; in the
case of competitive clipping, the system intentionally clips off the front end
of the initial word of the second person who speaks. This technique is not
optimal, but does prevent loss of the conversation and also obviates the
problem of clipping out the middle of a conversation, which would be more
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difficult for the speakers to recover from. The loss of an initial syllable or
two can be mentally reconstructed far more easily than sounds in the mid-
dle of a sentence.

A second technique used to recover from clipping problems is to tem-
porarily reduce the encoding rate. The typical encoding rate for DSI is 32
Kbps; in certain situations, the encoding rate may be reduced to 24 Kbps,
thus freeing up significant bandwidth for additional channels. Both tech-
niques are widely utilized in DSI systems.

Framing and Formatting in T-1

The standard T-Carrier multiplexer accepts inputs from 24 sources, con-
verts the inputs to PCM bytes, then time-division multiplexes the samples
over a shared four-wire facility, as shown in Figure 1-22. Each of the 24
input channels yields an eight-bit sample, in round-robin fashion, once
every 125 microseconds (8,000 times per second). This yields an overall bit
rate of 64 Kbps for each channel (eight bits per sample�8,000 samples per
second). The multiplexer gathers one eight-bit sample from each of the 24
channels, and aggregates them into a 192-bit frame. To the frame, it adds a
frame bit, which expands the frame to a 193-bit entity.The frame bit is used
for a variety of purposes that will be discussed in a moment.
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Regenerators

F

8-bits per sample, 24 samples per frame + frame bit = 193 bits.
8,000 frames are generated per second, yielding 1.544 Mbps.

Figure 1-22
Creating a T-Carrier
frame.
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The 193-bit frames of data are transmitted across the four-wire facility
at the standard rate of 8,000 frames per second, for an overall T-1 bit rate
of 1.544 Mbps. Keep in mind that 8 Kbps of the bandwidth consist of frame
bits (one frame bit per frame, 8,000 frames per second); only 1.536 Mbps
belong to the user.

Beginnings: D1 Framing

The earliest T-Carrier equipment was referred to as D1 and was consider-
ably more rudimentary in function than modern systems (see Figure 1-23).
In D1, every eight-bit sample carried seven bits of user information (bits
one through seven) and one bit for signaling (bit eight). The signaling bits
were used for exactly that: indications of the status of the line (on-hook, off-
hook, busy, high and dry, and so on), whereas the seven user bits carried
encoded voice information. Because only seven of the eight bits were avail-
able to the user, the result was considered to be less than toll quality (128
possible values, rather than 256). The frame bits, which in modern systems
indicate the beginning of the next 192-bit frame of data, toggled back and
forth between zero and one.
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User Bits

Frame Bits
Figure 1-23
D1 signaling.
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Evolution: D4

As time went on and the stability of network components improved, an
improvement on D1 was sought after and found. Several options were
developed, but the winner emerged in the form of the D4 or superframe for-
mat. Rather than treat a single 193-bit frame as the transmission entity,
superframe gangs together 12 193-bit frames into a 2,316-bit entity, shown
in Figure 1-24, that obviously includes 12 frame bits. Please note that the
bit rate has not changed; we have simply changed our view of what consti-
tutes a frame.

Because we now have a single (albeit large) frame, we clearly don’t need
12 frame bits to frame it; consequently, some of them can be redeployed for
other functions. In superframe, the six odd-numbered frame bits are
referred to as terminal-framing bits and are used to synchronize the
channel bank equipment. The even-framing bits, on the other hand, are
called signal-framing bits and are used to indicate to the receiving device
where robbed-bit signaling occurs.

In D1, the system reserved one bit from every sample for its own signal-
ing purposes, which succeeded in reducing the user’s overall throughput. In
D4, that is no longer necessary; instead, we signal less frequently, and only
occasionally rob a bit from the user. In fact, because the system operates at
a high transmission speed, network designers determined that signaling
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can occur relatively infrequently and still convey adequate information to
the network. Consequently, bits are robbed from the sixth and eighth itera-
tion of each channel’s samples and then only the least significant bit from
each sample. The resulting change in voice quality is negligible.

Back to the signal-framing bits: within a transmitted superframe, the
second and fourth signal-framing bits would be the same, but the sixth
would toggle to the opposite value, indicating to the receiving equipment
that the samples in that subframe of the superframe should be checked for
signaling state changes. The eighth and tenth signal-framing bits would
stay the same as the sixth, but would toggle back to the opposite value once
again in the twelfth, indicating once again that the samples in that sub-
frame should be checked for signaling state changes.

Today: Extended Superframe (ESF)

Although superframe continues to be widely utilized, an improvement
came about in the 1980s in the form of extended superframe (ESF), shown
in Figure 1-25. ESF groups 24 frames into an entity instead of 12, and like
superframe, it reuses some of the frame bits for other purposes. Bits 4, 8,
12, 16, 20, and 24 are used for framing, and form a constantly repeating
pattern (001011 . . . ). Bits 2, 6, 10, 14, 18, and 22 are used as a six-bit cyclic
redundancy check (CRC) to check for bit errors on the facility.
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Figure 1-25
Extended Superframe
(ESF).
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Finally, the remaining bits, all of the odd frame bits in the frame, are
used as a 4 Kbps facility data link for end-to-end diagnostics and network
management tasks.

ESF provides one major benefit over its predecessors: the capability to do
non-intrusive testing of the facility. In earlier systems, if the user reported
trouble on the span, the span would have to be taken out of service for test-
ing. With ESF, that is no longer necessary because of the added functional-
ity provided by the CRC and the facility data link.

The Rest of the World: E-1

E-1, used for the most part outside of the U.S. and Canada, differs from T-1
on several key points. First, it boasts a 2.048 Mbps facility, rather than the
1.544 Mbps facility found in T-1. Second, it utilizes a 32-channel frame
rather than 24. Channel one contains framing information and a four-bit
cyclic redundancy check (CRC-4); Channel 16 contains all signaling infor-
mation for the frame; and channels one through 15 and 17 through 31
transport user traffic. Figure 1-26 shows the frame structure.

A number of similarities exist between T-1 and E-1 as well: channels are
all 64 Kbps and frames are transmitted 8,000 times per second. Whereas T-
1 gangs together 24 frames to create an extended superframe, E-1 gangs
together 16 frames to create what is known as an ETSI multiframe. The
multiframe is subdivided into two sub-multiframes; the CRC-4 in each one
is used to check the integrity of the sub-multiframe that preceded it.

A final word about T-1 and E-1: because T-1 is a departure from the inter-
national E-1 standard, it is incumbent upon the T-1 provider to perform all
interconnection conversions between T-1 and E-1 systems. For example, if a
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call arrives in the U.S. from a European country, the receiving American
carrier must convert the incoming E-1 signal to T-1. If a 
call originates from Canada and is terminated in Australia, the Canadian
originating carrier must convert the call to E-1 before transmitting it to
Australia.

Up the Food Chain: From T-1 to 
DS3 . . . and Beyond

When T-1 and E-1 first emerged on the telecommunications scene, they rep-
resented a dramatic step forward in terms of the bandwidth that service
providers now had access to. In fact, they were so bandwidth rich that there
was no concept that a customer would ever need access to them. What cus-
tomer, after all, could ever have a use for 1.5 million bits per second of band-
width?

Of course, that question was rendered moot in short order as increasing
requirements for bandwidth drove demand that went well beyond the lim-
ited capabilities of low-speed transmission systems. As T-1 became more
mainstream, its usage went up, and soon requirements emerged for digital
transmission systems with capacity greater than 1.544 Mbps. The result
was the creation of what came to be known as the North American Digital
Hierarchy, shown in Figure 1-27. The table also shows the European and
Japanese hierarchy levels.
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Hierarchy Level Europe United States Japan

DS-0 64 Kbps 64 Kbps 64 Kbps

DS-1 1.544 Mbps 1.544 Mbps

E-1 2.048 Mbps

DS-1c 3.152 Mbps 3.152 Mbps

DS-2 6.312 Mbps 6.312 Mbps

E-2 8.448 Mbps 32.064 Mbps

DS-3 34.368 Mbps 44.736 Mbps

DS-3c 91.053 Mbps

E-3 139.264 Mbps

DS-4 274.176 Mbps

397.2 Mbps

Figure 1-27
International
Multiplexing
hierarchies.
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From DS-1 to DS-3

We have already seen the process employed to create the DS-1 signal from
24 incoming DS-0 channels and an added frame bit. Now we turn our atten-
tion to higher bit rate services. As we wander our way through this expla-
nation, pay particular attention to the complexity involved in creating
higher rate payloads. This is one of the great advantages of SONET and
SDH.

The next level in the North American Digital Hierarchy is called DS-2.
Although it is rarely seen outside of the safety of the multiplexer in which
it resides, it plays an important role in the creation of higher bit rate ser-
vices. It is created when a multiplexer bit interleaves four DS-1 signals,
inserting as it does so a control bit, known as a C-bit, every 48 bits in the
payload stream. Bit interleaving is an important construct because it con-
tributes to the complexity of the overall payload. In a bit interleaved sys-
tem, multiple bit streams are combined on a bit-by-bit basis, as shown in
Figure 1-28. When payload components are bit-interleaved to create a
higher rate multiplexed signal, the system first selects bit one from channel
one, bit one from channel two, bit one from channel three, and so on. Once
it has selected and transmitted all of the first bits, it goes on to the second
bits from each channel, then the third, until it has created the super-rate
frame. Along the way it intersperses C-bits, which are used to perform cer-
tain control and management functions within the frame.

Once the 6.312 Mbps DS-2 signal has been created, the system shifts into
high gear to create the next level in the transmission hierarchy. Seven DS-
2 signals are then bit-interleaved along with C-bits after every 84 payload
bits to create a composite 44.736 Mbps DS-3 signal. The first part of this
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Bit 1,
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Bit 1, frame 3

Bit 1, frame 4
Figure 1-28
Bit interleaving.
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M01

M12

M23

Overhead
Added

Overhead
Added

24-DS-0s
+ framing bit

4-DS-1s

7-DS-2s

1.544 Mbps

6.312 Mbps

44.736 Mbps

Figure 1-29
The M13 multiplexing
process.
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F1

F1

F1
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Figure 1-30
M12 frame comprises
four sub-frames and
48-bit payload fields:
1,176 bits.

process, the creation of the DS-2 payload, is called M12 multiplexing; the
second step, which combines DS-2s to form a DS-3, is called M23 multi-
plexing. The overall process is called M13, and is illustrated in Figure 1-29.

The problem with this process is the bit-interleaved nature of the multi-
plexing scheme. Because the DS-1 signal components arrive from different
sources, they may be (and usually are) slightly off from one another in
terms of the overall phase of the signal; in effect, their speeds differ slightly.
This is unacceptable to a multiplexer, which must rate-align them if it is to
properly multiplex them, beginning with the head of each signal. In order
to do this, the multiplexer inserts additional bits, known as stuff bits, into
the signal pattern at strategic places that serve to rate align the compo-
nents. The structure of a bit-stuffed DS-2 frame is shown in Figure 1-30; a
DS-3 frame is shown in Figure 1-31.
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The complexity of this process should now be fairly obvious to the reader.
If we follow the left-to-right path shown in Figure 1-32, we see the rich com-
plexity that suffuses the M13 signal-building process. Twenty-four 64 Kbps
DS0s are aggregated at the ingress side of the T-11 multiplexer, grouped
into a T-1 frame, and combined with a single frame bit to form an outbound
1.544 Mbps signal (we call this the M01 stage; that’s our nomenclature,
used for the sake of naming continuity). That signal then enters the inter-
mediate M12 stage of the multiplexer, where it is combined (bit-interleaved)
with three others and a good dollop of alignment overhead to form a 6.312
Mbps DS-2 signal. That DS-2 then enters the M23 stage of the mux, where
it is bit-interleaved with six others and another scoop of overhead to create
a DS-3 signal. At this point, we have a relatively high-bandwidth circuit
that is ready to be moved across the wide area network.

Of course, as our friends in the U.K. are wont to say, the inevitable span-
ner is always tossed into the works (those of us on the left side of the
Atlantic call it a wrench). Keep in mind that the 28 (do the math) bit-
interleaved DS-1s may well come from 28 different sources, which means
that they may well have 28 different destinations. This translates into the
pre-SONET digital hierarchy’s greatest weakness and one of SONET’s
greatest advantages. In order to drop a DS-1 at its intermediate destina-
tion, we have to bring the composite DS-3 into a set of back-to-back DS-3
multiplexers (sometimes called M13 multiplexers). There, the ingress mux
removes the second set of overhead, finds the DS-2 in which the DS-1 we
have to drop out is carried, removes its overhead, finds the right DS-1, drops
it out, then rebuilds the DS-3 frame, including reconstruction of the over-
head, before transmitting it on to its next destination. This process is com-
plex, time-consuming, and expensive. So what if we could come up with a
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1 The process is similar for the E-1 hierarchy.

X1  F1 C1 F0  C2  F0 C3  F1

X1  F1 C1  F0  C2  F0 C3  F1

P1  F1 C1  F0  C2  F0 C3  F1

P2  F1 C1  F0  C2  F0 C3  F1

M1  F1 C1  F0  C2  F0 C3  F1

M2  F1 C1  F0  C2  F0 C3  F1

M3  F1  C1  F0  C2  F0 C3  F1

Figure 1-31
M13 frame comprises
seven sub-frames and
84-bit payload fields:
4,760 bits.
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method for adding and dropping signal components that eliminated the
M13 process entirely? What if we could do it as simply as the process shown
in Figure 1-33?
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DS-3 DS-3

DS-1

M13M13

Figure 1-33
Dropping a payload
component in the
M13 environment.
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Figure 1-32
The complexity of
M13.
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We have. It’s called SONET in North America, SDH in the rest of the
world, and it dramatically simplifies the world of high-speed transport.
How does it do this? That’s the subject of Chapter Two.
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SONET Basics

CHAPTER 22
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Before we descend into the technological depths of the SONET frame struc-
ture, let’s revisit the purpose for SONET in the first place. Remember that
the digital hierarchy (DS-0, DS-1, DS-2, DS-3, and so on) was created to pro-
vide cost-effective multiplexed transport for voice and data traffic from one
location in a network to another. SONET has the same responsibility, albeit
on a larger scale: indeed, it is sometimes described as “T-1 on steroids.”

SONET brings with it a subset of advantages that makes it stand above
competitive technologies. These include mid-span meet, improved opera-
tions, administration, maintenance, and provisioning (OAM&P), support for
multipoint circuit configurations, non-intrusive facility monitoring, and the
ability to deploy a variety of new services. We will examine each of these in
the following sections.

Mid-Span Meet
When Bill McGowan first complained about the fact that Equal Access
required him to ultimately spend MCI’s money on AT&T hardware, he was
complaining about the lack of a mid-span meet ability—in other words, the
ability of one vendor’s optical multiplexer to not only connect electrically
with that of another vendor, but to actually pass understandable mainte-
nance messages between the two. Because of the monopoly nature of early
networks, interoperability was a laughable dream. Following the divesti-
ture of AT&T, however, and the realization of Equal Access, the need for
interoperability standards became a matter of some priority. Mid-span meet
was SONET’s contribution to this important effort.

Improved OAM&P
Improved OAM&P is without question one of the greatest contributions
that SONET brings to the networking table. Element and network moni-
toring, management, and maintenance have always been something of a
catch-as-catch-can effort because of the complexity and diversity of ele-
ments in a typical service provider’s network. SONET overhead includes
error-checking ability, bytes for network survivability, and a diverse set of
clearly defined management messages.
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Multipoint Circuit Support
When SONET was first deployed in the network, the bulk of the traffic it
carried derived from point-to-point circuits such as T-1 and DS-3 facilities.
With SONET came the ability to hub the traffic, a process that combines
the best of cross-connection and multiplexing to perform a ability known as
groom and fill. This means that aggregated traffic from multiple sources
can be transported to a hub, managed as individual components, and redi-
rected out any of several outbound paths without having to completely dis-
assemble the aggregate payload. Prior to SONET, this process required a
pair of back-to-back multiplexers, sometimes called an M13 (for a multi-
plexer that interfaces between DS-1 and DS-3). This ability, combined with
SONET’s discreet and highly capable management features, results in a
wonderfully manageable system of network bandwidth control.

Non-Intrusive Monitoring
SONET overhead bytes are embedded in the frame structure, meaning that
they are universally transported alongside the customer’s payload. Thus,
tight and granular control over the entire network can be realized, leading
to more efficient network management and the ability to deploy services on
an as-needed basis.

New Services
SONET bandwidth is imminently scalable, meaning that the ability to pro-
vision additional bandwidth for customers that require it on an as-needed
basis becomes real. As applications evolve to incorporate more and more
multimedia content and to therefore require greater volumes of bandwidth,
SONET offers it by the bucket load. Already, interfaces between SONET
and Gigabit Ethernet are being written; interfaces to ATM and other high-
speed switching architectures have been in existence for some time already.
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SONET Evolution
SONET was initially designed to provide multiplexed point-to-point trans-
port. However, as its capabilities became better understood and networks
became mission-critical, its deployment became more innovative, and soon
it was deployed in ring architectures, as shown in Figure 2-1. These rings,
which are described later, represent one of the most commonly deployed
network topologies. For the moment, however, let’s examine a point-to-point
deployment. As it turns out, rings don’t differ all that much.

If we consider the structure and function of the typical point-to-point 
circuit, we find a variety of devices and functional regions, as shown in Fig-
ure 2-2. The components include end-devices, multiplexers in this case,
which provide the point of entry for traffic originating in the customer’s
equipment and seeking transport across the network; a full-duplex cir-
cuit, which provides simultaneous two-way transmission between the 
network components; a series of repeaters or regenerators, responsible for
periodically reframing and regenerating the digital signal; and one or
more intermediate multiplexers, which serve as nothing more than pass-
through devices.

When non-SONET traffic is transmitted into a SONET network, it is
packaged for transport through a step-by-step, quasi-hierarchical process
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that attempts to make reasonably good use of the available network band-
width and ensure that receiving devices can interpret the data when it
arrives. The intermediate devices, including multiplexers and repeaters,
also play a role in guaranteeing traffic integrity, and to that end, the
SONET standards divide the network into three regions: path, line, and sec-
tion. To understand the differences between the three, let’s follow a typical
transmission of a DS-3, probably carrying 28 T-1s, from its origination point
to the destination.

When the DS-3 first enters the network, the ingress SONET multiplexer
packages it by wrapping it in a collection of additional information, called
Path Overhead, which is unique to the transported data. For example, it
attaches information that identifies the original source of the DS-3, so that
it can be traced in the event of network transmission problems; a bit-error
control byte; information about how the DS-3 is actually mapped into the
payload-transport area (and unique to the payload type); an area for net-
work performance and management information; and a number of other
informational components that have to do with the end-to-end transmission
of the unit of data.

The packaged information, now known as a payload, is inserted into a
SONET frame, and at that point, another layer of control and manage-
ment information is added, called Line Overhead. Line Overhead is
responsible for managing the movement of the payload from multiplexer
to multiplexer. To do this, it adds a set of bytes that enable receiving
devices to find the payload inside the SONET frame. As you will learn a
bit later, the payload can occasionally wander around inside the frame due
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to the vagaries of the network. These bytes enable the system to track
that movement.

In addition to these tracking bytes, the Line Overhead includes bytes
that monitor the integrity of the network and have the ability to effect a
switch to a backup transmission span if a failure in the primary span
occurs. It also includes another bit-error checking byte, a robust channel for
transporting network-management information, and a voice communica-
tions channel that enables technicians at either end of the line to plug in
with a handset (sometimes called a butt-in or buttinski) and communicate
while troubleshooting.

The final step in the process is to add a layer of overhead that enables
the intermediate repeaters to find the beginning of and synchronize a
received frame. This overhead, called the Section Overhead, contains a
unique initial-framing pattern at the beginning of the frame, an identifier
for the payload signal being carried, another bit-error check, a voice com-
munications channel, and another dedicated channel for network manage-
ment information, similar to but smaller than the one identified in the Line
Overhead.

The result of all this overhead, much of which seems like overkill (and in
many peoples’ minds it is), is that the transmission of a SONET frame con-
taining user data can be identified and managed with tremendous granu-
larity from the source all the way to the destination.

So, to summarize, the hard little kernel of DS-3 traffic is gradually sur-
rounded by three layers of overhead information, as shown in Figure 2-3,
that help it achieve its goal of successfully transiting the network. The Sec-
tion Overhead is used at every device the signal passes through, including
multiplexers and repeaters; the Line Overhead is only used between mul-
tiplexers; and the information contained in the Path Overhead is only used
by the source and destination multiplexers—the intermediate multiplexers
don’t care about the specific nature of the payload because they don’t have
to terminate or interpret it.

One final point for the protocol purists out there: the SONET overhead
is often described as shown in Figure 2-4. This layered model can be a bit
misleading because it seems to imply a hierarchy of functionality or intelli-
gence. Make no mistake about it, though: SONET is purely a physical-layer
standard. A functional hierarchy of sorts may exist among the three over-
head types, but they are all mired in the primordial ooze of the transmission
layer.

Enough about protocol. On to the SONET frame structure.
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The SONET Frame
Keep in mind once again that we are doing nothing more complicated than
building a T-1 frame with an attitude. Recall that the T-1 frame comprised
24 eight-bit channels (samples from each of 24 incoming data streams) plus
a single bit of overhead. In SONET, we have a similar construct—much
more channel capacity and much more overhead is available, but it has the
same functional concept.
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Figure 2-5 shows the fundamental SONET frame. This frame is known
as a Synchronous Transport Signal, Level One (STS-1). It is 9 bytes tall and
90 bytes wide for a total of 810 bytes of transported data including both
user payload and overhead. The first three columns of the frame are the
Section and Line Overhead, known collectively as the Transport Overhead.
The bulk of the frame itself, to the left, is the synchronous payload envelope
(SPE), which is the container area for the user data that is being trans-
ported. The data, previously identified as the payload, begins somewhere in
the payload envelope. The actual starting point will vary, as we will see
later. The Path Overhead begins when the payload begins; because it is
unique to the payload itself, it travels closely with the payload. The first
byte of the payload is the first byte of the Path Overhead.

A word about nomenclature: two distinct terms, Synchronous Transport
Signal (STS) and Optical Carrier Level (OC), are often used (incorrectly)
interchangeably.They are used interchangeably because although an STS-1
and an OC-1 are both 51.84 Mbps signals, one is an electrically-framed sig-
nal (STS) whereas the other describes an optical signal (OC). Keep in mind
that the signals SONET transports usually originate at an electrical source
such as a T-1. This data must be collected and multiplexed at an electrical
level before being handed over to the optical transport system. The optical
networking part of the SONET system speaks in terms of OC.

Let’s pause for a moment to consider the actual transmission of a
SONET frame. Several years ago, while teaching a course on basic telecom-
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munications to a group of telecommunications lawyers, one of them asked
me a very interesting question. While examining the 810-byte SONET
frame shown in Figure 2-6, she asked, “how does SONET multiplex those
nine rows to get them into the transmission facility?” It took me a moment
to understand her question, but when I finally did I realized that the ques-
tion deserved an answer because she was probably the first person to artic-
ulate a question that many before her had no doubt wondered about. The
SONET frame is transmitted serially on a row-by-row basis, as shown in
Figure 2-7. For purposes of clarity, I have simplified the frame by separat-
ing the rows and left-justifying them. The SONET multiplexer transmits
(and therefore receives) the first byte of row one, all the way to the 90th byte
of row one, then wraps to transmit the first byte of row two, all the way to
the 90th byte of row two, and so on, until all 810 bytes have been transmit-
ted. We draw the SONET frame structure as a 9-by-90-byte box, because if
we were to draw it as a linear transmission stream, the frame would wrap
completely around the classroom and require multiple pages at the bottom
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of this book, like a timeline in a children’s book on dinosaurs (the Jurassic,
the Triassic, the Plesiochronous, the Miocene, and so on).

Of course, the careful reader will realize that because the rows are
transmitted serially, the many overhead bytes do not all appear at the
beginning of the transmission of the frame; instead, they are peppered
along the bit stream, like highway markers. For example, the first two
bytes of overhead in the Section Overhead are the framing bytes, followed
by the single-byte signal identifier. The next 87 bytes are user payload, fol-
lowed by the next byte of Section Overhead; in other words, 87 bytes of
user data are between the first three Section Overhead bytes and the next
one! The designers of SONET were thinking clearly the day they came up
with this because each byte of data appears just when it is needed. That is
truly remarkable!

Also, notice the dotted lines descending from the bottom of the frame in
Figure 2-5. This is to indicate one of the rather remarkable things about
SONET. As we said earlier, because of the unique way that the user’s data
is mapped into the SONET frame, the data can actually start pretty much
anywhere in the payload envelope. The payload is always the same number
of bytes, which means that if it starts late in the payload envelope, it may
well run into the payload envelope of the next frame! In fact, this happens
more often than not, but it’s OK—SONET is equipped to handle this odd
behavior. We’ll discuss this shortly.

SONET Bandwidth
The SONET frame consists of 810 eight-bit bytes, and like the T-1 frame, it
is transmitted once every 125 �sec (8,000 frames per second). Doing the
math, this works out to an overall bit rate of

810 bytes/frame�8 bits/byte�8,000 frames/second � 51.84 Mbps,

the fundamental transmission rate of the SONET STS-1 frame.
That’s a lot of bandwidth—51.84 Mbps is slightly more than a 44.736

Mbps DS-3, a respectable carrier level by anyone’s standard. What if more
bandwidth is required, however? What if the user wants to transmit multi-
ple DS-3s or perhaps a single signal that requires more than 51.84 Mbps,
such as a 100 Mbps Fast Ethernet signal? Or for that matter, what about a
payload that requires less than 51.84 Mbps? In those cases, we have to
invoke more of SONET’s magic.
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The STS-N Frame
In situations where multiple STS-1s are required to transport multiple pay-
loads, all of which fit in an STS-1’s payload capacity (such as the multiple
DS-3s shown in Figure 2-8), SONET enables the creation of what are called
STS-N frames, where N represents the number of STS-1 frames that are
multiplexed together to create the frame. If three STS-1s are combined, the
result is an STS-3. In this case, the three STS-1s are brought into the mul-
tiplexer and byte interleaved to create an STS-3, as shown in Figure 2-9. In
other words, the multiplexer selects the first byte of frame one, followed by
the first byte of frame two, followed by the first byte of frame three. Then it
selects the second byte of frame one, followed by the second byte of frame
two, followed by the second byte of frame three, and so on, until it has built
an interleaved frame that is now three times the size of an STS-1: 9�270
bytes instead of 9�90. Interestingly (and impressively), the STS-3 is still
generated 8,000 times per second.

The technique described above is called a single stage multiplexing
process because the incoming payload components are combined in a single
step. A two-stage technique is also commonly used. For example, an STS-12
can be created in two ways. Twelve STS-1s can be combined in a single
stage process to create the byte interleaved STS-12; alternatively, four
groups of three STS-1s can be combined to form four STS-3s, which can
then be further combined in a second stage to create a single STS-12. Obvi-
ously, two-stage multiplexing is more complex than its single-stage cousin,
but both are used.
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NOTE: The overall bit rate of the STS-N system is N�STS-1. However,
the maximum bandwidth that can be transported is STS-1, but N of them
can be transported! This is analogous to a channelized T-1.

The STS-Nc Frame
Let’s go back to our Fast Ethernet example mentioned earlier. In this case,
51.84 Mbps is inadequate for our purposes because we have to transport
the 100 Mbps Ethernet signal. For this we need what is known as a con-
catenated signal. One thing you can say about SONET: it doesn’t hurt for
polysyllabic vocabulary.

On the long, lonesome stretches of outback highway in Australia, unsus-
pecting car drivers often encounter a devilish vehicle known as a road train.
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Imagine an eighteen wheel tractor-trailer (see top drawing, Figure 2-10, for
a remarkable illustration) barreling down the highway at 80 miles per hour,
but now imagine that it has six trailers—in effect, a 98-wheeler. These
things give passing a whole new meaning. If a road train is rolling down the
highway pulling three 50-foot trailers (middle drawing, Figure 2-10), then
it has the ability to transport 150 feet of cargo, but only if the cargo is seg-
mented into 50-foot chunks.

But what if the trucker wants to transport a 150-foot long item, such as
a Chernobyl-enhanced blue whale or a typical Australian earthworm? In
that case, a special trailer must be installed that provides room for the 150-
foot payload (bottom drawing, Figure 2-10).

If you understand the difference between the second and third drawings,
then you understand the difference between an STS-N and an STS-Nc. The
word concatenate means “to string together,” which is exactly what we do
when we need to create what is known as a super-rate frame—in other
words, a frame capable of transporting a payload that requires more band-
width than an STS-1 can provide, such as our 100 Mbps Fast Ethernet
frame. In the same way that an STS-N is analogous to a channelized T-1, an
STS-Nc is analogous to an unchannelized T-1. In both cases, the customer
is given the full bandwidth that the pipe provides; the difference lies in how
the bandwidth is parceled out to the user.
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Overhead Modifications in 
STS-Nc Frames
When we transport multiple STS-1s in an STS-N frame, we assume that
they may arrive from different sources. As a result, each frame is inserted
into the STS-N frame with its own unique set of overhead. When we create
a concatenated frame, though, the data that will occupy the combined
bandwidth of the frame derives from the same source. For example, if we
pack a 100 Mbps Fast Ethernet signal into a 155.53 Mbps STS-3c frame, we
only need to pack one signal. It’s pretty obvious, then, that we don’t need
three sets of overhead to guide a single frame through the maze of the net-
work1. For example, each frame has a set of bytes that keep track of the pay-
load within the synchronous payload envelope. Because we only have one
payload, we can eliminate two of them. The Path Overhead that is unique
to the payload can similarly be reduced because a column of it is available
for each of the three formerly individual frames. In the case of the pointer
that tracks the floating payload, the first pointer continues to perform that
function; the others are changed to a fixed binary value that is known to
receiving devices as a concatenation indication. The details of these bytes
will be covered later in the overhead section.

Transporting Sub-Rate Payloads:
Virtual Tributaries
Let’s now go back to our Australian road-train example. This time he is car-
rying individual cans of Fosters Beer. From what I remember about the last
time I was dragged into an Aussie pub (and it isn’t much), the driver could
probably transport about six cans of Fosters per 50-foot trailer. So now we
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have a technique for carrying payloads smaller than the fundamental 50-
foot payload size. This analogy works well for understanding SONET’s abil-
ity to transport payloads that require less bandwidth than 51.84 Mbps,
such as T-1 or traditional 10 Mbps Ethernet.

When a SONET frame is modified for the transport of sub-rate payloads,
it is said to carry virtual tributaries (VTs). Simply put, the payload envelope
is chopped into smaller pieces that can then be individually used for the
transport of multiple lower-bandwidth signals.

Creating Virtual Tributaries
To create a virtual tributary-ready STS, the synchronous payload envelope
is subdivided. An STS-1 comprises 90 columns of bytes, four of which are
reserved for overhead functions (Section, Line, and Path). This leaves 86 for
actual user payload. To create virtual tributaries, the payload capacity of
the SPE is divided into seven, 12-column pieces called virtual tributary
groups. Math majors will be quick to point out that 7�12 � 84, leaving two
unassigned columns. These columns, shown in Figure 2-11, are indeed
unassigned and are given the rather silly name of fixed stuff.

Now comes the fun part. Each of the VT groups can be further subdivided
into one of four different VTs to carry a variety of payload types, as shown
in Figure 2-12. A VT1.5, for example, can easily transport a 1.544 Mbps
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signal within its 1.728 Mbps capacity, with a little room left over. A VT2,
meanwhile, has enough capacity in its 2.304 Mbps structure to carry a
2.048 Mbps European E-1 signal, with a little room left over. A VT3 can
transport a DS-1C signal, whereas a VT6 can easily accommodate a DS-2,
again, each with a little room left over.

One aspect of virtual tributaries that must be mentioned is the mix-and-
match nature of the payload. Within a single SPE, the seven VT groups can
carry a variety of different VTs. However, each VT group can carry only one
VT type.

That “little room left over” comment earlier is, by the way, one of the key
points that SONET and SDH detractors point to when criticizing them as
legacy technologies, claiming that in these times of growing competition
and the universal drive for efficiency, they are inordinately wasteful of
bandwidth, given that they were designed when the companies that deliv-
ered them were monopolies and less concerned about such things than they
are now. We will discuss this issue in a later section of the book. For now,
though, suffice it to say that one of the elegant aspects of SONET is its abil-
ity to accept essentially any form of data signal, map it into standardized
positions within the SPE frame, and transport it efficiently and at a very
high speed to a receiving device on the other side of town or the other side
of the world.

Creating the Virtual Tributary
Superframe
You will recall that when DS-1 frames are transmitted through modern net-
works today, they are typically formatted into extended superframes in
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order to eke additional ability out of the comparatively large percentage of
overhead space that is available. When DS-1 or other signals are trans-
ported via an STS-1 formatted into virtual tributary groups, four consecu-
tive STS-1s are ganged together to create a single VT Superframe, as shown
in Figure 2-13. To identify the fact that the frames are behaving as a VT
Superframe, certain overhead bytes are modified for the purpose, as dis-
cussed in the section that follows on SONET overhead.

SONET Overhead
Let’s now look at the three types of SONET overhead in more detail. As we
mentioned earlier, SONET overhead comes in three flavors: Section, Line,
and Path.

The word overhead often has negative connotations because it usually
refers to extraneous, unnecessary, poorly managed, or underutilized
resources. For SONET, however, this is far from the case. In fact, the over-
head that the SONET standard defines is perhaps the most important abil-
ity that the technology offers. The overhead bytes are well planned and
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carefully thought-out, and as a result, offer network providers the ability to
manage their resources with enormous granularity across the wide area.

Section Overhead

The Section Overhead comprises nine bytes, as shown in Figure 2-14. Their
individual functions are described in the following section. Remember the
reason for the Section Overhead: it contains information that every device
in the network uses, from the originating device all the way to the destina-
tion device.

A1, A2: The A1 and A2 bytes provide a unique framing pattern at the
beginning of the frame that is used to identify the beginning of the frame to
receiving equipment for synchronization purposes. The pattern is the hexa-
decimal number 0xF628, which in binary is 1111 0110 0010 1000. When
transmitting STS-N frames, the A1 and A2 bytes must appear in the over-
head of each STS-1 in the STS-N frame.

J0/Z0: A unique sequence number called the STS-1 ID identifies every
STS-1. It is carried in the J0/Z0 byte. Formerly known as the C1 byte, it is
used to identify the originating office of a frame as it makes its way across
the network. Because SONET transmission potentially involves multiple
levels of interleaved multiplexing, the STS-1 ID provides a way to uniquely
identify each frame of data.

When the C1 byte was first defined, SONET transmission speeds were
relatively limited, with little thought that network design engineers would
actually push the limits of the technology to the speeds that the standard
currently provides. The format of the eight bits for identifying STS-1s then
was to simply number the STS-1s of the STS-N (in hexadecimal) as follows:
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0000–0001 for the first STS-1 in the series, 0000-0010 for the second, 0000-
0011 for the third, and so on. The problem is that the transmission levels
that we currently operate at may well soon exceed this numbering scheme.
The final standards for the use of the J0/Z0 byte are still under develop-
ment; until they are complete, service providers use it the same way the C1
byte was originally intended to be used. However, under the new standard,
it is clear that because all the STS-1s in an STS-N come from the same
source, the STS-1 ID will only be defined in the first STS-1 of the STS-N.
The remaining bytes in the succeeding frames will be used for anticipated
growth and are designated as Z-bytes; these Z-bytes are designated for
functions that have not yet been defined within the SONET parameters.

B1: The B1 byte is known as the Bit Interleaved Parity byte (BIP-8). It
provides an eight-bit parity check that is used for error detection. In prac-
tice, the parity check is performed across all bytes of the prior frame and
placed in the B1 byte of the current frame prior to scrambling.

A word about scrambling: in metallic (non-optical) digital transmission
systems, zeroes and ones are often represented as zero voltage and either
positive or negative voltage, respectively, as shown in Figure 2-15. This
technique is known as alternate mark inversion (AMI). The technique was
specifically chosen to ensure what is known as ones density.

The regenerators or repeaters that sprout along a digital transmission
facility are not particularly intelligent devices. In fact, they are not much
smarter than the wire they are connected to. They do, however, perform the
rather sophisticated task of retiming and reframing a weakened noisy dig-
ital signal when it arrives; they do this by first finding the incoming fram-
ing information. What, though, gives a stupid device the ability to time and
synchronize the inbound signal?

The answer is quite simple. The repeater looks for the digital pulses that
represent ones in the bit stream, and because they arrive at random but
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precise intervals, the repeater has the ability to derive its own timing from
the incoming signal. What happens, however, if the incoming bit stream
should comprise a long series of zeroes—which in digital parlance would be
a flatline? If that were to happen, the repeater would lose its ability to
derive a synchronization signal from the data stream and errors could
occur.

To prevent this from happening, international transmission standards
place certain stringent standards on the devices that originate bit streams.
One of these standards, used in both SONET and SDH, dictates that all
data carried in a frame will be scrambled prior to being transmitted, with
the exception of the initial framing bytes. All other bytes pass through a
processor that manipulates the data (for the bit-weenies in the audience, it
uses the polynomial 1�x6�x7), changing it to ensure that an appropriate
“richness of ones” occurs in the bitstream, avoiding the flatline problem. At
the far end of the span, a similar process unscrambles the data, returning
it to its original value. The initial framing bytes are not scrambled because
they contain the unique framing code that is used to identify the beginning
of the frame.

The B1 byte is only defined in the first STS-1 of an STS-N signal.
E1: The Orderwire byte is a 64-Kbps voice channel that can be used by

technicians to communicate while troubleshooting between repeater spans.
When building STS-N frames, the E1 byte is only defined in the first STS-
1 of the STS-N for obvious reasons. According to an informal survey con-
ducted by the author, relatively few companies actually use the E1 byte. In
order for it to work, an Electrical Order Wire (EOW) interface is required,
usually a small rack-mounted device that interfaces between a traditional
copper-seeking device such as a telephone or butt-in and the SONET E1
channel.

F1: The F1 byte, called the user byte, is user configurable and can be
employed for a variety of purposes. It is reserved for the use of the service
provider as a transport byte for network management-application informa-
tion, although many service providers today use it to transport mainte-
nance communications and configuration data. Because the byte’s specific
use is not specified in a standard, it is extremely flexible, but lends very lit-
tle to the overall goal of interoperability.

D1, D2, D3: The Data Communications Channel (DCC) bytes provide a
192-Kbps communications channel between section-terminating devices
and are used to transport operations, administration, maintenance, and
provisioning (OAM&P) information such as control signals, monitoring,
alarm information, and so on. Although the DCC bytes are fully in align-
ment with the nascent Telecommunications Management Network (TMN)
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standards that continue to evolve, it will probably be some time before their
use is clearly defined among operators to ensure interoperability.

Line Overhead

The Line Overhead, shown in Figure 2-16, occupies the lower 18 bytes of
the Transport Overhead (the first three columns of the STS-1). It is not
used by the regenerators along the span as the Section Overhead is, but it
is accessed by all other devices along the span. Compared to the functions
found in the Section Overhead, the Line Overhead is significantly more
complex.

H1/H2: pointer bytes: To understand the role of the pointer bytes, it is
first useful to talk about the international shipping business. Most people
have driven past, flown over, or visited one of the world’s major ports, where
ships laden with international shipping containers (those big metal
SeaLand boxes) arrive and tie up under those massive white cranes that
look for all the world like the Imperial Walkers from George Lucas’ Star
Wars series, shown in Figure 2-17. The cranes remove the containers and
load them onto trucks or trains that pass below. If everything happens as it
should, a good and careful crane operator can load the train quite effectively.
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Now imagine the following scenario. A number of ships are tied up at the
dock behind the crane, and their deck crews are each unloading the con-
tainers and placing them on a belt that takes them to the top of the crane
to be loaded onto a train that is passing below, as shown in Figure 2-18. The
train, incidentally, is an endless train of flatbed cars that passes below the
crane at a never-changing speed. The crane operator’s job is to pick up an
arriving container, position it over the train, and place it on a passing train
car. As we said earlier, if all goes well, the operator should be able to place
a container squarely on each car, ensuring that no train cars are empty.
That, after all, would be wasteful.

Of course, a number of variables could affect the efficacy with which the
operator does his or her job. For example, it is most certainly the case that
the deckhands unloading the ships operate at different speeds and with dif-
ferent degrees of efficiency. Some will do so extremely quickly, whereas oth-
ers will be less organized. The result is that in some cases the containers
will arrive at the top of the crane at a regular pace, giving the operator a
steady stream of payload to work with. Alternatively, they may arrive spo-
radically, which could lead to the occasional empty train car. And of course,
some days the crews may want to get off the ship as soon as possible, which
means that containers could arrive at the top of the crane faster than the
operator can handle them. In that case, the crane operator would need a
place to put the excess containers until the pace abates enough to handle
them.

The operator, then, has two techniques available to him or her to load the
train. The first is to carefully match the loading rate of the arriving con-
tainers to the unchanging speed of the train, assuming that the container
arrival rate is adequate to allow this technique, which in the end will
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ensure that no flatbed will ever be empty. The problem still exists, of course,
that traffic could arrive too fast, in which case some kind of parking area is
needed. This is clearly complicated, requires a very talented operator, and
assumes that the loading crews work very closely in order to synchronize
their efforts to ensure maximum port loading and unloading operational
efficiency.

The second technique is to simply not worry about it. In fact, as long as
the operator knows that the crane is positioned correctly above the train as
it passes underneath, he or she doesn’t even have to look. As a container
arrives, the operator simply drops it, and it lands on the train wherever it
lands with little regard for alignment on a train car-by-train car basis, as
shown in Figure 2-19. In this case, a lot of space on the train is wasted, but
the upside is that the port assumes that train car space is cheap and that
they save money because they don’t have to worry about overly skilled (and
therefore expensive) stevedores or crane operators. If the containers arrive
efficiently, great; if not, well, no big deal.

Of course, it is potentially a big deal for the customer at the other end of
the train line who is looking for his or her payload. The customer has been
told that the shipment is on train car number 576. A well-run train system
would clearly load the containers squarely on the cars, yet when the car
arrives at the customer’s location and he or she looks at the head of the car,
as shown in Figure 2-20, all the customer sees is empty space. The
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customer’s cargo is there, of course: it’s just 37 feet to the right. Because the
customer expects it to be aligned with the train car, he or she doesn’t think
to look over there.
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What if we had a slightly different system, as shown in Figure 2-21? In
this case, we tell the customer that his or her cargo may not begin right at
the head of the train car. What will be at the head of the train car, however,
is a bill of lading that tells the customer exactly where he or she has to look
to see the beginning of the shipment. That way the complexity of guaran-
teeing the exact location of the container is eliminated. Furthermore, if the
container should shift back and forth slightly on the train car as it makes
its way down the track, no problem: every time the car goes through a
switching yard, a conductor checks its location and updates the information
in the bill of lading before the car leaves the yard.

If you understand this analogy, then you understand how SONET uses
payload pointers, the first two bytes in the Line Overhead.

H1 and H2 are used to measure the offset, or distance, that exists
between the pointer and the beginning of the payload. The reason for its
existence is relatively simple: because of slight differences in timing signals
between the devices that a SONET signal passes through as it makes its
way across the network, or because of the slight signal phase variation
(known as jitter) that can take place, the actual starting point of the signal
can vary by as much as a byte forward and backward. The payload pointer
has the ability to adjust itself according to the relative position of the pay-
load, thus giving a receiving device the ability to actually find the payload
in a received frame. How it does this is rather interesting.
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The 16 bits of the payload pointer are divided into three functional
groupings. The first four bits of the H1 byte are called the New Data Flag
(NDF). When a payload is constructed (and a new pointer value is intro-
duced), the initial value of the four bits is 0110, as shown in Figure 2-22.
Should the pointer value change due to an adjustment in the position of the
payload, the NDF is inverted (0110 becomes 1001). This inversion indicates
to a receiving device that the payload has shifted, and to stand by for
instructions, which follow. The remaining 10 bits, some of which are the
actual pointer, stay the same, always pointing to the first byte of the Path
Overhead and therefore to the beginning of the payload.

The next two bits are always set to zero, and serve as nothing more than
place keepers in the overall structure of the pointer.

The remaining 10 bits, which straddle the H0 and H1 bytes, are the
actual payload pointer. These bytes take on a specific binary value between
zero and 783 (the size of the STS frame, 810, minus the 27 bytes of Trans-
port Overhead). For example, if the pointer value is 0100001011, the binary
equivalent of decimal number 267, the first byte of the Path Overhead (and
therefore the payload) begins exactly 267 bytes after the H3 byte, which will
be discussed shortly. Thus, a receiving SONET device only has to be able to
stomp its foot like a horse and count in order to find the payload it may be
looking for.

Chapter 262

New Data Flag (NDF)
Normally 0110

Place keepers,
Set to 00

Payload Pointer

H0 H1Figure 2-22
SONET payload
pointer.

SONET Basics

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



Of course, it would be too easy to make the pointer’s behavior so simple.
The 10 bits of the actual pointer are divided into five increment bits and five
decrement bits. The odd bits are the increment bits; the even bits are the
decrement bits. Whenever a pointer adjustment takes place, the absolute
value of the pointer changes dramatically. In the event of a negative adjust-
ment of the pointer, the decrement bits are inverted, telling the receiver that
the adjustment has occurred (in concert with the inversion of the New Data
Flag). In the event of a positive adjustment, the increment bits are flipped.

This should sound a little strange to the reader. After all, this results in
the conversion of the pointer value from a binary number that indicated the
absolute location of the beginning of the SPE to a nonsensical number that
now indicates nothing about the actual location of the payload. Remember,
though, that the accuracy of SONET is such that the pointer value will
never need to wander more than a single byte in either direction. Thus, it
doesn’t matter that the value of the pointer changes drastically; if the
receiver sees the NDF and then notices that at least three of the five pointer
bytes changed, then it knows that either a positive or negative justification
took place and that it should modify its search accordingly.

We don’t know about you, but we believe that somebody was practicing
better life through chemistry when they thought this stuff up. It is truly
amazing.

H3: pointer action byte: The pointer action byte is the byte that actually
compensates for the movement of the SPE within the STS frame.As we saw
in our loading dock example, the payload may actually arrive faster than
the train cars do or may not arrive in time to align the payload with a pass-
ing train car. In SONET systems, the pointer action byte compensates for
this. In the event that the payload rate exceeds the frame capacity (in other
words, more than 783 bytes are ready to be transmitted within a single 125
_s period), a single excess byte can be carried in the pointer action byte posi-
tion, thus expanding the SPE from 783 bytes to 784. This technique is called
negative timing justification. As the reader might expect, an opposite tech-
nique is available called positive timing justification, which is used when-
ever the SPE is short a byte—in which case the H3 byte pushes itself
forward in the frame, providing the missing byte to the system as it
attempts to build a 783-byte payload.

One thing that should be noted: SONET timing systems are extremely
accurate and thus only allow the payload to shift by as much as a single
byte in either direction. However, this technique, known in SONET par-
lance as floating mode, is complex and expensive, and many service
providers do all they can to avoid it because it requires the deployment of
sophisticated pointer processing. The alternative to floating mode is called
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locked mode, in which case the payload pointer points to the first available
payload byte in the next frame, which is row one, column four, as shown in
Figure 2-23. However, this technique also has its downside; it requires
buffering ability and complex network-management techniques, and it
assumes that network-wide timing sources are operating in synchronous
lock-step—an assumption that may not be valid in today’s network envi-
ronment, as stable as it is. So both techniques are employed and will con-
tinue to be until network-wide timing becomes a reality. Timing will be
discussed in more detail in a later section of the book.

A final note about the H3 byte: it represents an integral part of the pay-
load pointer function and therefore, like the pointer itself, must be provided
for every STS within an STS-N frame. However, unless it carries justifica-
tion information, it is ignored.

B2: BIP-8: Sound familiar? B2 is another bit-interleaved parity byte and
is used to carry error-checking information. It calculates its value based on
the Line Overhead (it does not include the Section Overhead) and payload
of the previous frame before it is scrambled for transmission. The informa-
tion is then placed in the current frame before it is scrambled. The BIP-8 is
required for all STS in an STS-N.

K1/K2: automatic protection switching: One of the principal advantages
of SONET is its ability to detect a failure in the network and switch traffic
to a backup transmission span automatically if one is available, ensuring
protection of customer data. This technique is called automatic protection
switching (APS). If the network is deployed across a ring architecture, the
K1 and K2 bytes are used to switch from one ring to another. Consider, for
example, the ring shown in Figure 2-24. Although many companies use
four-fiber rings, for our purposes this one has two. The outer ring, in this
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case the active ring that transports customer traffic, flows in a clockwise
direction, which means that data transmitted from multiplexer A to multi-
plexer B would have a single-hop path to get there. The inner ring, which
flows in a counter-clockwise direction, is the protect or backup path; it car-
ries no user data, but monitors the condition of the network by paying close
attention to alarm data carried in the APS bytes.

Let’s assume that a terrorist backhoe driver, shown in Figure 2-25,
craftily cuts the active fiber between multiplexers B and C as shown in Fig-
ure 2-26. When this occurs, a number of rather interesting events take
place. The first thing that happens is that in short order, multiplexer C
detects a loss of signal. Please note that multiplexer C has no idea what
caused the loss, it just knows that the signal’s gone. It immediately goes
into recover mode. It first transmits an alarm indication signal (AIS) to its
next downstream neighbor, multiplexer D, which will in turn pass it on to
the next device in the ring.

Next, multiplexer C sends an upstream far-end receive failure (FERF)
notification on the backup span to multiplexer B, telling the upstream
device that it is no longer receiving a signal from it for some reason. Next,
it initiates automatic-protection switching. Within 50 ms, the ring switches
traffic from the primary ring to the protect ring, thus ensuring the integrity
of transmitted traffic. This technique has one downside; whereas traffic
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from multiplexer B to multiplexer C was a single hop, now it must endure
three hops, leading to an increase in overall delay, which could be problem-
atic for some applications.

Of course, the chance always exists that the backhoe driver is truly dili-
gent or that the two fibers are diversely routed on either side of the same
conduit, and that as a result, both fibers are cut between B and C, as shown
in Figure 2-27. In this case, something that borders on magic happens: the
ring heals, as illustrated in Figure 2-28. Because of the APS monitoring
data that is transported around the ring as part of the SONET overhead, B
and C soon realize that they no longer have continuity between them in
either the upstream or downstream direction, so they wrap the two rings
internally, resulting in the creation of a single ring shaped like a gnocchi.As
a result, not even the destruction of both fibers stops transmission around
the ring. Survivability is clearly one of the greatest advantages that
SONET brings to the network domain, and one of the reasons that its pre-
dicted imminent demise may not be so imminent.

The APS process is enormously complex, and its capabilities and inner
workings are only touched on here. For additional information, readers
should consult ANSI T1.105.01-1998, an impressive document that covers
the roles and responsibilities of the 16 APS bits.
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D4-D12: Data Com Channels (DCC): These nine bytes comprise a 576-
Kbps message channel that SONET network elements can use to transport
network management (OAM&P) messages. The information carried in
these bytes is similar to that carried in the Section Layer’s Data Com chan-
nels, but in this case is specific to the Line Layer. These bytes are only
defined for the first STS in an STS-N. Like the Section Overhead’s DCC
bytes, they are designed to use TMN protocols, although many service
providers rely on TL1 or other solutions pending the widespread deploy-
ment of TMN.

S1/Z1: synchronization status/growth: This byte is still in development
in terms of its specific responsibilities. Of its eight bits, the last four (bits
five through eight) have been reserved for the transport of timing informa-
tion that permits a network element to choose a specific clock source based
on its own selection parameters as a way to prevent timing problems within
the network. This byte is defined in the first STS of an STS-N only; all
remaining S1 bytes are designated as Z (growth) bytes.

M0/M1/Z2/REI-L: This particular byte is something of a chameleon in
that it can take on a number of roles depending on the nature of the payload
with which it is associated. If the payload being transported is a single 
STS-1, then the byte becomes the M0 byte and is used for error control;
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then, it is called the Remote Error Indication-Line Level (REI-L). In earlier
versions of SONET, one of the signals that was closely monitored was called
a Far-End Block Error (FEBE), which indicated the presence of bit-level
errors. It has been replaced by the REI-L, and its job is to transport the BIP-
8 information back to the presumed source of the problem.The last four bits
of the M0 byte are used for this function; the first four are undefined.

If the payload being transported is an STS-N rather than a single STS,
then the byte becomes the M1 byte, which is only defined in the third STS
of an STS-N frame (This makes sense because the next level up from an
STS-1 is an STS-3). Its responsibilities are essentially identical to that of
the M0 byte. If the byte is not used for M0 or M1 functionality, it is desig-
nated as a growth byte (Z2).

E2: Orderwire: The E2 byte is functionally identical to the E1 byte dis-
cussed in the Section Overhead section (Is that like the Department of
Redundancy Department?). It provides a standard 64-Kbps voice channel
for maintenance communications between technicians and is only defined
in the first STS of an STS-N.

That concludes the discussion of the Line Overhead, and therefore the
discussion of the Transport Overhead (Section plus Line). We now move on
to the final overhead component, the Path Overhead.

Path Overhead

The Path Overhead, you will recall, is an integral part of the SPE and is
therefore processed wherever the payload is processed—specifically, at the
end devices (usually customer CPE). The Path Overhead is a single column
of nine bytes, and the first byte of the Path Overhead is the first byte of the
payload, as shown in Figure 2-29.

The Path Overhead bytes are shown in Figure 2-30. Their functions are
discussed below.

J1: trace:The path trace byte is used by a receiving device (usually referred
to as a path terminating device) to ensure that it is indeed connected to the
proper transmitting device. The field is used to generate a 64-byte repeating
string that identifies the source of the received signal. The field can be pro-
grammed by the user any way they like and often contains an IP address, a
Common Language Location Code (CLLC, or click code), a Common Language
Location Indicator (CLLI, or silly code), or a telephone number that identifies
the transmitting device. Relatively few end users actually populate this field;
if it is used at all, the service provider usually populates it. If for some reason
neither party uses the field, it is filled with null characters.
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B3: Path BIP-8: Like the BIP-8 that we saw in the Section and Line
Overhead, the Path BIP-8 is used to error-check the content of the previous
SPE before being scrambled. As with the Line Overhead (in reference to the
Section Overhead), the Path BIP-8 does not include the Line or Section
Overhead in its calculation.

C2: STS path signal label: The signal label byte is used to tell a receiving
device what is actually contained in the SPE that is arriving in terms of the
actual construction of the payload. This permits the simultaneous transport
of multiple traffic types.

When SONET was first released, the transport of multiple traffic types
was not an issue of grandiose proportions. After all, voice was almost uni-
versally the only traffic type transported in early versions of the standard,
so many manufacturers hard coded the C2 byte to a binary value of 02, the
standard coding for virtual tributaries (see Figure 2-31). As the standard
matured and end user devices became sophisticated enough to accept and
package multiple traffic types, the need to label the content of individual
SPEs became more important. Many of the manufacturers had to go back
and offer fixes to overcome the limitation of a single payload mapping
value.

G1: path status: As it’s name implies, the path status byte is used to
communicate the overall transmission status of the duplex circuit to the
originating device. In practice, it transports two indicators: the Path
Remote Error Indicator (REI-P) in bits one through four, and the Path
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00 Unequipped—not used for live data

01 Equipped—non-specific payload

02 Virtual tributaries

03 Virtual tributaries in locked mode

04 Asynchronous DS3 mapping

12 Asynchronous DS-4NA mapping

13 ATM cells

14 DQDB cells

15 Asynchronous FDDI

16 HDLC frames over SONET (used for IP transport)

CF Experimental value for IP transported in PPP frames

FE Test signal mapping, per ITU Recommendation G.707

Value   S PE Content
Figure 2-31
Signal label mapping.
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Remote Defect Indicator (RDI-P) in bits five through seven, leaving a sin-
gle unused bit.

F2: path user channel: The network service provider can use this byte to
transport communications information such as network management data.

H4: indicator: The H4 byte is used to indicate the manner in which pay-
load is mapped into an SPE, such as when the SPE is subdivided into vir-
tual tributaries. At one time, the H4 byte was used as a way to indicate the
boundaries between cells, but this mapping is no longer supported. One use
that is still supported, even though the technology has fallen out of favor,
is to carry link status information for distributed-queue dual-bus (DQDB)

networks.
Z3–5: growth: Amazing how much DQDB continues to rear its head.

These growth bytes can be used to transport DQDB layer-management
data, but otherwise are reserved for future, as yet undetermined,
applications.

Z5: tandem connection: My favorite telecommunications joke states, “the
best thing about standards is that there so many to choose from.”The Amer-
ican National Standards Institute (ANSI) has stipulated that the Z5 byte
can be used as a maintenance channel for the transport of information
between tandem switches, as well as a data communications channel (DCC)
for path level management information. Telcordia (formerly Bellcore) still
defines Z5 as a growth byte.

That concludes our discussion of the SONET overhead. It’s a far cry from
the utility of a frame bit in a T-1 frame or the reuse made of the 24 frame
bits in an extended superframe, wouldn’t you agree? It provides for the
delivery of an enormous amount of ability and once again points to the
longevity of the standard in spite of claims to the contrary.

One area that has not yet been discussed in this section is network
timing.

Synchronization and Timing 
in SONET Networks
When the telephone company first began to deploy networks, they realized
that they had a significant problem to overcome. The networks 
they deployed had a clear hierarchy to them, as shown in Figure 2-32. The
box at the top labeled “1” represents the highest level of the switching hier-
archy in a region (for example, North America). In this model, it provides a
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synchronization and timing signal to the devices immediately below it,
labeled “2”. These switches, in turn, provide timing to the third tier, and so
on down the line.

The highest level of the network hierarchy required the most accurate
timing signal of all because they were responsible for providing the refer-
ence-timing signal for all the subtending layers in the network. As a result,
at the top of the network heap lived an extremely accurate cesium clock
that beat out a standard-timing signal called the Bell System Reference Fre-
quency (BSRF) that all tier-one network devices used as their timing
source. These tier-one devices would in turn provide a timing signal to their
downstream partners, which would do the same for theirs, and so on.

The only problem with this model is that all devices in the network 
are required to derive timing from a sole source, which involves enormous
complexity when one considers the magnitude of this problem. Consider
how many central office switches are available, not to mention digital 
cross-connect systems, carrier devices, and other components that require
synchronization.

So why didn’t the offices simply generate their own timing signals? The
answer is quite simple. The first digital-transmission systems came about
in the early 1960s and at that time, the state of the art in power supplies
and timing circuitry was not good enough to guarantee the stability
required to time a device as critically dependent on stable clocking as a
high-end switch or multiplexer. The clocks would drift, which would in turn
lead to timing slips, and the ultimate result was errors in the traffic being
transported across the network. The only solution was to rely on a single,
highly reliable (and enormously expensive) clock that could provide the 
necessary stability.
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As time went on, power supplies became more stable, clock sources
became more accurate, and alternatives to the BSRF became available. The
most commonly used clock signal today derives from the Global Positioning
System (GPS) satellites, and most central offices in North America have the
ability to derive a GPS timing signal using a rooftop receiver (Figure 2-33)
and feed the signal to a device known as a Building Integrated Timing Sup-
ply, or BITS clock, shown in Figure 2-34. This clock is accurate enough to
provide timing to all devices in the office, and serves as the Primary Refer-
ence Clock (PRC). An office may actually have more than one feed from an
accurate timing source to ensure redundancy, but it will only use one of the
sources at a time as a timing signal for the devices in that office.

In data networks, lower-level devices routinely transmit traffic between
each other, meaning that the overall system must ensure that two or more
communicating devices in a transmission system be synchronized relative
to one another to within certain tolerances. If we consider the example of a
network of multiplexers that are communicating with each other, we see
that the ability to synchronize the transmitted signal from a multiplexer is
relatively simple. After all, the mux is generating the voltage pulses that
indicate the mix of ones and zeroes to the receiver. How, though, can a mul-
tiplexer ensure that the received signal, that is, the signal arriving from
another multiplexer, is synchronized as well? After all, the signal is coming
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from another multiplexer, potentially in another network, synchronized by
a different primary clock reference, which means that some drift or jitter
may occur between the two.

The answer is actually quite simple. Multiplexers use a technique called
loop timing or phase locked loop timing to ensure transmit and receive har-
mony. In loop timing, shown in Figure 2-35, each multiplexer uses its trans-
mit clock’s signal to provide timing to the received signal, telling the
receiving circuitry when to look at the incoming bit stream. This ensures
that although the muxes may be slightly out of whack with each other from
a timing perspective, they will never be too far out of whack, thus guaran-
teeing that each receiving device in the network will be able to interpret the
incoming information properly.

Today, central-office timing models are still hierarchical. They rely on a
primary-reference clock signal, but instead of a single-reference clock pro-
viding a timing source for all devices in North America, each office has a pri-
mary clock, as shown in Figure 2-36. Thus, the GPS signal provides
guidance to the PRC, which in turn provides timing and synchronization
accuracy to the higher-tier toll switches in the network. The toll switches
provide a signal to the local switches and digital cross-connect systems,
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which time the PBXs and lower-tier multiplexers. Thus, all devices in the
office derive their timing from a single source. The PRC is considered to be
a Stratum 1 clock, whereas the toll switches are Stratum 2, the local
switches and DCSs are Stratum 3, and the PBXs and T1 multiplexers are
Stratum 1. As one descends in the hierarchy, the stringency of absolute
accuracy relaxes. This is not to say that the clocks are inaccurate—as Ein-
stein might have said, “Everything is relative, my child.” A Stratum 4 clock,
for example, has no real requirements for accuracy; the clocks found in PCs
are Stratum 4 and they wander all over the place in terms of accuracy. Stra-
tum 3 clocks are a little bit better; standards require that they have less
than 255 timing slips in the first 24-hour period following a loss of clock ref-
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erence. Stratum 2, on the other hand, must have less than 255 slips in the
first 86 days following a loss of synchronization signal. I’d call that more
accurate, wouldn’t you? Finally, a Stratum 1 clock, used as the primary
source in an office, is typically a cesium or rubidium atomic clock that is so
accurate that it will lose a single second of accuracy approximately once
every 250,000 years—good enough.

Because of the speed at which they operate, all SONET networks require
timing signals that are Stratum 3 or better. Otherwise, pointer justification
and other functions that were discussed earlier will not take place with
appropriate levels of accuracy.

SONET Synchronization
SONET relies on a timing scheme called plesiochronous timing. As I
implied earlier, the word sounds like one of the geological periods that we
all learned in geology classes (Jurassic, Triassic, Plesiochronous, Plasticene,
and so on). Plesiochronous derives from Greek and means “almost timed.”
Other words that are commonly tossed about in this industry are asyn-
chronous (not timed), isochronous (constant delay in the timing), and syn-
chronous (timed). SONET is plesiochronous in spite of its name
(Synchronous Optical Network) because the communicating devices in the
network rely on multiple timing sources and are therefore allowed to drift
slightly relative to each other. This is fine because SONET has the ability
to handle this with its pointer-adjustment capabilities.

The devices in a SONET network have the luxury of choosing from any
of five timing schemes to ensure accuracy of the network. As long as the
schemes have Stratum 3 accuracy or better, they are perfectly acceptable
timing sources. The five are discussed below.

■ Line timing: Devices in the network derive their timing signal from
the arriving input signal from another SONET device. For example, an
add-drop multiplexer that sits out on a customer’s premises derives its
synchronization pulse from the incoming bit stream and might provide
further timing to a piece of CPE that is out beyond the ADM.

■ Loop timing: Loop timing is somewhat similar to line timing; in loop
timing, the device at the end of the loop is most likely a terminal
multiplexer.

■ External timing: The device has the luxury of deriving its timing
signal directly from a Stratum 1 clock source.
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■ Through timing: Similar to line timing, a device that is through timed
receives its synchronization signal from the incoming bit stream, but
then forwards that timing signal to other devices in the network. The
timing signal then passes through the intermediate device.

■ Free running: In free-running timing systems, the SONET equipment
in question does not have access to an external timing signal and must
derive its timing from internal sources only.

One final point about SONET should be made. When the standard is
deployed over ring topologies, two timing techniques are used. Either exter-
nal timing sources are depended upon to time network elements, or one
device on the ring is internally timed (free running), whereas all the others
are through-timed.

In Summary
SONET is a complex and highly capable standard designed to provide high-
bandwidth transport for legacy and new protocol types alike. The overhead
that it provisions has the ability to deliver a remarkable collection of net-
work management, monitoring, and transport granularity.

Some people believe that SONET is getting a little “long in the tooth.”
Current estimates, however, indicate that the market for SONET equip-
ment will grow more than 25 percent per year for the next five years—a
number that doesn’t seem to indicate the death throes of a technological
dinosaur. Without question, SONET is inefficient, wasteful, and inflexible.
However, the services that it was designed to transport have no quarrel
with its slothful ways, and most service providers have figured out clever
and innovative ways to overcome the wasteful nature of the technology. As
we progress, SONET will continue to provide high-bandwidth transport for
some time to come and will advance in lockstep with the demands of the
market. Will it eventually be relegated to the bone yard of technologies that
have outlived their usefulness? Of course. However, that day is well over the
horizon as of yet.

The interesting thing is that the Synchronous Digital Hierarchy (SDH)
shares many of the same characteristics, as we will see in the next section.
SONET, you will recall, is a limited North American standard, for the most
part. The rest of the world awaits.
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The prior section of the book was devoted to SONET; in this section we
examine the same issues as they relate to the Synchronous Digital Hierar-
chy (SDH). Many industry papers, books, and references refer to SDH as the
“international version of SONET;” I prefer to view SONET as the North
American version of SDH because far more countries rely on the SDH stan-
dard than on the SONET standard. That, however, is nothing more than a
matter of preference and semantics, so we’ll leave it at that.

A Bit of History
You will recall from earlier chapters that MCI’s Bill McGowan played a
major role in the development of the SONET standards. His efforts were
also centrally important to the development of SDH.

When McGowan went before the Interexchange Carrier Compatibility
Forum (ICCF) to request a standard for mid-span meet following divesti-
ture, the ICCF turned around and sent the petition on to the ANSI T1 Com-
mittee. ANSI, founded in 1918, was one of the original standards bodies in
the U.S., yet it is unique in that it issues no standards itself; instead, it
“coordinates, facilitates, and approves” standards created by other bodies,
most of them in the private sector. ANSI also represents the U.S. at the
International Organization for Standardization (ISO).

ANSI comprises more than 300 individual standards bodies as well as a
number of industry development groups. Among others, the ANSI organi-
zation staffs a number of subcommittees, one group of which falls under the
T1 hierarchy. The T1 subcommittees manage ongoing research in telecom-
munications and computer technology. They include the T1E1 subcommit-
tee, which is responsible for installation interfaces between carrier and
customer equipment; T1M1, which is responsible for operations, adminis-
tration, maintenance, and provisioning (OAM&P) standards; T1S1, which
is responsible for signaling, network architecture, and services definition;
T1Q1, which is responsible for performance; T1Y1, which governs stan-
dards related to specialized services such as video and data transport; and
finally T1X1, which is responsible for timing, the definition of digital hier-
archies, and network synchronization. As you might expect, both T1M1
(OAM&P) and T1X1 (synchronization and digital hierarchy) played special
roles in the development of SONET and SDH standards. T1M1 coordinated
the effort that guided the development of OAM&P standards for SONET,
whereas T1X1 helped create standard SONET rates and the format of the
transmission stream.
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ANSI has always worked closely with a variety of other standards bod-
ies including the Alliance for Telecommunications Industry Standards
(ATIS), Bellcore (now Telcordia), the International Telecommunications
Union (ITU), the Institute of Electrical and Electronics Engineers (IEEE),
the Electronics Industries Association (EIA), the European Computer Man-
ufacturers Association (ECMA), the European Telecommunications Stan-
dards Institute (ETSI, formerly CEPT), and most recently, the SONET
Interoperability Forum (SIF). In the mid-1980s, Bellcore approached T1X1
with a solution to the problem of fiber transmission standardization. Prior
to the proposal, any number of transmission systems were sold by any num-
ber of vendors, but they were proprietary. Bellcore’s proposal suggested a
methodology that would permit different vendors’ optical devices and mul-
tiplexers to interoperate. They also proposed a bit-interleaved (not byte-
interleaved) multiplexing standard, later known as SYNTRAN, which
together with the interoperability model would lead to the rudiments of
SONET.

A well-known model in the telecommunications industry is “The Apoca-
lypse of the Two Elephants,” illustrated in Figure 3-1. It describes the prob-
lem that faced would-be vendors of SONET equipment in the early days of
its creation. Standards bodies always do an admirable job of trying to take
into account every vendor’s perspective on the direction that a standard
should take during its development. In an ideal world, technology compa-
nies perform research, collect input from a large number of vendors and
researchers, and ultimately create technology solutions. Once the technolo-
gies have been crafted, the standards bodies come in and begin to write rec-
ommendations that will satisfy the needs of most vendors. Meanwhile,
those same vendors wait patiently on the technology sidelines.

The real world, unfortunately, is rather different than the one just
described. In the real world, the technologists create the technologies that
underlie such standards as SONET and SDH, and the standards bodies
ultimately create standards. However, all too often the manufacturers get
antsy, and in order to be the first to market with a viable product, they often
jump the gun, try to interpret the early indications from the standards bod-
ies, and design, build, and release products. In many cases, the standards
process is far enough along that they interpret correctly; in other cases, they
guess poorly, and the resulting products fail to meet the mark.The ultimate
result of this, illustrated in Figure 3-2, is that the standards effort often gets
smashed between these two great behemoths. In that case, the standards
process become nothing more than a pimple on the backside of the product
design process. As long as the product designers do a good job assessing the
needs of the marketplace based on the work performed by the technologists
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and the efforts of the standards bodies, the products will meet the demands
of the marketplace.

ANSI’s efforts to work with Bellcore and other standards and technology
bodies to create an optical transmission standard were admirable. The only
problem with them was that T1X1, naturally, focused its efforts on the
North American marketplace (mostly the U.S.); this, after all, was the mar-
ket over which it traditionally held sway. The standard that became
SONET was fine for the interoperability requirements of the telephone
companies in the U.S., but did little for the rest of the world. Furthermore,
the deregulation of the telecommunications industry, known widely as
divestiture, was a U.S. phenomenon only. The rest of the world was still
tightly regulated, which meant that the proliferation of incompatible opti-
cal hardware was only a problem in the U.S. Everywhere else it was tightly
controlled, as it had been in the U.S. before divestiture.
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When ANSI took the SONET standard before the full ranks of the ITU,
they were chagrined to learn that the ITU was not particularly motivated
to give it the high-priority treatment that ANSI believed it deserved; this is
because frankly, it didn’t deserve it. Suddenly, SONET became something of
a ship adrift.

Just before the ship hit the rocks, however, something important hap-
pened. For various reasons related to international network interoperabil-
ity, standards delegates from Japan and the United Kingdom began to
attend the ANSI T1X1 meetings. Suddenly, T1X1 and the European Con-
ference on European Post and Telegraph (CEPT, later to be renamed ETSI)
cooperated, which had the added advantage of educating the ethnocentric
U.S. delegates about the needs of Europe and the rest of the world.
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In early 1987, ANSI once again presented SONET to the ITU, and once
again, in spite of all efforts to the contrary, it was rejected because of its
North America-centric basis in technology. It suggested a bit-interleaved
base transmission speed of 49.92 Mbps, which worked well for the require-
ments of 45-Mbps DS-3 circuits, but did nothing for the European hierarchy
whose base transmission rate was 139.264 Mbps. The Europeans countered
with a request that the standard be modified to accommodate a base rate of
150 Mbps so that their systems could use it. After significant give and take,
the Europeans offered up a counterproposal based on what would eventu-
ally become the STS-1 standard.

The ITU then fell to the task of creating a single standard that would
address the requirements of both the North American and European sys-
tems. They presented both the North American and the European propos-
als to the membership, and as might be expected, the North American
proposal was quickly voted to second-class status. Instead of dismissing the
T1X1 effort as out of hand, CEPT simply asked them to make some minor
changes to it. Rather than having 49.92 Mbps as the base transmission
rate, they asked that the rate be changed to 51.84 Mbps and that a byte-
interleaved multiplexing technique be used instead of a bit-interleaved one.
The U.S. considered the changes and agreed to them. In February of 1988,
T1X1 agreed to the modifications, and SONET was on its way to becoming
an internationally accepted standard. ANSI T1X1 kicked off the process
with the publication of T1X1.4/87-014R4, the standard for a single-mode
fiber optical interface, and T1X1.4/87-505R4, which defined transmission
formats and optical transmission speeds. A new group, T1X1.5 (Optical
Hierarchical Interfaces) was created to resolve any lingering comments or
disputes about the newly proposed standards; a final approval was received
in June of 1988. The ITU published the international version of the stan-
dards in the 1988 CCITT Blue Books as G.707, G.708, and G.709. ANSI
went on to further refine the standards with the publication of T1.105-1988
and T1.106-1988, commonly referred to as the SONET Phase 1 documen-
tation. The ITU later urged the creation of an OC-3-based international
version; this enabled the rest of the world to use the standard as SDH for
multiplexing the widely utilized 34-Mbps transmission signal.

I mentioned earlier that ANSI issued the Phase 1 documentation in late
1988. When the standard was first going to be published, the decision was
made to publish it in phases because of the magnitude of its undertaking.
Phase 1, then, addressed issues related to interoperability: frame structure,
payload and overhead design, physical layer optical requirements, and pay-
load content mappings. Phase 2 proposed OAM&P standards as well as a
standard for an electrical interface to the optical SONET standard. Phase
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3 added detail to the gross-level OAM&P work performed in Phase 2. It
should be noted that the standards development process was originally
intended to be a two-phase process, but the effort turned out to be bigger
than the proverbial breadbox. Phase 2 became Phases 2 and 3, and by early
1990, the SONET standard was for all intents and purposes finally com-
plete. Let’s now turn our attention to SDH.

Why SDH?
Most SONET and SDH texts cite a common list of reasons for the prolifer-
ation of SONET and SDH networks, including a recognition of the impor-
tance of the global marketplace and a desire on the part of manufacturers,
to provide devices that will operate in both SONET and SDH environ-
ments; the global expansion of ring architectures; a greater focus on net-
work management and the value that it brings to the table; and massive,
unstoppable demand for more bandwidth. These were added to those rea-
sons: an increasing demand for high-speed routing capability to work hand-
in-glove with transport; deployment of DS-1, DS-3, and E-1 interfaces
directly to the enterprise customer as access solutions; growth in demand
for broadband access technologies such as cable modems, the many flavors
of DSL, and two-way satellite connectivity; the ongoing replacement of tra-
ditional circuit-switched network fabrics with packet-based transport and
mesh architectures; a renewed focus on the SONET and SDH overhead
with an eye toward using it more effectively; and the convergence of multi-
ple applications on a single, capable, high-speed network fabric. Most visi-
ble among these is the hunger for bandwidth; according to consultancy
RHK, global volume demand will grow from approximately 350,000 ter-
abytes of transported data per month in April 2000 to more than 16 million
terabytes of traffic per month in 2003. And who can argue?

Introduction: Nomenclature
Before launching into a functional description of SDH, it would be helpful
to first cover the differences in naming convention between the two. This
will help to dispel confusion (hopefully!).

The fundamental SONET unit of transport uses a 9-row by 90-column
frame that comprises three columns of Section and Line Overhead, one 
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column of Path Overhead, and 86 columns of payload. The payload, which
is primarily user data, is carried in a payload envelope that can be format-
ted in various ways to make it carry a variety of payload types. For exam-
ple, multiple SONET STS-1 frames can be combined to create higher-rate
systems for transporting multiple STS-1 streams or a single higher-rate
stream created from the combined bandwidth of the various multiplexed
components. Conversely, SONET can transport sub-rate payloads,
knownvirtual tributariesvirtual tributaries, which operate at rates slower
than the fundamental STS-1 SONET rate. When this is done, the payload
envelope is divided into virtual tributary groups, which can in turn trans-
port a variety of virtual tributary types.

In the SDH world, similar words apply, but they are different enough
that they should be discussed. As you will see, SDH uses a fundamental
transport container that is three times the size of its SONET counterpart.
It is a nine-row by 270-column frame that can be configured into one of five
container types, typically written C-n (where C means container). n can be
11, 12, 2, 3, or 4; they are designed to transport a variety of payload types,
as shown in Figure 3-3. (The Japanese variants are also shown because
they pop up periodically.) A C-11 is designed to transport a North American
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T-1 signal; C-12, a European E-1 signal; C-2, a DS-2; C-3, both a European
34.368-Mbps payload and North American DS-3; and C-4, a European E-4.

When an STM-1 is formatted for the transport of virtual tributaries
(known as virtual containers in the SDH world), the payload pointers must
be modified. In the case of a payload that is carrying virtual containers, the
pointer is known as an Administrative Unit type 3 (AU-3). If the payload is
not structured to carry virtual containers, but is instead intended for the
transport of higher rate payloads, then the pointer is known as an Admin-
istrative Unit type 4 (AU-4). Generally speaking, an AU-3 is used for the
transport of North American Digital Hierarchy payloads; AU-4 is used for
European signal types.

The SDH Frame
To understand the SDH frame structure, it is first helpful to understand the
relationship between SDH and SONET. Functionally, they are identical. In
both cases, the intent of the technology is to provide a globally standardized
transmission system for high-speed data. SONET is indeed optimized for
the T-1-heavy North American market, whereas SDH is more applicable to
Europe; beyond that, however, the overhead and design considerations of
the two are virtually identical. Nomenclature aside, the reader will begin to
get a sense of déjà vu in this chapter. Some differences will certainly present
themselves, and they should not be ignored; all in all, however, the similar-
ities between the two far outweigh the differences.

One of the key items that should be mentioned right up front stems from
the cross-border relationship that exists between the two standards.
Because SDH is perceived by the majority of players to be the true inter-
national standard for optical transport (as opposed to SONET), a network
tie always goes to SDH. In other words, on an international link connecting
a SONET environment on one end to an SDH environment on the other,
SDH wins: all encoding for transport must follow the more widely accepted
international SDH rules of engagement.

Perhaps the greatest difference between the two lies in the physical nature
of the frame. A SONET STS-1 frame comprises 810 total bytes, for an overall
aggregate bit rate of 51.84 Mbps—perfectly adequate for the North American
44.736-Mbps DS-3. An SDH STM-1 frame, however, designed to transport a
139.264-Mbps European E-4 or CEPT-4 signal, must be larger if it is to
accommodate that much bandwidth—it clearly won’t fit in the limited space
available in an STS-1. An STM-1, then, operates at a fundamental rate of
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155.52 Mbps, enough for the bandwidth requirements of the E-4.This should
be where the déjà vu starts to kick in. Perceptive readers will remember the
155.52 Mbps number from our discussions of the SONET STS-3, which offers
exactly the same bandwidth. Figure 3-4 shows an STM-1 frame. It is a byte-
interleaved, nine-row by 270-column frame, with the first nine columns
devoted to overhead and the remaining 261 devoted to payload transport.

A comparison of the bandwidth between SONET and SDH systems is
also interesting. The fundamental SDH signal is exactly three times the
bandwidth of the fundamental SONET signal, and this relationship con-
tinues all the way up the hierarchy, as shown in Figure 3-5. STM-256 is
shown parenthetically because it is largely in trial only at the time of this
writing, although its arrival on the market is imminent.

STM Frame Overhead
The overhead in an STM frame is very similar to that of an STS-1 frame,
although the nomenclature varies somewhat. Instead of Section, Line, and
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9 columns 261 columns

9 rows Pointer

Overhead
Figure 3-4
STM-1 frame.

Figure 3-5
Comparison of SDH
and SONET.

SDH Level SONET Level Bandwidth

STM-1 OC-3 155.52 Mbps

STM-16 OC-48 2.488 Gbps

STM-64 OC-192 9.954 Gbps

(STM-256) OC-768 39.81 Gbps
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Path Overhead to designate the different regions of the network that the
overhead components address, SDH uses Regenerator Section, Multiplex
Section, and Path Overhead, as shown in Figure 3-6. The Regenerator Sec-
tion Overhead (RSOH) occupies the first three rows of nine bytes, and the
Multiplex Section Overhead occupies (MSOH) the final five. Row four is
reserved for the pointer. As in SONET, the Path Overhead floats gently on
the payload tides, rising and falling in response to phase shifts. Function-
ally, these overhead components are identical to their SONET counterparts;
the table in Figure 3-7 illustrates the two.

Overhead Details

Because an STM-1 is three times as large as an STS-1, it has three times
the overhead capacity—nine columns instead of three (plus Path Over-
head). This overhead is shown in Figure 3-8 and described in the following
section; an STS-3c frame is shown in Figure 3-9 for comparative purposes.
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Intermediate
Mux

Mux Mux

Regenerator Section Overhead Segments

Multiplex Section Overhead Multiplex Section Overhead

Path Overhead

RRRR

Figure 3-6
Regions of the SDH
network.

Figure 3-7
SDH vs. SONET
nomenclature.

SDH Nomenclature SONET Nomenclature

Regenerator Section Overhead Section Overhead

Multiplex Section Overhead Line Overhead

Path Overhead Path Overhead
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(It might be helpful to review the layout of a concatenated SONET frame
before proceeding.) Notice the subtle but important differences in the over-
head of the two. The first row of the RSOH is its SONET counterpart, with
the exception of the last two bytes, which are labeled as being reserved for
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Figure 3-8
STM overhead.

A1 A1 A1 A2 A2 A2 J0 RNU RNU J1

B1 MDU MDU E1 MDU R F1 RNU RNU B3

D1 MDU MDU D2 MDU R D3 R R C2

AU-n Pointer G1

B2 B2 B2 K1 R R K2 R R F2

D4 R R D5 R R D6 R R H4

D7 R R D8 R R D9 R R F3

D10 R R D11 R R D12 R R K3

S1 Z1 Z1 Z2 Z2 M1 E2 RNU RNU N1

RNU: Reserved for National Use

MDU: Media-Dependent Use

R: Reserved

Figure 3-9
STS-3c frame.

A1 A1 A1 A2 A2 A2 J0 R R J1

B1 R R E1 R R F1 R R B3

D1 R R D2 R R D3 R R C2

H1 H1 H1 H2 H2 H2 H3 H3 H3 G1

B2 B2 B2 K1 R R K2 R R F2

D4 R R D5 R R D6 R R H4

D7 R R D8 R R D9 R R F3

D10 R R D11 R R D12 R R K3

S1 Z1 Z1 Z2 Z2 M1 E2 R R N1
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national use and are specific to the PTT administration that implements
the network. In SONET they are not yet assigned. The second row is dif-
ferent from SONET in that it has three bytes reserved for media-dependent
implementation (differences in the actual transmission medium, whether
copper, coaxial, or fiber) and the final two reserved for national use. As
before, they are not yet definitively assigned in the SONET realm.

The final row of the RSOH also sports two bytes reserved for media-
dependent information, as they are reserved in SONET. All other RSOH
functions are identical between the two.

The MSOH in the SDH frame is almost exactly the same as that of the
SONET Line Overhead, with one exception: row nine of the SDH frame has
two bytes reserved for national administration use. They are also reserved
in the SONET world.

The pointer in an SDH frame is conceptually identical to that of a
SONET pointer, although it has some minor differences in nomenclature. In
SDH, the pointer is referred to as an Administrative Unit (AU) pointer,
referring to the standard naming convention described earlier.

Regenerator Section Overhead

The RSOH occupies the first three rows of the first nine columns of an STM
frame.The bytes contained in this overhead and their functions are described
in the following section and shown in Figure 3-10.

A1, A2: The A1 and A2 bytes provide a unique framing pattern at the
beginning of the frame that is used to identify the beginning of the frame to
receiving equipment for synchronization purposes. The pattern is the hexa-
decimal number 0xF628, which in binary is 1111 0110 0010 1000. When
transmitting STM-n frames, the A1 and A2 bytes must appear in the over-
head of each STM-1 in the STM-n frame.

J0: A unique number called the STM-1 ID identifies every STM-1. It is
carried in the J0 byte and is used to identify the originating office of a frame
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Figure 3-10
Regenerator Section
Overhead.

A1 A1 A1 A2 A2 A2 J0 RNU RNU

B1 MDU MDU E1 MDU R F1 RNU RNU

D1 MDU MDU D2 MDU R D3 R R
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as it makes its way across the network. Because SDH transmission can
involve multiple levels of interleaved multiplexing, the J0 byte provides a
way to uniquely identify each frame of data.

B1: The B1 byte is known as the Bit-Interleaved Parity byte (BIP-8). It
provides an 8-bit parity check that is used for error detection. In practice,
the parity check is performed across all bytes of the prior frame and placed
in the B1 byte of the current frame prior to scrambling.

E1: The Orderwire byte is a 64-Kbps voice channel that can be used by
technicians to communicate while troubleshooting between repeater spans.
When building STM-n frames, the E1 byte is only defined in the first STM
of the STM-n for obvious reasons.

F1: The F1 byte, called the user byte, is user configurable and can be
employed for a variety of purposes. It is reserved for the use of the service
provider as a transport byte for network management application informa-
tion, although many service providers today use it to transport mainte-
nance communications and configuration data. Because the byte’s specific
use is not specified in a standard, it is extremely flexible, but lends very lit-
tle to the overall goal of interoperability.

D1, D2, D3: The Data Communications Channel (DCC) bytes provide a
192-Kbps communications channel between section-terminating devices
and are used to transport operations, administration, and maintenance
(OAM) information such as control signals, monitoring, alarm information,
and so on. Although the DCC bytes are fully in alignment with the nascent
Telecommunications Management Network (TMN) standards that continue
to evolve, it will probably be some time before their use is clearly defined
among operators to ensure interoperability.

Multiplex Section Overhead

The MSOH comprises the final four rows of the first nine columns of the
STM-1, as shown in Figure 3-11. These overhead bytes are described in the
following section.

B2: B2 is another bit-interleaved parity byte and is used to carry error-
checking information. It calculates its value based on the MSOH (it does
not include the RSOH) and payload of the previous frame before it is scram-
bled for transmission. The information is then placed in the current frame
before it is scrambled. The BIP-8 is required for all STMs in an STM-n.

K1/K2: Like SONET, one of the principal advantages of SDH is its capa-
bility to detect a failure in the network and switch traffic to a backup trans-
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mission span automatically if one is available, ensuring protection of cus-
tomer data. This technique is called automatic protection switching. If the
network is deployed across a ring architecture, the K1 and K2 bytes are
used to switch from one ring to another.

D4-D12: These nine bytes comprise a 576-Kbps message channel that
SDH network elements can use to transport network management (OAM)
messages. The information carried in these bytes is similar to that carried
in the Regenerator Section Layer’s Data Com channels, but in this case is
specific to the Multiplex Section Layer. These bytes are only defined for the
first STM in an STM-n. Like the Regenerator Section Overhead’s DCC
bytes, they are designed to use TMN protocols.

S1/Z1: This byte is still in development in terms of its specific responsi-
bilities. Of its eight bits, the last four (bits five through eight) have been
reserved for the transport of timing information that permits a network ele-
ment to choose a specific clock source based on its own selection parameters
as a way to prevent timing problems within the network. This byte is
defined in the first STM of an STM-n only; all remaining S1 bytes are des-
ignated as Z (growth) bytes.

M0/M1/Z2: This particular byte is something of a chameleon in that it
can take on a number of roles depending on the nature of the payload with
which it is associated. If the payload being transported is a single STM-1,
then the byte becomes the M0 byte and is used for error control and is
called the Remote Error Indication-Line Level (REI-L). In earlier versions of
SDH, one of the signals that was closely monitored was called a Far-End
Block Error (FEBE), which indicated the presence of bit-level errors. It has
been replaced by the REI-L, and its job is to transport the BIP-8 informa-
tion back to the presumed source of the problem. The last four bits of the M0
byte are used for this function; the first four are undefined. If the byte is not
used for M0 or M1 functionality, it is designated as a growth byte (Z2).
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Figure 3-11
Multiplex Section
Overhead.

B2 B2 B2 K1 R R K2 R R

D4 R R D5 R R D6 R R

D7 R R D8 R R D9 R R

D10 R R D11 R R D12 R R

S1 Z1 Z1 Z2 Z2 M1 E2 RNU RNU
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E2: Orderwire: The E2 byte is functionally identical to the E1 byte dis-
cussed in the RSOH section. It provides a standard 64-Kbps voice channel
for maintenance communications between technicians and is only defined
in the first STM of an STM-n.

AU-n pointer: As described earlier, the payload pointer in the SDH net-
work world is called an AU and comes in two flavors—either an AU-3 or an
AU-4. If the payload being transported is a VC-3, then the pointer is an AU-
3; if the payload is a VC-4, then the pointer is an AU-4. Remember that the
virtual containers are analogous to the payload envelope.

When SONET and SDH systems must interoperate, some of the differ-
ences in the pointers must be taken into account. The SDH pointer, for
example, defines bits five and six as size bits, which is different from their
role in SONET pointers. They must therefore not be interpreted by SONET
receiving devices. In the real world, most SONET devices simply ignore
them, but awareness of the differences is still important.

Path Overhead

As shown in Figure 3-12, the SDH Path Overhead comprises nine bytes,
just as it does in SONET networks. These bytes include J1, B3, C2, G1, F2,
H4, F3, K3, and N1. Each is described in the following section.

J1: The path trace byte is used by a receiving device to ensure that it is
connected to the proper transmitting device. The field is used to generate a
64-byte repeating string that identifies the source of the received signal.
The field can be programmed by the user any way he or she likes and often
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Figure 3-12
Path Overhead.

J1

B3

C2

G1

F2

H4

F3

K3

N1
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contains an IP address, a Common Language Location Code (CLLC, or click
code), a Common Language Location Indicator (CLLI, or silly code), or a
telephone number that identifies the transmitting device. In SDH systems,
the J1 byte often contains an E-164 because that is the only address format
that is allowed at international handoff points. If for some reason neither
party uses the field, it is filled with null characters.

B3:The Path BIP-8 is used to error-check the content of the previous pay-
load before being scrambled.

C2: The signal label byte is used to tell a receiving device what is actu-
ally contained in the payload that is arriving in terms of the actual con-
struction of the payload. This permits the simultaneous transport of
multiple traffic types. This byte is one of the most important in the SDH
domain, particularly for SDH-SONET system handoffs. Figure 3-13 illus-
trates the differences that exist in payload mappings between SONET and
SDH systems.

95SDH Basics

Figure 3-13
Payload mappings in
SDH and SONET.

Hex SDH Payload SONET Payload

Code Mapping (C2) Mapping (C2)

00 Unequipped or supervisory Unequipped; not available for live traffic

01 Equipped – non-specific Equipped – non-specific

02 TUG structure (VCs inside) VT structure (VTs inside)

03 TUs in locked mode VTs in locked mode (no longer supported)

04 Asynchronous E-3 or DS-3 DS-3 mapping inside C-3

12 Asynchronous E-4 Asynchronous DS-4NA mapping: C-4

13 ATM cell mapping ATM cell mapping

14 DQDB cell mapping DQDB cell mapping

15 Asynchronous FDDI mapping Asynchronous FDDI mapping

16 HDLC over SDH (for IP transport) HDLC over SONET (for IP transport)

CF Experimental or trial for IP in PPP Experimental or trial for IP in PPP

FE Q.181 test signal G.707 test signal mapping

FF Virtual container alarm Not defined
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G1: As its name implies, the path status byte is used to communicate the
overall transmission status of the duplex circuit to the originating device. In
practice, it transports two indicators: the Path Remote Error Indicator (REI-
P) in bits one through four, and the Path Remote Defect Indicator (RDI-P) in
bits five through seven, leaving a single unused bit.

F2/3:The network service provider can use these bytes to transport com-
munications information such as network management data.

H4: This multiframe indicator byte is used to indicate the relative posi-
tion of payload within a container and is often specific to the payload being
transported. It is used when payloads are configured as virtual containers
and four of them are grouped into a superframe or multiframe.

K3: Formerly known as the Z4 growth byte, the F3 byte has been reas-
signed for future use.

N1: Formerly known as the Z5 growth byte, N1 is used for the transport
of network maintenance and management information.

This concludes our discussion of the SDH overhead bytes. We now turn
our attention to the SDH tributary units designed to transport sub-rate
payloads.

SDH Tributary Units
Similar to what we saw with SONET virtual tributaries, SDH tributary
units are designed to carry payloads that operate at speeds lower than the
SDH base rate. In fact, the SDH and SONET tributary units are perfectly
aligned with each other, as shown in Figure 3-14.

Like the virtual tributaries of SONET, SDH tributary units are ganged
together to form a multiframe for transmission. Each begins with an over-
head byte (V1, V2, V3, or V4), and naturally the multiframe begins with the
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Figure 3-14
SDH tributary units.

TU Format #Columns Bytes/Frame Bandwidth Payload

TU-11 3 27 1.728 Mbps DS-1

TU-12 4 36 2.304 Mbps E-1

TU-2 12 108 6.912 Mbps DS-2
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V1 byte. The Multiframe Indicator Octet (H4) indicates the phase of the
multiframe signal, which helps receiving devices locate the payload upon
receipt.

A single STM-1 can transport 84 TU-11s, similar to what we saw with
SONET. Byte-interleaved transport is used in these systems, so alignment
and the role of the AU-4 pointer are important. As in SONET, the locations
of the tributary data are fixed and well known, and therefore relatively easy
to find.

Figure 3-15, adapted from Goralski, shows the compatible payload map-
pings between SONET and SDH. The table serves as a useful tool for com-
paring the two environments.

We have now covered both SONET and SDH in some detail. In the next
few sections we will discuss corollary technologies, including optical trans-
port and ATM.
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Figure 3-15
Payload mapping
comparison in SDH
and SONET.

Payload Bandwidth In STS-1 In STS-Nc In AU-3 In AU-4

DS-1 1.544 Mbps VT1.5 NA VC-11/12 VC-11/12

E-1 2.048 Mbps VT2 NA VC-12 VC-12

DS-1C 3.152 Mbps VT3 NA NA NA

DS-2 6.312 Mbps VT6 NA VC-2 VC-2

E-3 34.368 Mbps NA NA VC-3 VC-3

DS-3 44.736 Mbps STS-1 NA VC-3 VC-3

FDDI 125 Mbps NA STS-3c NA C-4

DS-4NA 139.264 Mbps NA STS-3c NA VC-4

DQDB 149.760 Mbps NA STS-3c NA C-4

ATM Cells 149.760 Mbps STS-1 STS-3c VC-3 VC-4

NA: Not applicable.
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In the final analysis, SONET is a physical layer standard for the transmis-
sion of high-speed, multiplexed data across an optical network.This section
discusses the fundamentals of optical network technologies, including the
basics of fiber optics, the fundamentals of optical networking, common
transmission impairments, Dense Wavelength Division Multiplexing
(DWDM), and emerging optical switching and routing technologies.

Early Technology Breakthroughs
In 1878, two years after perfecting his speaking telegraph (which became
the telephone), Alexander Graham Bell created a device that transmitted
the human voice through the air for distances up to 200 meters. The device,
which he called the Photophone, used carefully angled mirrors to reflect
sunlight onto a diaphragm that was attached to a mouthpiece, as shown in
Figure 4-1. At the receiving end (Figure 4-2), the light was concentrated by
a parabolic mirror onto a selenium resistor, which was connected to a bat-
tery and speaker.The diaphragm vibrated when struck by the human voice,
causing the intensity of the light striking the resistor to vary. The selenium
resistor, in turn, caused the current flow to vary in concert with the varying
sunlight, causing the received sound to come out of the speaker with
remarkable fidelity. This represented the birth of optical transmission.
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Figure 4-1
Photophone
transmitter.

Overview of Optical Technology

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



Earlier demonstrations of optical transmissions were done before this.
Swiss physicist Daniel Colladon (in 1841), and later in 1870, physicist John
Tyndall (well known for his work on the properties of gases) demonstrated
that a beam of light would follow (for the most part) a stream of water issu-
ing from a container, showing that the air-water interface would reflect most
of the light back into the stream. Ten years after Tyndall, William Wheeler
of Concord, Massachusetts (who later became a well-known hydraulics engi-
neer, of all things), created a practical application for Tyndall’s demonstra-
tion when he used highly reflective metal pipes to carry the brilliant light
from a carbon arc lamp to various rooms in a house. His technique never
proved to be commercially practical, but it was the first attempt to pump
light for practical reasons, and was the first demonstration of an actual
lightguide—a concept that would later be perfected with the development of
fiber optics. Figure 4-3 shows a sketch of Wheeler’s invention.

It is clear that our fascination with pumped light stems from a point deep
in the annals of history, but it has only been relatively recently that optical
science has been perfected to the point that optical transmission and its
corollary optical switching technology have become not only marketable,
but are in fact redefining the nature of data networking.
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Figure 4-2
Photophone receiver.
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Total Internal Reflection

In each of their experiments, Colladon, Wheeler, and Tyndall relied on a
phenomenon called total internal reflection, which is fundamental to under-
standing how optical transmission works. Therefore, we must delve into
optical physics for a moment. This will only be slightly uncomfortable, so go
with me on this.

Everyone at one time or another has seen the image of a stick appearing
to bend when it is inserted in water, or the frustration of a hunter trying to
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Figure 4-3
Wheeler’s light pipe
apparatus.
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spear a fish, only to discover that the fish isn’t where it appears to be. This
phenomenon, called refraction, occurs because of a difference in the refrac-
tive index between the air and the water. The refractive index is a measure
of the ratio between the speed of light in a vacuum (actually, today it is mea-
sured through the air) and the speed of light in the other medium. Light
travels slower in physical media than it does when transmitted through the
air, so given that the refractive index [n] is measured as

Speed of light [c] in a vacuum

Speed of light [c] in another medium,

the refractive index for any other medium will always be greater than 1.
So why do we care about this? Because the light actually bends when it

passes through the interface between media with different refractive
indices. So for example, when a light source shines a beam of light into a
glass fiber, the light bends as it passes from the air into the glass. The
degree that it bends is a function of two things: the difference in refractive
index between the two media, and the angle at which the light strikes the
glass, known as the angle of incidence. This angle is measured from the cen-
terline of the medium, a line that runs perpendicular to the entry surface.
For fiber optic transmission systems, this becomes rather crucial. Figure 4-4
illustrates this concept.

The relationship between the angle of incidence and the angle of refrac-
tion is called Snell’s Law. It becomes important in fiber systems because of
the criticality of having the light enter the fiber from the source at as nar-
row an angle of incidence as possible. If the angle of incidence is too high,
as shown in Figure 4-5, the light can actually escape from the glass, result-
ing in severe signal loss. According to Snell’s Law, if the angle of incidence
is too high, then refraction will not take place. Put another way, if the light
strikes the interface between air and glass (passing into a material with a
higher refractive index) at a steep enough angle, the light will not escape,
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Angle of
Incidence Angle of Refraction

Figure 4-4
Angle of incidence
and angle of
refraction.
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but will be reflected back into the glass instead. This process, shown in Fig-
ure 4-6, is called total internal reflection. It is the basis for transmission
through optical fiber. The more light that can be kept inside the fiber, the
better the integrity (power) of the transmitted signal.

Consequently, the angle of the incident light impinging upon the face of
the fiber, often called the acceptance angle or numerical aperture, is rather
important if the signal is to be transmitted over any significant distance.
Therefore, the laser assemblies that serve as the source of the transmitted
light must be carefully crafted to ensure that the face of the laser that will
generate the signal to be transmitted is aligned as closely as possible with
the face of the fiber—particularly the core of the fiber where the light actu-
ally travels. Figure 4-7 illustrates this process. When we consider that mod-
ern single-mode fiber has a core diameter of approximately 8 microns, then
we realize that the laser itself must be approximately that diameter if it is
to direct the bulk of its light output down the core of the fiber. This takes on
meaning when we note that a human hair has a diameter of approximately
50 microns!

Even in the best systems, about 4 percent of the signal is lost at these
air/glass interfaces between the laser and the face of the fiber core.This loss
is known in the industry as Fresnel Loss.
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Because of its design, optical fiber serves as a nearly perfect light guide.
It consists of two layers: an inner core through which the bulk of the light
travels, and an outer cladding that serves to keep the light in the core, as
shown in Figure 4-8.

This is accomplished by taking advantage of Snell’s Law. In typical opti-
cal fiber, the refractive index of the core is slightly—but only slightly—
higher than the refractive index of the cladding. Thus, the two refractive
indices, working closely with the angle of incidence of the transmitted light,
ensure that minimal light escapes from the core. If it were not for the
cladding, much of the light would escape from the core and be lost over
distance.

All right, enough physics for a moment—back to the industry.

Developments in Optical Transmission

Transmission of light across a bounded medium saw its first practical appli-
cation with the creation of the fiberscope, simultaneously invented in the
1950s by Narinder Kapany at the Imperial College of Science and Technol-
ogy in London, and Brian O’Brian of the American Optical Company. The
device, designed to conduct an optical image from a source to a destination,
relied on glass fiber and was used for industrial inspections and medical
applications. Luckily, the distances traversed were quite short because the
unclad fibers of the fiberscope suffered tremendous loss, even over such
short distances.

The next major advancement in optical transmission came with the cre-
ation of high-quality, low-cost light sources. These came initially in two
forms: as light-emitting diodes (LEDs) and as laser diodes (LDs). Gordon
Gould, a graduate student at Columbia University, did the initial work on
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coherent laser light in the 1950s; researchers at Bell Laboratories in Mur-
ray Hill, New Jersey took it to the next level by attempting to craft practi-
cal applications for the technology. In 1962, the first semiconductor lasers
were created; these became the focal point for transmission over fiber optics.

Of course, optical transmission in the early days was limited in its capa-
bilities. Even though modulated light has an information carrying capacity
that is orders of magnitude greater than radio, its earliest incarnations suf-
fered tremendous signal loss over distance because of impurities in the
glass and the limitations of the optoelectronics that drove the light signal.

Consider the following analogy. If you look through a 2-foot square pane
of window glass, it appears absolutely clear—if the glass is clean, it is vir-
tually invisible. However, if you turn the pane on edge and look through it
from edge to edge, the glass appears to be dark green. Very little light
passes from one edge to the other. In this example, you are looking through
two feet of glass. Imagine trying to pass a high-bandwidth optical signal
through 40 or more kilometers of that glass!

In 1966, Charles Kao and Charles Hockham at the U.K.’s Standard
Telecommunication Laboratory (now part of Nortel Networks) published
their seminal work, demonstrating that optical fiber could be used to carry
information, provided its end-to-end signal loss could be kept below 20 dB
per kilometer. Keeping in mind that the decibel scale is logarithmic, 20 dB
of loss means that 99 percent of the light would be lost over each kilometer
of distance. Only 1 percent would actually reach the receiver—and that’s
only a 1-km run. Imagine the loss over today’s fiber cables that are hun-
dreds of kilometers long, if 20 dB was the modern performance criterion!

Kao and Hockham proved that metallic impurities in the glass such as
chromium, vanadium, iron, and copper were the primary cause for such
high levels of loss. In response, glass manufacturers rose to the challenge
and began to research the creation of ultrapure products.

In 1970, Peter Schultz, Robert Maurer, and Donald Keck of Corning
Glass Works (now Corning Corporation) announced the development of a
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glass fiber that offered better attenuation than the recognized 20-dB
threshold. Today, fiber manufacturers offer fiber so incredibly pure that 10
percent of the light arrives at a receiver placed 50 kilometers away. Put
another way, a fiber with 0.2 dB of measured loss delivers more than 60 per-
cent of the transmitted light over a distance of 10 kilometers. Remember
the windowpane example? Imagine glass so pure that you could see clearly
through a window 10 kilometers thick.

Fundamentals of Optical
Networking
At their most basic level, optical networks require three fundamental com-
ponents (shown in Figure 4-9): a source of light, a medium over which to
transport it, and a receiver for the light. Additionally, regenerators, optical
amplifiers, and other pieces of equipment in the circuit may be included.We
will examine each of these generic components.

Optical Sources
Today, the most common sources of light for optical systems are either light-
emitting diodes or laser diodes. Both are commonly used, although laser
diodes have become more common for high-speed data applications
because of their coherent signal.Although lasers have gone through several
iterations over the years including ruby rod and helium-neon, semiconduc-
tor lasers became the norm shortly after their introduction in the early
1960s because of their low cost and high stability.
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Light-Emitting Diodes (LEDs)

Light-emitting diodes come in two varieties: surface-emitting LEDs and edge-
emitting LEDs. Surface-emitting LEDs, illustrated schematically in Fig-
ure 4-10, give off light at a wide angle, and therefore do not lend themselves
to the more coherent requirements of optical data systems because of the dif-
ficulty involved in focusing their emitted light into the core of the receiving
fiber. Instead, they are often used as indicators and signaling devices. They
are, however, quite inexpensive and are therefore commonly found in more
forgiving applications.

An alternative to the surface-emitting LED is the edge-emitting device,
shown in Figure 4-11. Edge emitters produce light at significantly narrower
angles and have a smaller emitting area, which means that more of their
emitted light can be focused into the core. They are typically faster devices
than surface emitters, but do have a downside: they are temperature-
sensitive, and must therefore be installed in environmentally controlled
devices to ensure the stability of the transmitted signal.
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Laser Diodes

Laser diodes represent the alternative to LEDs. A laser diode has a very
small emitting surface, usually no larger than a few microns in diameter,
which means that a great deal of the emitted light can be directed into the
fiber. Because they represent a coherent source, the emission angle of a
laser diode is extremely narrow. It is the fastest of the three devices.

Many different types of laser diodes are available. The most common are
the electro-absorptive modulated laser (EML), which combines a continuous
wave laser with a modulating shutter device; the distributed feedback laser,
which has an integrated grating assembly to maintain a constant output
frequency; a vertical cavity surface-emitting laser (VCSEL, pronounced
“vick-sel”), which produces light from a round spot, resulting in a beam of
light that is less prone to spread than a typical surface-emitting laser’s out-
put. VCSELs are low-power, low-cost, multifrequency devices. Finally,
Fabry-Perot lasers are older devices that suffer a number of problems and
are less commonly used. They tend to emit light at multiple, closely spaced
wavelengths and are commonly called multimode lasers.

Figure 4-12 schematically shows the emission characteristics of all three
devices. The surface-emitting LED has the widest emission pattern, fol-
lowed by the edge emitter; the laser diode represents the most coherent and
therefore effective light generator. In fact, the graph of the output signal of
an LED versus that of a laser is rather dramatic, as shown in Figure 4-13
(vertical axis not to scale).

Optical Fiber
When Peter Schultz, Donald Keck, and Robert Maurer began their work at
Corning to create a low-loss optical fiber, they did so using a newly crafted
process called inside vapor deposition (IVD). Whereas most glass is manu-
factured by melting and reshaping silica, IVD deposits various combina-
tions of carefully selected compounds on the inside surface of a silica tube.
The tube becomes the cladding of the fiber; the vapor-deposited compounds
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become the core. The compounds are typically silicon chloride (SiCl4) and
oxygen (O2), which are reacted under heat to form a soft, sooty deposit of sil-
icon dioxide (SiO2), as illustrated in Figure 4-14. In some cases, impurities
such as germanium are added at this time to cause various effects in the
finished product. In practice, the SiCl4 and O2 are pumped into the fused sil-
ica tube as gases; the tube is heated in a high-temperature lathe, causing
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the sooty deposit to collect on the inside surface of the tube (Figure 4-14).
The continued heating of the tube causes the soot to fuse into a glass-like
substance.

This process can be repeated as many times as required to create a
graded refractive index. Ultimately, once the deposits are complete, the
entire assembly is heated fiercely, which causes the tube to collapse, creat-
ing what is known in the optical fiber industry as a preform. Figure 4-15
shows an example of a preform.

An alternative manufacturing process is called outside vapor deposition
(OVD). In the OVD process, the soot is deposited on the surface of a rotat-
ing ceramic cylinder in two layers (Figure 4-16). The first layer is the soot
that will become the core; the second layer becomes the cladding. Ulti-
mately, the rod and soot are sintered to create a preform. The ceramic is
then removed, leaving behind the fused silica that will become the fiber.

A number of other techniques are available for creating the preforms
that are used to create fiber, but these are the principal techniques in use
today. The next step is to convert the preform into optical fiber.
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Drawing the Fiber

To make fiber from a preform, the preform is mounted in a furnace, shown
in Figure 4-17, at the top of a tall building called a drawing tower. The bot-
tom of the preform is heated until it has the consistency of taffy, at which
time the soft glass is drawn down to form a thin fiber. When it strikes the
cooler air outside the furnace, the fiber solidifies. Needless to say, the
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process is carefully managed to ensure that the thickness of the fiber is pre-
cise; microscopes such as the one in Figure 4-18 are used to verify the geom-
etry of the fiber.

Other stages in the manufacturing process include a monitoring process
to check the integrity of the product, a coating process that applies a pro-
tective layer, and a take-up stage where the fiber is wound onto reels for
later assembly into cables of various types.

Optical Fiber
Dozens of different types of fiber are available. Some of them are holdovers
from previous generations of optical technology that are still in use and rep-
resented the best efforts of technology available at the time; others repre-
sent improvements on the general theme or specialized solutions to specific
optical transmission challenges.
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Generally speaking, two major types of fiber are used: multimode, which
is the earliest form of optical fiber and is characterized by a large diameter
central core, short-distance capability, and low bandwidth; and single mode,
which has a narrow core and is capable of greater distance and higher
bandwidth. Varieties of each of these will be discussed in detail later in the
book.

To understand the reason for and philosophy behind the various forms of
fiber, it is first necessary to understand the issues that confront transmis-
sion engineers who design optical networks.

Optical fiber has a number of advantages over copper: it is lightweight,
has enormous bandwidth potential, has significantly higher tensile
strength, can support many simultaneous channels, and is immune to elec-
tromagnetic interference. It does, however, suffer from several disruptive
problems that cannot be discounted. The first of these is loss or attenuation,
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the inevitable weakening of the transmitted signal over distance that has a
direct analog in the copper world. Attenuation is typically the result of two
sub-properties. The first is scattering and absorption, both of which have
cumulative effects, and the second is dispersion, which is the spreading of
the transmitted signal and is analogous to noise.

Scattering

Scattering occurs because of impurities or irregularities in the physical
makeup of the fiber itself. The best-known form of scattering is called
Rayleigh Scattering; it is caused by metal ions in the silica matrix and
results in light rays being scattered in various directions, as illustrated in
Figure 4-19.

Rayleigh Scattering occurs most commonly around wavelengths of 1,000
nm and is responsible for as much as 90 percent of the total attenuation
that occurs in modern optical systems. It occurs when the wavelengths of
the light being transmitted are roughly the same size as the physical mol-
ecular structures within the silica matrix; thus, short wavelengths are
affected by Rayleigh Scattering effects far more than long wavelengths. In
fact, it is because of Rayleigh Scattering that the sky appears to be blue: the
shorter (blue) wavelengths of light are scattered more than the longer
wavelengths of light.

Absorption

Absorption results from three factors: hydroxyl (OH¯; water) ions in the sil-
ica; impurities in the silica; and incompletely diminished residue from the
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manufacturing process. These impurities tend to absorb the energy of the
transmitted signal and convert it to heat, resulting in an overall weakening
of the optical signal. Hydroxyl absorption occurs at 1.25 and 1.39 �m; at
1.7 �m, the silica itself starts to absorb energy because of the natural reso-
nance of silicon dioxide.

It is interesting to take a side road for a moment and examine hydroxyl
absorption because it is the basis for the proper functionality of a com-
monly used household device: the microwave oven. If you place a dry glass
measuring cup in a microwave oven, you can cook it in the oven for an
hour and it will barely be warm to the touch. Fill it with water, however,
or wet it lightly, and it will rapidly reach the boiling point of water. This
happens because microwave ovens generate microwave energy at a wave-
length that is effectively absorbed by the hydroxyl ions in water. The
hydroxyl ions convert the energy to heat, the water boils, the meat cooks,
and the potatoes bake. This is also the reason that microwave transmis-
sion systems tend to experience serious signal degradation during heavy
rain and fog: the water in the air between the transmitter and the receiver
absorb the microwave energy, resulting in a weakened signal—sometimes
dramatically so.

Dispersion

As mentioned earlier, dispersion is the optical term for the spreading of the
transmitted light pulse as it transits the fiber. It is a bandwidth-limiting
phenomenon and comes in two forms: multimode dispersion and chromatic
dispersion. Chromatic dispersion is further subdivided into material dis-
persion and waveguide dispersion.

Multimode Dispersion To understand multimode dispersion, it is first
important to understand the concept of a mode. Figure 4-20 shows a fiber

Chapter 4116

Figure 4-20
Wide core 
optical fiber.

Overview of Optical Technology

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



with a relatively wide core. Because of the width of the core, it enables light
rays arriving from the source at a variety of angles (three in this case) to
enter the fiber and be transmitted to the receiver. Because of the different
paths that each ray, or mode, will take, they will arrive at the receiver at
different times, resulting in a dispersed signal.

Now consider the system shown in Figure 4-21. The core is much nar-
rower and only allows a single ray, or mode, to be sent down the fiber. This
results in less end-to-end energy loss and avoids the dispersion problem
that occurs in multimode installations.

Chromatic Dispersion The speed at which an optical signal travels
down a fiber is absolutely dependent upon its wavelength. If the signal com-
prises multiple wavelengths, then the different wavelengths will travel at
different speeds, resulting in an overall spreading or smearing of the sig-
nal. As discussed earlier, chromatic dispersion comprises two subcategories:
material dispersion and waveguide dispersion.

Material Dispersion Simply put, material dispersion occurs because differ-
ent wavelengths of light travel at different speeds through an optical fiber.
To minimize this particular dispersion phenomenon, two factors must be
managed. The first of these is the number of wavelengths that make up the
transmitted signal. An LED, for example, emits a rather broad range of
wavelengths between 30 and 180 nm, whereas a laser emits a much nar-
rower spectrum—typically less than 5 nm. Thus, a laser’s output is far less
prone to be seriously affected by material dispersion than the signal from
an LED.

The second factor that affects the degree of material dispersion is a char-
acteristic called the center-operating wavelength of the source signal. In the
vicinity of 850 nm, red, longer wavelengths travel faster than their shorter
blue counterparts, but at 1,550 nm, the situation is the opposite: blue wave-
lengths travel faster. Of course, a point occurs at which the two meet and
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share a common minimum dispersion level; it is in the range of 1,310 nm,
often referred to as the zero dispersion wavelength. Clearly, this is an ideal
place to transmit data signals because dispersion effects are minimized
here. As we will see later, however, other factors crop up that make this a
less desirable transmission window than it appears. Material dispersion is
a particularly vexing problem in single-mode fibers.

Waveguide Dispersion Because the core and the cladding of a fiber have
slightly different indices of refraction, the light that travels in the core
moves slightly slower than the light that escapes into and travels in the
cladding. This results in a dispersion effect that can be corrected by trans-
mitting at specific wavelengths where material and waveguide dispersion
actually occur at minimums.

Putting It All Together
So what does all of this have to do with the high-speed transmission of
voice, video, and data? A lot, as it turns out. Understanding where attenu-
ation and dispersion problems occur helps optical design engineers deter-
mine the best wavelengths at which to transmit information, taking into
account distance, type of fiber, and other factors that can potentially affect
the integrity of the transmitted signal. Consider the graph shown in Fig-
ure 4-22. It depicts the optical transmission domain, as well as the areas
where problems arise. Attenuation (dB/km) is shown on the Y-Axis;
wavelength (nm) is shown on the X-Axis.

First of all, note that ofour transmission windows are in the diagram.
The first one is at approximately 850 nm, the second at 1,310 nm, the third
at 1,550 nm, and the fourth at 1,625 nm; the last two are labeled the C- and
L-band, respectively.The 850 nm band was the first to be used because of its
adherence to the wavelength at which the original LED technology oper-
ated. The second window at 1,310 nm enjoys low dispersion; this is where
dispersion effects are minimized. 1,550 nm, the so-called C-Band, has
emerged as the ideal wavelength at which to operate long-haul systems and
systems upon which DWDM has been deployed because loss is minimized
in this region and dispersion minimums can be shifted here. The relatively
new L-Band has enjoyed some early success as the next effective operating
window. A new band, the S-Band, is currently under development.

Notice also that Rayleigh Scattering is shown to occur at or around 1,000
nm, whereas hydroxyl absorption by water occurs at 1,240 and 1,390 nm.
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Needless to say, network designers would be well served to avoid transmit-
ting at any of the points on the graph where Rayleigh Scattering, high
degrees of loss, or hydroxyl absorption have the greatest degree of impact.
Notice also that dispersion, shown by the lower line, is at a minimum point
in the second window, whereas loss, shown by the upper line, drops to a
minimum point in the third window. In fact, dispersion is minimized in tra-
ditional single-mode fiber at 1,310 nm, whereas loss is at a minimum at
1,550 nm. So the obvious question becomes this: which one do you want to
minimize—loss or dispersion?

Luckily, this choice no longer has to be made. Today, dispersion-shifted
fibers (DSF) have become common. By modifying the manufacturing
process, engineers can shift the point at which minimum dispersion occurs
from 1,310 nm to 1,550 nm, causing it to coincide with the minimum loss
point such that loss and dispersion occur at the same wavelength.

Unfortunately, although this fixed one problem, it created a new and
potentially serious alternative problem. Dense Wavelength Division Multi-
plexing (DWDM) has become a mainstay technology for multiplying the
available bandwidth in optical systems. When DWDM is deployed over dis-
persion-shifted fiber, serious nonlinearities occur at the zero dispersion
point, which effectively destroy the DWDM signal. Think about it: DWDM
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relies on the capability to channelize the available bandwidth of the optical
infrastructure and maintain some degree of separation between the chan-
nels. If dispersion is minimized in the 1,550-nm window, then the channels
will effectively overlay each other in DWDM systems. Specifically, a prob-
lem called four-wave mixing creates sidebands that interfere with the
DWDM channels, destroying their integrity. In response, fiber manufactur-
ers have created non-zero dispersion-shifted fiber (NZDSF) that lowers the
dispersion point to near zero and makes it occur just outside of the 1,550-
nm window. This eliminates the nonlinear four-wave mixing problem.

Fiber Nonlinearities
A classic business quote, imminently applicable to the optical networking
world, observes “in its success lie the seeds of its own destruction.” As the
marketplace clamors for longer transmission distances with minimal
amplification, more wavelengths per fiber, higher bit rates, and increased
signal power, a rather ugly collection of transmission impairments, known
as fiber nonlinearities, rises to challenge attempts to make them happen.
These impairments go far beyond the simple concerns brought about by loss
and dispersion; they represent a significant performance barrier.

The Power/Refractive Index Problem

Two fundamental issues result in the bulk of these nonlinearities. The first
(and perhaps most critical) is the fact that the refractive index of the core
of an optical fiber is directly dependent upon the power of the optical signal
that is being transmitted through it. The stronger the transmitted signal,
the greater the power-dependent impairment. Because of this relationship,
two actions can be taken to minimize the power-related problem. The first
is to minimize the transmitted power of the signal, an action that will
clearly reduce the impact of power-dependent signal degradation. This,
however, has the downside of limiting the transmission distance and is a
less-than-desirable option because lower power means that more amplifiers
will be required over the long haul. Amplifiers also introduce other prob-
lems that are equally annoying. The second solution, which is in some ways
more acceptable, is to maximize what is known as the fiber’s effective area,
a measure of the cross-sectional area of the fiber core that carries the trans-
mitted signal. By broadening the effective area of the fiber, it has the capa-
bility to gather more of the transmitted signal and reduce the need for an

Chapter 4120

Overview of Optical Technology

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



inordinately strong signal. Lucent’s TrueWave® Fiber and Corning’s Large
Effective Area Fiber (LEAF®) are examples of specially engineered products
designed to overcome this problem.

The special relationship that exists between transmission power and the
refractive index of the medium gives rise to four service-affecting optical
nonlinearities: self-phase modulation (SPM), cross-phase modulation
(XPM), four-wave mixing (FWM), and intermodulation.

Self-Phase Modulation (SPM) When self-phase modulation occurs,
chromatic dispersion kicks in to create something of a technological double
whammy.As the light pulse moves down the fiber, its leading edge increases
the refractive index of the core, causing a shift toward the blue end of the
spectrum. The trailing edge, on the other hand, decreases the refractive
index of the core, causing a shift toward the red end of the spectrum. This
causes an overall spreading or smearing of the transmitted signal, a phe-
nomenon known as chirp. It occurs in fiber systems that transmit a single
pulse down the fiber and is proportional to the amount of chromatic dis-
persion in the fiber: the more chromatic dispersion, the more SPM. It is
counteracted with the use of large effective area fibers.

Cross-Phase Modulation (XPM) When multiple optical signals travel
down the same fiber core, they both change the refractive index in direct
proportion to their individual power levels. If the signals happen to cross,
they will distort each other (remember as Egon warned in the movie Ghost-
busters, “Don’t cross the streams!”). Although XPM is similar to SPM, it has
one significant difference: whereas self-phase modulation is directly
affected by chromatic dispersion, cross-phase modulation is only minimally
affected by it. Large effective area fibers can reduce the impact of XPM.

Four-Wave Mixing (FWM) Four-wave mixing is the most serious of the
power/refractive index-induced nonlinearities today because it has a cata-
strophic effect on DWDM-enhanced systems. Because the refractive index
of fiber is nonlinear and because multiple optical signals travel down the
fiber in DWDM systems, a phenomenon known as third-order distortion
can occur that seriously affects multichannel transmission systems. Third-
order distortion causes harmonics to be created in large numbers that have
the annoying habit of occurring where the actual signals are, resulting in
their obliteration. These harmonics tend to become numerous according to
the equation,

1/2(N3 � N2)
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where N is the number of signals. So if a DWDM system is transporting 16
channels, the total number of potentially destructive harmonics created
would be 1,920.

Four-wave mixing is directly related to DWDM. In DWDM fiber systems,
multiple simultaneous optical signals are transmitted across an optical
span. They are separated on an ITU-blessed standard transmission grid by
as much as 100 GHz (although most manufacturers today have reduced
that to 50 GHz or better).This separation ensures that they do not interfere
with each other.

Consider now the effect of dispersion-shifted fiber on DWDM systems. In
DSF, signal transmission is moved to the 1,550-nm band to ensure that dis-
persion and loss are both minimized within the same window. However,
minimal dispersion has a rather severe, unintended consequence when it
occurs in concert with DWDM: because it reduces dispersion to near zero, it
also prevents multichannel systems from existing because it does not pro-
vide proper channel spacing. Four-wave mixing, then, becomes a serious
problem.

Several things can reduce the impact of FWM. As the dispersion in the
fiber drops, the degree of four-wave mixing increases dramatically. In fact,
it is worst at the zero dispersion point. Thus, the intentional inclusion of a
small amount of chromatic dispersion actually helps to reduce the effects of
FWM. For this reason, fiber manufacturers sell non-zero dispersion-shifted
fiber, which moves the dispersion point to a point near the zero point, thus
ensuring that a small amount of dispersion creeps in to protect against
FWM problems.

Another factor that can minimize the impact of FWM is to widen the
spacing between DWDM channels. This, of course, reduces the efficiency of
the fiber by reducing the total number of available channels and is there-
fore not a popular solution, particularly because the trend in the industry
is to move toward narrower channel spacing as a way to increase the total
number of available channels. Already several vendors have announced
spacing as narrow as 5 GHz. Finally, large effective area fibers tend to suf-
fer less from the effects of FWM.

Intermodulation Effects In the same way that cross-phase modulation
results from interference between multiple simultaneous signals, inter-
modulation causes secondary frequencies to be created that are cross-
products of the original signals being transmitted. Large effective area
fibers can alleviate the symptoms of intermodulation.
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Scattering Problems

Scattering within the silica matrix causes the second major impairment
phenomenon. Two significant nonlinearities result: Stimulated Brillouin
Scattering (SBS) and Stimulated Raman Scattering (SRS).

Stimulated Brillouin Scattering (SBS) SBS is a power-related phe-
nomenon. As long as the power level of a transmitted optical signal remains
below a certain threshold, usually on the order of 3 milliwatts, SBS is not
a problem. The threshold is directly proportional to the fiber’s effective area,
and because dispersion-shifted fibers typically have smaller effective areas,
they have lower thresholds. The threshold is also proportional to the width
of the originating laser pulse: as the pulse gets wider, the threshold goes
up. Thus, steps are often taken through a variety of techniques to artifi-
cially broaden the laser pulse. This can raise the threshold significantly, to
as high as 40 milliwatts.

SBS is caused by the interaction of the optical signal moving down the
fiber with the acoustic vibration of the silica matrix that makes up the fiber.
As the silica matrix resonates, it causes some of the signal to be reflected
back toward the source of the signal, resulting in noise, signal degradation,
and a reduction of overall bit rate in the system. As the power of the signal
increases beyond the threshold, more of the signal is reflected, resulting in
a multiplication of the initial problem.

It is interesting to note that two forms of Brillouin Scattering are actu-
ally available.When (sorry, a little more physics) electric fields that oscillate
in time within an optical fiber interact with the natural acoustic resonance
of the fiber material itself, the result is a tendency to backscatter light as it
passes through the material; this is called Brillouin Scattering. If, however,
the electric fields are caused by the optical signal itself, the signal is seen to
cause the phenomenon; this is called Stimulated Brillouin Scattering.

To summarize: because of backscattering, SBS reduces the amount of
light that actually reaches the receiver and causes noise impairments. The
problem increases quickly above the threshold and has a more deleterious
impact on longer wavelengths of light. One additional fact: in-line optical
amplifiers such as erbium-doped fiber amplifiers (EDFAs) add to the prob-
lem significantly. If four optical amplifiers are present along an optical
span, the threshold will drop by a factor of four. Solutions to SBS include
the use of wider-pulse lasers and larger effective area fibers.
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Stimulated Raman Scattering (SRS) SRS is something of a power-
based crosstalk problem. In SRS, high-power, short-wavelength channels
tend to bleed power into longer-wavelength, lower-power channels. It
occurs when a light pulse moving down the fiber interacts with the crys-
talline matrix of the silica, causing the light to be backscattered and shift
the wavelength of the pulse slightly. Whereas SBS is a backward-scatter-
ing phenomenon, SRS is a two-way phenomenon, causing both backscat-
tering and a wavelength shift. The result is crosstalk between adjacent
channels.

The good news is that SRS occurs at a much higher power level—close to
a watt. Furthermore, it can be effectively reduced through the use of large
effective area fibers.

An Aside: Optical Amplification
As long as we are on the subject of Raman Scattering, we should introduce
the concept of optical amplification. This may seem like a bit of a non
sequitur, but it really isn’t; true optical amplification actually uses a form of
Raman Scattering to amplify the transmitted signal!

Traditional Amplification and Regeneration
Techniques

In a traditional metallic analog environment, transmitted signals tend to
weaken over distance. To overcome this problem, amplifiers are placed in
the circuit periodically to raise the power level of the signal. This technique
has a problem, however: in addition to amplifying the signal, amplifiers also
amplify whatever cumulative noise has been picked up by the signal during
its trip across the network. Over time, it becomes difficult for a receiver to
discriminate between the actual signal and the noise embedded in the sig-
nal. Extraordinarily complex recovery mechanisms are required to dis-
criminate between optical wheat and noise chaff.

In digital systems, regenerators are used to not only amplify the signal,
but to also remove any extraneous noise that has been picked up along the
way. Thus, digital regeneration is a far more effective signal recovery
methodology than simple amplification.

Even though signals propagate significantly farther in optical fiber than
they do in copper facilities, they are still eventually attenuated to the point
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that they must be regenerated. In a traditional installation, the optical sig-
nal is received by a receiver circuit, converted to its electrical analog, regen-
erated, converted back to an optical signal, and transmitted onward over
the next fiber segment. This optical-to-electrical-to-optical (O-E-O) conver-
sion process is costly, complex, and time consuming. However, it is proving
to be far less necessary as an amplification technique than it used to be
because of true optical amplification that has recently become commercially
feasible. Please note that optical amplifiers do not regenerate signals; they
merely amplify. Regenerators are still required, albeit far less frequently.

Optical amplifiers represent one of the technological leading edges of
data networking. Instead of the O-E-O process, shown in Figure 4-23, opti-
cal amplifiers receive the optical signal, amplify it as an optical signal, and
then retransmit it as an optical signal—no electrical conversion is
required, as shown in Figure 4-24. Like their electrical counterparts, how-
ever, they also amplify the noise; at some point, signal regeneration is
required.

Optical Amplifiers: How They Work

It was only a matter of time before all-optical amplifiers became a reality.
It makes intuitively clear sense that a solution that eliminates the electri-
cal portion of the O-E-O process would be a good one; optical amplification
is that solution.

You will recall that SRS is a fiber nonlinearity that is characterized by
high-energy channels pumping power into low-energy channels. What if
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that phenomenon could be harnessed as a way to amplify optical signals
that have weakened over distance?

Optical amplifiers are actually rather simple devices that as a result
tend to be extremely reliable. As Figure 4-25 illustrates, the optical ampli-
fier comprises the following: an input fiber, carrying the weakened signal
that is to be amplified; a pair of optical isolators; a coil of doped fiber; a
pump laser; and the output fiber that now carries the amplified signal.

The coil of doped fiber lies at the heart of the optical amplifier’s func-
tionality. Doping is simply the process of embedding some kind of functional
impurity in the silica matrix of the fiber when it is manufactured. In opti-
cal amplifiers, this impurity is more often than not an element called
erbium. Its role will become clear in just a moment.

The pump laser shown in the upper-left corner of Figure 4-25 generates
a light signal at a particular frequency—often times 980 nm—in the oppo-
site direction that the actual transmitted signal flows. As it turns out,
erbium becomes atomically excited when it is struck by light at that wave-
length. When an atom is excited by pumped energy, it jumps to a higher
energy level (those of you who are recovering physicists will remember
classroom discussions about orbital levels—1S1, 1S2, 2S1, 2S2, 2P6, and so
on), then falls back down, during which it gives off a photon at a certain
wavelength. When erbium is excited by light at 980 nm, it emits photons
within the 1,550-nm region—coincidentally the wavelength at which multi-
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channel optical systems operate. So when the weak, transmitted signal
reaches the coil of erbium-doped fiber, the erbium atoms, now excited by the
energy from the pump laser, bleed power into the weak signal at precisely
the right wavelength, causing a generalized amplification of the transmit-
ted signal.The optical isolators serve to prevent errant light from backscat-
tering into the system, creating noise.

Of course, EDFAs are highly proletarian in nature: they amplify any-
thing, including the noise that the signal may have picked up. The need
for regeneration at some point along the path of long-haul systems will
still be present, although far less frequently than in traditional copper
systems. Most manufacturers of optical systems publish recommended
span engineering specifications that help service providers and network
designers take such concerns into account as they design each transmis-
sion facility.

Other Amplification Options

At least two other amplification techniques are available in addition to
EDFAs that have recently come into favor. The first of these is called
Raman amplification, which is similar to EDFA in the sense that it relies
on Raman effects to do its task, but different for other rather substantial
reasons. In Raman amplification, the signal beam travels down the fiber
alongside a rather powerful pump beam, which excites atoms in the silica
matrix that in turn emit photons that amplify the signal. The advantage of
Raman amplification is that it requires no special doping: erbium is not nec-
essary. Instead, the silica itself gives off the necessary amplification. In this
case, the fiber itself becomes the amplifier!

Raman amplifiers require a significantly high-power pump beam (about
a watt, although some systems have been able to reduce the required power
to 750 milliwatts or less) and even at high levels the power gain is relatively
low. Their advantage, however, is that their induced gain is distributed
across the entire optical span. Furthermore, it will operate within a rela-
tively wide range of wavelengths, including 1,310 and 1,550 nm, currently
the two most popular and effective transmission windows.

Semiconductor lasers have also been deployed as optical amplification
devices in some installations. In semiconductor optical amplifiers, the weak-
ened optical signal is pumped into the ingress edge of a semiconductor opti-
cal amplifier, as shown in Figure 4-26.The active layer of the semiconductor
substrate amplifies the signal and regenerates it on the other side. The
primary downside to these devices is their size; they are small and their
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light-collecting capability is therefore somewhat limited. A typical single-
mode fiber generates an intense spot of light that is roughly 10 microns in
diameter; the point upon which that light impinges upon the semiconductor
amplifier is less than a micron in diameter, meaning that much of the light
is lost. Other problems also crop up including polarization issues, reflection,
and variable gain. As a result, these devices are not in widespread use;
EDFAs and Raman amplification techniques are far more common.

Pulling it All Together
So why do we care about these challenges, problems, and nonlinearities?
Because they have a direct effect on the degree to which we can transmit
signals through optical media. Without question, fiber is orders of magni-
tude better than copper as a transmission medium for broadband signals,
but it does have limitations that cannot be ignored. In the same way that
data transmitted over copper networks suffers impairments from cumula-
tive noise and signal deterioration, so too do optical signals.As the demands
for higher bandwidth and greater channel counts grow, these impairments
must be carefully managed to prevent them from having an inordinately
deleterious impact on the systems in which they occur. The good news is
that they are well understood, and optical network engineers have devel-
oped good measurement tools to detect them and engineering guidelines to
control them.

Optical Receivers
So far, we have discussed the sources of light, including LEDs and laser
diodes; we have briefly described the various flavors of optical fiber and the
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problems they encounter as transmission media; now, we turn our attention
to the devices that receive the transmitted signal.

The receive devices used in optical networks have a single responsibility:
to capture the transmitted optical signal and convert it into an electrical
signal that can then be processed by the end equipment. Various stages of
amplification may also occur to ensure that the signal is strong enough to
be acted upon, and demodulation circuitry may be present, which recreates
the originally transmitted electronic signal.

Think for a moment about the term semiconductor. A semiconductor is a
compound that, well, only semiconducts. It sits in the gray area between
conductors and insulators, and must be somehow induced to conduct cur-
rent. The optical receivers that are commonly used in optical networks are
semiconductors themselves; let’s take a moment to describe how they work.
Sorry, we must descend once again into the depths of physics to do this.

Photosensitive semiconductors, which are silicon-based, typically consist
of three functional layers (Figure 4-27): a negative region, a positive region,
and a junction region. Photodetectors are said to be reverse-biased because
the negative charges (electrons) and the positive charges (holes) are not
allowed to migrate into the center junction region, thus preventing the flow
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of current through the semiconductor from one active layer to the other (A).
This changes (B) when light of a specific wavelength strikes the photosen-
sitive junction layer, creating electron-hole pairs in the junction layer. This
results in an overall flow of current that is proportional to the intensity of
the light striking the junction layer.

Different substances can be used as photodetectors, including silicon (Si),
germanium (Ge), gallium arsenide (GaAs), and indium-gallium arsenide
(InGaAs), to name a few. They are selected based upon the operating wave-
length in which they will be used because their sensitivity to light varies
according to the information contained in Figure 4-28.

Photodetector Types

Although many different types of photosensitive devices are available, two
types are used most commonly as photodetectors in modern networks:positive-
intrinsic-negative (PIN) photodiodes and avalanche photodiodes (APDs).

Positive-Intrinsic-Negative (PIN) Photodiodes PIN photodiodes are
similar to the device described previously in the general discussion of pho-
tosensitive semiconductors. Reverse biasing the junction region of the
device prevents current flow until light at a specific wavelength strikes the
substance, creating electron-hole pairs and enabling current to flow across
the three-layer interface in proportion to the intensity of the incident light.
Although they are not the most sensitive devices available for the purpose
of photodetection, they are perfectly adequate for the requirements of most
optical systems. In cases where they are not considered sensitive enough
for high-performance systems, they can be coupled with a preamplifier to
increase the overall sensitivity. Figure 4-29 shows an example of a pho-
todetector.
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Avalanche Photodiodes (APDs) APDs work as optical signal ampli-
fiers. They use a strong electric field to perform what is known as avalanche
multiplication. In an APD, the electric field causes current accelerations
such that the atoms in the semiconductor matrix get excited and create, in
effect, an avalanche of current to occur. The good news is that the amplifi-
cation effect can be as much as 30 to 100 times the original signal; the bad
news is that the effect is not altogether linear and can create noise. APDs
are sensitive to temperature and require a significant voltage to operate
them—30 to 300 volts depending on the device. However, they are popular
for broadband systems and work well in the gigabit range.

We have now discussed transmitters, fiber media, and receivers. In the
next section, we examine the fibers themselves, and how they have been
carefully designed to serve as solutions for a wide variety of networking
challenges and to forestall the impact of the nonlinearities described in this
section.

Optical Fiber
As was mentioned briefly in a prior section, fiber has evolved over the years
in a variety of ways to accommodate both the changing requirements of the
customer community and the technological challenges that emerged as the
demand for bandwidth climbed precipitously. These changes came in vari-
ous forms of fiber that presented different behavior characteristics to the
market.
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Multimode Fiber

The first of these was multimode fiber, which arrived in a variety of differ-
ent forms. Multimode fiber bears this name because it enables more than a
single mode or ray of light to be carried through the fiber simultaneously
because of the relatively wide core diameter that characterizes the fiber (see
Figures 4-30 and 4-31). Although the dispersion that potentially results
from this phenomenon can be a problem, the use of multimode fiber has
advantages. For one thing, it is far easier to couple the relatively wide and
forgiving end of a multimode fiber to a light source than that of the much
narrower single-mode fiber. It is also significantly less expensive to manu-
facture (and purchase), and relies on LEDs and inexpensive receivers rather
than the more expensive laser diodes and ultrasensitive receiver devices.
However, advancements in technology have caused the use of multimode
fiber to fall out of favor; single mode is far more commonly used today.

Multimode fiber is manufactured in two forms: step-index fiber and
graded-index fiber. We will examine each in the following sections.

Multimode Step-Index Fiber In step-index fiber, the index of refraction
of the core is slightly higher than the index of refraction of the cladding, as
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shown in Figure 4-30. Remember that the higher the refractive index, the
slower the signal travels through the medium.Thus, in step-index fiber, any
light that escapes into the cladding because it enters the core at too oblique
an angle will actually travel slightly faster in the cladding (assuming it
does not escape altogether) than it would if it traveled in the core. Of course,
any rays that are reflected repeatedly as they traverse the core also take
longer to reach the receiver, resulting in a dispersed signal that causes
problems for the receiver at the other end. Clearly, this phenomenon is
undesirable; for that reason, graded-index fiber was developed.

Multimode Graded-Index Fiber Because of the dispersion that is
inherent in the use of step-index fiber, optical engineers created graded-
index fiber as a way to overcome the signal degradation that occurred.

In graded-index fiber, the refractive index of the core actually decreases
from the center of the fiber outward, as shown in Figure 4-31. In other
words, the refractive index at the center of the core is higher than the
refractive index at the edge of the core. The result of this rather clever
design is that as light enters the core at multiple angles and travels from
the center of the core outward, it is actually accelerated at the edge and
slowed down near the center, causing most of the light to arrive at roughly
the same time. Thus, graded-index fiber helps to overcome the dispersion
problems associated with step-index multimode fiber. Light that enters this
type of fiber does not travel in a straight line, but rather follows a parabolic
path (Figure 4-32), with all rays arriving at the receiver at more or less the
same time.

Graded-index fiber typically has a core diameter of 50 to 62.5 microns,
with a cladding diameter of 125 microns. Some variations exist; at least one
form of multimode graded-index is available with a core diameter of 85
microns, somewhat larger than those described previously. Furthermore,
the actual thickness of the cladding is important: if it is thinner than 20
microns, light begins to seep out, causing additional problems for signal
propagation.

133Overview of Optical Technology

Figure 4-32
Light propagation in
multimode graded
index fiber.

Overview of Optical Technology

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



Graded-index fiber was commonly used in telecommunications applica-
tions until the late 1980s. Even though graded-index fiber is significantly
better than step-index fiber, it is still multimode fiber and does not elimi-
nate the problems inherent in being multimode. Thus, the next generation
of optical fiber was born: single-mode fiber.

Modes: An Analogy

The concept of modes is sometimes difficult to understand, so let me pass
along an analogy that will help. Imagine a shopping mall that has a wide,
open central area that all the shops open onto. An announcement comes
over the PA system informing people that “The mall is now closed; please
make your way to the exit.” Shoppers begin to make their way to the doors
on the left, as shown in Figure 4-33, but some wander from store to store,
window-shopping along the way, while others take a relatively straight
route to the exit. The result is that some shoppers take longer than others
to exit the mall because different modes of exiting are available.

Now consider a mall that has a single, very narrow corridor that is only
as wide as a person’s shoulders. Now when the announcement comes, every-
one heads for the exit, but they must form a single file line and head out in
an orderly fashion, as shown in Figure 4-34. If you understand the difference
between these two examples, you understand single versus multimode fiber.
The first example represents multimode; the second represents single mode.
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Single-Mode Fiber

An interesting mental conundrum crops up with the introduction of single-
mode fiber. The core of single-mode fiber is significantly narrower than the
core of multimode fiber. Because it is narrower, it would seem that its capa-
bility to carry information would be reduced due to limited light-gathering
capability. This, of course, is not the case. As its name implies, it enables a
single mode or ray of light to propagate down the fiber core, thus eliminat-
ing the intermodal dispersion problems that plague multimode fibers. In
reality, single-mode fiber is a stepped-index design because the core’s
refractive index is slightly higher than that of the cladding. It has become
the de facto standard for optical transmission systems and takes on many
forms depending on the specific application within which it will be used.

Most single-mode fiber has an extremely narrow core diameter on the
order of 7 to 9 microns, and a cladding diameter of 125 microns. The advan-
tage of this design is that it only allows a single mode to propagate; the
downside, however, is the difficulty involved in working with it. The core
must be coupled directly to the light source and the receiver in order to
make the system as effective as possible; given that the core is approxi-
mately one-sixth the diameter of a human hair, the mechanical process
through which this coupling takes place becomes Herculean.

Single-Mode Fiber Designs The reader will recall that we spent a con-
siderable amount of time discussing the many different forms of transmis-
sion impairments (nonlinearities) that challenge optical systems. Loss and
dispersion are the key contributing factors in most cases, and do in fact
cause serious problems in high-speed systems. The good news is that opti-
cal engineers have done yeomen’s work creating a wide variety of single-
mode fibers that address most of the nonlinearities.

Since its introduction in the early 1980s, single-mode fiber has under-
gone a series of evolutionary phases in concert with the changing demands
of the bandwidth marketplace. The first variety of single-mode fiber to
enter the market was called non-dispersion-shifted fiber (NDSF). Designed
to operate in the 1,310-nm second window, dispersion in these fibers was
close to zero at that wavelength. As a result, it offered high bandwidth and
low dispersion. Unfortunately, it was soon the victim of its own success. As
demand for high-bandwidth transport grew, a third window was created at
1,550 nm for single-mode fiber transmission. It provided attenuation levels
that were less than half those measured at 1,310 nm, but unfortunately
was plagued with significant dispersion. Because the bulk of all installed
fiber was NDSF, the only solution available to transmission designers was
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to narrow the linewidth of the lasers employed in these systems and to
make them more powerful. Unfortunately, increasing the power and reduc-
ing the laser linewidth is expensive, so another solution soon emerged.

Dispersion-Shifted Fiber (DSF)

One solution that emerged was (DSF. With DSF, the minimum dispersion
point is mechanically shifted from 1,310 nm to 1,550 nm by modifying the
design of the actual fiber so that waveguide dispersion is increased. The
reader will recall that waveguide dispersion is a form of chromatic disper-
sion that occurs because the light travels at different speeds in the core and
cladding.

One technique for building DSF (sometimes called zero dispersion-
shifted fiber) is to actually build a fiber of multiple layers, as shown in Fig-
ure 4-35. In this design, the core has the highest index of refraction and
changes gradually from the center outward until it equals the refractive
index of the outer cladding. The inner core is surrounded by an inner-
cladding layer, which is in turn surrounded by an outer core. This design
works well for single-wavelength systems, but experiences serious signal
degradation when multiple wavelengths are transmitted, such as when
used with DWDM systems. Four-wave mixing, described earlier, becomes a
serious impediment to clean transmission in these systems. Given that
multiple-wavelength systems are fast becoming the norm today, the single-
wavelength limit is a showstopper. The result was a relatively simple and
elegant set of solutions.
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The first of these was to maximize the effective area of the fiber, as was
discussed earlier. Lucent’s TrueWave® Fiber and Corning’s LEAF® Fiber are
examples of this. Because the overall power of the optical signal(s) being
carried by the fiber is distributed across a broader cross-section, the non-
linear performance problems are less pronounced.

The second technique was to eliminate or at least substantially reduce
the absorption peaks in the fiber performance graph so that the second and
third transmission windows merge into a single larger window, thus
enabling the creation of the fourth window described earlier, which operates
between 1,565 and 1,625 nm—the so-called L-Band.

Finally, the third solution came with the development of NZDSF which
shifts the minimum dispersion point so that it is close to the zero point, but
not actually at it. This prevents the nonlinear problems that occur at the
zero point to be avoided because it introduces a small amount of chromatic
dispersion.

Why Do We Care?
It is always good to go back and review why we care about such things as
dispersion-shifting and absorption issues. Remember that the key to keep-
ing the cost of network down is to reduce maintenance and the need to add
hardware or additional fiber when bandwidth gets tight. DWDM, discussed
in detail later, offers an elegant and relatively simple solution to the prob-
lem of the cost of bandwidth. However, its use is not without cost. Multi-
wavelength systems will not operate effectively over DSF because of
dramatic nonlinearities, so if DWDM is to be used, NZDSF must be
deployed.

Summary
In this section, we have examined the history of optical technology and the
technology itself, focusing on the three key components within an optical
network: the light emitter, the transport medium, and the receiver. We also
discussed the various forms of transmission impairment that can occur in
optical systems and the steps that have been taken to overcome them.

The result of all this is that optical fiber, once heralded as a near-tech-
nological miracle because it only lost 99 percent of its signal strength when
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transmitted over an entire kilometer, has become the standard medium for
the transmission of high-bandwidth signals over great distances. Optical
amplification now serves as an augmentation to traditional regenerated
systems, enabling the elimination of the optical-to-electrical conversion that
must take place in copper systems.The result of all this is an extremely effi-
cient transmission system that has the capability to play a role in virtually
any network design in existence today.

We will now examine corollary technologies that add capability and rich-
ness to optical transmission including DWDM, optical switching, and rout-
ing technologies.

Dense Wavelength Division
Multiplexing (DWDM)
When SONET and SDH were first introduced, the bandwidth that they
made possible was unheard of. The early systems that operated at 
OC-3/STM-1 levels (155.52 Mbps) provided volumes of bandwidth that were
almost unimaginable. As the technology advanced to higher levels, the mar-
ket followed Say’s Law, creating demand for the ever more available vol-
umes of bandwidth. There were limits, however; today, OC-48/STM-16 (2.5
Gbps) is extremely popular, but OC-192/STM-64 (10 Gbps) represent the
practical upper limit of SONET’s and SDH’s transmission capabilities given
the limitations of existing time-division multiplexing technology. The alter-
native is to simply multiply the channel count—that’s where WDM comes
into play.

WDM is really nothing more than frequency-division multiplexing, albeit
at very high frequencies. The ITU has standardized a channel separation
grid that centers around 193.1 Thz, ranging from 191.1 THz to 196.5 THz.
Channels on the grid are technically separated by 100 GHz, but many
industry players today are using 50-GHz separation.

The majority of WDM systems operate in the C-Band (third window,
1,550 nm), which allows for close placement of channels and the reliance on
EDFAs to improve signal strength. Older systems, which spaced the chan-
nels 200 GHz (1.6 nm) apart, were referred to as WDM systems; the newer
systems are referred to as Dense WDM systems because of their tighter
channel spacing. Modern systems routinely pack 40 10-Gbps channels
across a single fiber, for an aggregate bit rate of 400 Gbps.
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How DWDM Works

As Figure 4-36 illustrates, a WDM system consists of multiple input lasers,
an ingress multiplexer, a transport fiber, an egress multiplexer, and of
course, customer-receiving devices. If the system has eight channels such as
the one shown in the diagram, it has eight lasers and eight receivers. The
channels are separated by 100 GHz to avoid fiber nonlinearities or closer if
the system supports the 50-GHz spacing. Each channel, sometimes
referred to as a lambda (�, the Greek letter and universal symbol used to
represent wavelength), is individually modulated, and ideally the signal
strengths of the channels should be close to one another. Generally speak-
ing, this is not a problem because in DWDM systems, the channels are
closely spaced and therefore do not experience significant attenuation vari-
ation from channel to channel.

Operators of DWDM-equipped networks face a significant maintenance
issue. Consider a 16-channel DWDM system. This system has 16 lasers, one
for each channel, which means that the service provider must maintain 16
spare lasers in case of a laser failure. The latest effort underway is the
deployment of tunable lasers, which enable the laser to be tuned to any out-
put wavelength, thus reducing the volume of spares that must be main-
tained and by extension, the cost.

External Cavity Tunable Lasers are the most common form of tunable
light source in use today. Figure 4-37 shows a simplified diagram of an
external cavity tunable laser. The laser comprises a laser diode and a rotat-
able diffraction grating. The laser diode emits a range of wavelengths that
must be tuned to a much narrower range to accommodate the stringent
requirements of closely spaced DWDM channels.
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The diffraction grating is an etched array of fine lines, usually photolith-
ographically burned into a segment of fiber by ultraviolet light that can be
tuned by rotating it so that it only allows certain wavelengths of light to be
reflected directly back to the source—others, as shown in the diagram, are
reflected at angles so that they do not enter the laser cavity for amplifica-
tion and emission. You can simulate the effect of a diffraction grating by
holding your index and middle fingers closely together so that a thin space
exists between the first and second knuckles of both fingers. Look at a light
source through this narrow gap, and by widening and narrowing the gap
you will ultimately see the appearance of an array of fine black lines
between your fingers. This interference pattern results from the fact that
certain wavelengths of visible light are blocked by the narrow gap, in the
same way that a diffraction grating prevents certain wavelengths of light
from entering the transmission system.

The grating receives the range of emitted wavelengths and reflects all
but a narrow range of selected wavelengths away from the laser. The
desired wavelengths are reflected back into the laser diode, where they are
amplified and emitted from the output facet of the semiconductor. By rotat-
ing the filter, different wavelengths can be selected for transmission, thus
creating a truly tunable laser.

So what do we find in a typical WDM system? A variety of components,
including multiplexers, which combine multiple optical signals for trans-
port across a single fiber; demultiplexers, which disassemble the aggregate
signal so that each signal component can be delivered to the appropriate
optical receiver (PIN or APD); active or passive switches or routers, which
direct each signal component in a variety of directions; filters, which serve
to provide wavelength selection; and finally, optical add-drop multiplexers,
which give the service provider the ability to pick up and drop off individ-
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ual wavelength components at intermediate locations throughout the net-
work. Together, these components make up the heart of the typical high-
bandwidth optical network. And why is DWDM so important? Because of
the cost differential that exists between a DWDM-enhanced network and a
traditional network. To expand network capacity today by putting more
fiber in the ground costs, on average, about $70K per mile. To add the same
bandwidth using DWDM by changing out the endpoint electronics costs
roughly one-sixth that amount. Going with the WDM solution clearly has a
financial incentive.

Many corporations in the industry manufacture DWDM multiplexers,
including Lucent Technologies, Nortel Networks, Ciena, and many others.
The next area of focus is switching and routing.

Optical Switching and Routing
DWDM facilitates the transport of massive volumes of data from a source
to a destination. Once the data arrives at the destination, however, it must
be terminated and redirected to its final destination on a lambda-by-
lambda basis. This is done with switching and routing technologies.

Switching versus Routing: What’s the
Difference?

A review of these two fundamental technologies is probably in order. The
two terms are often used interchangeably, and in many cases, a never-
ending argument is underway about the differences between the two.

The answer lies in the lower layers of the now-famous OSI Protocol
Model, shown in Figure 4-38. OSI is a conceptual model used to study the
step-by-step process of transmitting data through a network. It comprises
seven layers, the lower three of which define the domain of the typical ser-
vice provider. These layers, starting with the lowest in the seven-layer
stack, are the Physical Layer (Layer 1), the Data Link Layer (Layer 2), and
the Network Layer (Layer 3). Layer 1 is responsible for defining the stan-
dards and protocols that govern the physical transmission of bits across a
medium. SONET and SDH are both Physical Layer standards.

Switching, which lies at Layer 2 (the Data Link Layer) of OSI, is usually
responsible for establishing connectivity within a single network. It is a rel-
atively low-intelligence function and is therefore accomplished quite
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quickly. Such technologies as ATM, frame relay, wireless access technologies
such as FDMA, TDMA, and CDMA, and LAN access control protocols
(CSMA/CD, token passing) are found at this layer.

Routing, on the other hand, is a Layer 3 (Network Layer) function. It
operates at a higher, more complex level of functionality and is therefore
more complex. Routing concerns itself with the movement of traffic between
sub-networks and therefore complements the efforts of the switching layer.
ATM, frame relay, LAN protocols, and the PSTN are switching protocols; IP,
RIP, OSPF, and IPX are routing protocols.

Switching in the Optical Domain

The principal form of optical switching is really nothing more than a very
sophisticated digital cross-connect system. In the early days of data net-
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Figure 4-38
OSI Model layers 
and functions.

OSI Model Layers and Functions

Application Layer Responsible for payload-specific functions that define the mean-
ing or semantic nuance of the data being transported. Protocols
include X.400, and FTAM, EDI.

Presentation Layer Responsible for general functions that define the form of the
transmitted data. Protocols include those related to codeset con-
version (EBCDIC, ASCII), compression, and encryption.

Session Layer Responsible for creating logical linkage between processes run-
ning in end systems as well as some security functions.

Transport Layer Responsible for the end-to-end transmission of the entire message
being carried. Protocols include ISO TP, and TCP.

Network Layer Responsible for control of network congestion and routing func-
tions. Protocols include RIP, OSPF, ARP, IP, and IPX.

Data Link Layer Responsible for framing the transmitted data unit (usually a
packet) so that it can be properly addressed and checked for
errors. Protocols include CSMA/CD, ATM, LAPF, LAPD, HDLC,
SDLC, token passing, FDMA, TDMA, and CDMA.

Physical Layer Responsible for the raw transmission of the zeroes and ones that
make up the bitstream. Protocols include EIA-232, V.35, and a
host of others.
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working, dedicated facilities were created by manually patching the end
points of a circuit at a patch panel, thus creating a complete four-wire cir-
cuit. Beginning in the 1980s, digital cross-connect devices such as AT&T’s
Digital Access and Cross-Connect (DACS) became common, replacing the
time-consuming, expensive, and error-prone manual process. The digital
cross-connect is really a simple switch, designed to establish long-term tem-
porary circuits quickly, accurately, and inexpensively. Figure 4-39 illus-
trates the cross-connect.

Enter the world of optical networking. Traditional cross-connect systems
worked fine in the optical domain, provided no problem occurred going
through the O-E-O conversion process.This, however, was one of the aspects
of optical networking that network designers wanted to eradicate from
their functional requirements. Thus, the optical cross-connect switch was
born.

The first of these to arrive on the scene was Lucent Technologies’ Lamb-
daRouter. Based on a switching technology called Micro Electrical Mechan-
ical System (MEMS), the LambdaRouter was the world’s first all-optical
cross-connect device.

MEMS relies on micro-mirrors, an array of which is shown in Fig-
ure 4-40. The mirrors can be configured at various angles to ensure that an
incoming lambda strikes one mirror, reflects off a fixed mirrored surface,
strikes another movable mirror, and is then reflected out an egress fiber.
The LambdaRouter is now commercially deployed and offers speed, a rela-
tively small footprint, bit rate, and protocol transparency, non-blocking
architecture, and highly developed database management. Fundamentally,
these devices are very high-speed, high-capacity switches or cross-connect
devices. They are not routers because they do not perform Layer 3 func-
tions. All of the major manufacturers, however, including Lucent, Nortel,
Ciena, Agilent, and Juniper, have announced initiatives designed to craft
true optical routers, and Layer 3 protocols such as MPLS, OSRP, and
GMPLS are being tested at the time of this writing which will purportedly
add routing functionality to the all-optical domain.
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Figure 4-40
MEMS array
(Courtesy Lucent
Technologies).

Years ago when I worked for the telephone company, I was often asked,
“how does it all work?” My most common response was, “it’s all smoke and
mirrors.” Well, the mirror part is certainly true.

In our next chapter, we turn our attention to optical switching with a dis-
cussion of one critical component, Asynchronous Transfer Mode (ATM).
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The Winchester Mystery House in San Jose, California is a 160-room, Vic-
torian mansion designed and built by Sarah Winchester, the wife of William
Winchester, son of the manufacturer of the repeating rifle that bears his
name. Fifteen years after marrying William, he died of tuberculosis, leaving
Sarah a widow.

Upset by the death of her husband, Sarah took the advice of friends and
family and consulted spirit guides as a way to help lessen the pain of loss.
They convinced Sarah that the spirits of those who had been killed by Win-
chester rifles haunted her, and that those same spirits were exacting
revenge on the Winchester family. Furthermore, they convinced Sarah that
those same spirits had placed a curse on her with every intention of haunt-
ing her for the rest of her life.

The only saving grace was that Sarah’s advisors informed her that she
could evade the curse by moving from Illinois to California, buying a house,
and beginning an endless process of addition and remodeling, creating a
warren of doorways and portals throughout the house that would confuse
and mislead the spirits. Furthermore, they informed her that as long as she
never interrupted the construction process, she would enjoy immortality. So
in 1884, she moved to San Jose, purchased an eight-room farmhouse on a
large piece of land and immediately began her endless building project. Fig-
ure 5-1 shows some of the house’s remarkable details.
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                 Winchester Mystery House

• Number of rooms:  160
• Cost:  $5,500,000
• Date of Construction:  From 1884 until September 5, 1922 
• Number of stories:  7, prior to 1906 Earthquake; currently 4
• Number of acres:  Originally 161.919; currently 4
• Number of basements:  2
• Heating:  Steam, forced air, fireplaces
• Number of windows:  Approximately 10,000
• Number of doors:  Approximately 467 
• Number of fireplaces:  47 (gas, wood, or coal burning)
• Number of chimneys:  Currently 17 with evidence of 2 others
• Number of bedrooms:  Approximately 40
• Number of kitchens:  5 or perhaps 6
• Number of staircases:  40
• Number of gallons of paint required to paint entire home:  Over 20,000

Figure 5-1
Amazing facts about
the Winchester
Mystery House.
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Sarah never had a plan for the design of her ever-expanding house. She
built randomly, and the mansion sprawled over the surrounding landscape,
absorbing multiple structures on the 161-acre estate like a gigantic
amoeba. She built steadily, 24 hours a day, for 38 years until her death in
1922. The result of her rather strange effort is a cacophony of architecture:
the house has French doors that open onto 30-foot drops, staircases that
end at the ceiling, hallways that leave a room, turn left twice, and reenter
the room, and doorways that open onto lathe and plaster walls.

You may wonder why I chose to begin this discussion of ATM with the
story of Sarah Winchester’s house. The answer is quite simple: corporate
networks often evolve, in the same way that she built her home—with no
perceptible long-term plan. They begin with the best intentions, usually a
compact collection of homogeneous technologies designed to perform a spe-
cific set of services for a limited number of users. Over time, however, as
business requirements evolve and access and transport technologies
advance, networks become heterogeneous, chaotic, and often remarkably
difficult to manage. Meanwhile, network managers find themselves wish-
ing for a single full-service network that can be all things to all applications
and services. This was part of the reason why ATM was created.

Network architectures often develop in lockstep with the corporate mod-
els that they serve. For example, companies with centralized management
authorities such as utilities, banks, and hospitals often have centralized,
tightly controlled, hierarchical data-processing environments (illustrated in
Figure 5-2) to protect the sensitive data that resides in their massive data-
bases. In these companies, all roads lead to the mainframe computer
because it best meets their specific needs. On the other hand, organizations
that are distributed in nature, such as professional research and develop-
ment entities, universities, and film-production companies, often have well-
developed, highly distributed data-processing architectures that meet the
needs of the distributed functional entities of those businesses.They tend to
share information on more of a peer-to-peer basis and their corporate struc-
tures reflect this reality. Consider the splash that companies like Hewlett-
Packard, Xerox, and Apple made in the early 1980s with announcements
about their corporate-managerial models. As a result, their network models
reflect this connectivity, thus the ongoing growth of such technologies as
Ethernet and other LAN-based peer-to-peer network models.

Today, telecommunications-service providers face competition from a
variety of both traditional and non-traditional sources. The characteristics
that have typically defined a company’s competitive position—usually
access to virtually unlimited capital and deployment of the newest tech-
nologies—no longer apply. Everyone in the industry has deep pockets today,
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and although the best technology can provide a competitive advantage for
a fleeting moment, in today’s world of rapid technological advancement, the
advantage erodes and disappears quickly. Although we often hear that
“time is money,” a more applicable follow-on adage might be, “yeah, but
speed is profit.” The first one to market with a product or service wins, and
in today’s technology-dependent marketplace, high-speed, multiservice net-
work architectures can mean the difference between success and failure.
Furthermore, the ability to bring definable, tangible value to the customer
(value defined by the customer, by the way) has an enormous impact on a
company’s retention of its competitive advantage.

ATM came about not only because of the proliferation of diverse network
architectures, but also because of the evolution of traffic characteristics and
payload-transport requirements.To the relatively straightforward demands
of voice we add high- and low-speed bulk data, streaming and stored video,
MP3, imaging, and a variety of other multimedia content types that place
increasing demands on the network for service in the form of readily avail-
able bandwidth. Furthermore, we have seen a requirement arise for a
mechanism that can transparently and correctly transport the mix of vari-
ous traffic types over a single network infrastructure, while at the same
time delivering granular, controllable, and measurable quality of service
(QoS) levels for each service type. In its original form, ATM was designed to
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do exactly that, working with SONET or SDH to deliver high-speed trans-
port and switching throughout the network—in the wide area, the metro-
politan area, the campus environment, and the local area network, right
down to the desktop, seamlessly, accurately, and fast.

Today, because of competition from such technologies as QoS-aware IP
transport, proprietary high-speed mesh networks, and Fast and Gigabit
Ethernet, ATM has, for the most part, lost the race to the desktop. ATM is
a cell-based technology, which means that the fundamental unit of trans-
port—a frame of data, if you will—is of a fixed size, which enables switch
designers to build faster, simpler devices because they can always count on
their switched payload being the same size at all times. That cell comprises
a five-octet header and a 48-octet payload field, as shown in Figure 5-3. The
payload contains user data; the header contains information that the net-
work requires to both transport the payload correctly and ensure proper
quality of service levels for the payload. ATM accomplishes this task well,
but at a cost. The five-octet header comprises nearly 10 percent of the cell,
a rather significant price to pay, particularly when other technologies such
as IP and SONET add their own significant percentages of overhead to the
overall payload.

This reality is part of the problem: ATM’s original claims to fame and the
reasons it rocketed to the top of the technology hit parade came from its
cability to switch cells at tremendous speed through the fabric of the wide
area network and the ease with which the technology could be scaled to fit
any network situation. Today, however, given the availability of high-speed
IP routers that routinely route packets at terabit rates, ATM’s advantages
have begun to pale to a certain degree.

A Technological Phoenix
ATM has, however, emerged from the flames in other ways. Today, many
service providers see ATM as an ideal aggregation technology for diverse
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traffic streams that need to be combined for transport across a wide area
network that will most likely be IP-based. ATM devices, then, will be placed
at the edge of the network, where they will collect traffic for transport
across the Internet or (more likely) a privately-owned IP network. Further-
more, because it has the capability to be something of a chameleon by deliv-
ering diverse services across a common network fabric, it is further
guaranteed a seat at the technology game.

It is interesting to note that the traditional, legacy telecommunications
network comprises two principal regions that can be clearly distinguished
from each other: the network itself, which provides switching, signaling,
and transport for traffic generated by customer applications; and the access
loop, which provides the connectivity between the customer’s applications
and the network. In this model, the network is considered to be a relatively
intelligent medium, whereas the customer equipment is usually considered
to be relatively stupid.

Not only is the intelligence seen as being concentrated within the con-
fines of the network, so too is the bulk of the bandwidth because the legacy
model indicates that traditional customer applications don’t require much
of it. However, between central-office switches and between the offices
themselves, enormous bandwidth is required.

Today, this model is changing. Customer equipment has become remark-
ably intelligent, and many of the functions previously done within the net-
work cloud are now performed at the edge. PBXs, computers, and other
devices are now capable of making discriminatory decisions about required
service levels, eliminating any need for the massive intelligence embedded
in the core.

At the same time, the bandwidth is migrating from the core of the net-
work toward the customer as applications evolve to require it. Massive
bandwidth is within the cloud, but the margins of the cloud are expanding
toward the customer.

The result of this evolution is a redefinition of the network’s regions.
Instead of a low-speed, low-intelligence access area and a high-speed, high-
intelligence core, the intelligence has migrated outward to the margins of
the network and the bandwidth. What was once exclusively a core resource
is now equally distributed at the edge. Thus, we see something of a core and
edge distinction evolving as customer requirements change.

One reason for this steady migration is the well-known fact within sales
and marketing circles that products sell best when they are located close to
the buying customer. They are also easier to customize for individual cus-
tomers when they are physically closest to the situation for which the cus-
tomer is buying them.
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In his seminal paper, “The Rise of the Stupid Network,” David Isenberg
makes the following observation:

The Intelligent Network is a straight-line extension of the four assumptions
above—scarcity, voice, circuit switching, and control. Its primary design impe-
tus was not customer service. Rather, the Intelligent Network was a telephone
company attempt to engineer vendor independence, more automatic opera-
tion, and some “intelligent” new services into existing network architecture.
However, even as it rolls out and matures, the Intelligent Network is being
superseded by a Stupid Network, with nothing but dumb transport in the
middle and intelligent user-controlled endpoints, whose design is guided by
plenty, not scarcity, where transport is guided by the needs of the data, not the
design assumptions of the network.

Isenberg continues

A new network “philosophy and architecture” is replacing the vision of an
Intelligent Network. The vision is one in which the public communications
network would be engineered for always-on use, not intermittence and
scarcity. It would be engineered for intelligence at the end-user’s device, not
in the network. And the network would be engineered simply to “Deliver the
Bits, Stupid,” not for fancy network routing or smart number translation.

Edge vs. Core: What’s 
the Difference?
Edge devices typically operate at the frontier of the network, serving as
vital service outposts for their users. Their responsibilities typically include
traffic concentration, the process of statistically balancing load against
available network resources; discrimination, during which the characteris-
tics of various traffic types are determined; policy enforcement, the process
of ensuring that required quality of service levels are available; and proto-
col internetworking in heterogeneous networks. Edge devices are often the
origination point for IP services and typically provide relatively low band-
width across their backplanes.

Core devices, on the other hand, are responsible for the high-speed for-
warding of packet flows from network sources to network destinations.
These devices respond to directions from the edge and ensure that
resources are available across the wide area network to ensure that quality
of service is guaranteed on an end-to-end basis.They tend to be more robust
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devices than their edge counterparts, and typically offer massive through-
put across their backplanes. They are non-blocking and support large num-
bers of high-speed interfaces.

As the network has evolved to this edge/core dichotomy, the market has
evolved as well. As convergence continues to advance, and multiprotocol,
multimedia networks become the rule rather than the exception, sales grow
apace. By 2003, consultancy RHK estimates that the edge switch and
router market will exceed $21 billion, whereas the core market will be
nearly $16 billion. In the core, Cisco currently holds the bulk of the market
at roughly 50 percent, slightly less at the edge with 31 percent. Other major
players include Lucent Technologies, Marconi, Nortel Networks, Juniper,
Newbridge, Fore, Avici, and a host of smaller players.

It is interesting to note that in order to adequately implement conver-
gence, the network must undergo a form of divergence as it is redesigned
in response to consumer demands. As we just described, the traditional 

network concentrates its bandwidth and intelligence in the core. The evolv-
ing network has in many ways been inverted, moving the intelligence and
traffic-handling responsibilities out to the user, replacing them with the
high-bandwidth core described earlier. In effect, the network becomes some-
thing of a high-tech donut, as shown in Figure 5-4.
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The core, then, becomes the domain of optical networking at its best,
offering massively scalable bandwidth through routers capable of handling
both high-volume traffic and carrying out the QoS mandates of the edge
devices that originate the traffic.

The drivers behind this technology schism are similar to those cited 
earlier. They include

■ The need to form routes on demand between individual users as well
as between disparate work groups, in response to the market
avoidance of high-cost dedicated facilities

■ Guaranteed interoperability between disparate (but widely utilized)
protocols

■ Universal, seamless connectivity between multiple-corporate locations

■ Optimum utilization of network bandwidth through intelligent
prioritization and routing techniques

■ Traffic aggregation for wide area transport to ensure efficient use of
network bandwidth

■ Granular quality of service control through effective policy and queue
management techniques

■ Growing deployment and acceptance of high-speed access technologies
such as DSL, cable modems, wireless local-loop solutions, and satellite
connectivity

Why is this evolution occurring? Because the closer a service provider
places its services to the customer, the more customized, targeted, and
immediate those services can be made available to that customer. When
they are delivered from a shared central office, they are much more gener-
alized, catering more to the requirements of the masses and treating the
customer as if his or her requirements were commodities. As the network
evolves and a clear functional delineation between the edge and the core
becomes obvious, the role of the central office suddenly changes. In fact, the
central office largely disappears. Instead of a massive centralized infra-
structure from which all services are delivered (similar to the model
employed in legacy data centers), we now see the deployment of hundreds
of smaller regional offices placed closer to customer concentrations and
housing the edge switching and routing technologies that deliver the dis-
crete services to each customer on an as-required basis. Those smaller
offices are in turn connected to the newly evolved optical core, which
replaces the legacy central office and delivers high-speed transport for traf-
fic to and from the customers connected to the edge offices. This is the

153Asynchronous Transfer Mode (ATM)

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.

Asynchronous Transfer Mode (ATM)



network model of the future: it is more efficient and places both the services
and the bandwidth that they require where they belong.

What does this have to do with ATM and SONET? A lot, as it turns out.
Let’s consider one simple example of the distributed central office that I
allude to in the previous paragraph. DSL is a marvelous technology that
offers customers the ability to enjoy broadband access to the network, yet
its level of penetration remains depressingly low. Part of the reason for this
is the fact that most residential local loops in the U.S. are deployed over dig-
ital-loop carrier systems, as illustrated in Figure 5-5. This design makes
sense for service providers for several reasons. First of all, consider the
drawing. In the drawing, 96 telephone customers are provided with voice
service over five T-1 carrier facilities, requiring a total of 20 conductors
(wires) between the central office terminal (COT) and the remote terminal
(RT). If it were not for the carrier system, those same 96 customers would
require 192 conductors, a significant increase and cost. The only problem
with this model is that each customer is assigned a single 64-Kbps time
slot, which effectively eliminates his or her ability to enjoy higher band-
width services. To counter this service limitation, some service providers
have chosen to move the central office-based Digital Subscriber Loop Access
Multiplexer (DSLAM) from the CO to the residential neighborhood by 
hanging it on the end of an optical fiber and using ATM protocol over that
fiber to carry out QoS mandates and high-speed switching requirements as
they crop up. The customer can then attach directly to the DSLAM, thus
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eliminating the legacy bottleneck that occurs with carrier- system service.
This is shown in Figure 5-6.

Of course, the network management model must now change in response
to the new network architecture. Instead of managing centralized network
elements (a relatively simple task) the management system must now
manage in a distributed environment. This is more complex, but if done
properly results in far better customer service because of the immediacy
that results from managing at the customer level.

ATM Technology Overview
Because ATM plays such a major role in SONET networks today, it is
important to develop at least a rudimentary understanding of its functions,
architectures, and offered services. We begin this discussion of ATM with
the overall structure of a typical ATM network, starting from the perspec-
tive of the user and working toward the network cloud.

The access interface between the user’s equipment and the first ATM
switch is called the User-to-Network Interface (UNI) (see Figure 5-7). The
user’s equipment may be something as simple as a DSU, a router behind a
DSU, or a private, local ATM switch. If the user’s equipment is another
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switch or an ATM-capable PBX, the device is referred to as a Broadband-
NT2. Devices that access this local switch are known as Broadband Termi-
nal Equipment (B-TEs). In the event that the user’s equipment is a router
and the router is not capable of interfacing directly to the ATM network
because of a protocol incompatibility, then the router will communicate with
a DSU over an ATM Data Exchange (DXI) Interface. The DSU will in turn
communicate with the network. In some cases, for cost and complexity rea-
sons, the router will send its data directly to the ATM switch in the cloud
without first converting it to cells. In those cases, the data will be sent to the
switch inside a layer-two frame, across what is known as a Frame-Based
UNI (FUNI).

In the event that the ATM network is being used to emulate LAN ser-
vices across a wider area, a LAN Emulation (LANE) server may be
deployed. In this case, the Broadband-TEs will access the server via a
LANE UNI (LUNI). The LANE server, in turn, will access the local ATM
switch (which is probably privately owned) across a Private Network Node
Interface (PNNI).

Inside the cloud, the ATM switches communicate with one another
across a Network Node Interface (NNI). Public ATM clouds communicate
with each other across a standardized interface in the same way that tra-
ditional public packet-switched networks communicate with each other.
The Broadband Interexchange Carrier Interface (B-ICI) is used to intercon-
nect discrete networks.
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These interfaces, particularly those installed to interconnect public and
private networks, must implement signaling and routing functions between
the two and must therefore rely on the appropriate standards to do so.
Organizations such as the ITU-T, the ATM Forum, ANSI, Telcordia, and the
IETF have all contributed greatly to the development of standards that
address these and other issues.

Addressing and Signaling in ATM
ATM is a connection-oriented, virtual circuit technology, meaning that
communication paths are created through the network prior to actually
sending traffic. Once established, the ATM cells are routed based upon a
virtual circuit address. A virtual circuit is simply a connection that gives
the user the appearance of being dedicated to that user, when in point of
fact the only thing that is actually dedicated is a time slot. This technique
is generically known as label-based switching and is accomplished
through the use of routing tables in the ATM switches that designate input
ports, output ports, input addresses, output addresses, and quality of ser-
vice parameters required for proper routing and service provisioning. As a
result, cells do not contain explicit destination addresses, but rather con-
tain time slot identifiers.

Every virtual circuit address has two components, as shown in Fig-
ure 5-8. The first is the virtual channel (VC), which is a unidirectional
conduit for the transmission of cells between two endpoints. For example,
if two parties are conducting a videoconference, they will each have a VC
for the transmission of outgoing cells that make up the video portion of
the conference.

The second level of the ATM addressing scheme is called a virtual path
(VP). A VP is a bundle of VCs that have the same endpoints, and that when
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considered together make up a bi-directional transport facility. The combi-
nation of unidirectional channels that we need in our two-way videoconfer-
encing example makes up a VP.

ATM Signaling

Signaling in ATM is similar to that used in ISDN and is a subset of the pre-
existing ISDN signaling standards. Whereas ISDN uses Q.931 signaling,
ATM relies on a subset of Q.931 called Q.2931, which defines signaling
packets that establish, maintain, and release VPs and VCs, and negotiate
traffic characteristics for each connection at the time that they are estab-
lished.

The ATM signaling procedures define three types of signaling virtual
channels (SVCs):

■ Meta-Signaling Virtual Channel (MSVC): The MSVC is a bi-
directional permanent channel that is used to create and tear down
the temporary SVCs created by users to transfer data. Each interface
has one MSVC; the channel is permanent because it must be available
so that the switch can signal to the CPE about the status of an
incoming call.

■ Signaling Virtual Channel (SVC): This is used for the exchange of
actual signaling messages.

■ General Broadcast Signaling Virtual Channel (GBSVC): A channel
used by the network to announce an incoming call at all appropriate
devices at an interface.

The ATM Cell Header

As we mentioned before, ATM is a cell-based technology that relies on a 48-
octet payload field that contains actual user data and a five-byte header
that contains information needed by the network to route the cell and pro-
vide proper levels of service.

The ATM cell header, shown in Figure 5-9, is examined and updated by
each switch it passes through, and comprises six distinct fields: the Generic
Flow Control Field, the Virtual Path Identifier, the Virtual Channel Identi-
fier, the Payload Type Identifier, the Cell Loss Priority Field, and the
Header Error Control Field, which are described in the following list:
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■ Generic Flow Control (GFC): This four-bit field is used across the
UNI for network-to-user flow control. It has not yet been completely
defined in the ATM standards, but some companies have chosen to use
it for very specific purposes. For example, Australia’s Telstra
Corporation uses it for flow control in the network-to-user direction
and as a traffic priority indicator in the user-to-network direction.

■ Virtual Path Identifier (VPI): The eight-bit VPI identifies the virtual
path over which the cells will be routed at the UNI. It should be noted
that because of dedicated, internal flow control capabilities within the
network, the GFC field is not needed across the NNI. It is therefore
redeployed, as shown in Figure 5-10; the four bits are converted to
additional VPI bits, thus extending the size of the virtual path field.
This provides the identification of more than 4,000 unique VPs. At the
UNI, this number is excessive, but across the NNI it is necessary
because of the number of potential paths that might exist between the
switches that make up the fabric of the network.

■ Virtual Channel Identifier (VCI): As the name implies, the 16-bit VCI
identifies the unidirectional virtual channel over which the current
cells will be routed.

■ Payload Type Identifier (PTI): The three-bit PTI field is used to
indicate network congestion and cell type, in addition to a number of
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other functions. Figure 5-11 illustrates these bits. The first bit indicates
whether the cell was generated by the user or by the network, whereas
the second indicates the presence or absence of congestion in user-
generated cells or flow-related operations, administration, and
maintenance (OA&M) information in cells generated by the network.
The third bit is used for service-specific, higher-layer functions in the
user-to-network direction, such as to indicate that a cell is the last in a
series of cells. From the network to the user, the third bit is used with
the second bit to indicate whether the OA&M information refers to
segment or end-to-end-related information flow.

■ Cell Loss Priority (CLP): The single-bit cell loss priority field is a
relatively primitive flow control mechanism by which the user can
indicate to the network which cells to discard in the event of a
condition that demands that some cells be eliminated, and is similar to
the Discard Eligibility (DE) bit in frame relay. It can also be set by the
network to indicate to downstream switches that certain cells in the
stream are eligible for discard should that become necessary.

■ Header Error Control (HEC): The eight-bit HEC field can be used for
two purposes. First, it provides for the calculation of an eight-bit Cyclic
Redundancy Check (CRC) that checks the integrity of the entire
header. Second, it can be used for cell delineation.
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ATM Services
The basic services that ATM provides are based on three general charac-
teristics: the nature of the connection between the communicating stations
(connection-oriented vs. connectionless); the timing relationship between
the sender and the receiver; and the bit rate required to ensure proper lev-
els of service quality. Based on those generic requirements, both the ITU-T
and the ATM Forum have created service classes that address the varying
requirements of the most common forms of transmitted data.

ITU-T Service Classes

The ITU-T assigns service classes based on three characteristics: connec-
tion mode, bit rate, and the end-to-end timing relationship between the end
stations. They have created four distinct service classes based on the model
shown in Figure 5-12. Class A service, for example, defines a connection-
oriented, constant bit rate, timing-based service that is ideal for the strin-
gent requirements of voice service. Class B, on the other hand, is ideal for
such services as variable bit rate video, in that it defines a connection-
oriented, variable bit rate, timing-based service. Class C service was defined
for such things as frame relay, in that it provides a connection-oriented,
variable bit rate, timing-independent service. Finally, Class D delivers a
connectionless, variable bit rate, timing-independent service that is ideal
for IP traffic as well as Switched Multimegabit Data Service (SMDS).
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In addition to service classes, the ITU-T has defined ATM Adaptation
Layer (AAL) service types, which align closely with the A, B, C, and D ser-
vice types described previously. Whereas the service classes (A, B, C, and D)
describe the capabilities of the underlying network, the AAL types describe
the cell format. They are AAL1, AAL2, AAL3/4, and AAL 5. However, only
two of them have really survived in a big way.

AAL1 is defined for Class A service, which is a constant bit rate environ-
ment ideally suited for voice and voice-like applications. In AAL1 cells, the
first octet of the payload serves as a payload header that contains cell
sequence and synchronization information that is required to provision con-
stant bit rate, fully-sequenced service. AAL1 provides circuit emulation ser-
vice without dedicating a physical circuit, which explains the need for an
end-to-end timing relationship between the transmitter and the receiver.

AAL5, on the other hand, is designed to provide both Class C and D ser-
vices, and although it was originally proposed as a transport scheme for
connection-oriented data services, it turns out to be more efficient than
AAL3/4 and accommodates connectionless services quite well.

To guard against the possibility of errors, AAL5 has an eight-octet trailer
appended to the user data which includes a variable size pad field used to
align the payload on 48-octet boundaries, a two-octet control field that is
currently unused, a two-octet length field that indicates the number of
octets in the user data, and finally, a four-octet CRC that can check the
integrity of the entire payload. AAL5 is often referred to as the Simple and
Easy Adaptation Layer (SEAL), and it may find an ideal application for
itself in the burgeoning Internet arena. Recent studies indicate that TCP/IP
transmissions produce comparatively large numbers of small packets that
tend to be around 48 octets long. That being the case, AAL5 could well
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transport the bulk of them in its user-data field. Furthermore, the maxi-
mum size of the user data field is 65,536 octets, which is coincidentally the
same size as an IP packet.

ATM Forum Service Classes

The ATM Forum looks at service definitions slightly differently than the ITU-
T. Instead of the A, B, –C, D, services, the ATM Forum categorizes them as
real-time and non-real-time services. Under the real-time category, they
define constant bit rate services that demand fixed resources with guaranteed
availability. They also define real-time variable bit rate (VBR) service, which
provides for statistical multiplexed, variable bandwidth service allocated on
demand. A further subset of real-time VBR is peak-allocated VBR, which
guarantees constant loss and delay characteristics for all cells in that flow.

Under the non-real-time service class, Unspecified Bit Rate (UBR) is the
first service category. UBR is often compared to IP in that it is a best effort
delivery scheme in which the network provides whatever bandwidth it has
available, with no guarantees made. All recovery functions from lost cells
are the responsibility of the end user devices.

UBR has two sub-categories of its own. The first, Non-Real-Time VBR
(NRT-VBR), improves the impacts of cell loss and delay by adding a net-
work resource reservation capability. Available Bit Rate (ABR), UBR’s other
sub-category, makes use of feedback information from the far end to man-
age loss and ensure fair access to and transport across the network.

Each of the five classes makes certain guarantees with regard to cell loss,
cell delay, and available bandwidth. Furthermore, each of them takes into
account descriptors that are characteristic of each service described. These
include peak cell rate (PCR), sustained cell rate (SCR), minimum cell rate
(MCR), cell delay variation tolerance (CDVT), and burst tolerance (BT).

ATM Forum Specified Services

The ATM Forum has identified a collection of services for which ATM is a
suitable, perhaps even desirable, network technology. These include cell
relay service (CRS), circuit emulation service (CES), voice and telephony over
ATM (VTOA), frame relay bearer service (FRBS), LAN emulation (LANE),
multiprotocol over ATM (MPOA), and a collection of others.

Cell relay service is the most basic of the ATM services. It delivers pre-
cisely what its name implies: a raw pipe transport mechanism for cell-based
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data. As such it does not provide any ATM bells and whistles, such as qual-
ity of service discrimination; nevertheless, it is the most commonly imple-
mented ATM offering because of its lack of implementation complexity.

Circuit emulation service gives service providers the ability to offer a
selection of bandwidth levels by varying both the number of cells transmit-
ted per second and the number of bytes contained in each cell.

Voice and telephony over ATM is a service that has yet to be clearly
defined. The capability to transport voice calls across an ATM network is a
non-issue, given the availability of Class A service. What are not clearly
defined, however, are corollary services such as 800/888 calls, 900 service,
911 call handling, enhanced services billing, SS7 signal interconnection,
and so on. Until these issues are clearly resolved, ATM-based, feature-rich
telephony will not become a mainstream service, but will instead be limited
to simple voice—and there is a difference.

Frame relay bearer service refers to ATM’s capability to interwork with
frame relay. Conceptually, the service implies that an interface standard
enables an ATM switch to exchange date with a frame relay switch, thus
creating interoperability between frame- and cell-based services. Many
manufacturers are taking a slightly different tack, however: they build
switches with soft, chewy cell technology at the core and surround the core
with hard, crunchy interface cards to suit the needs of the customer.

For example, an ATM switch might have ATM cards on one side to inter-
face with other ATM devices in the network, but frame relay cards on the
other side to enable it to communicate with other frame relay switches, as
shown in Figure 5-13. Thus, a single piece of hardware can logically serve
as both a cell and frame relay switch. This design is becoming more and
more common because it helps to avoid a future rich with forklift upgrades.

LAN emulation enables an ATM network to move traffic transparently
between two similar LANs, but also enables ATM to transparently slip into
the LAN arena. For example, two Ethernet LANs could communicate across
the fabric of an ATM network, as could two token-ring LANs. In effect,
LANE allows ATM to provide a bridging function between similar LAN
environments. In LANE implementations, the ATM network does not han-
dle MAC functions such as collision detection, token passing, or beaconing;
it merely provides the connectivity between the two communicating end-
points. The MAC frames are simply transported inside AAL5 cells.

One clear concern about LANE is that LANs are connectionless, whereas
ATM is a virtual circuit-based, connection-oriented technology. LANs rou-
tinely broadcast messages to all stations, whereas ATM allows point-to-
point or multipoint circuits only. Thus, ATM must look like a LAN if it is to
behave like one. To make this happen, LANE uses a collection of specialized
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LAN emulation clients and servers to provide the connectionless behavior
expected from the ATM network.

On the other hand, multiprotocol over ATM provides the ATM equivalent
of routing in LAN environments. In MPOA installations, routers are
referred to as MPOA servers. When one station wants to transmit to
another station, it queries its local MPOA server for the remote station’s
ATM address. The local server then queries its neighbor devices for infor-
mation about the remote station’s location. When a server finally responds,
the originating station uses the information to establish a connection with
the remote station, while the other servers cache the information for fur-
ther use.

MPOA promises a great deal, but it is complex to implement and
requires other ATM components such as the Private NNI capability to work
properly. Furthermore, it’s being challenged by at least one alternative tech-
nology, known as IP switching.

Originally developed by Ipsilon Corporation, now part of Nokia, IP
switching is far less overhead-intensive than MPOA. Furthermore, it takes
advantage of a known (but often ignored) reality in the LAN interconnec-
tion world: most routers today use IP as their core protocol, and the great
majority of LANs are still Ethernet. This means that a great deal of sim-
plification can be done by crafting networks to operate around these two
technological bases. This is precisely what IP switching does. By using
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existing, low-overhead protocols, the IP switching software creates new
ATM connections dynamically and quickly, updating switch tables on the
fly. In IP switching environments, IP resides on top of ATM within a device,
as shown in Figure 5-14, providing the best of both protocols. If two com-
municating devices wish to exchange information and they have done so
before, an ATM mapping already exists and no layer three involvement (IP)
is required—the ATM switch portion of the service simply creates the con-
nection at high speed. If an address lookup is required, then the call is
handed up to IP, which takes whatever steps are required to perform the
lookup (a DNS request, for example). Once it has the information, it hands
it down to ATM, which proceeds to set up the call. The next time the two
need to communicate, ATM will be able to handle the connection.

Other services are looming on the horizon in which ATM plays a key role,
including wireless ATM and video on demand for the delivery of interactive
content such as videoconferencing and television. This leads to what I often
refer to as “the great triumvirate:” ATM, SONET or SDH, and broadband
services. By combining the powerful switching and multiplexing fabric of
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ATM with the limitless transport capabilities of SONET or SDH, true
broadband services can be achieved, and the idea of creating a network that
can be all things to all services can finally be realized.

ATM Protocols
Like all modern technologies, ATM has a well-developed protocol stack,
shown in Figure 5-15, that clearly delineates the functional breakdown of
the service. The stack consists of four layers: the Upper Services Layer, the
ATM Adaptation Layer, the ATM Layer, and the Physical Layer.

The Upper Services Layer defines the nature of the actual services that
ATM can provide. It identifies both constant and variable bit rate services.
Voice is an example of a constant bit rate service, whereas signaling, IP, and
frame relay are examples of both connectionless and connection-oriented
variable bit rate services.

The ATM Adaptation Layer (AAL) has four general responsibilities:

■ Synchronization and recovery from errors

■ Error detection and correction
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■ Segmentation and reassembly of the data stream

■ Multiplexing

The AAL comprises two functional sublayers. The Convergence Sublayer
provides service-specific functions to the Services Layer so that the Services
Layer can make the most efficient use of the underlying cell relay technol-
ogy that ATM provides. Its functions include clock recovery for end-to-end
timing management; a recovery mechanism for lost or out-of-order cells; and
a time-stamp capability for time-sensitive traffic such as voice and video.

The Segmentation and Reassembly Sublayer (SAR) converts the user’s
data from its original incoming form into the 48-octet payload chunks that
will become cells. For example, if the user’s data is arriving in the form of
64-kilobyte IP packets, SAR chops them into 48-octet payload pieces. It also
has the responsibility to detect lost or out-of-order cells that the Conver-
gence Sublayer will recover from and to detect single bit errors in the pay-
load chunks.

The ATM Layer has five general responsibilities. They are

■ Cell multiplexing and demultiplexing

■ Virtual path and virtual-channel switching

■ Creation of the cell header

■ Generic flow control

■ Cell delineation

Because the ATM Layer creates the cell header, it is responsible for all of
the functions that the header manages. The process, then, is fairly straight-
forward: the user’s data passes from the Services Layer to the ATM Adap-
tation Layer, which segments the data stream into 48-octet pieces. The
pieces are handed to the ATM Layer, which creates the header and attaches
it to the payload unit, thus creating a cell. The cells are then handed down
to the Physical Layer.

The Physical Layer consists of two functional sublayers as well: the
Transmission Convergence Sublayer and the Physical Medium Sublayer.
The Transmission Convergence Sublayer performs three primary func-
tions. The first is called cell rate decoupling, which adapts the cell creation
and transmission rate to the rate of the transmission facility by performing
cell stuffing, which is similar to the bit stuffing process described earlier in
the discussion of DS-3 frame creation. The second responsibility is cell
delineation, which enables the receiver to delineate between one cell and
the next. Finally, it generates the transmission frame in which the cells are
to be carried.
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The Physical Medium Sublayer takes care of issues that are specific to
the medium being used for transmission, such as line codes, electrical and
optical concerns, timing, and signaling.

The Physical Layer can use a wide variety of transport options, including

■ DS1/DS2/DS3

■ E1/E3

■ 25.6 Mbps UNI over UTP-3

■ 51 Mbps UNI over UTP-5 (Transparent Asynchronous
Transmitter/Receiver Interface (TAXI))

■ 100 Mbps UNI over UTP-5

■ OC3/12/48c

Others, of course, will follow as transport technologies advance.

ATM Switch Design Considerations
The typical ATM switch consists of some form of high-speed switch fabric
across which connections will be made, a processor that controls the goings-
on within the switch, and a collection of input and output controllers that
govern access to and from the network. Because it is a relatively slow func-
tion, the control processor is only used to establish connections, manage
available bandwidth, and perform maintenance and management tasks.All
cell processing is performed in the much faster input controllers, the switch
fabric, and the output controllers.

ATM applications demand very high-speed switching, and the only way
to achieve the speed required by these applications is to use hardware-
based switching schemes in which software lookups play no role. All virtual
path and channel translations are performed in silicon, as is the actual
switching process.

ATM switches must also manage blocking processes, queuing perfor-
mance, and routing; they must also be scalable, reliable, and testable in the
event a failure occurs.

These considerations must be addressed during the design phase of any
ATM switch. The blocking nature of the switch must be considered; the
architecture and topology of the switch fabric itself must be carefully
selected; and finally, the physical location of cell buffers must be carefully
chosen because their location will determine the nature of the contention
resolution scheme that is to be employed.
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Two forms of switch fabric have emerged as acceptable solutions to the
ATM speed dilemma. Time-division multiplexing is the simplest fabric to
implement; in time-division systems, all cells are transmitted across a
shared medium—usually either across a common bus or an array of shared
memory—between the input and output ports. Both techniques work well,
although the shared-memory systems are typically faster than those that
employ the shared-bus architecture. The shared bus, however, is less expen-
sive to implement.

The second form of switch fabric relies on space-division multiplexing, a
technique in which large numbers of paths exist between input and output
arrays. In what are called self-routing systems, the input controllers attach
a routing tag to each cell using the same table lookup that they use to per-
form the VPI/VCI translations. Each element in the switch, then, uses the
tag to route the cell accordingly.

In label-based routing, the VPI/VCI label is used to select specific routing
tables within each element of the switch fabric. In theory, these work well
and are non-blocking; however, they don’t scale particularly well and are
therefore not as efficient as self-routing switches.

Another issue that ATM switches must contend with is cell buffering. It
is a well-known fact that although the provisioning of more buffers results
in less cell loss and congestion, it also results in greater delay. Efficiency of
use also plays a key role, so the method used to assign available buffers to
cell streams is critical.

In internally buffered systems, memory is provided within the switch
fabric so that the input and output queues share the available buffer pool.
This results in a very efficient model, but although it is scalable, it has some
difficulties providing cell prioritization and multicasting.

In externally-buffered systems, memory is physically located at either
the input or output ports, or both. When input queuing is implemented, the
buffer space is allocated at the ingress point, whereas with output queuing
the buffers are placed on the egress side. Output queuing is generally con-
sidered to be more efficient and can be improved through the use of shared
buffers, in which all output queues have access to a shared chunk of avail-
able memory. A feedback loop is provided for contention management pur-
poses.

Other characteristics of ATM switches include management of switching
delay and throughput, the number of user interfaces and ports available,
AAL and QoS support, support for both permanent and demand virtual
channels, point-to-multipoint support, congestion control across the net-
work, and a number of other options.
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All in all, the technology behind ATM switch architectures is reasonably
mature and improves routinely. The number of players in the manufactur-
ing sector continues to grow, and as both the market requirements and the
underlying technology are better understood, the switch business has
become quite competitive, leading to a variety of reliable, innovative, and
capable products to choose from.

The Players
The players on the ATM field include the edge and backbone switch manu-
facturers, as well as the service providers themselves.The ATM switch mar-
ket has segmented itself into two product areas: the edge switches, which
are analogous to local central office switches in the telephony domain, and
core switches, which are the equivalent of tandem switches. Edge switches,
as their name implies, are located at the edge of the network, and as such
provide the access point for users entering the network. They fall into two
categories. True ATM edge switches permit the connection of non-ATM
devices to the network, whereas ATM access switches are designed to
enable other ATM devices to connect. Among others, Lucent, Nortel, and
3Com all manufacture edge switches, with reasonably similar features. All
offer support for a wide variety of media and LAN schemes, as well as ATM
access ports and support for multiple virtual LANs. The price per port
varies somewhat, but not unreasonably so.

Furthermore, these switches support a wide (and growing) variety of
ATM features, such as IP over ATM, LANE, ATM UNI, and the full com-
plement of service levels such as ABR, CBR, UBR, and so on. In the LAN
environment, these switches support traditional Ethernet, Fast Ethernet,
Gigabit Ethernet, and typically rely on bus architectures within the switch.

Core or backbone switches, on the other hand, which are the tandem
switches of the ATM realm, are quite a bit more robust than the edge
switches, with throughput as high as 13 Gbps. The price-per-port is compa-
rable to that of the edge switches, but the feature and services complement
that they offer is somewhat expanded. In addition to the features supported
by the edge switches, ATM core switches also support LAN emulation client
and server, flow priority control, and extensive network management capa-
bilities. Leading switch manufacturers in the marketplace include Lucent,
Cisco, and IBM, among others.
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ATM Service Offerings
Plethora is a great word for describing the diversity of players in the ATM
services provisioning game. The traditional service providers (ILECs,
CLECs, and IXCs) support a wide variety of physical interfaces including
T1, DS3, OC3, OC-12, OC-48, and OC-192. Most support both CBR and
VBR, frame-relay interworking, and port oversubscription.

ATM is a technology that continues to be deployed in a broad range of
industries because it works well. One could say that ATM is like a well-
behaved child: “it plays well with others.” It is far from being the ideal tech-
nology solution for the transport of any particular protocol or service; after
all, the Public Switched Telephone Network (PSTN) is the best solution for
voice, whereas a dedicated network is better for video. For the broad mix of
multiple protocol types, however, ATM is ideal. In that sense, it is a lot like
a duck. A duck walks, swims, flies, and makes bird noises, but does none of
them particularly well—but it does do them all.

In Summary
So let me summarize the main points of this chapter. First of all, ATM
remains a robust, capable technology, with a great deal of promise in the
evolving transport and switching realm. It appears that its role will evolve
to that of an edge technology, sitting at the periphery of the network cloud,
serving as an aggregation technology for diverse traffic types for transport
across what will most likely be an IP-based wide area network fabric. The
ATM standards and services are largely mature, and offer granular control
over quality of service measures, class of service assignment, and band-
width management. Because of its cability to aggregate and therefore sim-
plify network architectures, it will help service providers avoid the
Winchester Mystery House networking problem, while still offering a diver-
sity of service types across a single, technologically simple, robust cloud. All
the players are here—service providers, manufacturers, and customers are
working well together to develop and support applications that run well
across ATM and that take advantage of its unique capabilities. Further-
more, it continues to evolve as a key technology in the ever-expanding
realm of “everything over IP.”

In short? Keep watching: the game ain’t over!
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For the past 13 years, I have spent the majority of my professional life
studying, writing, and teaching about the telecommunications industry and
the companies that comprise it. It has always been a matter of some fasci-
nation to me how those players’ roles have evolved over time as they adapt
to the changing winds of the telecommunications marketplace and the
chaotic evolutionary track of the various technologies that periodically
evolve from those that came before.

SONET and SDH live in a segment of the telecommunications industry
that is devoted to one thing and one thing only: improving the financial suc-
cess of the companies that build SONET and SDH networks. These include
incumbent local exchange carriers (ILECs) and PTTs, competitive local
exchange carriers (CLECs) and city carriers, long-distance carriers, and
more and more, the players in the non-traditional transport industry
including cable television, power, pipeline, railroad, and anyone else with
underutilized or redeployable right-of-way. Think about it: Sprint and
Qwest both emerged as spin-offs from the railroad industry; WorldCom has
its roots in Oklahoma’s natural gas pipelines; and any number of transport
providers have emerged from power companies all over the world.

We have already seen that bandwidth demand is at an all-time high and
will continue for the foreseeable future. We also know that the generic
transport services that the incumbents, new entrants, and long-distance
companies provide are rapidly becoming commodities, available from any
number of providers at rock-bottom prices. In classical supply and demand
terms, as supply goes up, demand goes down—and in another model, as
supply goes up and commoditization takes place, the price plummets, as
shown in Figure 6-1. When the price of a commodity drops precipitously,
margins on that product disappear. This is precisely the conundrum that
bandwidth providers face. Their principal deliverable, bits per second, is
offering rapidly accelerating and diminishing rates of return, which por-
tends one thing: if those companies wish to remain in business and solvent,
they must offer enhanced services to their customers above and beyond
simple bandwidth. That’s the increase revenue part of the equation
described previously. Furthermore, they must come up with a way to offer
that bandwidth in such a way that even in the face of precipitous margin
decline, it remains a profitable offering. That’s the reduce costs part of the
equation.
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SONET and SDH, as it turns out, are squarely positioned to address both
of these issues. Consider the evolution of the typical optical network. When
service providers first began to build long-haul optical transport systems in
the late 1970s and early 1980s, the networks were largely point-to-point, as
shown in Figure 6-2, because SONET, SDH, and the concept of a ring archi-
tecture had not yet arrived. Traffic that needed to be transported between
Dallas and Denver, for example, would travel across a dedicated point-to-
point optical link between the two end points. It wasn’t the least bit flexible,
but it offered bandwidth at high volumes and satisfied the nascent demand
for something beyond copper transport. The problem with this dedicated
model was twofold. First, it was highly vulnerable. A carefully situated
backhoe digging in the wrong place could easily disrupt massive volumes of
sensitive corporate traffic as well as voice, video, and other customer infor-
mation streams. Recovery meant either a lengthy dispatch and repair job or
some form of temporary reroute via digital or manual cross-connect.
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The second problem was that the model was limited in capacity. Natu-
rally, the optical span offered tremendous bandwidth, but everything is
finite, including an optical fiber. If the span were to be exhausted, the only
solution was to provision additional spans, illustrated in Figure 6-3. This
solution had two key downsides. First, it was inordinately expensive. To add
fiber capacity, the trench had to be opened, the fiber, amplifiers, and
repeater equipment had to be installed, and the hole had to be filled again.
That process involved enormous cost and time because of the human-
intensive nature of the installation process. A solution came in two forms,
one well before the other. The first was optical time-division multiplexing
(TDM), handled well by SONET and SDH, which enabled service providers
to transport multiple data streams across a facility by assigning time slots
to them. The second was Dense Wavelength Division Multiplexing (DWDM),
which permitted service providers to transport multiple higher bit rate
streams by assigning wavelengths to them, facilitating extremely high bit
rate transport. SONET/SDH and DWDM, then, played a major role in early
cost reduction efforts.

Network Evolution Begins
The next stage in the evolutionary process saw linear networks give way to
rings as the criticality of high-speed network transport became obvious and
the capabilities of the SONET/SDH overhead are realized. You will recall
that the K bytes give SONET and SDH the capability to monitor the health
of the network connections between multiplexers, the multiplexers them-
selves, and in the event of a failure to provide automatic protection switch-
ing as a way of surviving a cable cut. As the SONET/SDH overhead became
better understood, service providers began to explore alternative network
architectures that could take best advantage of the capabilities of that over-
head. Two architectures in particular emerged: the two- and four-fiber ring.
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Ring Architectures
As we described earlier, ring architectures have several advantages. The
first is the redundancy and survivability that the architecture provides. In
a two-fiber implementation, shown in Figure 6-4, the rings are typically
designated as a primary or active ring and a protect or backup ring. Live
traffic is carried on the active path under normal operations, whereas the
backup ring simply monitors the status of the overall system and trans-
ports keep-alive messages. In the event of a failure of the primary ring,
automatic protection switching kicks in, causing the devices on either end
of the ring breach to switch traffic (usually within 50 ms) to the backup
span. Under normal circumstances, the user will be unaware of the
switchover. This particular two-fiber architecture is known as a Unidirec-
tional Path-Switched Ring (UPSR).

In the event of a dual-span failure (due to the efforts of our overly dili-
gent backhoe driver described in Chapter 2), the ring wraps at the multi-
plexer nodes on either side of the breach, resulting in the creation of a
single span ring, but preserving the integrity of the transmission path. This
is shown in Figure 6-5.
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Two-fiber rings can also be configured in such a way that active traffic
travels on both rings simultaneously. This is known as a Bidirectional Line
Switched Ring (BLSR). Let’s assume that our ring is carrying 16 SONET
STS or SDH STM channels. In a BLSR configuration, eight of the channels
would travel on the clockwise ring, while eight would travel in the opposite
direction on the counter-clockwise ring. Under normal operating circum-
stances, any single payload component would simply travel from the origi-
nating multiplexer to the terminating multiplexer, as shown in Figure 6-6.

Should a failure of both rings occur between two multiplexers, the ring
would wrap, as shown in Figure 6-7. Note that the result is the same: the
traffic will take longer to reach its destination (which could be a problem for
some applications), but it will reach the destination nonetheless. Be aware
that the only devices that are aware of the nature of the failure in this sit-
uation are the two multiplexers on either side of the fiber cut that have to
respond to the failure.

Four-fiber rings, on the other hand, rely on a slightly different architec-
ture, shown in Figure 6-8. A four-fiber ring offers greater, more varied flex-
ibility. For example, let us assume that fibers A and B are serving as the
active path, while fibers C and D are serving as the backup. Because of
added capacity, we can now transport 16 channels on the clockwise path (A)
and 16 more in the counter-clockwise direction (B), as shown in Figure 6-9.
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Paths C and D remain quiescent. In this case, a payload component would
travel from the originating multiplexer to the terminating multiplexer in a
relatively linear fashion around the ring, as shown in Figure 6-10.
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Should the two primary fibers fail, as shown in Figure 6-11, the ring
recovers in exactly the same way the two-fiber ring did by routing traffic to
the backup span, but only to avoid the failed area. Again, only the devices
on either end of the failure are aware that the failure has occurred.

Should all four fibers fail, as illustrated in Figure 6-12, the BLSR has the
capability to recover. In this case, the active and protect spans work
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together to route around the failure point, converting the ring into a
toroidal shape and guaranteeing survivability and traffic delivery.

Ring architectures, then, provided a significant improvement over dedi-
cated, point-to-point designs in terms of flexibility, survivability, customer
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service, and revenue protection. Furthermore, as optical technology
advanced, the bandwidth available over a ring grew from 2.5 Gbps to 10
Gbps to 40 Gbps (and potentially beyond). Furthermore, the addition of
DWDM to an otherwise pure SONET or SDH ring added yet another layer
of transport capability that dramatically multiplied the overall capacity of
the architecture. This became particularly valuable with the increasing
focus on metropolitan applications.

The Metro Explosion
The metro region has enjoyed a great deal of technological attention in the
last 18 months because service providers have realized that this region of
the network has an enormous unmet need, and the service providers, along
with their manufacturer partners, have the wherewithal to address it. The
metro business market relies heavily on LAN technology, largely the vari-
ous flavors of Ethernet (traditional 10-Mbps, 100-Mbps Fast Ethernet, and
1,000-Mbps Gigabit Ethernet) for the transport of corporate data among
workers in one or more locations. The problem they face today is the result
of changing corporate work models. More and more, the concept of the sin-
gle, monolithic corporate headquarters building is going away in favor of
numerous smaller work locations that are located closer to the customer
and closer to suburban areas where employees live, illustrated in Fig-
ure 6-13. The need to share information among the people in those locations
has not changed (in fact, driven by the awareness of the strategic value of
shared information and interest in knowledge management, it may actually
be greater), so cost-effective solutions are needed to provide a way to trans-
port Ethernet traffic across the metropolitan area. SONET and SDH have
emerged as clear contenders for this responsibility, and manufacturers have
announced Ethernet-to-SONET/SDH-to-Ethernet products that meet the
demand.

From Rings to Meshes
Rings are wonderfully innovative network solutions, but they do have lim-
itations. First, in spite of all the capabilities they bring to the network, they
are not particularly flexible in terms of deployment. Users of them are
forced to transport their traffic along the single path that the ring provides,
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even if that path is a long way around from the source to the destination of
the transmission. In many cases, this poses no problem, but for the many
delay-sensitive applications that are emerging on the scene, such as voice
over IP, interactive and distributive video, and others, the added delay can
change the perceived quality of service, especially if a ring switch has
occurred, that adds even more end-to-end delay. In response to this evolving
perception, a new architecture has emerged on the scene. Interestingly
enough, it is not a new model, but rather one that has been around for along
time. Mesh architectures are suddenly enjoying great attention as the next
generation of networking to inherit the crown from the pure ring. This
model, shown in Figure 6-14, offers the multiple route capabilities of a ded-
icated network span alongside the survivable nature of a ring. The bulk of
the network is clearly a collection of point-to-point facilities that provide
shortest distance transport between any two end points, as illustrated by
Figure 6-15. However, the collection of dotted lines clearly represents a ring,
and the large number of alternate routes means that survivability is
assured alongside guarantees of least-hop routing. In the real world, fiber
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has now been deployed so extensively and universally that the ability to
build mesh networks has not become a problem.

The real issue with SONET and SDH as they evolve to accommodate the
needs of the so-called next-generation network is this: both must be modi-
fied in some way to transport the variety of data types that have emerged
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as viable revenue components in the emerging optical network. SONET and
SDH were designed to address the relatively predictable 64-Kbps transport
needs of voice networks that dominated the attention of service providers in
the pre-Internet world. However, with the arrival of the World Wide Web in
the early 1990s, transported traffic became a mix of predictable voice and
unpredictable, chaotic, latency-friendly packet data. As a result, SONET
and SDH were no longer capable of meeting the demands of all service
types as adequately as customers required, particularly given the nascent
interest in quality of service (QoS) as the principal differentiator among
access and transport providers. Qualities such as security, latency, granular
bandwidth provisioning, dynamic time-of-day provisioning, multiple levels
of service protection, and a host of others have garnered the attention of ser-
vice providers in general, particularly as they have begun to managerially
segment their networks into local, metro, regional, and long-haul quad-
rants. It is this differentiable quality of service capability that not only pro-
vides differentiation among the players in a rapidly commoditizing (if that’s
a word) market, but it also offers new approaches to revenue generation—
always a happy topic.

Because of the original services that they were designed to transport,
SONET and SDH networks for the most part comprise large, multinode
rings that interconnect to other rings as well as point-to-point facilities.
These architectures are well understood, fully functional, and widely
deployed, thus the cost of maintaining them on an ongoing basis is com-
paratively low. They provide ideal carriage for the limited requirements of
circuit-switched voice, offering not only low-latency transport, but surviv-
ability as well. If a failure occurs due to a fiber disruption, service can usu-
ally be restored in less than 50 ms, which means that voice traffic is not
affected.

As the traffic mix has evolved, however, the limitations of SONET and
SDH have become rather more evident. Each ring in a SONET or SDH net-
work is limited to a certain number of nodes, and each ring cannot exceed a
certain maximum circumference if transport QoS is to be assured. Thus, if
added capacity is needed in the network, the solution is to add rings, clearly
an expensive and time-consuming process. This stacked ring model also has
the disadvantage of being disparately managed, meaning that each ring
must be provisioned and managed on an individual basis, making the job of
the network manager rather more difficult.

Furthermore, SONET and SDH do not offer particularly flexible band-
width allocation capabilities. Originally created to transport 64-Kbps voice,
neither of the two adapts well to the transport of data traffic that has wildly
variable bandwidth requirements, in terms of both bandwidth assignment
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and predictability. Think about it: in a SONET network, bandwidth jumps
from 51.84 Mbps (OC-1) directly to 155.52 Mbps (OC-3) with no intermedi-
ate level. A customer wishing to make a minor upgrade must increase his
or her actual purchased bandwidth threefold, much of which he or she will
probably not use. And because SONET and SDH rings typically reserve as
much as half of their total available bandwidth for redundancy functions,
they are terribly inefficient.

The mesh model introduced earlier represents the solution to this set of
problems. In the last 3 years, optical networking has evolved in three sig-
nificant areas: the development of true all-optical switching and intelligent
routing, the extensive proliferation of fiber throughout most carriers’ oper-
ating areas, and the return of the mesh network.

In a ring network, nodes are connected to one another in such a way that
they do not have direct interconnection to one another—all node-to-node
traffic (other than between adjacent nodes) must flow along a rigidly deter-
ministic path from a source node to a destination. In a mesh network, every
node in the network is connected to every other node in the network, thus
enabling shortest-hop routing throughout the network between any two
end points.

The advantages of this design are rather strong. First of all, distance lim-
itations in mesh networks are largely eliminated because paths are created
on a shortest-path basis between nodes rather than all the way around a
ring. As a result, nodes represent the bottleneck in mesh networks rather
than the fiber spans themselves, which means that network operators can
increase capacity simply by adding nodes on a demand basis and increasing
transported bandwidth across the installed fiber infrastructure. This elim-
inates the stacked ring problem and dramatically improves upgrade inter-
vals, an area of some concern for most service providers.

Perhaps the greatest advantage of the mesh deployment is management:
unlike SONET and SDH, where rings must be managed largely on a ring-
by-ring basis, mesh networks are designed to accommodate point-and-click
provisioning, which shortens installation intervals from months in many
cases to hours. A number of vendors, including Astral Point, have put them-
selves on the map with this capability. Their focus is primarily on the met-
ropolitan marketplace, whereas players such as Sycamore have focused
their attention more on the wide area transport environment.

The mesh network also enables carriers to design distributed protection
schemes, which in turn enable them to use their available bandwidth much
more efficiently. SONET and SDH rely on redundant rings to provide 100
percent survivability, which on the one hand is great because it provides
100 percent redundancy, but on the other hand wastes 50 percent of the
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available bandwidth because of the reservation of an entire ring for the
eventuality of a rogue backhoe driver with a map of network routes in his
or her back pocket. Because of the tremendous flexibility of mesh topology,
entire routes do not need to be reserved. Instead, network designers can
allocate backup capacity across a collection of routes, thus preserving the
integrity of the network, while at the same time using the available band-
width far more efficiently than a ring. Furthermore, most carriers have
plans to offer a variety of protection levels to their customers as one of many
differentiable services; SONET and SDH, with their 100 percent, always-on
protection schemes do not lend themselves to this capability as a mesh
architecture, whereas a mesh can be provisioned in any of a variety of ways.
These include 0:1 protection (no protection at all), 1:N protection (one 
protect path that handles the potential failures of multiple paths), and 1:1
protection (dedicated protection a la SONET and SDH rings). The first is
obviously the most economical, whereas 1:1 protection is the most costly
because it offers 100 percent protection against network failures. Obviously,
mesh networks are far more complex than their ring counterparts and are
therefore significantly more difficult to manage. They require a level of net-
work management intelligence that is quite a bit more capable than that
provided by the SONET and SDH overhead bytes.

Both ring and mesh networks have their advantages and disadvantages,
as we have just discussed. Furthermore, SONET and SDH enjoy an enor-
mous embedded base of installed networks and service providers that have
made large capital investments to build them are loath to discard those
investments easily. Not only must hardware be modified, but the evolution
from ring to mesh involves modifications to provisioning systems, billing
systems, operations support, provisioning, and personnel training as 
well. The result of this is that most industry analysts believe that the end
result, at least in the near to medium term, is the evolution of hybrid net-
works that sport the best of both ring and mesh architectures, shown in Fig-
ure 6-16. Nevertheless, the demand for both will continue.

So when does one offer more than the other? When does a SONET or
SDH ring outperform a SONET or SDH mesh? The answers are varied, but
a few guidelines emerge repeatedly in analyses of the two. These are
described in the following section.

Fiber Issues

First of all, because mesh networks are more efficient allocators of band-
width than rings, they represent a better choice in carrier networks where
fiber exhaust or potential fiber exhaust may become an issue.
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Network Geography

In the core of the network, where long-distance, often less differentiated
traffic is transported, mesh networks will continue to be deployed. The far-
ther a network technology is installed from the actual customer and his or
her ever-evolving applications, the less differentiated it needs to be. Thus,
the network model that serves core transport is more concerned with vol-
ume than it is with differentiable service types. Mesh, then, represents an
ideal transport model for the network core.

Rings, on the other hand, will find a home along the margins of the net-
work and within the metro arena. Bandwidth in the metro region tends to
be generally cheaper than that deployed in the core. Furthermore, the need
to reserve bandwidth for restoration guarantees is less of an issue in the
metro area (and where mesh layouts are less common) because bandwidth
is cheaper. In the long-haul domain, however, where bandwidth is far more
expensive, mesh architectures provide a more efficient way to use band-
width while simultaneously offering high-volume transport and guaranteed
service.

The typical metro network environment comprises relatively low-speed
access rings (155.52 Mbps to 2.488 Gbps) that aggregate and transport traf-
fic from digital loop carrier equipment, corporate PBXs, and other customer
devices that generate and terminate traffic. In the central office, the traffic
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is passed through a digital cross-connect system of one kind or another that
grooms the traffic before passing it along to higher-speed aggregation rings.
These aggregation rings interconnect to carrier points-of-presence (POPs),
often in a metropolitan area, which in turn allow for hand off to wide area
network connections. This is illustrated in Figure 6-17.

Traffic Characteristics

The type of traffic being transported across a network can be a determin-
istic factor where network designers are considering deployment of ring
vs. mesh architectures. In small geographic areas, rings are well suited to
the transport of delay-sensitive traffic. Metro areas do not typically enjoy
mesh penetration, and because most customers are connected to nodes on
access rings rather than to nodes on a mesh, the model holds. In access
applications, SONET and SDH rings rise to the top of the capability
mountain; mesh, shown in Figure 6-18, shines when used in interoffice
implementations.
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For wide area transport, mesh networks provide ideal service character-
istics, particularly for the requirements of latency/delay-friendly data traf-
fic where volume may be very high, but potentially bursty as well.

Defining the Network Edge
The edge of the optical network has multiple definitions, but it can be some-
what defined as the interface between the core and the customer. The type
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of service provider also has some bearing on the definition of this particu-
lar network region because their responsibilities vary depending where
they sit in the pantheon of network operators. In the following section, we
will examine the major operators and their views of the network. First,
however, we should describe the nature of the device that performs the opti-
cal edge function. It is typically a device that performs add-drop multiplex-
ing (ADM) capability, multichannel transport through the use of DWDM,
and some form of switching and/or routing. It must offer capacity that is at
least equivalent to the bandwidth in a single DWDM lambda, typically
2.488 Gbps. This may provide a sticking point for some customers: ATM is
one of the most widely transported protocols over SONET and SDH net-
works.ATM chipset manufacturers, however, typically build their devices to
operate no faster than 622.08 Mbps. This clear disconnect could pose seri-
ous problems for operators looking to interface the two efficiently. It is, how-
ever, being addressed as awareness is very high.

Let’s consider now the companies in the telecommunications industry
that are most affected by this evolving technology model. They include the
Incumbent Local Exchange Carriers (ILECs), the Competitive Local
Exchange Carriers (CLECs), the Interexchange Carriers (IXCs), the Band-
width Barons, the Internet Service Providers (ISPs), and a few others. All
stand to benefit from the ongoing optical evolution; however, because they
play in wildly differing markets, their issues are also different.

The Incumbent Local Exchange 
Carrier (ILEC)

The typical ILEC (formerly RBOC) operates a network that is hierarchical,
comprising multiple levels of central offices that are interconnected by opti-
cal facilities that in turn feed bandwidth to multitenant units (MTUs) or
individual customers over fiber or copper distribution facilities. In their
minds, the edge of the network is either the central office or the end termi-
nal located at the customer premises.

ILECs tend to be relatively homogeneous in terms of the products and
services they provide. Their strengths lie in the access and transport busi-
ness, at which they excel; however, because of the commoditization of this
business, their ability to maintain marketshare is diminishing. For the
most part, they have grown by acquiring more of the same: Witness Bell
Atlantic’s acquisitions of NYNEX and GTE, or SBC’s acquisitions of Pacific
Bell, Nevada Bell, Ameritech, and SNET. They have expanded their foot-
print, but have not done much to diversify their product and service offer-
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ings. In fairness, they have good reasons for this strategy; the ILECs have
realized that with long-distance relief pending, they must create a wide
area presence for themselves. Their larger business customers are not nec-
essarily local companies; although they may have a local presence, they
tend to be national or even global. If the ILECs are to become full-service
service providers, they must be able to serve those customers on an end-to-
end basis, thus eliminating the need for intermediaries. Without a wide
area data network, they cannot accomplish this. The fact is the market is
the ILECs’ to lose. Many analysts believe that customers will buy all ser-
vices from the local service provider, if the local service provider has the
ability to provision them. The holder of the access lines rules; consequently,
much of the company convergence activity of late has revolved around
acquisition of access lines. Consider Qwest’s acquisition of USWest or
Global Crossing’s acquisition of Frontier. On a slightly different level,
AT&T’s acquisition of TCI is clearly a gambit for local loops and more will
follow.

So are ILECs a dying breed? Will they be brought down by the smaller,
more nimble CLECs that are nibbling away at their longstanding customer
bases? There is no question that they face some serious challenges. Their
networks were designed around the idea that they would control 100 per-
cent of the market and are therefore not the most cost-effective resource in
an open and competitive market. Other models are far more cost-effective
than the ILECs’ circuit-switched infrastructures. As a result, the ILECs are
reinventing themselves a piece at a time and are, of course, expanding their
market presence in a variety of ways.

ILECs stand to benefit from the evolving nature of the network edge pri-
marily due to simplification. By reducing the number of layers and network
elements that they manage, they will be able to reduce provisioning times
and improve overall customer service quality. As their customers clamor
more for IP services and less for legacy circuit-switched transport, the evo-
lution will enable them to migrate efficiently to a common network fabric
for all services in response to the call for convergence. Furthermore, they
will enjoy enhanced efficiency as they move away from the largely overpro-
visioned networks that are characteristic of SONET and SDH.

The Competitive Local Exchange 
Carrier (CLEC)

Because of their overall focus on the metro area, CLECs will modify their
networks to enable them to efficiently interconnect with interexchange car-
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rier points-of-presence (POPs) so that they can offer a full suite of services
to their customers. In their minds, the edge of the network is slightly dif-
ferent than their ILEC relatives—they see it as the ILEC central office
where they interconnect, the collocation cage, or the customers’ equipment
closet where they terminate their service.

The CLECs are similar to the ILECs in that they sell a commodity. They
differ from the ILECs, however, because they tend to sell the more lucrative
products and avoid the markets and services that don’t enjoy high returns.
For example, many CLECs focus on residential voice customers, whereas
others go after business customers. All CLECs are not created equal; their
business strategies and business plans for carrying out those strategies and
satisfying customers vary dramatically from company to company. They
are, however, good performers within their identified market niches. The
CLECs are obviously after the same access lines that the ILECs want to
protect; the ongoing convergence of medium-size CLECs is nothing more
than a positioning move.

CLECs face significant obstacles by virtue of the fact that they are
CLECs. As alternatives to the ILECs, they rely on interconnection agree-
ments with them because they must have a collocation presence within the
ILECs’ central offices to provide service. The 1996 Telecommunications
Reform Act mandates that before the ILECs will be allowed into the long-
distance market, they must demonstrate that they have opened their local
market to competitors, providing equal access to unbundled facilities, such
as local loops and certain services. CLECs often complain that, although the
ILECs have agreed to the stipulations, they are not particularly quick to
respond to CLEC requests for interconnection service and therefore have
the ability to exert some control on the pace at which CLECs can enter their
markets. Of course, some checks and balances are in place, such as Section
251 of the 1996 Communications Act. This component of the law requires
that ILECs sell circuits, facilities, and services to their competitors that are
“at least equal in quality to that provided by the local exchange carrier to
itself or to any subsidiary, affiliate, or any other party to which the carrier
provides interconnection.”

The ILECs control 90 percent of the access lines in the United States,
so CLECs face a significant challenge. Many CLECs claim to be able to
offer better, more customized service than their ILEC competitors. Most
customers agree that the technology products sold by the ILECs and the
CLECs are identical. The difference, they claim, is the way they deal with
their customers. CLECs believe themselves to be more customer focused,
claiming that the ILECs are still plagued by legacy monopoly mentality.

Chapter 6194

Players and Futures in the SONET/SDH Game

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



Whatever the case, some CLECs have initiated differentiation programs
to help them garner the favor of customers, such as payback plans for
downtime, online real-time usage reports, and negotiated service level
agreements.

Ultimately, the success of the CLECs relies on three critical success fac-
tors. Local number portability must be viable, functional, and available;
operations support standards must be in place and accepted; and discounts
for unbundled network elements from ILECs must be on the order of 50
percent.

Like the ILECs, the CLECs stand to benefit greatly from the creation of
the optical edge. They too will benefit from a simplified network architec-
ture that will in turn lead to better, faster customer service. It will also
enable the efficient migration to a packet network that will satisfy the
demands of IP customers.

The Interexchange Carriers (IXCs)

Today’s IXC has a multitiered network with central offices interconnected
by DWDM-enhanced optical spans. They often employ ATM as their switch-
ing protocol and as a way of provisioning granular service quality levels. In
their eyes, the edge of the network is the metropolitan hub point where
multiple disparate services are aggregated for transport across high-speed
backbone facilities.

The interexchange carriers face the greatest challenge of all the players,
but are also the companies demonstrating the most innovative behavior in
the face of adversity. With companies like Qwest and Level 3 building mas-
sively overcapacitized fiber networks, bandwidth is becoming so inexpen-
sive and so universally available that it is evolving to a true commodity.The
margins on it therefore are dropping rapidly. Furthermore, the number of
companies that have entered the long-distance market has grown, as has
their diversity: although the legacy players (AT&T, Sprint, and WorldCom)
continue to hold the bulk of the market, a collection of power companies,
satellite providers, and bandwidth barons have entered the game and are
seizing significant pieces of marketshare from the incumbents.

In response, the IXCs are fighting back by diversifying. All have entered
the ISP game, offering Internet access across their backbones at competi-
tive prices. They have also bought or built local twisted pair access infra-
structures, cable companies, satellite companies, and a host of others.
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Consider AT&T as an example. Beginning with their long lines division, the
company has grown into a multifaceted powerhouse that now owns a broad
collection of companies offering diverse network services. They are a long-
distance, local, wireless, ISP, portal, cable company, and have aggressive
plans to be a true, full-service telecommunications provider as they flesh
out their strategy for market positioning.

The optical edge provides a benefit to the IXCs in a variety of ways. It
enables them to reduce their managed protocol layers (SONET/SDH, ATM)
as a way to improve service provisioning and ongoing management, and
helps them improve their cost effectiveness by reducing the total number of
managed elements they must deal with.

The Bandwidth Barons 
(aka Carriers’ Carriers)

These companies make their money by efficiently provisioning and selling
bandwidth as a commodity to large volume customers.Their network is typ-
ically a DWDM backbone, often running ATM at Layer 2 and IP at Layer 3,
that interconnects major metropolitan hub locations where traffic can be
aggregated at enormous volumes for transport across the backbone. For
these companies, the edge of the network is typically at these aggregation
points where individual DWDM lambdas are connected to add-drop multi-
plexers and core network routers, sometimes running MPLS.

These companies used their access to right-of-way to build massive,
global, optical transport networks. They include such heavyweights as
Qwest, Level 3, Global Crossing, 360Networks, and Tyco. Their intention
has always been to make bandwidth as inexpensive as possible in order to
become the carrier’s carrier, selling bandwidth to everyone in huge, inex-
pensive quantities. Most of them started as commodity providers, but soon
moved up the optical food chain as they added new services. Consider, for
example, Qwest CyberSolutions, the joint venture company between Qwest
and KPMG that provides global ASP services. Qwest’s network architecture
speaks to their commitment to provision massive amounts of bandwidth:
two diversely routed conduits house two cables, each with 96 optical
strands per cable. Each strand is further subdivided through DWDM into
40 individual wavelengths, each operating at OC-192; the result is a net-
work that offers an almost unimaginable 154 Tbps of bandwidth, many
times the capacity of AT&T’s network.Again, the key to success in this mar-
ket is to provide more than simply bandwidth.
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The bandwidth barons stand to benefit from the realization of the opti-
cal network edge for many of the same reasons already stated: it enables
them to reduce the complexity of their networks, thus influencing the speed
and quality with which they can deploy service.

The Internet Service Providers (ISPs)

The ISP, particularly the facilities-based ISP, typically builds a network by
leasing high-bandwidth optical facilities for the interconnection of their
routers. To them, the network edge lies at the metropolitan carrier point-of-
presence where the ISP’s edge routers reside. Their biggest concern today is
the incredibly competitive nature of their business and ongoing winnowing
of the ISP herd.

ISPs benefit from the creation of the optical edge because it enables them
to expand the variety of their IP-based services, thus providing much-
needed differentiation.

Connecting to the Last Mile
Technology has one universal truth: the closer one gets to the end user, the
more diverse and complex the network becomes. In the world of optical net-
working, this statement is equally true. At the network’s edge, the local loop
must support multiple access technologies and multiple standards, includ-
ing SONET, SDH, frame relay, ATM, and IP. In response, companies have
emerged that focus on the creation of wide spectrum network management
systems that not only handle multiple protocols and services, but are flexi-
ble, scalable, single-seat systems that reside at the periphery of the net-
work, close to the customer, rather than in the shadowy recesses of the
central office. These systems will support the simultaneous provisioning of
broadband voice and data applications, and will help to realize the true
promise of convergence.

So will fiber ever reach the home or small office? Absolutely. However,
certain caveats must first be satisfied, such as the cost of optoelectronics,
the dearth of optical interfaces on consumer equipment, network limita-
tions, and regulatory issues. In the meantime, alternative solutions have
emerged with varying degrees of success, such as Hybrid Fiber/Coax (HFC)
architectures that take advantage of in-place, fully functional wiring
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schemes. HFC is considered to be a relatively low-cost solution for extend-
ing the reach of fiber. In the last few years, however, a number of fiber-to-
the-home projects have been initiated worldwide, providing optical local
loop connectivity to more than 300 million potential lines.

Metropolitan access is characterized by the deployment of ring architec-
tures, used for the aggregation and transport of low-speed traffic. For exam-
ple, a carrier might deploy a 10-Gbps SONET or SDH metropolitan ring
throughout a large city, which would then interconnect to lower speed, 2.5-
Gbps access facilities—either point-to-point circuits or rings. SONET/SDH,
as well as DWDM, are key technologies in this environment; ILECs/Incum-
bent PTTs and CLECs/City Carriers are involved in this segment of the
marketplace, where they wish to serve as peering points in the network,
providing high-speed interfaces to multiple protocols, technologies, and
companies.

The ILECs/Incumbent PTTs, on the other hand, face unfettered compe-
tition from all sides, but they remain in an enviable position: they control
access to the bulk of the customers through their control of the access lines.
Their primary goal is to add high-speed access as quickly as they possibly
can while continuing to ensure that they can deliver on promises of QoS.

Some service providers have reinvented themselves as broadband access
carriers, offering a wide array of high-bandwidth access options, including
DSL, cable modems, and wireless solutions. These broadband access
providers face a different set of issues than traditional carriers. First, they
do not have a great deal of experience managing high-bandwidth access ser-
vices, and have never seen the tremendous growth that currently charac-
terizes the market. Second, they tend to be quicker and more nimble than
their traditional counterparts, making technology decisions that are in the
best interest of their customers based on economies of scale and the poten-
tial to generate added revenue in innovative ways. These companies must
deploy the most current technologies and must ensure scalability if they are
to meet the growing demands of their customer base. Many believe that
these companies may eventually “own” the customer as broadband access
catches on. They are deploying high-speed architectures designed to sup-
port the requirements of telecommuters, remote office installations, wire-
less business access, Gigabit Ethernet interoffice communications, and
regional ISPs. For example, a carrier might deploy an OC-48/STM-16 metro
ring that provides transport for traffic that originates on DSL-equipped
local loops, interconnecting remote workers with a corporate network else-
where in the metro area. Another carrier might deploy an all-optical metro
infrastructure to support the huge traffic increases between base stations
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that result from the deployment of third-generation wireless services. As
data access over cable becomes more common, a carrier might build a high-
speed access network designed to aggregate and transport traffic between
cable customers and an ATM backbone.

As wireless local loop technologies such as the Local Multipoint Distrib-
ution Service (LMDS) find their way into the business access domain,
broadband metro carriers will roll out high-speed rings to satisfy the
demands of these and other similar services. Similarly, a regional ISP, with
a need to connect to multiple Network Access Points (NAPs) and database
locations, may be served by a broadband metro carrier’s 10-Gbps metropol-
itan ring, which provides transport for traffic that originates on low-speed
services, such as OC-48/STM-16, OC-3/STM-1, and traditional TDM ser-
vices. Finally, a metropolitan ring can be used to interconnect corporate
LANs; several vendors have deployed multiprotocol multiplexers that
enable Gigabit Ethernet to be transported across a 10-Gbps ring—clearly
an application with promise given the widespread deployment of Ethernet
technology.

Metropolitan transport is precisely what the name implies: the segment
of the transport market that delivers the high-speed rings used to aggre-
gate and move low-speed traffic between locations or onward to a wide area
transport environment. Finally, metropolitan enterprise is the realm of
innovative access techniques designed to provide high-bandwidth solutions
for businesses.

Reinventing the Network
Contrary to the belief that many would like to have, SONET and SDH are
far from dead. They are among the most widely deployed transmission sys-
tems, and are deeply embedded in long distance, enterprise access, and even
metro transport and access networks. The current direction seems to indi-
cate that these technologies will enjoy a long, slow decline to retirement as
more capable optical technologies replace them. However, this will take the
form of a slow evolution, not a slash-cut revolution. As the demand grows
for more flexible bandwidth allocation, the technology will see to it that the
available bandwidth exceeds the demand. The network will grow and
evolve to accommodate the changes in the user and application profiles, cre-
ating enormous opportunities for emerging optical transmission technolo-
gies. The downside, of course, is that this evolution brings with it a rise in
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complexity as additional network elements are added, placing greater
demands on network management systems to ensure that they are up to
the task of meeting the unwavering demands of an increasingly exacting
and technically competent customer.

Toward a New Network Paradigm
The answer to this conundrum is to reduce the overall complexity of the
network by lowering the number of network elements, replacing copper net-
works with optical, and improving the reliability of the network as a whole.
These can be done, but in some cases, they run contrary to the direction that
the network has taken. For example, until recently, optical components
were corralled in the physical layer as SONET or SDH devices, providing
physical transport capability for ATM and frame relay networks, which in
turn provided switching fabric for Layer 3 protocols, such as IP. With the
arrival of wavelength division multiplexing (WDM) in the late 1990s, an
additional optical sublayer was created below SONET/SDH, and at the end
of the 1990s, we saw the arrival of optical switching, which burrowed into
the space between the physical layer (SONET/SDH) and the switching
layer (ATM/frame relay). This resulted in a growth in complexity as the
three-layer protocol stack became a five-layer protocol.

Today, a move is afoot to collapse the stack again by evolving to an all-
optical network. Current product offerings make it possible to deploy opti-
cal networks not only in the long haul, but in the metro and access regions
as well.

Why the Evolution?
One of the principal driving forces behind the evolution to all-IP networks is
convergence. Traditionally defined as a technology phenomenon, conver-
gence has more recently been recognized as a troika comprising a technology
component, a company component, and a services component. Technology
convergence defines the vortex that is inexorably pulling the industry toward
packet-based IP networks because it makes sense to do so. As quality of ser-
vice (QoS) protocols and techniques continue to evolve, and as network
devices evolve to be able to respond to QoS demands, services will move to
the IP network because it provides a quality-centric, universal protocol
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substrate that will support all service types across a single network infra-
structure. From the point of view of a service provider, this is an ideal con-
struct because it means that they can eliminate the multiple networks,
support services, and billing infrastructures that they currently operate in
favor of a single converged transport environment. Today, the typical large
service provider operates the public-switched telephone network (PSTN), the
frame relay network, the ATM network, the IP network, the ISDN and DSL
overlay networks, and in some cases, wireless and X.25 networks. For each
of these, they must have maintenance, installation, operations, accounting,
configuration, and provisioning systems, and personnel and network man-
agement centers capable of monitoring them. The fact that they communi-
cate with each other and occasionally share resources and customers makes
their management that much more complex.

Now, consider the advantage of the IP migration that is inexorably
underway. If convergence is real and it becomes possible to migrate all of
these disparate services to a single network infrastructure, the service
provider will realize significant benefits as the business of providing net-
work services undergoes massive simplification. Already, ATM providers
offer a service called frame relay bearer service (FRBS) from their ATM net-
works; customers requesting frame relay service are handed a frame relay
interface, and their frames are transported into the network. There, they
are converted to cells for wide area transport across the ATM backbone, and
converted once again to frames upon delivery to the receiving interface.
Does the customer know that his or her data was actually transported as
ATM traffic? No. Does it matter? Absolutely not—provided the agreed-upon
quality of service stipulated in the frame relay service level agreement 
is met. In this example, the service provider has the ability to essentially
halve their network complexity by delivering two services from a single 
network.

If we take this to its ultimate conclusion, we find a network that is capa-
ble of delivering all services with equally appropriate QoS levels. The ser-
vice provider truly has become a service provider, now capable of focusing
on the demands of the customer rather than on the underlying technology.

However, the convergence phenomenon involves more than just IP
implementation and the other attendant technologies that make possible
the migration to a packet-based infrastructure. A second aspect of conver-
gence is company convergence, defined by the merger and acquisition feed-
ing frenzy that is currently underway in the telecommunications industry.
Most companies have realized that although they are technologically very
good at what they do, two other critical truths define them. First, more and
more, customers don’t care, and don’t want to care, about the underlying
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technologies that make their services work. This is illustrated in Fig-
ure 6-19. They are content to simply accept the services that the technolo-
gies make possible and happy to know that the service provider will worry
about the network, leaving them to worry about their own products and ser-
vices. Second, as customer demands become more stringent, players in the
telecommunications game have come to realize that they need more capa-
bility than they currently have. Given the pace of the industry they are in,
they also know that they do not have the time to develop that capability in-
house, so instead, they go out and buy it in the form of an acquisition, a
merger, or a strategic alliance. Their overall set of capabilities, then, grows
with minimal pain and at a pace that is acceptable to the customer.

The third component of the convergence troika is services convergence.
Tied in tightly to the other two parts, service convergence speaks to the fact
that the average customer is looking today for a single source for their
telecommunications networking services. The fact that those services may
derive from the combined capabilities of multiple smaller companies is
immaterial; what matters is that the customer gets the products and ser-
vices that he or she requires to do business.

How does this tie together, then? Rather elegantly, actually. If a product
or service provider properly assesses the needs of their customers, they can
position themselves to be much more than simply a box provider.

Consider the following example. Acme Router Corporation sells high-
quality hardware that supports the growing Internet industry. When its
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customers call to place orders, Acme responds quickly, shipping precisely
what the customer asks for, always within the time frame requested. Acme
doesn’t really know why they are called, but they are happy to be the ven-
dor of choice. In this case, Acme is nothing more than a commodity provider.
Chances are good that they are being chosen because they are the lowest-
cost vendor, and because commodities are defined as products that are dif-
ferentiable on price alone; this is probably not the best business model for
Acme to engage in.

Now, change the model slightly. Acme, now a proactive provider of router-
based services, expends considerable effort to understand not only the busi-
ness drivers of their own customers, but also the forces that affect their
customers’ customers. By understanding what it is that drives the so-called
third tier, Acme can anticipate the requests that its direct customers will
have, and provide a solution when they call—or better yet, be able to call
them with a proposal based on Acme’s unique understanding of the cus-
tomer’s marketplace. If Acme understands what services the third tier will
be looking for, then they understand what services they should be posi-
tioned to provide. Furthermore, if they know the services they should have
in their pantheon of capabilities, then they know what technologies they
must add to their collection to meet those requirements, and therefore know
which technology companies they must ally with in order to round out their
complete service offering. This is convergence at its best: a combination of
technological capability, marketplace understanding, and an unrelenting
focus on service with an understanding that it is service, not technology,
which drives the telecommunications economy.

The Evolving IP Model
As the traditional voice-centric central office bends to the pressure of
diverse quality of service requirements from heterogeneous traffic types, a
new network architecture is evolving that satisfies these demands. The
architecture, shown in Figure 6-20, comprises a four-layer protocol stack.
The Internet Protocol (IP), shown at the top, lies at the center of this great
evolution. With the possible exception of the SS7 signaling protocols, IP is
the world’s most widely deployed protocol. It also provides us with the only
truly universal addressing scheme in existence, and is embedded deeply in
every network operating system deployed today that is of any consequence.
It has become the focal point for such environments as call centers, where
universal routing of multiple traffic types to a single operator is highly
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desirable. Prior to the introduction of IP and unified messaging, the ability
to do that was complex, costly, and people intensive. Each operator required
multiple phone lines, and the call center required call routing software that
was complex and costly in its own right. IP, in concert with other Internet-
derived protocols such as HTTP, allows for tremendous simplification of the
call routing algorithm. Consider the following example. To contact the
author of this book using every possible business contact technique, you
would need an office telephone number, a fax number, a home telephone
number, an e-mail address, a cell phone number, a pager number, and so on.
Chances are very good that the numbers would not be sequential and would
therefore be difficult to remember.

IP’s Promise
Now, consider the promise of IP’s unified messaging concept. Instead of
multiple unrelated numbers, the author could be contacted over an IP net-
work in every possible way by typing

■ Steve@office.ShepardComm.com

■ Steve@fax.ShepardComm.com

■ Steve@home.ShepardComm.com
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■ Steve@mail.ShepardComm.com

■ Steve@cell.ShepardComm.com

■ Steve@pager.ShepardComm.com

Clearly, this is a far simpler way to operate a business or call center, and
dramatically simplifies the contact process for the customer. IP, then, pro-
vides the global addressing and universality required to make this possible.

Today, IP has a single drawback that is something of a showstopper.
Because it was originally designed for the routing of connectionless,
delay-insensitive data traffic across a packet network, it does not provide
adequate QoS granularity to the broad range of services that it is now
being asked to deliver. IP is something of a proletarian protocol in that it
treats all traffic equally. By and large, in its native mode, it is incapable
of discriminating between high- and low-priority packets. This, of course,
is a problem because the diverse nature of traffic today requires a vari-
ety of QoS levels if the service provided by this single network fabric is to
sell. Several options are either available or under development to accom-
plish this.

IP Version 6 (Ipv6)

The first of these is the next generation of IP, known as IP Version 6 (Ipv6).
In Ipv6, the protocol header has been redesigned to provide space for spe-
cific bytes that can be used to indicate the QoS parameters required for
each packet so that network routers can handle them accordingly. However,
IPv6 is far from ready to be commercially deployed, and although it has
been tested and is being trailed today, its widespread deployment is still a
bit over the horizon.

Tag Switching

A second method is to use a technique called tag switching. Originally
developed by Cisco for quality control in large router networks, tag switch-
ing precedes each packet with an additional field, called a tag, which con-
tains QoS requirements that network routers can take into account as they
make routing decisions. Tag switching is a very capable technique, but has
the drawback of being proprietary—it only works on Cisco routers. In
response, an open, vendor-independent form of tag switching was developed
called Multiprotocol Label Switching (MPLS).
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Multiprotocol Label Switching (MPLS) When establishing connec-
tions over an IP network, it is critical to manage traffic queues to ensure
the proper treatment of packets that come from delay-sensitive services
such as voice and video. In order to do this, packets must be differentiable,
that is, identifiable so that they can be classified properly. Routers, in turn,
must be able to respond properly to delay-sensitive traffic by implement-
ing queue management processes. This requires that routers establish both
normal and high-priority queues, and handle the traffic found in high-
priority routing queues faster than the arrival rate of the traffic.

MPLS delivers QoS by establishing virtual circuits known as Label
Switched Paths (LSPs), which are built around traffic-specific QoS require-
ments. Thus, a router can establish LSPs with explicit QoS capabilities and
route packets to those LSPs as required, guaranteeing the delay that a par-
ticular flow encounters on an end-to-end basis. It’s interesting to note that
some industry analysts have compared MPLS LSPs to the trunks estab-
lished in the voice environment.

MPLS uses a two-part process for traffic differentiation and routing.
First, it divides the packets into Forwarding Equivalence Classes (FECs)
based on their QoS requirements, and then maps the FECs to their next
hop point. This process is performed at the point of ingress at the edge of
the network. Each FEC is given a fixed-length label that accompanies
each packet from hop to hop; at each router, the FEC label is examined
and used to route the packet to the next hop point, where it is assigned a
new label.

MPLS is a shim protocol that works closely with IP to help it deliver on
QoS guarantees. Its implementation will enable the eventual dismissal of
ATM as a required layer in the multimedia network protocol stack.
Although it offers a promising solution, its widespread deployment is still a
ways in the future because of the logistics of deployment.

Multiprotocol Lambda Switching (MP�S) Multiprotocol Lambda
Switching (MP�S) is the latest innovation to come along in some time.
Lambda switching (sometimes called photonic or wavelength switching) is
used in optical networking to switch individual wavelengths onto separate
paths for specific routing. In conjunction with technologies such as DWDM,
which enables 80 or more separate wavelengths to be transmitted on a sin-
gle optical fiber, lambda switching enables a light path to behave like a tra-
ditional virtual circuit.

Lambda switching works in much the same way as traditional routing
and switching. Lambda routers, which are also called wavelength routers or
optical cross-connects, are positioned at network junction points. The
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lambda router takes in a single wavelength of light from a fiber and recom-
bines it into another fiber. Lambda routers are being manufactured by a
number of companies, including Ciena, Lucent, and Nortel.

Multiprotocol Lambda Switching is a variation on the MPLS theme,
where specific wavelengths are used instead of labels as circuit identifiers.
The specified wavelengths, like the labels, make it possible for routers and
switches to perform routing functions without having to open the packet for
addressing information.

Asynchronous Transfer Mode (ATM)

The third technique, and the one that holds the greatest promise today, is
found one layer down the protocol stack. ATM provides granular QoS con-
trol through the capabilities of its Adaptation Layer (AAL).

The ATM Adaptation Layer at the ingress switch examines customer traf-
fic as it arrives at the switch and then, based on the nature of the traffic,
classifies it according to its QoS requirements based on three parameters:
whether the traffic is connectionless or connection-oriented, whether it
requires a fixed or variable bit rate, and whether or not an explicit timing
relationship exists between the sending and receiving devices. Once these
have been determined, the ATM ingress switch assigns a service class to the
cells that make up the traffic stream and transmits them into the network,
knowing that ATM’s highly-reliable connection-oriented transport architec-
ture and each switch’s capability to interpret and respond to the assigned
service class will ensure that the QoS mandate of the sending device will be
accommodated on a network-wide basis. Thus, ATM provides QoS today.

Dense Wavelength Division 
Mulitplexing (DWDM)

Finally, we arrive at the lowest level of the protocol stack where we
encounter DWDM. DWDM offers massive bandwidth multiplication capa-
bility and is in widespread use today. DWDM is discussed in more detail
elsewhere in the book, but suffice it to say that it is a form of frequency-divi-
sion multiplexing, operating in the infrared domain, that enables multiple
wavelengths of light to be simultaneously transmitted down the same fiber,
significantly increasing the available bandwidth of the fiber and providing
a cost-effective bandwidth multiplication solution to the provider. In fact,
industry estimates show that the per-mile cost to trench in new fiber as a
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bandwidth relief effort is approximately $70K per mile; adding the same
bandwidth by changing the end points to include DWDM costs a much-
reduced $12—20K per mile.

There is nothing new about DWDM. In fact, it relies on technology that
has been in widespread use throughout the network since the 1960s in the
form of frequency-division multiplexing, the technique of dividing a broad
swath of spectrum into chunks and assigning each chunk to a different cus-
tomer. As a technique for the facile multiplication of bandwidth, DWDM is
a technological hero.

Of course, the success of WDM is more involved than simple multiplex-
ing. Fundamental to its success was the capability to eliminate the optical-
to-electrical-to-optical (O-E-O) conversion that was necessary for switching,
multiplexing, and signal regeneration—a process analogous to amplifica-
tion in the analog transmission world. The first important accomplishment
that led to this simplification was the development and widespread deploy-
ment of the all-optical amplifier.

Optical amplification, explained earlier, is the direct result of a sublime
understanding of quantum physics. Erbium-Doped Fiber Amplifiers
(EDFA) amplify signals in the optical domain, completely eliminating the
O-E-O conversion that must normally take place.

EDFA is the technology that makes Wavelength Division Multiplexing
commercially possible. By eliminating the need for electrical to optical con-
version, the promise of the all-optical network can begin to be realized.

Before WDM became commercially available, optical transmission sys-
tems were for the most part limited to the transmission of a single wave-
length per fiber, thus limiting the bandwidth of that fiber rather
substantially by today’s measure. As optical networking techniques contin-
ued to advance, however, this limitation became a non-issue. The original
WDM systems developed by Lucent Technologies’ Bell Laboratories had the
capability to transmit as many as four wavelengths of light down a single
fiber.Today, DWDM systems routinely carry as many as 160 different wave-
lengths per fiber by assigning a different frequency, or color, to each stream
of information. Individual lasers operating at different wavelengths, or sin-
gle lasers operating at multiple wavelengths, transmit the information into
the fiber, thus enabling enormous bandwidth to be offered from a single
fiber.

At the time of transmission, the optical signal is amplified at the ingress
point, after which it enters the fiber. Depending upon the nature of the fiber
itself, the signal is then amplified every 40 to 60 miles to overcome the
inevitable weakening of the signal that occurs over distance.
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Using DWDM, service providers have the ability to add bandwidth to an
existing fiber-optic network without having to engage the services of a back-
hoe. This becomes important when the costs involved are examined. As
mentioned earlier, when adding fiber to an existing network as a way to
increase available bandwidth, the cost can be as much as $70K per mile. On
the other hand, the addition of DWDM electronics at the end points to
accomplish the same thing can cost as little as $12—20K—a significant dif-
ference. Much of the cost, of course, is labor, the requirement for which is
dramatically reduced when the need for outside plant work is eliminated.
This technique is often referred to in the industry as the deployment of vir-
tual bandwidth because physical resources have not been added to bring
about the improvement in the network that has taken place. In the same
way that EDFA provided low-cost and highly effective amplification to opti-
cal spans, other innovations have helped to reduce the complexity and
expense of the migration from electrical to hybrid to all-optical networks.
For example, optical switches, which use arrays of micro-mirrors, refractive
bubbles in fluid-filled chambers, and the natural resonant frequency of cer-
tain types of crystals, make it possible to eliminate electrical switching ele-
ments. Tunable lasers eliminate the need for multiple lasers operating at
specific frequencies and reduce sparing requirements for service providers.
Advanced and highly accurate optical filters provide channel separation in
densely packed wavelength division systems, making it possible to dramat-
ically expand the total bandwidth of an optical span. Management and
monitoring systems, specifically designed for optical networks, make it pos-
sible to discretely manage these networks at highly granular levels, thus
ensuring the ability to meet the requirements of customer service level
agreements.

Protocol Assemblies: Putting 
it Together
IP, ATM, SONET/SDH, and DWDM represent a powerful and robust proto-
col stack, but in the minds of many industry pundits, they are far from
being the ultimate network design for the full-service transport fabric. One
significant complaint that is often voiced about this four-tier stack is that it
is highly overhead intensive. True enough: IP, ATM, and SONET/SDH all
add considerable overhead in the process of doing what they do. However,
remember the adage: “if it ain’t broke, don’t fix it.” Although this phrase has
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some truth, many argue that the model is broken and can be significantly
improved.

Consider what happens to customer traffic as it enters the following IP-
based network. The stream of data enters the ingress router where it is
chopped into pieces. A header is attached to each piece, which contains
information used to route the packets from the source to the destination.
This header, although substantial, is usually inconsequential because IP
packets tend to contain thousands of bytes of payload (user data).

The IP packets are then handed down to the ATM layer, where they are
further segmented into 48-octet pieces. Each is given a five-byte header to
form ATM cells. Now, the overhead in the header becomes significant:
approximately 10 percent of the cell is overhead.

The cells are then handed down to the SONET/SDH layer, where they
are packaged in frames for transport across the optical network. Each
frame has embedded within it additional overhead, to the tune of about 5
percent of the frame.

It should be clear to the reader that this four-layer stack has some rather
serious downsides. First of all, IP, as it exists today, although a good proto-
col for universal networking, does precious little to guarantee the integrity
of the user’s data. ATM, for all its capabilities, is not really ideal for any-
thing. It is not the best scheme for the transport of voice; the PSTN has it
beat hands-down. It’s also not the best for video; a dedicated high-speed cir-
cuit is far better. It certainly isn’t the best solution for data transport; it’s far
too expensive, and other solutions are equally capable.

Furthermore, the overhead tax that IP, ATM, and SONET/SDH exact is
significant. Many argue that it doesn’t matter because of the belief that we
are entering a time when bandwidth will be so abundant that we can afford
to waste it. However, building networks based on that belief is irresponsible
and dangerous. The communications corollary to Parkinson’s Law promises
that we will find a reason to need that bandwidth, so exercising caution to
be efficient is advice worth listening to. Service providers are already bur-
dened with the legacy of SONET and SDH, which were designed in a time
when those deploying them were monopolies and not terribly concerned
with protocol efficiencies. Many find the two to be monolithic, overhead-
intensive, and inefficient—a stand that is hard to argue with.

One effort that is afoot (and that will undoubtedly be successful) intends
to collapse the four-layer stack to two, shown in Figure 6-21, eliminating the
ATM and SONET/SDH layers entirely by moving their responsibilities into
the IP and DWDM layers, respectively. In other words, the responsibility for
QoS control would be moved upward to IP, whereas survivability and
robustness would become the responsibility of DWDM. To accomplish this,
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several things must happen. First of all, IP must become capable of man-
aging and carrying out the guarantee of QoS, without the benefit of ATM’s
adaptation layer. This could be done in several ways. First of all, the Type of
Service (TOS) bits in the IP header could be used in concert with the Dif-
ferentiated Services (DiffServ) protocol to create and respond to multiple
QoS levels. This would require universal implementation of DiffServ/TOS
throughout the greater network.

Second, MPLS or MP�S could be deployed. This is the current favorite
solution.

Finally, some network stalwarts believe that IPv6 will arrive and be
widely implemented, making possible the very granular QoS management
that its overhead makes possible. One way or another, the function will be
migrated upward.

Equally important is the migration of SONET/SDH’s responsibilities to
guarantee survivability downward into the DWDM sublayer. Today,
DWDM provides massive amounts of bandwidth through the expediency of
frequency-division multiplexing. By dividing the optical bandwidth into
channels, total throughput can be multiplied many times over. However,
native-mode DWDM does nothing to guarantee the integrity of the infor-
mation that it transports; it serves as nothing more than a multistream fire
hose. Consequently, SONET/SDH’s automatic protection switching, self-
healing ring support, and embedded network management protocols are
necessary if the integrity of the network is to be guaranteed.

A new technology will soon change that requirement. Known generically
as Digital Wrapper, it encloses each wavelength’s traffic in a low-overhead
frame of additional data that enables DWDM to detect and correct errors

211Players and Futures in the SONET/SDH Game

DWDM

ATM

IP

SONET/
SDH

IP

DWDM

Figure 6-21
The evolving network
model.

Players and Futures in the SONET/SDH Game

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



using sophisticated forward error correction techniques, perform optical
layer performance monitoring, and provide ring protection on a wavelength-
by-wavelength basis. Thus, many of the functions traditionally provided by
SONET/SDH will be assumed by DWDM, eliminating the requirement for
yet another protocol layer. Thus, the collapse of the four-layer protocol
model into a two-layer construct is possible and highly likely. Already, car-
riers like Yipes! and Telseon are providing Ethernet transport across opti-
cal networks with significant success, particularly in the metro area. Others
will certainly follow.

The result of this protocol evolution is that functions traditionally per-
formed within the core of the network—aggregation, prioritization, policy
enforcement, QoS, and concentration of traffic—can now be performed at
the edge of the network in the customer provided equipment.

A final responsibility that is migrating from the core to the edge is
switching (and routing), as shown in Figure 6-22. Historically, this process
has been centralized because the devices required to do it were large and
inordinately costly. Today, thanks largely to advances in microelectronics,
that process, as well as the signaling responsibilities that govern it, is being
substantially moved into high-speed edge routers.

So what’s left in the core? In reality, the only thing left is very high-speed
transport; all setup processing, QoS deliberation, traffic discrimination, and
concentration are now performed by intelligent edge devices, whereas the
core is left to provide extremely high-bandwidth transport, as shown in 
the illustration. This is the domain of optical networking. This division of
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labor makes a great deal of sense and is guiding the design of modern 
high-speed networks as they struggle to meet the growing demands of 
bandwidth-hungry applications.

As the focus migrates from the core to the edge, one truth emerges: there
is enormous interest in the access region, and metropolitan transport is
the hottest commodity available. Referring back to the network skin effect
described earlier, a lot of surface area is available to touch at the edge, and
companies are rising up to do it. Optical networking is moving into all
three regions of the metro space in a big way: metro core, metro access, and
enterprise.

Next-Generation SONET and SDH:
What’s Next?
The fastest growing region of the optical networking world is the network
edge, particularly the optical edge. As SONET and SDH evolve to meet the
burgeoning demands of an ever-evolving marketplace, certain requirements
become clear and rather obvious. Let’s start with the most rudimentary of
them. The vast majority of SONET and SDH add-drop multiplexers do not
have data interfaces. This means that data traffic, which tends to be rela-
tively efficient, must first be packaged into ATM cells or frame relay frames,
or transported across a legacy T1 or E1 facility with all its inherent ineffi-
ciencies. The result of this, in addition to cost, is the need for added man-
agerial capability and increased infrastructure complexity.

If we consider the characteristics of SONET and SDH that the technolo-
gies are known for and attempt to prognosticate about their future, we see
some potentially interesting trends developing that will undoubtedly affect
(albeit positively) the long-term potential of the two technologies.

The first of these is management, often called OAM&P or OAM. Today,
the SONET and SDH’s inherent capability to provide network manage-
ment capability, and to therefore guarantee to the degree possible the sur-
vivability of the network, is without question their greatest and most
strategically important selling point. Over time, however, as demand shifts
and the desire to reduce protocol overhead achieves the frenzy stage, the
SONET and SDH overhead may well be traded to one degree or another in
favor of less overhead-intensive options, such as Lucent Technologies’
WaveWrapper. WaveWrapper is a digital wrapper solution that wraps opti-
cal channels (see DWDM) in an overhead wrapper that permits individual
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optical channels, or lambdas, to be monitored for transmission quality and
error control. Similarly, network providers are flirting with a collection of
new protocols that provide quality of service control across the wide area,
including multiprotocol label switching (MPLS) and multiprotocol lambda
switching (MP�S).

The next item that appears on our spontaneous list is the ring architec-
ture itself that both SONET and SDH are known for. Today, rings provide
the critical capability for mission-critical data networks to survive node and
fiber failures. They are therefore used universally. In the future, however,
rings will undoubtedly disappear from the long-haul environment in favor
of mesh topologies; they will, however, remain as viable options in the metro
domain primarily for aggregation purposes.

The functional interplay that exists between the electrical and optical
worlds, long a part of the SONET/SDH game, will slowly diminish as the
all-optical network begins to grow. Already we have seen a slowing in 
the sale of add-drop multiplexers as all-optical switching has emerged on
the scene, although this has not hurt manufacturers as the average price of
these devices has climbed. Similarly, the O-E-O conversions that take place
at the electrical ports on ADMs and Terminal Multiplexers (TMs) will
slowly be phased out as manufacturers warm to the idea of the all-optical
switch and begin to design and sell them.

Finally, the SONET and SDH overhead, particularly the framing bytes,
will continue to be important. As alternative Layer 2 protocols such as Eth-
ernet grow in popularity for use in the metro marketplace, however, we
could see a gradual diminishment in use of SONET and SDH.

Next on the list is efficiency. Because SONET and SDH rings typically
reserve half their bandwidth for protection purposes, many service
providers are interested in upgrading network infrastructures to over-
come this perceived inefficiency. This reservation technique is fine for the
legacy requirements of circuit-switched voice, but because data networks
typically have their own methods for dealing with network failures or
severe delay, traditional SONET or SDH protection is often perceived as
overkill.

Scalability appears next. SONET and SDH tend to be “all or nothing”
systems in which the need to add capacity at a single node on a ring
requires an upgrade to the entire ring, regardless of the growth require-
ments at the other nodes. In the wide area, this is less of a problem because
traffic requirements tend to be comparatively homogeneous. In the metro
area, however, where node-by-node demand tends to be highly variable and
unpredictable, the impact is greater because of the inherently more com-
plex provisioning and management concerns that crop up.
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Equally problematic is the inherently data-hostile nature of the legacy
transport schemes around which SONET and SDH are built. Because the
framing structures are highly regimented and inflexible, bandwidth
upgrades tend to occur in large, inefficient blocks. This leads to cost con-
cerns and wasted bandwidth.

Next-Generation SONET and SDH

These issues, all of which are valid, have led to talk about the so-called next-
generation SONET or SDH network. This model, based on work performed
by a variety of vendors, including Astral Point, Mayan, Cisco, Lucent, Nor-
tel, Redback, Sycamore, Fujitsu, Corvis, Ciena, and a host of others, is based
on a structure in which data is mapped efficiently into SONET or SDH
transmission streams such as virtual tributaries or channelized and
unchannelized optical streams based on either existing standards or pro-
prietary, but widely accepted mapping schemes that guarantee interoper-
ability. Cisco has been particularly active in this area and others. Their
15454 system, for example, delivers wideband packet services over SONET,
using multiple bonded virtual tributaries (VT1.5s, specifically) to create
point-to-point circuits that satisfy the specific bandwidth demands of vari-
ous data types. For the bitheads in the audience, their work is based on two
principal standards: RFC 1619, which addresses the use of point-to-point
protocol (PPP), and RFC 1990, which concerns itself with multilink PPP
(MLPPP) for encapsulation of data traffic into DS-1 payloads.

Given the direction that the overall industry (including user communi-
ties) is going, the following model seems likely for the overall design of next-
generation SONET and SDH networks. Data, probably IP that originates in
a corporate environment and is most likely framed as some form of Ether-
net, passes from an Ethernet port across one of the previously mentioned
PPP interfaces into the SONET or SDH network.There, the data is mapped
into framed DS-1 or E-1 channels, which in turn are prepared for trans-
mission over a ring.

As was previously mentioned, a number of vendors have devoted consid-
erable resources to the development of next-generation SONET and SDH
products. They will be described in detail later in this section.

So what is the addressable market for the next generation of these tech-
nologies? They are largely the segments that we described earlier. These
include the central offices owned and operated by both incumbent and com-
petitive carriers in metropolitan areas, particularly those that serve cus-
tomer bases that will use high-bandwidth access technologies such as DSL,
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IP, ATM, broadband wireless, and a variety of others; the ISP points-of-
presence where traffic aggregation is the rule and multiple network opera-
tors congregate for access; interexchange carrier offices, where the variety
of service types are best served at the network edge; and Internet data cen-
ters, where the rule of the road is massive, highly flexible bandwidth.

All of these are factors that strongly affect the viability of SONET and
SDH in the general marketplace, particularly at the network edge for data
applications.

So, where are SONET and SDH going? The correct answer is nowhere
fast—and that’s a good thing. A variety of factors ensure their survival for
the foreseeable future.These include the tangible growth of next-generation
SONET and SDH hardware systems from capable, devoted-to-the-market
vendors, an enormous installed base of legacy networks, and a significant
level of comfort on the part of the carriers with traditional SONET and
SDH technologies. Add to these the growing demand for high-speed inter-
faces, the seemingly unstoppable demand for bandwidth, and the almost
hysterical frenzy that characterizes the carriers’ attempts to expand their
service offerings as they battle for market position. In North America alone,
the growth of new entrants (CLECs, bandwidth barons, ISPs, and others)
threatens to push the SONET market from a respectable $930 million in
2000 to an almost unbelievable $6.3 billion by 2004. This does not sound
like the behavior of a dying legacy technology, does it?

The Equipment Market

The jockeying for position that continues in the SONET and SDH markets
is a constantly evolving process. In a recently published report, consultancy
RHK awarded the number one marketplace position in the lucrative OC-48
long-haul segment to Cisco, with marketshare rocketing 500 percent from
2.3 percent of the market in 1999 to a whopping 11.3 percent in 2000. Other
vendors enjoy equally impressive positions: of the $1.9 billion spent on long-
haul OC-48 SONET equipment in 2000, Cisco enjoyed 30 percent of it, Nor-
tel garnered 27 percent, NEC 21 percent, Lucent Technologies 16 percent,
Alcatel 3 percent, Hitachi 1 percent, and the remaining 2 percent was
shared among a variety of others. Those numbers change dramatically,
however, when we focus instead on the fastest growing segment: the 10-
Gbps market. There, Nortel is the one to beat with 95 percent, whereas
Alcatel and Fujitsu provide a distant second at 2 percent each.

The North American metro market is equally dynamic. According to
RHK, Fujitsu is the leader with 43 percent of the pie, with Lucent as the
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clear second place player at 23 percent. Nortel has 22 percent, Cisco 8 per-
cent, Alcatel 2 percent, and NEC 1 percent.

Globally, this technology continues to run rampant. According to Dell’Oro
Group, global SONET sales exceeded $17 billion in 2000, and are expected
to continue their run-up throughout 2001. Let’s now turn our attention to
these companies.

ADC
It is commonly known that traditional TDM-based SONET and SDH sys-
tems were originally designed for voice. Today’s Internet-driven traffic
growth, however, consists primarily of data.The challenge that carriers face
is to provide voice services while continuing to manage exponential growth
of data traffic. ADC’s solution to this challenge is the Cellworx™ Service
Transport Node (STN).

The Cellworx STN supports voice services, video, data, and Internet traf-
fic, all in the same system. The architecture is scalable and supports rates
from T1/E1 to OC-48c/STM-16c. The Cellworx STN is unique in that it
enables carriers to provision exactly the amount of bandwidth the customer
requires and transport only the bandwidth used.

Appian
Appian has an interesting approach: they combine packet switching and
TDM transport to forge a system that offers services somewhere between
those of the metro environment and the next-generation systems approach.
Appian’s strategy is to add the flexibility of a packet network to the tremen-
dous capabilities of a SONET/SDH network through the deployment of a
fully SONET and SDH-interoperable architecture. Known as Optical Ser-
vices Activation Platform™, Appian relies on four key capabilities to
achieve this goal: shared payloads and paths, packet QoS, Optical Data Pro-
tection™, and an Ethernet service interface. Shared payloads and paths is
a distributed packet-switched platform that enables traffic from a variety of
sources to share a SONET or SDH payload to a common network destina-
tion, thus offering significantly better bandwidth utilization. Packet QoS
ensures the ability to offer a wide variety of QoS levels by provisioning sep-
arate queues for each of four priority levels for each service, adjusting queue
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depths based on varying priority and bandwidth requirements, dynamically
sharing buffers, utilizing multiple disparate congestion control methodolo-
gies, and deploying multiple classes of service. Optical Data Protection pro-
vides 50 ms recovery using a technique that is similar to SONET line
switching. Finally, the Ethernet service interface eliminates the cost and
complexity of added routing functions in corporate networks and provides
three services: Ethernet-to-Ethernet Access, Ethernet Private Line, and
Ethernet Virtual Network Services.

Astral Point
Astral Point’s Optical Node 5000 is designed to support both ring and mesh
architectures and is focused primarily on the metro market where hybrid
installations shine. Astral Point enjoys success with three major customers:
Lighthouse Communications, Time Warner Telecom, and Advanced Telcom
Group; all three of which have installed Astral Point’s ON 5000 solution for
integrated connectivity.

Atmosphere Networks
Atmosphere Network’s NTU 300 is a customer-based device that aggre-
gates T1, Ethernet, and ATM traffic. These combined flows are then piped
to Atmosphere’s Full Service Node, the FSN 1200, which is installed at the
service provider’s central office.

Ciena
Ciena, with its recent contract announcement to deliver a wide area
DWDM-equipped mesh network to CLEC McLeod USA, is clearly targeting
that segment of the market. Ciena recently acquired Omnia, which nicely
rounds out their capability suite.

The company’s MultiWave CoreDirector™ is an intelligent optical net-
working core switch that is designed to deliver differentiable end-to-end
optical capacity across the network, with flexible protection options.
CoreDirector features the networking intelligence of Ciena’s LightWorks
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Operating System, which permits end-to-end optical provisioning and man-
agement in addition to highly capable protection. With its scalability, flexi-
bility, and advanced networking options, CoreDirector reduces the cost of
deployment, operations, and scalability.

CoreDirector is capable of delivering 640 Gbps of non-blocking, bidirec-
tional switching, with the capability to upgrade to 38 Tbps. It supports 256
OC-48/STM-16 or 64 OC-192/STM-64 interfaces as well as OC-12/STM-4
and OC-3/STM-1 optical interfaces for legacy infrastructures. All of the
CoreDirector’s optical interfaces can be configured as concatenated for
wavelength switching, or channelized for grooming and switching at STS-1
granularity. CoreDirector therefore incorporates the functionality of
SONET/SDH add-drop multiplexers, digital cross-connect systems, and
optical cross-connect systems.

CoreDirector’s protection options support a variety of differentiated ser-
vice levels based on service priorities and required protection levels. The
system supports a wide range of protection schemes. Additionally, CoreDi-
rector’s automatic grooming takes optimal advantage of network band-
width and maximizes bandwidth availability.

Cisco
Cisco has aggressively made its presence known in the SONET and SDH
marketplace through both the repositioning of its highly diverse prod-
ucts and the acquisitions of a number of strategically valuable compa-
nies designed to round out the product line. The company’s 15XXX
product line is designed to satisfy the requirements of both metro and
long-haul providers. The Cisco ONS 15540 Extended Services Platform,
for example, is a modular, scalable next-generation DWDM platform
that integrates data networking, storage, and information streaming
over a high-bandwidth intelligent optical infrastructure that supports
both packet and wavelength transport. On the other hand, the ONS
15454 SONET multiplexer is an evolutionary optical transport platform
that enables networks to carry data, voice, and video traffic. The ONS
15327 is a metro edge optical transport platform, equipping SONET/
SDH networks with integrated optical networking and multiservice
capability.

Additionally, Cisco’s product line includes a broad suite of ancillary and
support devices that enable customers to build complete network solutions
across the entire range of transport regions.
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Cyras Systems
Cyras Systems is a remarkable company that has already demonstrated a
system that can scale to OC-768/STM-256—a 40-Gbps system.

The MetroDirector K2 Next-Generation SONET Platform is a data-
optimized SONET product with DWDM capability that integrates all the
functions provided by stand-alone digital cross-connect systems, SONET
add-drop multiplexers (ADMs), multiservice data switches, and DWDM
terminals.

For data applications, The K2 offers scalable interfaces from DS-1 to
multiple OC-12c ATM interfaces. TDM services are supported at rates from
DS-1 to multiple OC-192s. Per-shelf port densities are available from 336
DS-1s to multiple OC-192s.

Separate SONET channels are available for TDM, ATM, IP, and LAN
protocols. Using concatenated channels, bandwidth can be allocated on an
as-needed basis. This bandwidth optimization technique offers granularity
down to the STS-1 level, and enables extra traffic to be transported across
SONET protection channels.

Fujitsu
Fujitsu’s FLM series offers a wide array of add-drop multiplexers for all
manners of installation including the FLM 150, the FLM 600, and the FLM
2400. Supported architectures include terminal, unidirectional path-
switched ring, linear add/drop, optical hub, and in-service upgrades
between architectures. The devices also support a wide array of tributary
interfaces including DS1, DS3, EC-1, OC-3, Ethernet, and DS3 UNI for
ATM.

Geyser Networks
Geyser Networks’ Optical Services Manager™ (OSM 4800) is a multiser-
vice platform that combines DWDM, a SONET cross-connect system, a
SONET ADM, an MPLS router, and an Integrated Access Device (IAD) all in
a single chassis. With the OSM 4800, service providers can build SONET

Chapter 6220

Players and Futures in the SONET/SDH Game

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



rings to transport a wide array of services including TDM, ATM, frame
relay, Packet-Over-SONET, Transparent LAN, streaming audio and video
over IP, as well as SLA-driven IP/Ethernet services and MPEG-II video ser-
vices. An integrated 16 wavelength DWDM system combines multiple
wavelengths to form multiple logical rings that increase the OSM 4800’s
bandwidth capacity.

Hitachi
The Hitachi AMN 5192 Advanced Multiservice Node is designed to address
a wide array of applications from long-haul transmission to metro. It com-
bines OC-48, OC-12, and OC-3 multiplexing with an array of advanced
capabilities.

Lucent Technologies
Lucent offers a wide array of SONET and SDH products, many of them
marketed under the WaveStar product line. Lucent’s products span the full
range of SONET and SDH capabilities, with a strong emphasis on emerg-
ing capabilities such as 40-Gbps systems.

Mayan Networks
Mayan has chosen to recognize the viability of existing protocol structures
and incorporates IP, ATM, and frame relay interfaces in its product.
Mayan’s Unifier product is designed to aggregate customer traffic using IP
protocol. The Unifier SMX is unique in its capability to aggregate, groom,
switch, and provision voice and data traffic over metropolitan access and
transport networks.

The device optimizes both new and existing SONET/SDH ring or point-
to-point topologies and enables carriers to evolve to next-generation metro
technologies such as IP over DWDM as demand arises.
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NEC
The SMS-150V can multiplex a variety of tributary types including 2-Mbps
and 34/45-Mbps payloads, which enable the device to adapt to changing
traffic patterns.
The SMS-150V has standard STM-1 optical interfaces with VC12/3 path
protection and supports metro and access networks, multiple tributary sig-
nals (63 � 2 Mbps, 3 � 34 Mbps, 3 � 45 Mbps), and reliable network pro-
tection schemes.

Another product, the SMS-600V, is an STM-1 or a STM-4 multiplexer. It
supports terminal functions, add-drop, ring, local cross-connect capability,
and regenerator functions.

This product combines the capabilities of an STM-1 add-drop multiplexer
with an STM-4 add-drop multiplexer. The SMS-600V multiplexes a variety
of tributary types, including 2 Mbps, 34 Mbps, 45 Mbps, and 139 Mbps.

The next product in the line, the SMS-2500A, is an STM-16 multiplexer
for backbone networks. It offers tributary interfaces that include 139 Mbps,
STM-1e, STM-1o, and STM-4. Cross-connect capability is also included.

Nortel
Nortel has an extensive line of both SONET and SDH products. The com-
pany currently enjoys the number one position with its 10-Gbps products,
holding a whopping 95 percent of the marketplace. Products include both
long-haul and metro multiplexers.

Redback/Siara
The Redback® SmartEdge™ 800 is a multiservice optical networking plat-
form that helps service providers improve the economics of their
SONET/SDH networks while providing a migration path to IP-based ser-
vices. The SmartEdge 800 delivers multiring management for SONET and
SDH networks. The system uses a TDM and packet-processing architecture
that delivers maximum system resiliency.

Service providers can use the SmartEdge 800 to build a data-capable
metropolitan optical network. The service provider can start by increasing
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the density and flexibility of its core metro rings using OC-48/STM-16 or
DWDM. The service provider could then build out its metro ring infra-
structure. At the edge of the network, the provider can deliver multiple
access rings per shelf to customer premises. The entire network can thus be
managed through a single interface.

Resilient Packet Ring Alliance
One area of activity that should be mentioned in our discussions of effective
bandwidth management in SONET and SDH networks is the effort cur-
rently underway by an industry organization known as the Resilient Packet
Ring (RPS) Alliance. Based on work outlined in IEEE standard 802.17, the
Resilient Packet Ring Alliance is working to create a network solution for
moving data traffic across a shared network infrastructure with recovery
times equivalent to those available in SONET and SDH networks. Instead
of optimizing networks for the transport of traditional TDM traffic, the RPR
strategy is to design a network that is optimized for carrying packet-based
services that provide dynamic bandwidth provisioning; that utilizes auto-
discovery at ring startup; that employs a ring protection protocol to ensure
survivability; and that is designed in such a way that little capacity engi-
neering is required. RPR is a Layer 2 technique designed for use in metro
applications, offering diverse QoS, carrier class protection, and less expen-
sive network operations. The technique relies on Spatial Reuse Protocol, a
technique that enables bandwidth to be reused on a ring. In spatial reuse
environments, the destination node employs a technique called destination
stripping, in which the message is removed from the ring upon arrival
rather than being allowed to continue on to the originating node to signify
its correct arrival at the destination.

The RPR Alliance, which can be found online at www.rpralliance.
org, includes such members as Cisco, Nortel, Avaya, Cyras, Riverstone,
Alidian, and a number of others.

Sycamore
Sycamore is primarily targeted at the wide area environment. Both Storm
Telecommunications and 360Networks have installed Sycamore’s SN
16000 switches at the heart of their mesh networks. The company’s recent
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acquisition of Sirocco Systems provides Sycamore with a viable entree into
the SONET and SDH world; expect to see more from this company.

Ultra Fast Optical Systems
This company has an intriguing technological proposition. Many industry
pundits believe that SONET will reach the limits of its transport lifetime at
or around 40 Gbps. In response, Ultra Fast Optical Systems has announced
Optical Time-Division Multiplexing (OTDM), a technology that is similar to
SONET/SDH in that it has the capability to transport low-speed services in
high-speed channels. However, it differs from SONET/SDH in that it is an
all-optical solution, which enables it to operate at extremely high speeds.
According to a paper presented at the European Council on Optical Net-
working (ECOC 2000), OTDM can reach speeds as high as 640 Gbps—and
that’s one wavelength! OTDM interworks seamlessly with DWDM to
deliver terabits of bandwidth.

Of course, other vendors are in this game; we have attempted to show a
sampling of them to illustrate the diversity of the products that are avail-
able.

In Summary
SONET and SDH are a set of standards that define a high-speed, synchro-
nous network and a range of capabilities based on the robustness of optical
fiber. The standards address a unique payload-mapping scheme, a well-
defined set of Operations, Administration, Maintenance, and Provisioning
messages, and a standardized hierarchy of data transmission rates.

If you’re familiar at all with the development of the telephone network,
then you know that digital carrier systems such as T1 and E1 were first
deployed as intra-network pipes for high-volume trunking. Over time, they
leaked out of the network and, like the tentacles of a giant squid, extended
themselves to the customer. SONET and SDH are following a similar path.
Initially, they have found applications inside the telco networks as a trunk-
ing medium, but are slowly migrating out to the customer as end user appli-
cations emerge and SONET/SDH-compliant equipment becomes available.

In today’s networks, the use of scarce and expensive transmission facili-
ties is optimized by concentrating multiple streams of data or voice conver-
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sations on a single channel—a process called multiplexing. In digital carrier
environments, a variety of incoming signals are combined by a multiplexer
into a composite signal that is transmitted over a T1 or E1 facility. This
enables multiple voice and data conversations to be carried simultaneously
by a carrier, reducing the cost to the service provider, and of course, to the
customer.

This composite signal consists of multiple 8-bit samples from each of the
channels of the multiplexer, plus framing information that marks the
beginning of the frame of data. At the central office, these multiplexed sig-
nals are further combined to create higher bit rate transmissions.

In countries that rely on the T-Carrier hierarchy, the devices that per-
form this cascaded multiplexing function are called M13 multiplexers
because they combine four DS1 signals to create a DS-2, then seven DS-2s
to create the aggregate DS-3.

The resulting 44.736-Mbps signal is transported to its destination, where
the receiving central office equipment, typically another M13 mux, disas-
sembles the signal and routes the various subcomponents onto their final
destinations.

Needless to say, telecommunications networks are complex and highly
interwoven creatures. The components of a multiplexed bitstream can orig-
inate from a variety of networks, and as a result, may have slight timing dif-
ferences among the signal components.To ensure the timing integrity of the
network, incoming bit streams have to be rate-aligned through a process
called bit stuffing. As the name implies, bit stuffing procedures actually
stuff bits into the real data stream to ensure that the different components
are properly aligned and “dancing to the same network tune.” The resulting
alphabet soup of data bits and stuff bits is then transmitted over the net-
work.

The genesis of a high-speed DS-3 frame from intermediate DS2s, which
in turn, originated from individual DS1s, is quite complex. By the time the
carrier system has created the final DS3 signal, the location of each com-
posite source is buried under three separate layers of overhead and three
independent framing systems. In order for a customer to access their infor-
mation in this technological alphabet soup, the entire three-stage process
must be reversed. This requires equipment dedicated solely to the task of
demultiplexing and remultiplexing the stream—a pair of back-to-back M13
multiplexers.

The difficulty caused by this multilayered signal building process
becomes obvious every time components of a signal need to be dropped out.
At these add-drop points, the entire complex signal must be decomposed,
the various control and stuff bits identified and backed out, the component
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in question identified, selected, and dropped out, and the remaining pieces
reassembled and sent on their way. This process, called back-to-back multi-
plexing, is unwieldy, hardware intensive, time consuming, and expensive.
SONET and SDH eliminate the need for this process. They represent a
move forward along the evolutionary path, and are designed to accommo-
date all network standards, easily and transparently.

Other factors have driven the remarkably rapid development of the
SONET and SDH standards as well.

Advancements in transmission technologies and the development of
broadband services have increased customer demand for bandwidth, and
optical transmission is clearly a cost-effective way to provide it. Both fiber
and the terminating electronics for optical networking have experienced
remarkable advances, feeding the evolution toward fiber-based systems and
all-optical networking.

Another factor that has positively affected the successful deployment of
SONET and SDH is the proliferation of highly capable, low-cost chipsets for
high-speed networking applications. Like any new technology, the creation
of mass-produced very large-scale integration (VLSI) technology has caused
the price of electronics to fall precipitously. Advances in the technologies
associated with producing the fiber itself have seen its cost fall from a level
that was once prohibitive to the point that the cost of a deployed fiber mile
is comparable to copper, perhaps cheaper in some cases. On a bandwidth-
delivered basis, fiber is obviously far less expensive than copper.

Another driver is the evolving role of fiber itself. In keeping with cur-
rent and planned advancements in optical technology, it is a firmly held
belief that optical fiber will be the medium of choice for interconnecting
high-speed, high-volume central office switches, corporate facilities, per-
haps even customer access devices. True photonic switches that switch
light pulses without first converting them to electrical signals are com-
monplace today, and optical routers are not far behind; a fiber backbone
arrangement to interconnect them is clearly necessary if their full poten-
tial is to be realized.

Finally, as networks become faster, more diverse, and more intercon-
nected, some form of centralized and universal network management sys-
tem begins to look rather attractive, particularly given the overwhelming
focus on QoS as the principal deliverable. In fact, SONET and SDH provide
the underpinnings for a network architecture that satisfies all of these
requirements.

Two key factors continue to play leading roles in the accelerated rollout
of fiber systems and the demand for SONET and SDH.
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The first is the never-ending entrepreneurial development of high-
bandwidth applications. Among these are high-speed LAN interconnect for
the metro market, graphic and video-intensive multimedia applications,
interactive video, television, movies on demand, and a host of others.

As applications emerge, the ability to provision bandwidth on demand
for these applications becomes a major market driver, and corporations
have made their desires for immediate, high-quality transport known
rather loudly.

Another driver behind the remarkable success of SONET and SDH is
expense. As the amount of deployed fiber has increased, the cost of band-
width has plummeted. Bandwidth, then, becomes a commodity. The eco-
nomic constants of supply and demand are well known here: the more
available a commodity becomes, the less expensive it tends to be. Band-
width certainly follows this model.

Of course, technology, falling prices, and applications development
haven’t been the only contributors to SONET’s rapid evolution. As with
many innovations, the strength of the marketplace has played a key role. In
1984, shortly after the divestiture of AT&T, MCI’s Bill McGowan went
before the Interexchange Carrier Compatibility Forum (ICCF) to ask for
their assistance on a growing problem. The government’s Equal Access rul-
ings ensured that all interexchange carriers would have equal access to
each local exchange carrier’s customers, thereby guaranteeing fair market
access to both AT&T and all other long-distance carriers, MCI among them.

The problem was that, although the rulings guaranteed points-of-pres-
ence in the local exchange central offices, they left the onus of interconnec-
tion, that is, equipment compatibility, up to the interexchange carrier. As
you might imagine, this became rather expensive because quite a variety of
deployed equipment by that time would not interoperate. Every POP that
MCI established meant that they had to purchase the right termination
equipment in order to interconnect with the local exchange carrier.

To resolve this expensive and complex (and clearly dead-end) issue,
McGowan called for the creation of a mid-span meet standard that all net-
work equipment manufacturers could design interfaces for, thus allowing
for vendor-independent interconnection of fiber transmission systems.

The idea was a good one whose time had come. Bellcore, the American
National Standards Institute (ANSI), and the International Telecommuni-
cation Union (ITU) quickly formed study groups to research the concept.
After a certain amount of political puffery and positioning, the North Amer-
ican standards bodies and the ITU were able to define a transmission hier-
archy that became the international standards known as SONET and SDH.

These standards were initially created as two distinct phases. The first
dealt with physical and hardware parameters such as signal construction,
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multiplexing, optical concerns such as laser power and pulse shape, and
payload mappings. The second phase was designed to refine the physical
parameters and clearly define the protocols and messages that would be
used to transport network management and error control messages.

This second phase turned out to be more ambitious than they originally
thought, and in due course, it was divided into two pieces. Phase two refined
the specifications for the electrical/optical interface that would play a major
role in SONET/SDH and identified the necessary Operations, Administra-
tion, Maintenance, and Provisioning messages that would be required in
this new network. Phase three, released in early 1992, defined more specific
OAM&P message sets, and outlined the use of SONET’s data communica-
tions channels.

In 1988, the initial standards for the Synchronous Optical Network were
released, and by 1992, the standards were finalized. This incredibly swift
development cycle is a testimony to the need that existed for such a set of
capabilities.

In current systems, multiplexing plays a key role in enabling service
providers to make the best possible use of scarce and expensive transmis-
sion facilities. The multiplexing process is complex, however, and uses a
mixture of data and control information to keep track of individual signal
components. The back-to-back multiplexers that are capable of unscram-
bling the composite signal are necessary, but expensive. Network engineers
recognized the need for a better way.

Other factors influenced the eventual birth of SONET as well. These
included the development of broadband services, such as medical imaging,
increasing customer demand for bandwidth to accommodate those applica-
tions, rapid advances in fiber technology, VLSI, and optoelectronics, and an
attendant drop in cost, a very real need for standard transmission rates
above DS-3, and a growing need for centralized network management in
complex systems.

All of these paved the way to the development of SONET, but the effort
became real in 1984, when MCI asked the ICCF to push for the develop-
ment of mid-span meet capability, which would eliminate the problems
encountered in multivendor environments. The ICCF and other standards
bodies agreed, and the SONET standards were rolled out in three evolu-
tionary phases.

Let’s look at the standards themselves. Mid-span meet capability over-
came the fact that most network equipment relied on proprietary trans-
mission schemes. This meant that interoperability could only be achieved
through the very costly expedient of matching equipment on a like-for-like
basis. Clearly, the standard made good economic sense for the carriers, but
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mid-span meet was only one of the challenges that SONET was designed to
overcome.

The many components and sub-networks of today’s transmission sys-
tems have sophisticated network management systems, which, on the one
hand, is a good thing. On the other hand, the number of management sys-
tems tends to grow in proportion to the complexity of the network, making
the network manager’s job something of a nightmare. The typical Network
Control Center looks like a television display in a department store, with
messages and information displayed in every possible format imaginable.
It’s up to the network manager to assemble and collate all the incoming
messages, then make decisions based on their content. There has to be a
better way.

We’ve already discussed back-to-back multiplexing, the cumbersome
technique used in today’s networks to add or drop signal components. In
many cases, as applications emerge, customers become bandwidth limited.
Major network retrofits and workarounds are often needed to comply with
customer demand as bandwidth-hungry applications become more and
more common.

In the post-SONET and SDH world, true vendor independence is finally
a reality.

Additionally, SONET provides a standard suite of maintenance and
management messages. This means that network management and provi-
sioning can be done from a single system on a network-wide basis. Incom-
ing status messages from cross-connect systems, fiber systems,
multiplexers, and miscellaneous information from far-flung central offices
can now be displayed on a single monitoring device in a standard format,
thus consolidating the information into a usable structure. This enables
network management personnel to react to network difficulties on a global
basis, instead of on a component-by-component basis—sort of a “Zen and
the Art of Network Management” concept.

SONET and SDH’s sophisticated multiplexing techniques enable signal
components to be added and dropped from the bitstream, but it does so
without back-to-back multiplexers. The fiber-based transmission hierarchy
described in the SONET and SDH standards provides customers with vir-
tually unlimited bandwidth—and more can be added routinely.

The key to SONET’s and SDH’s acceptance as international standards
lies with its logically structured hierarchy of transmission rates. Stan-
dards designers knew that the system they created had to accommodate
both North American and European transmission schemes, with rates
ranging from DS1, to DS3, to Europe’s 139.284 Mbps CEPT-3 signal—and
beyond.
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To transport these disparate signals, SONET relies on a 51.84-Mbps
basic building block, called Optical Carrier Level One (OC-1). Multiple
OC-1s can be combined to create higher rate signals. OC-3, for example, is
exactly three OC-1s. An OC-3 signal easily accommodates a CEPT payload
—as easily as an OC-1 transports a DS3 signal.

Something of a disparity appears between the OC rate and the signal
that it transports. OC-1 is 51.84 Mbps, whereas DS3 is only 44.736 Mbps. A
similar difference exists between OC-3 and the CEPT-3 signal. SONET has
a quite sophisticated yet simple way of placing payload into a frame struc-
ture that doesn’t actually care where the data starts. In fact, the payload
can move around within the frame, and SONET will keep track of it, thanks
to the payload pointer.

In SONET and SDH, some of the bandwidth is overhead—a lot of it, in
fact. In a 51.84-Mbps OC-1 signal, for example, over 2 Mbps is overhead.
This stems from the fact that SONET and SDH are based on a philosophy
that bandwidth is cheap—and it’s a good thing because they use a lot of it
for overhead. Among other things, this overhead is what SONET and SDH
use to keep track of the payload.

In traditional networks, systems rely on the hardware’s capability to dis-
cern certain patterns in the data that denote beginnings and ends of data
components. T1 systems, for example, and others like them, rely on a
repeating pattern of framing bits to ensure frame integrity. By counting
data bits between framing bits, the network knows where the data begins
and ends.

SONET and SDH, on the other hand, steal an idea from the world of soft-
ware: the pointer. The upshot of this is that the data can effectively start
anywhere within the frame, and the pointer will always indicate the first
byte of the payload. If the data shifts slightly, due to a shift in phase, no
problem—the pointer adjusts as well. In this way, SONET and SDH deal
effectively with minor phase discrepancies. If a disparity is detected, the
pointer moves forward or backward, thus speeding up or slowing down the
payload.

Today’s network components are extremely stable and rely on accurate
internal clocks for timing consistency. As signals pass from device to net-
work device, they are often incrementally affected by minute variations in
the power supplies within each device. This causes the signals to shift
slightly in phase, a condition that in traditional networks can cause serious
problems.

SONET and SDH rely on a timing scheme known as plesiochronous tim-
ing. In a plesiochronous environment, the network knows that slight timing
discrepancies will exist between the components. Instead of viewing this as
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an error condition, a plesiochronous network actually enables the various
signal components to float slightly relative to one another. In SONET and
SDH, the payload pointers manage this function. Thus, fluctuations that at
one time caused serious timing slips, today are completely transparent.

We’ve spent a lot of time talking about SONET and SDH’s abilities to
transport super-rate services. What about sub-rate services, such as T-1 or
E-1? In fact, SONET and SDH transport T1 and other lower-rate signals
quite nicely, using a mechanism called virtual tributaries (VTs) or virtual
containers.

Virtual tributaries/containers are like small buckets that carry small
payloads. When a SONET system, for example, is transporting VTs, the 90-
column STS is subdivided into seven 12-column groups called VT Groups.
This consumes 84 columns; of the remaining six, three are Transport Over-
head, one is Path Overhead, and the other two are called fixed stuff. They
are not needed and are ignored by the SONET system.

Let’s talk a little more about that structure. Four types of virtual tribu-
taries are available: VT1.5, VT2, VT3, and VT6. A single, 12-column VT
Group can accommodate four VT1.5s, three VT2s, two VT3s, or one VT6.

Consider, for example, a virtual tributary group that is transporting
VT1.5s. Within each VT1.5, a DS1 signal can be mapped. The standards do
a good job of illustrating the different mapping techniques that can be used
for different payload types. For example, they carefully define both bit and
byte-synchronous mappings for DS1, as well as asynchronous DS1 map-
pings and mappings for higher rate services, as well.

SONET can operate in either of two modes when transporting virtual
tributaries. In locked mode, payload modules are mapped directly into
STSs, thus facilitating the network’s capability to distinguish them and
reduce overhead. In fact, the goal is to eventually reach a point where
network-timing sources are stable enough to eliminate the need for the
floating pointer completely, and operate solely in locked mode. If the pay-
load doesn’t drift, then obviously a floating pointer is not needed.

In floating mode, virtual tributaries are mapped into STS payload
envelopes on an “as they arrive” basis, meaning that components will vary
slightly from one another in phase. Virtual tributary payload pointers then
help to keep track of the VTs themselves. Floating mode also eliminates the
need for hardware buffering because one key reason for buffering is to
ensure that incoming data streams are frame aligned before being placed
out on the network. Similar rules apply for the SDH world.

Finally, we saw that SONET and SDH have begun to dominate two 
key regions of the network: the metro edge and the long-haul core. Both
areas are important, and as a result, we have seen the emergence of two
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principal network architecture models: the ring and the mesh. Rings are
primarily finding a home in the metro market, whereas meshes serve the
long-haul market well. Vendors have lined up behind both topologies and
are rolling out innovative products quickly.

So, what is the end result of all this? It is clear that both SONET and
SDH will enjoy a place in the network technology court for some time to
come, although their shape, size, influence, and roles may change some-
what. They represent the bulk of the embedded network that is currently in
place, and as such are extremely capable at what they do. The responsibil-
ities for which they were created are still very much in evidence, particu-
larly because circuit-switched voice still represents the bulk of all
revenue-generating traffic carried across modern telecommunications net-
works. However, as data in its many forms—including IP voice and multi-
media—continues to evolve and demand a bigger piece of the transport pie
and generate a larger, more noticeable chunk of network revenues, both
SONET and SDH will be called upon to evolve in lockstep. Network
providers, too, will have to evolve, and that promises to be the greatest chal-
lenge of all. They have enormous investments in a network architecture
that has survived the test of time for nearly 30 years, and the changes
required to modify the network for new services will not be easy because it
will not only include technological changes, but managerial, functional, pro-
cedural, and human resources modifications as well. The changes will hap-
pen; there is no question about that. The issue at this point is how quickly
the changes will occur, how long the market will wait for the changes, and
how well the hardware vendors will step up to the challenge of providing
next-generation SONET and SDH hardware that will seamlessly adapt to
the demands of the marketplace.

In our final chapter, we examine SONET and SDH applications, the real
value behind the technology.
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In preceding chapters, we have examined the market drivers that are help-
ing to make SONET and SDH critical technologies in the modern telecom-
munications marketplace; the underlying technological details that make
them work; and the companies that manufacture products and use those
products to create, manage, and maintain the modern global telecommuni-
cations network infrastructure. In this chapter, we turn our attention to the
applications that take advantage of the network.

If we go back and revisit the chapter in which we discussed the drivers
behind the success of both SONET and SDH, we find three common themes
among all of them:

■ To meet the growing demand for bandwidth

■ To reduce the overall, aggregate cost for bit transport

■ To support the transport of differentiated services

We will examine each in turn.

Differentiated Services
Meet the growing demand for bandwidth: This stems from the inexorable
growth in network-dependent applications that has been an ongoing phe-
nomenon for more than 10 years. The global network has passed through a
number of availability crises stemming from bandwidth demand outpacing
bandwidth availability, but today that is less of a concern because of (1) the
availability of in-place fiber, and (2) the capability to provision multiple
channels over each fiber through the judicious deployment of DWDM. The
answer then is to build higher capacity TDM systems, manufacture DWDM
systems with higher channel counts, and ultimately enjoy systems with
higher lambda counts per fiber, and higher bit rates per lambda. When this
becomes a reality, the challenge of meeting demand for bandwidth will no
longer be a problem.

Reduced cost-per-transported bit: The costs associated with building,
maintaining, and operating network transport systems derive from several
sources, including human resources, capital expenditures for hardware and
software, facility construction and management, and ongoing operational
expenses. Three steps can be taken to reduce these costs relatively quickly:
reduce operations costs, which involves properly managing in-place net-
work resources to ensure that they are being properly maintained, provi-
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sioned, administered, and billed; reduce floor space requirements, which
can be inordinately costly, especially for service providers that do not have
their own central office rack space and must therefore rent it from an
incumbent provider; and, finally, reduced equipment costs, which can be
achieved through careful network planning, proper maintenance, and dis-
criminatory equipment selection. Proper hardware selection, for example,
can result in the construction of a network that is relatively future-proof
and that will avoid the need for “forklift component upgrades” in the short
to medium term.

Support of differentiated services: A clear differentiation has been recog-
nized among the traffic types carried across most networks. These include
circuit-based services such as voice traffic and others that require tradi-
tional TDM transport, packet-based services to serve the requirements of
emerging data applications, particularly IP, and wavelength-based services,
such as those that require inordinately high bandwidth and therefore rely
on the capabilities of multichannel DWDM transport. It should be noted
that within each of these service types, an individual quality of service (QoS)
granularity can be achieved, thus guaranteeing the ability to provide trans-
port service to a broad array of traffic types.

Within the transport domain of most network service providers, a subset
of service types has emerged that can be easily differentiated by application
type. These include circuit-, packet-, and wavelength-based services,
described earlier; services that address the emerging requirements of the
metropolitan network environment, including Ethernet-to-Ethernet 
connectivity; the services that reside in the core of the optical network; and
the relatively new optical area network (OAN) services arena that supports
a wide array of applications including storage area networks (SAN), Web
hosting, bandwidth trading, video applications, and data center intercon-
nection. We will examine each of these with an eye on the applications that
each makes possible.

Circuit-Based Services
Circuit-based services are characterized in the following fashion. They typ-
ically transport traffic from one physical port on a SONET or SDH device
to another, and in general, circuit-based services support the following
interface types, as shown in Figure 7-1: DS-3, EC-1, OC-3, OC-12, OC-48,
OC-192, Gigabit Ethernet, STM-1, STM-16, and STM-64. In most cases,
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Figure 7-1
Transported traffic:
DS-3, EC-1, OC-3,
OC-12, OC-48, OC-
192, STM-1, STM-16,
STM-64, Gigabit
Ethernet.

emulating the private line services that they replace, circuit-based services
support transmission rates ranging from 45 Mbps to 1 Gbps, usually in 
45-Mbps increments. These services generally transport client bandwidth
transparently from a source point to a destination point, provide fixed delay
from end-to-end, and offer measurable and predictable QoS based largely
on protection scheme capabilities and some measurable maximum bit 
error rate.

Implementation Options

Circuit-based services can be implemented in a variety of ways. Tradition-
ally, they are provisioned over standard time-division multiplexed facilities
such as SONET and SDH. More and more, however, the marketplace is ask-
ing for alternatives to these legacy solutions, such as ATM and IP. One of
the services that ATM is capable of providing, shown in Figure 7-2, dis-
cussed earlier in the ATM chapter, is called circuit emulation service (CES).
With CES, ATM cells are filled with TDM traffic for transport across the
ATM wide area network (WAN). Bandwidth is moderated by changing the
number of cells per second that are transmitted and the number of bytes of
user payload that are placed into each cell. By controlling these two para-
meters, the overall throughput of the network can be carefully controlled.

Another potential solution is to use IP packets as the transport mecha-
nism. IP is a layer-three solution that has garnered a great deal of attention
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in the last few years because of its integral position in the Internet. It is a
connectionless solution, however, which means that the capability to guar-
antee latency and QoS is severely limited, and virtually impossible (today)
if implemented across the Internet properly. The only viable solution is to
use proprietary options such as Cisco’s Tag Switching concept that is
extremely effective but indeed proprietary. Cisco has worked closely with
other companies in the industry to develop a non-proprietary solution
called Multiprotocol Label Switching (MPLS) that accomplishes the same
task in an open environment, shown in Figure 7-3. Nevertheless, delivering
guaranteed bandwidth and QoS over an all-IP network remains a task that
most network providers consider Herculean.

Ultimately, there is a single truth that cannot be ignored: neither IP nor
ATM scale well at bandwidth levels in excess of OC-3/STM-1 (155.52
Mbps). TDM remains the best solution for the delivery of legacy traffic.

237SONET and SDH Applications

Circuit Emulation Service (CES)
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The many services
provided by ATM.
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Measuring Service Differentiation

Circuit-based services, like all telecom transport services, require a set of
metrics that provides network planners and administrators with the
wherewithal to measure the relative effectiveness of deployed technologies.
These measures are most effective when they align with and provide a mea-
sure against the market drivers discussed earlier: support for the delivery
of differentiated services, reduction of the overall aggregate cost to deliver
bits from a source to a destination, and a successful capability to meet the
never-ending demand for more and more bandwidth.

The first of these, support for a diversity of service types, can be mea-
sured in several ways. These include a high degree of flexibility with regard
to bandwidth management; support for a diverse array of service interfaces,
including DS-3, OC-1, OC-3, and above; and the capability to provision
extremely flexible and granular bandwidth with as close to an “on-demand”
service level as possible, including both channelized and concatenated ser-
vices. Support for many service types can also be measured by the capabil-
ity to assign variable bandwidth levels to service rate-independent ports,
including such interfaces as the various flavors of Ethernet, and the capa-
bility to offer a variety of protection schemes, including BLSR, UPSR, 1�1
for mesh networks, 1:N restoration, and 0:1 unprotected facilities. Cus-
tomers are looking for diverse service types and demand has arisen for the
capability to pay at different billing levels for different protection levels.

The task of reducing the overall cost per transported bit can be accom-
plished in a variety of ways. These include the capability to provide facile
scalability with a pay-as-you-grow option for service providers and the
implementation and use of well-designed management systems as a way 
of performing end-to-end management and well-timed scalability as cost-
control measures. Reducing the overall cost per transported bit can also be
done through hardware designs that increase the port density of deployed
devices, thus reducing the floorspace footprint required to deliver scalable
bandwidth. It can also be accomplished through the general use of modern
switch, multiplexer, and cross-connect designs as a way to future-proof the
network and ensure that network providers are enjoying the most bang for
their bandwidth buck while offering multi-vendor interoperability where
possible.
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Deployed Applications

Among the many applications that have been posited for use in the circuit-
based environment, several have emerged with great potential. These
include the backbone feeder application, the submarine long-haul applica-
tion, and the metro core. We will examine each in turn.

Backbone Feeder

In a typical backbone feeder implementation, traffic is delivered by 
low-speed rings or linear spurs and is aggregated into a high-bandwidth
transport service such as the 10-Gbps backbone ring shown in Figure 7-4.
In this illustration, a 10-Gbps backbone installation is interconnected to the
low-speed subtending rings via a two- or four-fiber BLSR. Multichannel
DWDM devices create additional bandwidth on the ring, and optical cross-
connect devices provide the mechanism to effectively deploy the additional
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bandwidth. The low-speed rings feed traffic into the backbone via the 
10-Gbps ring, as do the other interfaces shown—EC-1, DS-3, OC-3, OC-12,
OC-48, and OC-192—all with diverse protection levels as requested by the
customer. By offering compatible optical interconnection between the vari-
ous devices in this network, customers can reduce the cost of network
deployment through the elimination of such devices as optical translators
and other adaptation devices. Finally, element and network management
systems add an additional degree of control for service providers.

A word about the ongoing saga of the BLSR versus the UPSR: Bidirec-
tional line switched rings are often used in interoffice applications to move
traffic between nodes or central offices where it is more cost-effective and
strategically positioned than a UPSR ring. This is because they split the
transported traffic between the two rings as a way of guaranteeing route
diversity for critical traffic. As we said earlier, two versions of BLSR are
available: the two-fiber implementation and the four-fiber ring. The two-
fiber implementation has a lower startup cost but a lower overall total
capacity. It has the capability to provide protection against single points of
failure. The four-fiber ring, which provides significantly greater capacity
than the two-fiber ring, has a higher startup price. The four-fiber ring is
often favored by long-haul carriers because maintenance can be performed
on one span without affecting the rest of the ring.

Transoceanic Applications and the
Transoceanic Protocol (TOP)

Transoceanic applications present a variety of issues that are frankly fas-
cinating and challenging—in fact, vexing is probably not too strong a word
to add to the list. Let’s begin with a brief discussion of the history of sub-
marine optical networks.

The first submerged copper cable was installed by Cable & Wireless in
1856 between Newfoundland and Ireland to provide teletype service
between the two continents. It was finally decommissioned in the mid-
1920s (although according to my sources it still works today!). It provided
superb service and served as a good indication for what was to come.

In 1943, the UK installed the first undersea cable with integral repeaters
between Port Erin and Holyhead. In North America, the first submarine
cable was installed in 1950 between Havana, Cuba and Key West, while the
first transatlantic cable (TAT-1), which was coaxial, went live in 1956
between the UK and Canada. It had capacity for 36 simultaneous phone cir-
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cuits (all of which were rarely used simultaneously) and had repeaters
installed roughly every 50 miles. TAT-7, which went live in 1983 and is still
in use, uses repeaters every 5 miles and was the last coaxial cable put into
service.

Before long, optical networking caught the attention of Bell Laboratories
as an effective voice and data transport solution. By the mid-1970s, they
were working to perfect optical transmission for use in TAT-8, the first
transoceanic cable planned to be based on optical fiber.The design called for
three pairs of single-mode fiber operating in the 1300 nm window, with two
live pairs and a third serving as a spare. The cable was designed to trans-
port voice and data at 278 Mbps on each pair, delivering an aggregate data
rate of approximately 550 Mbps. With voice compression technology, the
cable permitted the simultaneous delivery of 40,000 voice calls—a far cry
from TAT-1’s 36. TAT-8 required repeaters every 30 miles and demanded
very respectable mean-time-between-failure measurements that guaran-
teed a submerged lifespan of 25 years and the need for no more than two
recoveries of the cable during that time for repairs. The cable became oper-
ational in 1988, and with its success, a raft of new applications and services
emerged designed to take advantage of this almost incomprehensible vol-
ume of bandwidth that had finally become available.

In the early 1990s, a third transport window became available at 1550
nm, making it possible to use EDFA technology and increase the overall
data rates of installed cables. TAT-9 and TAT-10 offered 565 Mbps of band-
width and repeater spacing well in excess of 60 miles. TAT-12 and TAT-13,
a remarkable optical loop design that connects the U.S., the U.K., and
France, added EDFA technology and offered 10 Gbps of overall bandwidth.

More recent cables provide optical add-drop multiplexing and even
greater bandwidth, such as 640 Gbps in the case of Project Oxygen. Oxygen
is an ambitious $14-billion project funded by venture capital and intended
to interconnect the world with flat-rate, distance-insensitive transport.
Lucent Technologies and Corning have been selected as major suppliers of
switching equipment and non-zero dispersion-shifted fiber. Although the
project is behind its original schedule, it is moving forward, and project
managers are optimistic that they will complete the project as originally
thought. The first leg is expected to be complete in the first half of 2001.

Like Fiber Link Arouind the Globe (FLAG), which interconnects Japan
with the UK, Project Oxygen’s intent is to provide a cost-effective solution
to the perceived lack of global bandwidth. However, given the degree 
to which companies like Qwest, Level3, 360Networks, Tycom, and Global
Crossing have deployed bandwidth, that perceived lack may be more 
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imagination than reality. Say’s Law, named for French economist Jean-
Michel Say, observes that supply creates its own demand, which would nat-
urally lead to the conclusion that any fiber glut is purely momentary.

According to consultants KMI, there will be enough submarine optical
capacity installed by 2003 to provide transport for the equivalent of 800
million simultaneous telephone calls. Furthermore, they observe that more
than 70 percent additional fiber will be installed in the next 5 years than
what has been installed since fiber was first used on the TAT-8 and TPC-3
cable projects in the 1980s. This will equate to approximately $23 billion 
in installed fiber in the Pacific basin, with more than $50 billion invested 
by 2003.

Submarine Fiber Installation Techniques

When fiber is to be installed close to shore, it is typically armored and
buried in a deep trench to prevent potential damage from ship anchors,
dredges, and trawlers. In deeper water, the armor and burial are not
required; in fact, it is difficult to work with submarine fiber cables in deep
water because the cable is heavy and can break from its own weight while
being installed on the seabed.

When fiber is installed close to the shore and is used to interconnect
cities along a shoreline, as shown in Figure 7-5, the design is called fes-
tooning. In a festooned system, the fiber is laid in great loops offshore, usu-
ally no more than 250 km long. The loops come ashore at cities where
service is required, and amplifiers are usually installed at the landing
points as well. In areas where there is concern for the stability of the region
and the potential for damage to the cable system is real, a different tech-
nique is used. In those cases, optical spurs are installed, as shown in Fig-
ure 7-6. These optical spurs do not provide access to the entire fiber;
instead, they only bring ashore specific wavelengths selected for use by the
region in question. A disruption of the cable at its landing site in this situ-
ation would only disrupt the signal going to that particular landfill point,
but it would not affect the rest of the cable. In these installations, the trunk
(main ring) is usually about 1,000 miles offshore.

Submarine cables reside in one of the harshest and most abusive envi-
ronments possible. They must withstand high pressure, abrasion, attacks
from biting animals such as sharks, unexploded ordinance from past wars,
and damage from dredging activities and inadvertently dropped boat
anchors.
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Figure 7-5
Festooning.

Figure 7-6
Optical spurs.
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They are also subjected to damage from leakage and earth movement,
and must therefore be protected. Figure 7-7 shows the layers that are found
in submarine assemblies, including a nylon outer covering, various
polypropylene layers, several layers of steel wire armor, a hermetically
sealed copper carrier tube, elastic cushioning fibers, a central member
known as a king wire, and the fibers themselves.

Long-haul optical spans that crisscross oceans must be carefully
designed to take into account geographical considerations, distance, and
noise. Long spans must be amplified, but amplifiers amplify noise as well as
the desired signal and must therefore be carefully inserted so as to mini-
mize the total noise injected by each of the amplifiers in the span.The noise
is cumulative; each added amplifier adds an additional noise component. To
reduce the impact of this problem, submarine amplifiers tend to have less
gain, allowing for more amplifiers to be used in the span. The gain must be
equalized across all wavelengths in systems where DWDM is employed.
Network designers must therefore pay close attention to span engineering
requirements.

Regeneration must also be done periodically to keep the signal clean; in
a typical installation, eight or so amplifiers are installed in series before
regeneration is performed, as shown in Figure 7-8. Because DWDM plays a
major role in modern optical cable systems, dispersion, four-wave mixing,
and other nonlinear effects must be carefully considered.
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Submarine Challenges
One of the greatest (and perhaps most underestimated) challenges that
faces transoceanic cable design personnel is the fact that, in many cases,
one end of the cable will be originating SONET traffic while the other will
be originating SDH. This presents a unique task for the span termination
equipment, which must serve as a gateway between the two largely incom-
patible protocols.The transoceanic protocol that resides on the transoceanic
ring is designed to protect the installation through a very innovative uti-
lization of the SONET/SDH protection bytes. Consider the illustration
shown in Figure 7-9.

In this example, we have a four-node dual fiber ring with “landing points”
in Burlington (BTV), Boston (BOS), Miami (MIA), and London (LHR).
Under normal operating conditions, traffic is carried on the solid outer ring,
while the inner dashed ring serves as the backup span. In the event of a
span failure between Burlington and London, two scenarios are possible
(the nodes have been removed for purposes of clarity). In the first scenario,
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the Burlington node recognizes the failure on the outbound span and moves
to the backup span, as shown in Figure 7-10.This overcomes the problem of
the failed span but adds a degree of complexity because now the distance
from Burlington to London is significantly longer. Instead of a single hop
trip between the two cities, the path now goes from Burlington, to Boston,
to Miami, and then to London. In a UPSR configuration, this poses no prob-
lem, because the backup span is reserved for potential failures.

What happens, though, if this is a BLSR network? In that case, half of
the traffic travels on the primary ring, while the other half travels on the
secondary ring. If the network is configured to swap to the secondary span
in the event of a failure of the primary span, traffic on the secondary ring
could be destroyed.

To avoid this problem, network designers rely on a protocol called 
the transoceanic protocol. Using the transoceanic protocol, channels 
are assigned on each ring in opposing order. For example, in an OC-48 envi-
ronment, the primary ring would assign users to channels starting 
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with the highest numbered channel—48 in this case. The secondary ring
would be assigned starting with channel 1. The two would then “meet in the
middle.”

So what is the advantage of this technique? One is that high-priority
traffic—that is, traffic with critical QoS requirements—can be placed on the
primary ring, while traffic with less critical QoS requirements can be car-
ried on the secondary. In the event that a failure causes the primary to have
to switch to the secondary, the high-priority traffic would be 100 percent
protected. Depending on the number of channels that the lower priority
traffic occupies, it could be unaffected, because the traffic that is switched
over will first occupy the channels at the other end of the array of available
timeslots, as shown in Figure 7-11.

These implementations usually support a variety of protocols, as they
must, given the fact that they straddle SONET and SDH-oriented coun-
tries. These protocols include

■ STS-1 and AU-3 (HO)

■ STS-3c and AU-4

■ STS-12c and AU-4-4c

■ STS-48c and AU-4-16

■ STS-192c and AU-4-64c

■ Various Gigabit Ethernet-compatible mappings (STS-3c and AU-4)
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Metropolitan Core Solutions

According to a variety of competitive intelligence reports, as much as 70
percent of all metro and access equipment sales will come from traditional
legacy carriers with well-founded, effective, and conservative management
systems in place as well as a long-term commitment to either SONET or
SDH.

The key challenge that faces metro service providers is the need to effi-
ciently funnel a variety of multi-service traffic types into the carrier’s core
optical network. Today, services in the metro area are delivered over any
number of technologies including TDM, ATM, and IP, all offering a range of
bandwidth. The challenge lies in building a network that is not only scal-
able, but can aggregate that mix of traffic and transport it to the core in an
efficient, scalable fashion.

One key observation about optical technology is this: the closer one gets
to the end user, the more diverse and complex the network becomes, as
shown in Figure 7-12. In the world of optical networking, this is equally
true. At the network’s edge and within the core, the evolving local loop must
support a variety of access technologies and standards including frame
relay, ATM, Ethernet, and IP. In response, companies have emerged that
focus on the creation of “wide spectrum” network management systems that
not only handle multiple protocols and services, but that are flexible, scal-
able, single-seat systems that reside at the periphery of the network, close
to the customer, rather than in the depths of the central office. These sys-
tems support the provisioning of broadband voice and data applications,
and they will help to realize the true promise of convergence.

A significant amount of work is underway to develop the vision of a truly
capable optical metro solution. Manufacturers have realized that a metro
aggregation device must have the following characteristics:

■ The process of performing service aggregation must be collapsed into a
single equipment layer. This not only saves on space, but also
simplifies the management and provisioning processes.

■ Optical transport with DWDM must be scalable but must respect the
economics of the metro market while doing so. Service providers should
be able to turn up new wavelengths only when necessary, thus
preserving the efficiencies of the ring architecture. Chromatis, for
example, a Lucent Technologies company, is designed in such a way
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that service providers can turn up DWDM channels between ring
nodes on an as-needed basis. In other words, DWDM can be added to
individual nodes only without having to add it to the entire ring.

■ The system must enable end-to-end provisioning across the
metropolitan area and mask the complexity of the underlying 
optical systems.

One key question that remains to be answered is this: Will fiber ever
reach as far as the home or small office? Absolutely. However, certain bar-
riers must first be overcome such as the cost of optoelectronics, the dearth
of optical interfaces on consumer equipment, and network availability lim-
itations. In the meantime, alternative solutions have emerged with varying
degrees of success, such as Hybrid Fiber/Coax (HFC) architectures that
take advantage of in-place, fully functional wiring schemes. HFC is consid-
ered to be a relatively low-cost solution for extending the reach of fiber. In
the last few years, however, a number of fiber-to-the-home projects have
been initiated worldwide, providing optical local loop connectivity to more
than 300 million potential lines. SBC Communications continues to develop
its broadband access plans, with plans to spend more than $6 billion on its
broadband infrastructure, including Project Pronto, which includes 12,000
miles of metropolitan fiber to support the deployment of high-speed DSL
service.
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Figure 7-12
Complexity increases
toward customer.
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Metropolitan access is characterized by the deployment of ring architec-
tures, used for the aggregation and transport of lower speed traffic. For
example, a carrier might deploy a 10-Gbps metropolitan ring throughout a
large city, as shown in Figure 7-13, which would then interconnect to lower
speed, 2.5-Gbps access facilities—either point-to-point circuits or rings.
SONET/SDH, as well as DWDM, are key technologies in this environment;
ILECs/Incumbent PTTs and CLECs/City Carriers are involved in this seg-
ment of the marketplace, where they serve as peering points in the net-
work, providing high-speed interfaces to multiple protocols, technologies,
and companies.

Some service providers have reinvented themselves as broadband access
carriers, offering a wide array of high-bandwidth access options including
DSL, cable modems, and wireless solutions. These broadband access
providers face a different set of issues than traditional carriers. First, they
do not have a great deal of experience managing high-bandwidth access ser-
vices and have never seen the tremendous growth that currently charac-
terizes the market. Second, they tend to be quicker and more nimble than
their more traditional competitors, making technology decisions that are in
the best interest of their customers based on economies of scale and the
potential to generate added revenue in innovative ways. These companies
must deploy the most current technologies and must ensure scalability if
they are to meet the growing demands of their customer base.
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Many believe that these companies may eventually “own” the customer
as broadband access catches on. They are deploying high-speed architec-
tures designed to support the requirements of telecommuters, remote office
installations, wireless business access, Gigabit Ethernet interoffice com-
munications, and regional ISPs.

For example, a carrier might deploy an OC-48/STM-16 metro ring that
provides transport for traffic that originates on DSL-equipped local loops,
interconnecting remote workers with a corporate network elsewhere in the
metro area. Another carrier might deploy an all-optical metro infrastruc-
ture to support the huge traffic increases between base stations that result
from the deployment of third-generation wireless services. As data access
over cable becomes more common, a carrier might build a high-speed access
network designed to aggregate and transport traffic between cable cus-
tomers and an ATM backbone.

As wireless local loop technologies such as the Local Multipoint Distrib-
ution Service (LMDS), shown in Figure 7-14, find their way into the busi-
ness access domain, broadband metro carriers will roll out high-speed rings
to satisfy the demands of these and other similar services. Similarly, a
regional ISP, with a need to connect to multiple Network Access Points
(NAPs) and database locations, may be served by a broadband metro car-
rier’s 10-Gbps metropolitan ring, which provides transport for traffic that
originates on low-speed services such as OC-48/STM-16, OC-3/STM-1, and
traditional TDM services. Finally, a metropolitan ring can be used to inter-
connect corporate local area networks (LANs). Several vendors have
deployed multiprotocol multiplexers that enable Gigabit Ethernet to be
transported across a 10-Gbps ring—clearly an application with promise,
given the widespread deployment of Ethernet technology. This is illustrated
in Figure 7-15.

Metropolitan transport is precisely what the name implies: that segment
of the transport market that delivers the high-speed rings used to aggre-
gate and move lower speed traffic between locations or onward to a wide
area transport environment. Finally, metropolitan enterprise is the realm of
innovative access techniques designed to provide high-bandwidth solutions
for businesses.
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Packet and Other Data Services

Today’s service provider networks designed to transport IP traffic or other
data services must provide QoS that approaches that of legacy voice net-
works. Long ago (3 years!) we realized that the “killer application” for voice
networks was data—that is, the addition of data-based services converted
voice, traditionally a flat revenue service, into a service that created signif-
icant additional revenue though Caller ID and other data add-ons. Today,
we have come to realize that the killer application for data networks is
voice, the result of which is a clear recognition of the importance of surviv-
able, dependable network infrastructures.

In response to this realization, service providers are merging their 
existing voice and data networks into a single multiservice infrastructure
that matches the “five nines” of reliability and availability of the voice net-
work, rather than the far less stringent standards of data networks. Five
nines of reliability means that the network or component is 99.999 percent
available.

Equally important is the concept of protocol agnosticism. Common ques-
tions are, IP or ATM? ATM or frame relay? MPLS or some other QoS-aware
protocol? Each of these has value when deployed for specific types of ser-
vices. For example, ATM provides the QoS control that is required for voice
and private line services, whereas IP does not yet do so. Rather than coerce
service providers to choose one protocol over another and compromise deliv-
ered service quality or to maintain multiple networks for different services,
evolving data-oriented technologies enable the creation of a single protocol-
independent infrastructure that can switch any protocol anywhere, any-
time, with appropriate QoS for each service. The bandwidth capabilities of
the optical network add greatly to this capability.

Another ongoing evolutionary requirement of modern networks is a
recognition of the fact that the core and the edge are becoming functionally
independent in many ways yet are functionally merging in others. The cur-
rent layer-2 (ATM) and layer-3 (IP) multiservice networks are divided
between the core and the edge. The edge, where IP first appears and QoS 
is introduced, provides service delivery, while the core, with its high-
bandwidth fabric and QoS-aware switches, aggregates those services for
transport. In reality, current service provider networks have three func-
tional regions as shown in Figure 7-16: service creation and delivery at the
edge, typically performed by smaller multiservice switches and routers; the
aggregation of services within the multiservice core fabric, typically 
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performed by larger ATM switches or core IP routers that aggregate traffic
from the edge; and finally transport, the process of moving through the opti-
cal network while preserving QoS.

Tomorrow’s networks will evolve from three layers into two. Many net-
work designers believe that one of the first evolutionary steps will be a
merger between the edge and the multiservice core, characterized by
devices that deliver end-user services and also provide low-speed trans-
mission aggregation for handoff to the optical core. The benefits of such a
model are numerous, including a reduction in network complexity, a sim-
plification of management requirements, a large increase in available band-
width, and on-demand provisioning of QoS-based customer services.

The requirements for this enhancement to the existing network are not
overly significant. The aggregation currently performed by large access
nodes with high bit-rate DWDM facilities that interface directly to the opti-
cal core will migrate to the smaller hybrid devices that straddle the line
between the core and the edge. Additionally, traffic-engineering functions
must be modified to accommodate the provisioning of a selective partial
mesh fabric for backbone connectivity. This evolution is most likely a 1- to
2-year process for the more aggressive second-tier carriers, longer for the
first-tier companies.
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And the benefits of this architectural modification? There are many, and
they include the following:

■ The capability to provide support for multiple services including ATM,
frame relay, and MPLS-enhanced IP

■ True, guaranteed, end-to-end, user-definable QoS, Per VC queuing, and
QoS-aware routing

■ Management control at the data link layer (layer 2) to improve the
traditional operations, administration, maintenance, and provisioning
(OAM&P) functions that are associated with the management of
network resources

■ Seamless network availability and flexibility through “lossless”
switchover, automatic protection switching, and traffic management
functions

■ The capability to transport diverse services over a single, shared
network infrastructure

■ The capability to provide end-to-end, measurable QoS

■ Support for an efficient mix of traffic types

■ A flexible migration path with interfaces to existing DCS and
SONET/SDH equipment

■ The growth potential to deliver as-yet-unknown services

So how would these capabilities be realized in the network? The answer
lies in the overall architecture of the network itself, specifically the optical
core surrounded by a ring of layer 2 and 3 services.

Let’s first consider the layer 2 and 3 service environment as having two
major segments. The first is the multiservices ATM segment. The services
that can be delivered from this segment include frame relay, ATM, MPLS�

(standards-based MPLS), private line, voice, and DSL.
Now consider the MPLS/IP segment. Services that can be offered from

this segment include MPLS/IP and frame relay. What holds the two seg-
ments together is MPLS. In most cases, this is expected to be MPLS run-
ning over packets over SONET/SDH at OC48c/STM16 or OC192c/STM64.

As we observed earlier in the book, two key goals are associated with the
deployment of telecommunications technologies: cost reduction and the cre-
ation of additional revenue.

Cost reduction can be accomplished readily with the deployment of new
technology solutions, particularly in legacy data installations. Manufactur-
ers have stepped up to this challenge by designing and manufacturing
devices with characteristics that address the customer concerns that are
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frequently cited. These characteristics include the highest port density per
installed chassis and multiservice support of the lowest lifecycle cost
through the capability to add cards rather than change entire network ele-
ments as customer service requirements evolve. Additionally, these prod-
ucts take advantage of the strengths of high-speed layer 2 switching, offer
a range of granular QoS levels, and provide the capability to deliver such
IP-based applications as virtual private networks (VPNs), virtual routing
capabilities, voice, fax, and video-over-IP, and IP Multicast.

Given that investments in legacy switching infrastructures continue,
there is no question that they will remain a significant part of the evolving
IP-over-ATM network. The evolution that most see is a slow but steady evo-
lution from a circuit-based architecture to one based on packet switching,
with ATM providing the capability to ensure QoS and toll-quality services.
In effect, ATM will replace traditional “class four” tandem switches.

The other area of financial impact is revenue generation. New applica-
tions demand the shortest possible predictable end-to-end latency (40
microseconds), multiple priorities per installed port, and prioritized
weighted fair queuing and scheduling to permit the delivery of predictable
quality voice over IP (VoIP), video, and differentiated data services over an
all-IP backbone. In this environment, offered applications include CBR over
IP; voice, video, and virtual leased line services; guaranteed service-level
agreements; enhanced services such as multicasting with multiple classes
for real-time and non-real-time transport; and finally the capability to offer
high degrees of network reliability and availability through the use of in-
service software upgrades, circuit and device redundancy, and so on. All of
these lend a degree of capability to modern data applications in the SONET
and SDH realm.

ATM’s Role

Of course,ATM’s role in this evolving data network architecture is to enable
convergence through the delivery of not only VoIP with guaranteed service
quality levels, but also voice over frame relay, voice transport over ATM,
and native voice traffic from the PSTN over an ATM infrastructure through
the use of modern switching technologies that have recently emerged.
Advancements are still required to effect the integration of signaling
between the voice and data worlds, but this is an ongoing effort and a sig-
nificant step toward the delivery of legitimately converged services.
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What About Frame Relay?

Many service providers today offer frame relay to their enterprise 
customers for VPN support and leased-line alternatives. This has proven to
be a popular alternative throughout much of the U.S. and is emerging 
as a viable solution in the rest of the world as well. There is, however, a 
drawback.

Today, because of their burgeoning data requirements, companies are
beginning to exceed the capacity of traditional frame relay and are looking
for more. Some advances have been made in frame relay environments
including the capability to offer QoS and to create multilink, bonded frame
circuits as a way to offer better bandwidth flexibility. Although these tech-
niques are largely proprietary, they can be used to scale frame relay ser-
vices, although both require a core network that provides higher
throughput and therefore sustainable QoS. Once again, ATM rises to the
challenge. With the publication and ratification of FRF.5 and FRF.8, the
Frame Relay Forum put into place acceptable standards that govern the
interworking of ATM and frame relay.

The end result of this effort is that manufacturers now have the ability
to map frame relay QoS parameters into ATM cells in the core network, as
shown in Figure 7-17. This enables the service provider to offer true end-to-
end QoS and to be competitive with service-level agreements. This makes
possible an enhanced revenue stream for service providers and enables
them to charge premium prices for QoS-aware frame relay services.
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Wavelength-Based Services

Throughout all of these optical applications, a continuum of capabilities
repeatedly appears. These networks have capabilities that fall into three
identifiable categories: the characteristics of the network itself, the services
that it provides, and the implications of those services. They have signifi-
cant bearing on the deployment of wavelength-based services.

Network Characteristics Networks that serve the needs of diverse cus-
tomers with varying service requirements must exhibit the following char-
acteristics. They must be scalable to meet changing bandwidth demands
and anticipate unexpected growth. They must be reliable, offering five to
seven nines of reliability at all times to emulate the service level provided
by carrier class voice networks. They must be flexible, offering the capabil-
ity to evolve rapidly in the face of changing customer requirements and
traffic patterns and finally, they must be intelligent so that they can offer
value-added services over a network infrastructure that is historically flat
in terms of revenue generation.

Network Services The network services straddle the gap between the
characteristics that define the network and the services’ implications. They
include scalable, large-volume bandwidth, service assurance and guaran-
teed levels of customer service, capital and expense savings derived from
increased operational efficiencies, and faster provisioning in response to
customer requests for the same. These are the characteristics that network
service providers can convert into a competitive advantage as well as com-
petitive products and services.

Service Implications Regardless of the measurable services deployed
by a carrier, all have the following characteristics if they are successful:

■ Fast and accurate response to the customer base and a subsequent
fast time to market

■ Better profit margins as the result of improved cost savings and more
efficient network operations

■ Improved revenues for a variety of related reasons

■ The lowest cost per delivered bit of bandwidth

All three of these—network characteristics, network services, and service
implications—play key roles in the quest for marketshare.
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Modern Trends in Optical Networking

The numbers don’t lie: bandwidth consumption is at an-time high and is
going up, as Figure 7-18 illustrates. According to industry sources, con-
sumption rates are off the charts. Every minute around the world, 5 million
e-mail messages are transmitted. Every hour, 35 million voice mail mes-
sages are logged. Every day, 50,000 new wireless subscribers join the ranks
of people trying to drive, fix a sandwich, read the stock picks, and talk on
the phone at the same time. Every week, 630,000 new phone lines are
installed, and every 100 days the total transmitted traffic on the Internet
doubles. It gets better: the physical size of the Internet doubles every 10
months, and the amount of information that can be reached by typing
“www-dot-something-or-other” doubles every 57 days. Furthermore, a col-
lection of other factors doesn’t help the situation at all. Every year, storage
capacity doubles, while the price per unit sold halves, optical transport
capacity doubles every 9 months or so, and Moore’s Law, that wonderfully
prophetic observation attributed to Intel’s Gordon Moore, proves itself to be
true every 18 months when the price halves and the speed doubles on com-
puter CPU chipsets.
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All of these factors contribute to the massive challenge facing service
providers today. There is an old adage about “fixing the train while it is
rolling down the track” as a description of how to run a telephone company
today. Pretty accurate, wouldn’t you say?

The challenges before the service providers today fall into three cate-
gories: cost reduction, revenue generation, and meeting the demands of cus-
tomers. Cost reduction can be achieved through a number of activities such
as

■ Eliminating the “network of networks” that most of them operate by
moving to a single network (or at least a limited number of networks)

■ Minimizing the overlay network buildouts that are so often required
and therefore maximizing the capability to redirect those resources to
more immediately profitable aspects of the business

■ Simplification of the OAM&P functions in the network

■ Preservation of the existing investment in the network through an “If
it ain’t broke, don’t fix it” mentality (as long as it really isn’t broken!)

Revenue generation, on the other hand, is a far more elusive beast.
Clearly, competitive pricing is a critical factor and is directly affected by the
items listed earlier. Others include

■ The absolute ability to deliver guaranteed, always-there quality of
service associated with purchased products

■ The ability to act upon customer requests for service quickly and
accurately and provision them in as short an installation interval as
possible

■ A collection of service offerings that are highly differentiated and
“tailorable” to meet individual customer demands

Finally, companies that can meet the demand for bandwidth, particu-
larly given the chaotic nature of the business today, will be among the most
successful. Their requirements include

■ The ability to support multiprotocol transport with complete
agnosticism

■ The ability to accommodate the unexpected service churn that is so
much a part of doing business in the telecommunications marketplace
today
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■ Support for unpredictable, constantly changing traffic patterns with
widely varying requirements for QoS

■ The ability to handle both anticipated and unexpected demands for
additional capacity

Ultimately, wavelength-based services lend themselves perfectly to ser-
vice providers faced with the challenges described. They help assuage the
chaos brought about by unpredictable customer demands for bandwidth,
provide virtually unlimited network scalability, enable dramatically
reduced costs of operations, and offer the protocol transparency and broad
flexibility required in modern networks. In the end, wavelength-based ser-
vices offer true bandwidth on demand, protocol-independence, unlimited
bandwidth provisioning on a per-wavelength basis, the capability to provi-
sion services quickly while offering granular control of QoS, and, perhaps
most important of all, customer control over the process. Together these
characteristics make for a powerful combination that solves concerns for
service provider and customer alike.

Traditional Versus Wavelength-
Based Services
When we consider the differences between the so-called legacy network
installations and the modern wavelength-based services, the differences are
striking. Consider the network diagram in Figure 7-19. In a traditional net-
work, services are carried over a complex, difficult-to-manage and expen-
sive overlay fabric that is highly bit rate-and protocol-dependent. Because
of the patchwork nature of the network architecture, it requires multiple
management systems, enjoys a time-consuming, error-prone provisioning
process, and often has resources sitting idle because of underutilization.

Wavelength-based network provisioning systems, on the other hand,
require fewer network elements, make much more efficient use of expensive
network resources, and have the capability to deliver bandwidth on
demand. Because of the distributed intelligence model that is so common in
modern optical networks, wavelength-based network provisioning systems
are also capable of provisioning client service requests far faster and with
greater accuracy than their legacy counterparts. Furthermore, solutions
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can be crafted that address such concerns as survivability, performance
monitoring, and fault isolation.

All network topologies can be used in optical networks that deliver
lambda-based services. Many carriers deploy dedicated facilities initially,
simply because they are easy to manage, relatively low-cost, and designed
to address specific customer concerns. Some build rings, although they 
are very expensive, the price that must be paid for their high level of relia-
bility. Mesh installations are typically more cost-effective and are designed
to make more efficient use of scarce and expensive network resources.
Quite often it is the application that drives the desired network architec-
ture; we will discuss applications for wavelength-based services in the 
following section.

Wavelength-Based Applications

Wavelength-based applications fall into four main categories today,
although there will certainly be others over time as creativity and the quest
for dollars continue unfettered. These four categories are bandwidth trad-
ing, optical VPNs, traffic aggregation and transport, and multi-domain
WAN transport.
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Bandwidth Trading

Bandwidth, along with Chicago pork bellies, Louisiana sweet crude, Costa
Rican coffee, Kansas wheat, and Pacific Northwest lumber, is fast becoming
the next big commodity market product, particularly when sold on a per-
minute basis.

In bandwidth trading, companies like Enron, Williams, and Arbinet pur-
chase large volumes of available bandwidth from providers with excess
capacity, thus taking on the considerable risk of owning a commodity with
no initial customer to buy it. Ideally, however, it all works out in the end.

How It Works

When a customer wants to buy a contract for bandwidth from a bandwidth
trader, as shown in Figure 7-20, the customer contacts a trader/broker and
explains what his or her capacity requirement is. The trader negotiates a
contract between the customer and the provider of the bandwidth. The
bandwidth trading application, hosted by the trader’s company, requests a
new service from the software program (sometimes called the service man-
ager) that controls bandwidth provisioning. The service manager, in turn,
contacts the so-called “pooling points” from which the bandwidth will be
provisioned and monitors the delivered level of QoS at each of them.
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Companies like Enron have suggested that bandwidth, along with power,
is the next product that will be widely sold in a forward commodity market.
As one might suspect, however, this concept does not sit well with the legacy
carriers, since the commoditization of bandwidth represents a direction in
which they don’t want to go. In spite of that, many service providers are cus-
tomers of bandwidth traders, buying bandwidth from the cheapest source
as a way to control their own network costs.

Enron trades as the principal player in the bandwidth commodity game,
which means that the company pays for the products it is buying and sell-
ing, often before it has a customer. As the principal player in the transac-
tion, Enron can play any number of roles: they can hedge, serve as the
intermediary, or be a speculator. As a hedge, they can offset transactions as
a hedge against less desirable positions. As an intermediary, they can posi-
tion themselves between a facilities-based carrier such as an ILEC and a
non-facilities-based carrier such as a CLEC, and buy bandwidth from one to
sell to the other. As a speculator, Enron can either sell available bandwidth
or buy excess capacity from another company, hoping that the price changes
favorably to allow them to play in the arbitrage game and make a large
profit.

To raise awareness of the potential value of bandwidth trading, and to
increase interest in it among the carriers, both Enron and Williams peti-
tioned the Competitive Telecommunications Association (CompTel) to cre-
ate an ad hoc working group to examine the possibility and feasibility of
creating a bandwidth-trading organization that would push the industry
for a standardized trading agreement that could be used universally. In
1999, CompTel created the Bandwidth Trading Organization (www.band-
widthtradingorganization.com), and although no formal agreement has
yet been forged, a great deal of work has been done, including the publica-
tion of a mission statement and the circulation of a straw agreement among
all players. A formal trading agreement is expected soon and will only
address the provisioning of SONET/SDH circuits. In the future, as provi-
sionable IP circuits gain capacity and standards for provisioning wave-
lengths and wavelength interfaces become more common, commodity
trading of those resources will become more common.

Challenges still face the market for commoditized bandwidth, although
they are not show-stoppers by any means. Until pooling points become
more common and a standardized provisioning contract is created, freely
operated markets for bandwidth will still stumble a bit.
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The energy consortia are closer than the telecom companies to estab-
lishing a standard contract, but this will turn around in the relatively near
future. The greatest stumbling block in the telecom arena is the legacy
mindset that is so infused with risk-averse behavior. Carriers want the
most for their investment dollar and are not accustomed to operating in a
marketplace that is fraught with some degree of risk. Their greatest rev-
enues come from value-added services, and as a result, they are loathe to
endanger that revenue stream. They are justifiably concerned that product
standardization would lower prices, damage their current product differen-
tiation, and cause the creation of a commodity market.

Of course, certain carriers support the success of bandwidth trading,
among them the more enlightened companies that understand the value
that the process can bring. They also recognize that it is inevitable: band-
width has all the characteristics of an emerging commodity product, and it
is therefore only a matter of time before it achieves full-blown soybean sta-
tus. Transactions for bandwidth purchases that used to take months to
complete will be completed in minutes or seconds, causing the wholesale
market efficiencies commonly seen in other industries to appear in telecom-
munications.

Many energy companies like Enron and Williams operate pipelines for
oil and natural gas and therefore own significant rights-of-way, along which
they can install fiber optic infrastructures. By using these rights-of-way,
these companies avoid a significant cost.

Enron has approximately 18,000 miles of fiber installed in its network
and was the first company to treat bandwidth as a commodity. According to
company sources, Enron’s telecommunications organization estimates the
current market for commodity bandwidth in North America alone to be in
excess of $300 billion, $1 trillion worldwide. Those are not numbers to
ignore.

Enron has not waited for the CompTel Bandwidth Trading Organization
to come up with its standards. The company has developed standardized
terms and conditions for the movement of commodity bandwidth. It has
also designed and proposed an operations model for universal pooling
points that would serve as interconnection facilities in certain markets
through which connections between buyers and sellers could be created.
An independent third party responsible for scheduling connections and
ensuring physical and logical transaction security would most likely man-
age them.

265SONET and SDH Applications

SONET and SDH Applications

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.



Optical VPNs
Because the virtual corporation comprises distinct and often geographically
dispersed locations, and because remote workers and home offices have
become so common, networks have evolved to support interconnections of
multiple offices at a reasonable cost and remote access to corporate data-
bases. The competitive nature of today’s marketplace requires that employ-
ees have immediate and efficient access to the most current information
available, and that they be able to work remotely as efficiently as if they
were directly connected to the corporate network. Another advantage deals
with extending the cloud beyond its traditional margins. By creating a vir-
tual corporate network, customers can be “brought in” electronically to
ensure the timely exchange of information and enhance customer relation-
ship management. One solution that is commonly used is the Virtual Pri-
vate Network (VPN), which is a cost-effective alternative to a dedicated
facility. Instead of paying the mileage charges associated with private line,
a VPN replaces the dedicated circuit with the public Internet, the use of
which has no distance component associated with it.

When a remote user accesses a corporate network using a VPN, they do
not dial directly into the corporate network. Instead, they create an Inter-
net connection by dialing into a local ISP and then use secure protocols to
create a “tunnel” through the fabric of the Internet that safely transports
the information between the remote worker and the corporate network.The
Internet simply becomes an extension of the corporate network, providing
access for remote workers. To protect the user and the company, secure pro-
tocols enable information to be passed safely between a remote employee
and corporate computer systems. The difference between these two tech-
niques is shown in Figure 7-21.

Design considerations must be taken into account when implementing a
VPN. If the majority of the users are geographically collocated, a dialup
solution may be perfectly acceptable since they will incur no distance-
related charges as a result of their connection sessions. If they are more geo-
graphically dispersed, however, an Internet or alternative IP solution may
be a better answer.

VPNs represent a secure and cost-effective alternative to a dedicated
network, making it possible to interconnect geographically dispersed cor-
porate LANs and WANs using a low-cost public network infrastructure.
Currently, private line and frame relay represent the bulk of all WAN
installations. Unfortunately, they are relatively inflexible, a problem in
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today’s dynamic network environment. And because they are usually sold
under a 3-to-5 year contract, they have become less attractive for customers
who do not want to be locked into a network solution that cannot evolve
with changing applications and geographic footprint requirements.

The cost advantages of VPNs are significant. In addition to the savings
that result from the elimination of distance charges and the costs of dial
access, there are also savings from reductions in capital equipment and
support. Because VPNs use a single WAN interface for multiple functions,
the data that would normally have passed through several devices now
requires one. Support costs are reduced because of the capability to consol-
idate all support functions within a single help desk organization.

Of course, other challenges are associated with VPNs, not the least of
which is performance. The Internet is not known for providing highly
dependable QoS, and given that it constitutes the heart of the VPN, a num-
ber of questions arise. An ideal IP-based VPN would

■ Be ubiquitously available, secure, and reliable

■ Offer a variety of network management and billing options
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■ Provide measurable service level agreements

■ Allow the user to differentiate QoS on a per-flow and/or per-application
basis

The Internet, or even a pure IP network, does not inherently have the
capability to do all of these things. IP on top of an ATM backbone, however,
does have the capability, and this model seems to be the emerging choice for
carriers looking to deploy QoS-capable public networks. By associating IP
addresses to ATM virtual circuits, QoS can be assured.

Along Comes the Optical VPN
The next stage in the development of the VPN is the addition of optical
technology to the transport solution. Optical VPNs add the advantage of
extremely high bandwidth as well as the following:

■ The capability to provision multiple security levels using any variety
of techniques

■ Wavelength-based provisioning for complete control of bandwidth

■ Customer control of the provisioning process, if the carrier desires

■ GUI-based customer interfaces

■ The capability to generate customized reports for clients

In an optical VPN, shown in Figure 7-22, the wide area optical network
provides the high-bandwidth interconnection fabric for multiple company
locations, all under the control of a network management system that
tracks bandwidth consumption and customer requests for service, provi-
sions as appropriate, and manages billing and accounting functions auto-
matically. The same secure protocols used in the traditional VPN can be
used in the optical VPN.

It is important to recognize that the private line network will never dis-
appear, but as Internet QoS and encryption protocols improve, and optical
fiber becomes more available for transport, the need for a dedicated facility
will become less and less obvious. Because of its capability to reduce costs,
create customer controllable networks, support new business opportunities,
and improve flexibility and speed to market, the optical VPN will be recog-
nized as a powerful enabler of customer relationship management and
therefore competitive positioning.
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Traffic Aggregation and Transport
As corporations evolve such that they have multiple corporate locations
scattered across a large geographic area, as shown in Figure 7-23, traffic
patterns usually emerge between the various sites that are relatively pre-
dictable. If large volumes of traffic can be predicted between any two sites,
then it makes sense to establish a wavelength dedicated for the transport
of traffic between them. This technique, often called express traffic 
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handling, is used to aggregate and transport traffic at high bandwidth lev-
els between sites in a real or virtual corporate network. As Figure 7-23
shows, the network is designed with high-bandwidth junction points that
provide cross-connect capability. Routing between sites is based on the
nature and destination of aggregated traffic rather than on the manage-
ment of individually provisioned wavelengths.

Multi-Domain Wide Area Network
Transport
Perhaps a simpler name for this application would be “Submarine trans-
port.” This application is used when SONET and SDH traffic must be inter-
connected to form a single, logical network capable of moving the two traffic
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types seamlessly back and forth. Because of the gravity of the installation
and the large volume of traffic that it will naturally carry, it must support
a variety of restoration schemes to protect user traffic. It must also support
rapid provisioning options.

Ethernet Transport
A fundamental disconnection exists between the core and the metro regions
of the network that relates to the basic service offerings of each. In the
metro domain, customers require the network to carry the following:

■ DS-1, E-1, DS-3, and other legacy signals

■ Frame relay and ATM traffic

■ DSL and cable modem traffic

■ Leased wavelength traffic

■ ESCON and FICON signals

■ Video

■ Transparent LAN service traffic

■ Ethernet, Fast Ethernet, and Gigabit Ethernet

The core network, on the other hand, is typically far less diverse in its
design, carrying only packet over Lambda/wavelength, packet over
SONET/SDH, and straight SONET and SDH traffic at 2.5 or 10 Gbps.

Matching the two environments is a formidable challenge for service
providers who must meet the demands for growing bandwidth, evolving
QoS-sensitive services, and flexibility. Ethernet, Fast Ethernet, and Gigabit
Ethernet represent the fastest growing segment of metro-to-wide-area traf-
fic and as such have become a primary area of focus for manufacturers of
devices that straddle the metro/core interface.

The traditional central office that serves the metropolitan area, shown in
Figure 7-24, is relatively straightforward in its design and mission. Traffic
arrives on an optical facility, possibly over DWDM. The traffic is divided and
passed into SONET or SDH multiplexers, where each traffic stream is then
passed on to an ATM switch or digital cross connect system in the case of
traditional voice services. Some of the traffic may be passed on to a router
if it is IP-based.
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In the evolving metro central office, three techniques exist for handling
traffic. The first is with an all-optical design, in which case individual wave-
lengths are assigned to specific protocols, as shown in Figure 7-25. The sec-
ond technique is the so-called next-generation SONET/SDH environment,
illustrated in Figure 7-26. In this environment, the cross-connect function
and the add-drop function are integrated into a single device. Lower-speed
services arrive at the DCS and are then mapped into outbound SONET or
SDH channels for wide-area transport. The final technique, shown in Fig-
ure 7-27, is the multi-service model. Here scalable DWDM optics are inter-
faced to the ADM function, which in turn is connected to multiple service
elements that provide ATM, frame relay, IP, Ethernet, and other desired
services.

The result of this overall design variety is that networks can be deployed
that effectively provide transport for Ethernet and other traffic types
between the core and metro environments.
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Corollary Developments
One of the most innovative technologies to come along in recent years is
passive optical networking (PON), shown in Figure 7-28. PON comprises
nothing more complex than an optical splitter that sits between the cus-
tomer “loops” and the transport fabric and creates passive optical channels
that are individually fed into the transport network. PON can be used very
effectively to transport legacy voice, ATM traffic, and all flavors of Ethernet
traffic. When combined with ATM on the backbone, it provides a technique
for the fiber-based transport of voice and data services that originate at
small and medium-size businesses. The advantages of ATM PON (APON)
are numerous:

■ Fully compatible with the service provider’s ATM network backbone

■ The capability to provision bandwidth on-demand

■ A highly competitive solution that is far more cost-effective than
SONET/SDH
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■ A solution that results in significantly lower hardware costs because of
the advantages of convergence

■ Reduced cost per subscriber because of shared access to a network host

■ Based on a well-accepted set of international standards

■ Supports ATM, Ethernet, and circuit-based services

Because Ethernet has become the primary protocol used in corporate
environments, the demand to transport it across metro and WANs has
grown significantly.

Consider, for example, the services offered by Yipes. Their network archi-
tecture converges data, voice, and video over an optical networking infra-
structure to satisfy the demands of e-commerce, Internet-based enterprises,
and multimedia delivery. These services can only be addressed with optical
IP networks. The challenge for Yipes has been to meet customer require-
ments for guaranteed minimum bandwidth to ensure the delivery of the
QoS required for multimedia and latency-sensitive applications such as
Voice-over-IP.

Yipes uses Ethernet to transport IP over optical fiber. This combination
offers advantages over legacy WAN architectures in terms of reduced cost,
simplified network design, scalable bandwidth, and time to market without
reducing reliability or QoS. Bandwidth is delivered through a standard RJ-
45 port that enables the delivery of Internet connectivity, point-to-point ser-
vices, multipoint-to-multipoint services, and VoIP at bandwidth levels
ranging from 1 Mbps to 1 Gbps. The network, which is entirely non-block-
ing, guarantees extremely low latency and is thus acceptable for delay-sen-
sitive traffic. Architecturally, redundant fiber rings ensure reliability and
availability.

Another company in the Ethernet transport game is Telseon. Telseon
delivers secure and scalable bandwidth across their own optical network at
speeds up to 1 Gbps. They rely on standard Ethernet connections, which
eliminates customer dependence on expensive high-speed data interfaces
and the management overhead required to deploy and maintain a legacy
SONET or SDH network. The company’s customers include

■ IP backbone providers

■ Storage area network (SAN) providers

■ Content providers and distributors

■ Managed service providers
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■ Application service providers (ASPs)

■ Web enterprises

Telseon recently made news in the trade journals when it declared itself
to be the first bandwidth provider to place provisioning functions in the
hands of customers. This allowed them to self-provision virtual connections
and gave them the capability to modify bandwidth as required in real-time.
Telseon also offers business-to-business connectivity, which enables any
company on Telseon’s metro network to create a connection and offer it to
any other company on the company’s network. Once network access has
been established,Telseon enables customers to add and change connections
and increase bandwidth on demand as they require, all using Telseon’s
Web-based IP provisioning system.

The company offers three levels of service:

■ Point-to-point. Connects two sites, either within your own network or
from your network to a service provider or business partner network.

■ Point-to-multipoint. Service providers connect to multiple customer
sites or for multicast distribution.

■ Multipoint-to-multipoint. A single organization connects to campuses,
multiple carrier POPs, or trading communities.

The Multiservice Optical Core
The multiservice optical core network looks like one of those Russian
mamuschka dolls—a series of nested service layers that together create a
multiservice network. This network is designed to transport a wide variety
of service types, including

■ ATM

■ MPLS-enhanced IP

■ DSL

■ Frame relay

■ Packetized voice

■ Cable modem traffic
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■ Private line

■ Wireless

■ VPN services

The network is most likely deployed over ATM as the switching infra-
structure. This results in a number of advantages, including low
latency/delay characteristics for transported traffic, the capability to prior-
itize, and enhancements to an otherwise all-IP infrastructure.

All of the services listed here benefit from the modern core design. The
advantages are as follows:

■ ATM. Multiprotocol transport support, QoS preservation, and
globally-accepted standards

■ MPLS-enhanced IP. Extremely efficient use of sometimes scarce
addressing space, reuse of existing routing protocols, and scalability

■ DSL. High-bandwidth access to both intranet and Internet services
over existing copper facilities and traffic aggregation over ATM access
and backbone services

■ Frame relay. Reliance on standards-based frame relay bearer service
(FRBS) and the ability to offer end-to-end seamless QoS as a
competitive advantage

■ Packetized voice. Low-delay architecture associated with ATM that
enables voice services to be given highest priority service and permits
planning for circuit-to-packet migration strategies

■ Cable modem traffic. Capability to deliver granular QoS, capability to
offer and provision high-bandwidth virtual circuit service, and makes
high-speed Internet access possible

■ Private line. Multiprotocol transport and differentiable QoS

■ Wireless. Similar to packet voice with low delays, scalability, and high-
quality predictable transports

■ VPN services. Efficient use of private and public IP addressing space,
reuse of existing routing protocols, the capability to create “custom”
address plans, and scalability
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Optical Area Network
The optical area network (OAN) is the name given to the optical network
infrastructure that provides gradable transport for a wide array of services
including

■ Storage area networking (SAN)

■ Web content hosting

■ Bandwidth trading (discussed earlier)

■ Video services

■ Data center connectivity

The reader should be able to see that these services are entirely content-
driven and are therefore highly dependent on varying degrees of QoS. The
deployment of these services is causing a massive reinvention of the net-
work. The number of network users is climbing rapidly. Applications are
being created that require more and more storage and transport bandwidth
and that are often outsourced (which puts an additional burden on the net-
work). Web pages are becoming far more graphics-intensive and therefore
bandwidth-hungry, and the Web is becoming the delivery medium for a vol-
ley of unanticipated services including television, video on demand, MP3
music, soccer games, and more. The end result of this is that person-to-
person communication is no longer the most common model for traffic.
Instead, the model is rapidly becoming person-to-server, server-to-server,
and data center-to-data center. The consequences of this evolving service
infrastructure are significant, particularly for the data center environment
(which in effect includes the SAN, Web hosting, bandwidth trading, and
some video content environments).

Consider the characteristics of the typical modern data center today.
They have evolved from centralized, hierarchical roots and are saddled with
the vestiges of older technologies. They house large numbers of services, all
interconnected with standard 10-Mbps Ethernet.They provide support and
sustenance for LANs, SANs, and WANs. They support a variety of less-
than-efficient legacy WAN interfaces that are left over from earlier times
but that are deeply embedded and therefore cannot be removed. They are
forced to run and support multiple redundant software architectures, and
finally they must manage multiple database farms that do not communi-
cate to one another.
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The fact of the matter is that various realities are at work here that occa-
sionally clash with one another. Within the data center, terabytes of content
are stored in massive disk farms. On the WAN side, terabits of transport
bandwidth are provisioned for the transport of data center content. Both of
these represent significant costs, but the revenues from sold bandwidth and
hosted data center content (hopefully) offset the costs. The OAN represents
the solution that sits between the data center and the wide area, delivering
scalable bandwidth that offers QoS, protocol agnosticism, and scalable
bandwidth.

Conclusion
Throughout this final section we have discussed the applications that are
emerging under the domain of SONET and SDH. These applications derive
from a number of technology sources including native mode ATM, frame
relay, private line data circuits, virtual private networks, DWDM-depen-
dent wavelength-based services, and various flavors of Ethernet, IP, video,
and wireless. The conclusion that is inevitably reached is multifaceted and
is described here.

Long live packet switching. There is an undeniable evolution underway
during which circuit switching’s influence is waning, while that of packet
switching is waxing. The reasons for this evolution include more efficient
use of network resources, the capability to converge multiple services on a
single network fabric, and competition.

Convergence is real. Get over it. It really is happening: IP is ascending
to the throne of network layer protocols and will become the anointed pro-
tocol for routing purposes. All transported services are in various stages of
reinventing themselves for transport across packet-based infrastructures.

QoS is the most important differentiator. It isn’t bandwidth, availability,
age, or fancy names. Customers buy services because the services do what
they need to do—period. Companies that take the extra effort to under-
stand customer requirements and customize service offerings to address
the specific needs of each client’s situation will ultimately win the game.

Content is the real driver. The realization that customer-to-server and
data center-to-data center traffic is eclipsing the traffic generated by point-
to-point connectivity highlights the fact that content rules. Whether it’s
interactive video, MP3 music, live sports events, BBC music, medical imag-
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ing, or some other form of content, it’s the real driver behind the bandwidth
explosion.

SONET and SDH are here to stay for the time being. They may have
been around for a while, and they may not be the most flexible and accom-
modating protocols available, but they are deeply embedded in the network,
offer a wide array of capabilities, are remarkably forgiving, and they work.
Add to that list the fact that service providers know and understand them
and you will see why revenues from these technologies will continue to
grow for some time to come.

Optical networking is the next big hero. It’s true: optical, with its virtu-
ally unlimited bandwidth, ubiquity, protocol transparency, and vendor sup-
port, is in the game for the long haul. There is nothing else on the horizon
that stands a chance of unseating it in the near term.

Metro is the focal point for the foreseeable future. Currently, the area of
greatest growth in the optical networking domain, the metro region, has
long been somewhat ignored because SDH and SONET were simply not the
best protocols to use there. Today, however, given the growth that is under-
way in the metro world and the bridging that must inevitably occur
between the metro and core/long-haul domains, metro is becoming a mar-
ket segment to be paid attention to.

Ethernet has escaped from the LAN and is roaming free. Once consid-
ered to be an almost hobby-like protocol, Ethernet has become the darling
protocol for office interconnection and, if you believe the tales of Yipes and
Telseon, an ideal IP transport across the wide area as well. Who woulda
thunk it.

IP just isn’t ready for primetime. It’s a great protocol with tremendous
promise and absolutely will become the protocol of choice for mixed service
networks. Until it has the ability to deliver discernible, predictable, and con-
trollable QoS, it will be required to work hand-in-glove with a robust
switching fabric.

Rings are making room for meshes. Ring architectures are fine for the
requirements of the metro market where they are widely deployed, but they
are giving way to mesh network designs in the long-haul and core domain.

We have more than enough bandwidth—for now. Parkinson was right
when he wrote, “Work expands to occupy the time allowed for it.”A corollary
to his now-famous law might be, “Applications will always expand to occupy
the bandwidth allotted to them.” Today optical channels on the bottom of
the Pacific Ocean are lying idle, but that condition is purely momentary.
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So what does all this mean? The technologies that made up the legacy
networks of yesterday and the services that they provided have changed
dramatically. Instead of the relatively inflexible and bandwidth-limited ser-
vice provider networks being the model for transport today, they are giving
way to converged networks that provide flexible connectivity, vast band-
width reservoirs, highly survivable architectures, and protocol agnosticism.
Some of those legacy technologies, however, specifically the high-bandwidth
transport schemes of SONET and SDH with their enormously capable over-
head bytes, have survived the technology purge and will continue to be sig-
nificant players in the evolving broadband network.
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