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Preface

The increasing use of high-frequency integrated circuits monolithic microwave
integrated circuits (MMICs) in modern communications systems requires an
accurate prediction of their response at the simulation stage because this tech-
nology does not allow any circuit modification after manufacturing. The
microwave circuits are often designed using frequency-domain techniques, like
harmonic balance. With this technique, only the steady state is analyzed, and
the experimental solution may be very different from the simulated one. In
nonlinear circuits, two or more steady-state solutions of same or different types
may coexist for a given set of circuit-parameter values. The solutions may be
stable (physically observable) or unstable. Because the transient is not simu-
lated, harmonic balance can provide a solution towards which the system never
evolves in time. Thus, it requires complementary stability analysis tools.

The main purpose of the book is to give a deep insight into the dynamics
of the most common nonlinear microwave circuits without losing track of the
practical-designer objectives. It gives explanation of the operation principles of
circuits like tuned and synchronized oscillators, analog frequency dividers com-
monly employed in high-frequency phase-locked loops, and other circuits with
complex behavior, like the self-oscillating mixers employed in the design of
small, low-consuming frequency converters. The book tackles many instability
problems encountered by circuit designers at the measurement stage. The
emphasis here is the understanding and practical usefulness of the different sta-
bility concepts and the provision of stability-analysis techniques. More descrip-
tions and demonstrations are given in the mathematical references of the book.

xi



Chapter 1 presents the different kinds of solutions that the nonlinear cir-
cuits may have, together with the essential concepts of local stability, global sta-
bility, and bifurcation. The “safe” design and the design correction of
nonlinear circuits require general knowledge about their potentially very com-
plex behavior. The chapter presents detailed explanations about the mechanism
of the oscillation startup and the self-sustained oscillation or limit cycle. Other
common types of solutions are studied, like the self-oscillating mixing solutions
and the subharmonic and the chaotic solutions. Practical examples are shown.

The harmonic-balance technique is very efficient for the simulation of
circuits in forced regime (i.e., at the fundamental frequencies delivered by the
input generators, like amplifiers and mixers). However, its application to cir-
cuits with self-oscillations and subharmonic components is more demanding.
On the one hand, there is a need for the user specification of the Fourier-
frequency basis. On the other hand, the physical circuit solution always coexists
with a trivial solution without self-oscillations or subharmonic components.
Unless special strategies are employed, convergence to the latter (and much
simpler) solutions will be obtained. The harmonic-balance technique, pre-
sented in the Chapter 2, is oriented to circuits with autonomous, synchronized,
or subharmonic behavior. The proposed algorithms can be employed by the
user of commercial harmonic-balance software.

Especially when using harmonic balance, the physical observation of the
simulated solution must be verified through a complementary stability analysis.
In Chapter 3, a new open-loop technique for the stability-analysis of large-
signal regimes is presented. Objectives have been the accuracy and rigor and
the generality of application to circuits containing many nonlinear elements.
The techniques can also be externally implemented by the user in commercial
harmonic-balance programs. Although most of these programs provide tools
for the stability analysis of direct current (dc) solutions and linear regimes, they
do not usually include tools for the stability analysis of nonlinear large-signal
steady-state regimes, like that of a power amplifier or an analog frequency
divider.

The microwave-circuit designer usually requires knowledge about the
behavior of the circuit in a certain input frequency band or versus a bias volt-
age, like in voltage-controlled oscillators (VCOs). Generator amplitudes or fre-
quencies and linear-element values are examples of circuit parameters. The
solution of a nonlinear circuit may undergo qualitative variations, or bifurca-
tions, when a parameter is modified. There are different types of bifurcations,
which are responsible for many commonly observed phenomena, such as unde-
sired hysteresis in VCOs or the onset of natural frequencies in power amplifi-
ers. In other cases, the bifurcations are necessary for obtaining a particular kind

xii Stability Analysis of Nonlinear Microwave Circuits



of operation, as in the case of analog frequency dividers, whose operating fre-
quency bands are determined by bifurcation phenomena. Chapter 4 presents
the different types of bifurcation from dc regimes, periodic regimes, and qua-
siperiodic regimes. Different techniques for their detection from harmonic-
balance software are provided and illustrated with practical examples. The
techniques can be implemented in commercial harmonic balance. The aim of
the chapter is to help the reader prevent undesired solutions at the design stage
or to increase the parameter ranges with the desired behavior.

Because bifurcations delimit the operation bands of many nonlinear cir-
cuits, the capability to detect them through simulation offers new possibilities
for an accurate and efficient design. Chapter 5 presents a parametric analysis of
complex circuits like self-oscillating mixers, analog frequency dividers, and
phase-locked loops. The parameters that are most likely to vary in design or
measurement are used in each case. The aim is to show what can generally be
expected in terms of operating ranges, stability problems, and undesired solu-
tions. Techniques for this parametric analysis, implementable on commercial
software, are provided.

Chaos is a kind of steady-state solution giving rise to continuous spectra,
at least for some frequency intervals. Due to this characteristic, it is often mis-
taken, at the measurement stage, for an anomalous increase of the noise level.
Chaotic solutions are generally undesired by the microwave-circuit designer.
Due to the continuity of the spectra, they cannot be simulated through har-
monic balance. However, harmonic balance can be used to simulate the bifur-
cations in the circuit solution that usually precede the chaotic behavior.
Chapter 6 presents a detailed description of chaotic solutions and of the most
common bifurcation sequences leading to chaotic behavior. Detection tech-
niques for harmonic-balance programs are also proposed. The aim is to
increase the designer’s knowledge of the mechanisms leading to chaotic solu-
tions and to provide some tools to prevent these solutions at the design stage.
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1
Steady-State Solutions of Nonlinear
Circuits

The main objective of this first chapter is to give an introductory insight into
the nonlinear dynamics of electronic circuits. It deals with the different types of
steady-state behavior and with the concepts of stability (as a need for the physi-
cal observation of the solutions) and phase locking, or entrainment.

Nonlinear circuits can be described by means of a system of nonlinear
differential equations [1–6], with their behavior, which may be very complex,
being given by the solutions of these equations. A major classification of
nonlinear-differential equations distinguishes the two possible cases of autono-
mous (self-oscillating) and nonautonomous (forced) systems. The two cases
will be studied in this chapter, together with the different types of solutions
that may be obtained, from a qualitative point of view.

Two ways of representing the solutions of a nonlinear system are going to
be shown: the phase-space representation, which helps with understanding cir-
cuit dynamics, and the Poincaré map [7–9]. The latter reduces the dimension
of the solution and proves very useful for analyzing variations in dynamics ver-
sus in a system parameter. To familiarize the reader with these representations,
simple circuit examples that can be easily simulated [using Simulation Program
with Integrated Circuits Emphasis (SPICE)] are presented.
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1.1 Autonomous and Nonautonomous Dynamical Systems

An electronic circuit can be described by a minimal set of variables called
statevariables. The knowledge of these variables, along with the excitations, is
enough to define the state of the circuit or system at any time t. In circuits con-
taining resistors, inductors, and capacitors (RLC circuits, for example) the set
of state variables can be given by the capacitor voltages and the inductor cur-
rents [7]. Because any circuit can be described through a system of differential
equations, the terms circuit and system will be used interchangeably in this
book. The term circuit refers to the physical device; the term system refers to the
equations of the mathematical model [7].

Formally, the state variables are the smallest set of variables, such that
their knowledge at a time, t = to, together with that of the system input for
t ≥ to, determines the system behavior for t ≥ to. Let x R n∈ be the vector con-
taining the system state variables, where the components of x may represent
voltages across capacitors or currents through inductors. The circuit equations,
in terms of the state variables, are best formulated as an n-dimensional differen-
tial equation of the first order in vector form. Two cases are possible, depend-
ing on the presence or absence of time-varying generators. In the former case,
the circuit is forced or nonautonomous; in the latter (with only dc generators)
the circuit is said to be autonomous. The differential equation is

( ) ( )d x

dt
f x t x t xo o= =, Nonautonomous circuit (1.1a)

( ) ( )d x

dt
f x x xo= =0 Autonomous circuit (1.1b)

where ( )x t R n∈ is the system state vector at time t. The function f is called
the vector field. The dynamics of (1.1) are linear if the vector field f is linear in
x . Otherwise, the system is nonlinear. The vector field depends on time in the
case of nonautonomous systems (1.1a), in which case f R R Rn n: × → . In
the case of an autonomous system (1.1b), f is independent of time. Then
f R Rn n: → . The particular case of f defined only in a subset U ⊂ Rn × R (in a
nonautonomous system) or U ⊂ R n (in an autonomous system) can also be
considered [9], although it will not be treated in this book.

In a nonautonomous system, the presence of at least one time-varying
generator gives rise to a differential equation of the form (1.1a), in which the
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function f depends explicitly on time. Any forced circuit with a radio frequency
(RF) generator Ag cos (ωgt) is an example of a nonautonomous system because
the existence of this generator makes time explicitly appear in the function f.
For periodic forcing, the function f will be periodic. In the case of an autono-
mous system [of the form (1.1b)], the vector field f does not depend explicitly
on time. This is the case of a free-running oscillator for which there are no
external RF generators.

System (1.1) provides by itself some information about the system. Actu-
ally, in the nonautonomous system (1.1a), it assigns a vector ( )f x t, to every
point ( )t x, . In the case of the autonomous system (1.1b), it assigns the vector
( )f x to every point ( )x . The vector provides the velocity of variation of x with

respect to t (i.e.,
dx
dt

) at the particular point ( )t x, (or ( )x in an autonomous sys-

tem). Considering the case of a nonautonomous system, a grid can be defined
as R × R n in terms of t and x , discretizing the time t and the components of x .
Then, for the representation of the vector field, a vector ν f of arbitrarily small
length l is attached to each point [1] of the grid ( )t x, , with its tail at the par-
ticular point ( )t x, . The orientation of the segment, different at each point of
the grid, is given by the value of ( )f x t, at the particular point ( )t x, (i.e.,

ν f l
x
x

=
&

&
). This indicates the direction and sense of variation of the system

solution at each point ( )t x, . This representation is, of course, only possible for
low-dimension systems with n = 1 or n = 2. However, its meaning can concep-
tually be extended to systems of any dimension.

As an example, the particular case of an autonomous system in which the
state-variable vector is one-dimensional, that is, x ∈ R, has been considered. In
Figure 1.1, the slope of the small segment, at each point (t, x), is f (x, t). The
resulting diagram shows why f is called the vector field. By observing the vector
field of Figure 1.1, it can be gathered that it corresponds to an autonomous
system, since points located on the same parallel line to the time axis have the
same slope. Thus, f must be independent of time.

An isocline of the differential equation is the locus of points with the same
value of the vector field [1, 9] defined by the condition ( )f x t c, = . In the case
of the one-dimensional autonomous system of Figure 1.1, the isocline equation
is ( )f x t c, = , obtaining parallel lines to the time axis. All the segments in each
isocline have the same slope c. Sometimes it is useful to determine the isoclines
before obtaining the vector field. Once the isoclines are known, several small
segments with the same slope are traced along each isocline.

Steady-State Solutions of Nonlinear Circuits 3



If the nonlinear system (1.1) is solved for ( )x t , and x is represented
versus t, the resulting curve is necessarily tangent to the vector field because

( )d x

dt
f x t= , . This is clearly seen in the one-dimensional system of Figure 1.1.

Thus, by joining together all the small segments in the direction indicated by
the vector field, it is possible to obtain the solution curve for each initial value
( )t xo o, . The accuracy is only limited by the length l of the segments employed
in the representation. In the case of a first-order system, the vector field pro-
vides by itself valuable information about the system behavior. The problem is
that obviously the application of the vector-field representation is limited to
systems of very low order.

It is now time to indicate what is understood by solution of (1.1) and
what the conditions are for the existence and uniqueness of this solution [2, 9,
10]. The case of a nonautonomous system of the form (1.1a) is initially going
to be considered. A solution of the nonautonomous system (1.1a) is a function
( ) ( )x t u t= , defined in a given time interval It = (a,b) ∈ R, fulfilling (1.1a) for

all t belonging to It. Mathematically, ( ) ( )d u

d t
f u u t x

t

o o

=

= =
τ

τ, , , for any

It. A similar definition is used in the case of an autonomous system (1.1b). The
specification of the time interval It = (a,b) in this general statement comes from
the fact that time function ( )u t might not be defined for all t (it might have
discontinuity points). However, as already pointed out, because we are dealing
with electronic circuits, only solutions defined for all t will be considered [i.e.,

( )I t = −∞ ∞, ].

4 Stability Analysis of Nonlinear Microwave Circuits

Figure 1.1 Vector field for an autonomous system with a single state variable x ∈ R. A short
vector f (x,t) is assigned to every point (t,x).



It is also necessary to know whether a solution ( )u t passing through a
given point ( )t xo o, does exist and if this solution is unique. The theorem of
Existence and Uniqueness [9] allows us to answer this by just examining func-
tion f. If function f is continuous and has continuous partial derivatives with
respect to each variable xi, with i = 1 to n, then the solution ( ) ( )x t u t= , fulfill-
ing ( )u t xo = , exists and is unique. Both the initial value of state vector (( )xo )
and the initial time (to) determine the circuit solution. Owing to this fact, solu-
tion curves cannot intersect. If two solutions curves with the same time origin
intersected at the point ( , )t xy y , assuming the initial value ( , ) ( , )t x t xo o y y= , the
solution would not be unique.

In the case of an autonomous system (1.1b), the vector field f does not
depend explicitly on time. Then, if x t( ) is a solution of (1.1), x t( )+ τ , with τ
being an arbitrary time shift, is a solution too. Actually, the time-shifted
solution can be replaced into (1.1) and the equation is fulfilled. This is not true
in the nonautonomous system, due to the explicit dependence on time of the
vector field f. The difference between the two systems is mathematically shown
in the following:

( ) ( )( )

( ) ( )( )
( ) ( )( )

d x t

dt
f x t

d x t

d t
f x t

d x t

d t
f x t t

=

+
= −

=

Autonomous system
τ

τ

,

( ) ( )( )Nonautonomous system
d x t

d t
f x t t

+
≠ +

τ
τ ,

(1.2)

Thus, the solutions of an autonomous system are invariant to time-domain
translations t → t + τ. If a particular time value is specified, to = 0 for instance,
the solution based at ( , )0 xo is unique for each xo . If a different time value
t to = ′ is specified, the solution based at ( , )′t xo is the same solution based at
( , )0 xo with a time shift τ = − ′t .

The solution curve of a nonautonomous system is often expressed
x t t xt o o( ) ( , )= ϕ , with the initial point ( , )t xo o explicitly shown in brackets, and
the evolving time appearing as a subindex. Since in the autonomous system,
any arbitrary time displacement provides a valid solution, in the expression ϕt

of a particular solution, it is not necessary to specify the time origin. For
simplicity, the initial value to = 0 is generally assumed. The solutions of the

Steady-State Solutions of Nonlinear Circuits 5



autonomous system are written x t xt o( ) ( )= ϕ . Thus, the explicit dependence of
ϕt on to vanishes.

It is possible to formally express a nonautonomous system like an autono-
mous one. This can be done by considering the time t as a new state variable
that is added to the set of state variables x [7, 9]. This allows a more compact
notation and can be advantageous in the system resolution because only one set
of variables is employed, instead of using both x and t. If the vector field of
the nonautonomous system (1.1) is time periodic, with period T > 0 [i.e.,

( ) ( )f x t f x t T, ,= + ], then it is possible to use the variable θ
π

=
2 t
T

. The

transformation is shown in the following:

( )

( )

d x

d t
f x

T
x x

d

dt T

t

T

o

o

= 



 =

= =

,
θ

π
θ π

θ
π

2
0

2
0

2
(1.3)

Because f is periodic in time with period T, the new system (1.3) is periodic in θ
with period 2π. The solution of (1.3) is defined in the cylindrical space R n× S,
with S = [0, 2π). The results for autonomous systems can thus be applied to the
case of nonautonomous systems, periodic in time. If the nonautonomous sys-
tem is nonperiodic, the transformation into an autonomous system is still possi-
ble [7]. However because of the lack of periodicity, the variations in θ cannot be
restricted to the interval [0, 2π). It is necessarily unbounded with θ →∞ when
t →∞.

In an autonomous system (1.2), it is generally possible to impose
dx
dt

= 0

and solve ( )f x = 0. The resulting solutions are, of course, constant solutions
and are called equilibrium points. Only a finite number of such points will gen-
erally exist. These constant solutions do not exist in nonautonomous systems
owing to the explicit dependence on time of the vector field ( )f x t, . In an
autonomous circuit (without forcing RF generators), the equilibrium points
are the dc solutions of the circuit. An example of equilibrium point is the dc
solution of an oscillator circuit that fails to oscillate in the experiment. The
state variables of the circuit have constant values [instead of time-varying values
xi(t)] and the solution is an equilibrium point x x dc= . When the circuit oscil-
lates, a time-varying (generally periodic) solution is obtained ( )x x t≡ . How-
ever, the dc solution also exists for circuit element values for which the circuit
actually oscillates. The reason is that the equations of the oscillator circuit can

6 Stability Analysis of Nonlinear Microwave Circuits



always be solved for
dx
dt

= 0. The constant solution x dc coexists with the actual

oscillating solution ( )x t , although it is generally not observable (unstable).
To clarify all the above concepts, the analysis of a free-running oscillator

circuit will be presented in Example 1.1. The nonlinear differential equations
of the circuit are going to be obtained and compared with those of the general
autonomous system (1.1b). The equilibrium point x dc and the periodic oscil-
lating solution x t( ) will be determined.

Example 1.1: Nonlinear differential equations of a cubic nonlinearity oscillator

The circuit in Figure 1.2 behaves as an autonomous system for a zero value of
the voltage generator. The function inl(v) is the nonlinear transfer characteris-
tic of the diode. In this example, the cubic relationship inl(v) = av + dv3 is used,
with a < 0 and d > 0. The circuit parameter values are in the caption of Figure
1.2. The resistance value is R = 0.75 Ohm. The chosen state vector x is com-
posed of the current through the inductor iL and the voltage across the capaci-
tor νC [i.e., ( )x i L C≡ , ν ]. This choice is very well suited for the application of
Kirchoff’s laws, although other state vectors are also possible, like

x i
di

dt
x

d

dtL
L

C
C≡ 


 ≡ 


, ,or ν

ν
. With ( )x i L C≡ , ν , the circuit is ruled by

the following system of two nonlinear differential equations of the first order:

( ) ( )

di

dt
R
L

i
L

d

dt C
i

C
i

C
i

C
a d

L
L C

C
L nl C L C c

= − −

= − = − +

1

1 1 1 1 3

ν

ν
ν ν ν

(1.4)

As compared with (1.1), system (1.4) is an autonomous system because time
does not explicitly appear in the functions on the right-hand side. The vector
field is independent of time. Because the vector field f is a continuous function

Steady-State Solutions of Nonlinear Circuits 7

Figure 1.2 Diode oscillator: Linear element values are L = 0.224 µH, C = 37.29 nF. Different
values of the resistance R are considered in the text. The parameter values of
the cubic nonlinearity are a = –0.2 A/v, d = 0.0375 A/v3.



of vC and iL, and its partial derivatives with respect to vC and iL are continuous,
the conditions for existence and uniqueness are fulfilled. Thus, for each initial
point ( )0, xo , with ( )x io c

o
L
o= ν , , a solution will exist, and it will be unique.

Before proceeding to analyze the system, note that the negative value of
the parameter a makes the nonlinearity exhibit a negative value of incremental

conductance about vC = 0 (i.e.,
di

d
anl

C
C

ν
ν =

=
0

). In practice, dc generators are

physically necessary to obtain negative resistance or conductance because non-
linearities with sections of negative slope require the presence of external energy
sources. However, the idealization used here enables simpler equations.

The system is first solved for its constant solutions or equilibrium points,

that is for solutions points fulfilling
dx
dt

= 0. In this case, the resulting equilib-

rium point is (vC,iL) = (0,0). However, the numerical time-domain integration
of the system (for the same circuit-element values) can provide a different solu-
tion. If this integration is performed from an initial value ( )xo ≠ 0 0, , a time-
varying solution is also obtained [vC(t),iL(t)]. This is shown in Figure 1.3(a),
where two different initial conditions, ( )xo = 0 010. , and ( )′ =xo 110. , , at the
time to = 0 have been used. The solutions apparently intersect, but this is
because only one state variable has been represented. Because it is a two-
dimensional system, the solution curve must be traced in the complete space
[t,vC(t),iL(t)] as has been done in Figure 1.3. This shows that the two solutions
do not intersect, which is in agreement with the Existence-Uniqueness theorem
[9, 10]. On the other hand, because of the time invariance of autonomous solu-
tions, any time shift of this helicoidal solution would give another solution,
based at ( )t xo o, , with to ≠ 0.

In the two solution curves of Figure 1.3, two different states can be dis-
tinguished: the transient and steady states. The transient state leads the solution
( )x t from the initial point ( )x t xo o= to its asymptotic state ( )x ts obtained for

t → ∞. In Figure 1.4 this asymptotic state is a periodic oscillation reached after
a transient whose duration depends on the initial value xo . The asymptotic
behavior obtained for t → ∞ is called the steady state ( )x ts . In Figure 1.3, the
different initial values give rise to a time shift of the steady-state solution. How-
ever, the amplitude and frequency of the oscillation do not depend on the ini-
tial conditions. As will be shown, this independence is only possible in
nonconservative nonlinear systems.

Coming back to the difference between the transient and steady states,
the behavior obtained for t →−∞ , ( )x tu is also called steady state. Actually, in
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Example 1.1, when solving (1.4) with an initial condition xo ≠ 0 for t → − ∞,
the equilibrium point ( )x dc = 0 0, is obtained, which is the other system solu-
tion. Both the periodic solution ( )x ts and the constant solution ( )x dc = 0 0, are
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Figure 1.3 Solution of the cubic nonlinearity oscillator. Two different initial conditions have
been considered. (a) Solution curves in the plane (t,vC). The coexisting equilib-
rium point lies on the horizontal axis (vC = 0). (b) Solution curves in the complete
space defined by (t,vC,iL). Oscillation frequency: fo = 1.6 MHz.



steady states. For each initial condition xo ≠ 0, the dc solution is obtained for t
→ − ∞. Thus, this solution is unobservable in practice. This will be shown
more clearly in the following sections.

1.2 Oscillations in Linear and Nonlinear Systems

Unlike forced or parametric oscillations, the self-oscillation of a given linear or
nonlinear system is not due to the effect of an external periodic force or a peri-
odic variation of the system parameters. A linear RLC circuit exhibits a self-
oscillation under any external perturbation [11, 12]. However, the oscillation
of the linear system decays in time. In contrast, the physically observed steady-
state oscillation (in a free-running oscillator circuit, for example) has constant
amplitude and period, and both are independent of the initial condition

10 Stability Analysis of Nonlinear Microwave Circuits

Figure 1.4 Linear oscillator: (a) undamped, (b) with positive damping, and (c) with negative
damping.



(unless there is coexistence of oscillating solutions). Example 1.1 showed one
steady-state oscillation (see Figure 1.3). Other types of oscillations (with ampli-
tude growing ad infinitum or with amplitude, period, or both depending on
the initial conditions) can be mathematically obtained in some equation sys-
tems, but are the result of an incomplete modeling of the system and are not
physical.

To have a steady-state oscillation, the net energy loss per period must be
zero and thus, the net damping per period must be zero [8]. In physical systems
there is always dissipation, so, to compensate this, a source of energy must be
present in the system. In an electronic circuit, a negative resistance will consti-
tute this energy source. In the circuit of Figure 1.2 [described through the
second-order system (1.4)], the nonlinear element, with its negative conduc-
tance about v = 0, constitutes the energy source. If the negative resistance were
linear (which is physically impossible), the damping would always be negative
(energy delivery) and the oscillation amplitude would grow ad infinitum. Thus
for a self-sustained oscillation, the damping must be nonlinear, and thus, sensi-
tive to the variable magnitude. The nonlinear active element provides amplitude
sensitivity, which together with the presence of interactions (or feedback) in the
system itself, controls the energy consumption. Thus, self-sustained oscillations
are only possible in nonlinear, nonconservative systems. In a conservative oscil-
lator, different oscillation amplitude is obtained for each initial condition, as in
a pendulum with no friction, in which all the level curves, with constant energy,
are solution curves. This is in contrast with the experimentally observed oscilla-
tions of electronic circuits, in which the oscillation amplitude and frequency are
independent of the initial conditions.

The requirements for self-sustained oscillations are easily understood
using a second-order oscillator system like the one in Example 1.1. Thus, tak-
ing the circuit in Figure 1.2 as the starting point, two examples are going to be
presented in the following. Example 1.2 shows the case of a linear oscillator.
Example 1.3 analyzes the sustained oscillation of the circuit in Figure 1.2 with
nonlinear damping.

Example 1.2: Linear oscillator with and without damping

A linear system cannot have self-sustained oscillations. To see this, a linear
RLC circuit will be considered. This may come from the circuit in Figure 1.2
after elimination of the nonlinear current inl(v). The following second-order
differential equation is obtained:

d i

dt

R
L

di

dt
iL L

L

2

2
2 0+ + =ω (1.5)
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where ω is the resonance frequency w
LC

=
1

. Equation (1.5) can also be writ-

ten in the form of the system (1.1), through the variable change

x i jx
di

dtL
L

1 2= =; .

The damping term of (1.5) is the term affecting the time derivative
di

dt
L .

Initially, the case of a linear undamped oscillation will be considered by taking
R = 0. A conservative system with no energy dissipation is obtained. It must,
however, be emphasized that all physical systems are dissipative, so we are deal-
ing with an ideal situation. The conservative system has the following equation:

d i

dt
iL

L

2

2
2 0+ =ω (1.6)

The solution of the former equation is given by

( )i t c e c eL
j t j t= + −

1 2
ω ω (1.7)

where the constants c1 and c2 = c1
* depend on the intial values of iL and

di

dt
L .

Thus, the solution of the linear system is an oscillation whose amplitude
depends on the inital value xo of the state variables. This is shown in Figure
1.4(a). For each xo value, the oscillation has different amplitude, contrary to
what happened in Example 1.1.

Now the case of an oscillator with linear damping will be considered. For

R ≠ 0, λ ω α β1 2

2
2

2

1

2
4, =

−
± 



 − ≡ ±

R
L

R
L

j , where λ1,2 are the eigenvalues

associated with the linear equation (1.5). Then, the solution of the linear differ-
ential equation (1.5) is given by

( ) ( )i t c e c eL
j t j t( ) = ++ −

1 2
α β α β (1.8)

For R > 0, the oscillation at the frequency β will exponentially decay in time
[Figure 1.4(b)], as it happens in real-life inductor-capacitor resonant circuits, in
which resistances, due to material loss, are always present. On the other hand,
for R < 0, the amplitude exponentially increases in time [Figure 1.4(c)], which is
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physically impossible. In physical systems the negative resistance (conductance)
of the active element always decreases with the amplitude of the current through
it (or the voltage across its terminals). The case R > 0 [Figure 1.4(b)] provides an

oscillating transient leading to the equilibrium point i
d

dtL
iL, ( , )



 = 0 0 . The case

R < 0 provides a transient ad infinitum [Figure 1.4(c)].

Example 1.3: Nonlinear oscillator with nonlinear damping

The circuit of Figure 1.2 is an example of nonlinear system in which a steady-
state oscillation is possible. The oscillation mechanism of the circuit can be
seen more clearly by using a single differential equation of the second order:

( ) ( )[ ]d

dt

R
L C

a d
d

dt
R a R dC

C
C

C C

2

2
2 2 31

3 1 0
ν

ν
ν

ω ν ν+ + +





+ + + = (1.9)

where ω is the resonance frequency ω =
1

LC
. The equation is nonlinear in

both the damping term, affecting
d

dt
Cν

, and the independent (restoring) term.

Inspecting the nonlinear damping, its value will be negative for small vC(t)
(because of the negative coefficient a) and energy will be delivered to the sys-
tem. For big value of vC(t), the damping will be positive (because of the influ-
ence of the term 3 2d Cν ) and energy will be taken from the system. Thus, the

presence of self-sustained oscillations can be expected.
The oscillation of Figure 1.3 can be predicted through a classical

check-up for the possible fulfillment of oscillation start-up conditions in the
frequency domain. To do so, the nonlinear function inl(v) = av + dv3 is linear-
ized about the dc point (vC = 0), obtaining the small-signal conductance:

( )G
i

aN
nl0

0

= =
=

∂

∂ν ν

. Because a < 0, the nonlinear element behaves like a

source of energy about vC = 0. The total admittance at the diode terminals YT is
given by

( )
( ) ( )

Y a
R

R L
j C

L

R L
T Cν ω

ω
ω

ω

ω
≅ = +

+
+ −

+









0

2 2 2 2
, (1.10)
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The YT function is plotted versus frequency in Figure 1.5. The familiar condi-
tions ( )[ ]Re Y fT <0 and ( )[ ]Im Y fT = 0 are fulfilled at fo ≅ 1.6 MHz. These
conditions indicate an imbalance between the energy delivered by the nonlin-
ear element and the dissipation at the load resistor R. The energy excess is
employed in the growth of an oscillation ( ) ( ) ( )( )x t t i tC L= ν , at the reso-
nance frequency (Figure 1.3).

Steady-state oscillations can only be analytically obtained from nonlinear
differential equations in a few simplified cases. Numerical simulations in the
time or frequency domain are usually necessary. In Example 1.4, a very
approximate calculation of the oscillation in the circuit of Figure 1.2 will be
carried out. The calculation will be made in the frequency domain, replacing
the instantaneous model of the nonlinear element with its describing function.

Example 1.4: Approximate calculation of the steady-state oscillation of the cubic
nonlinearity oscillator through the use of the describing function

In the describing function approach a sinusoidal solution (which may include a
dc component) is assumed. The circuit of Figure 1.2 is considered here. Due to
the absence of bias generators and the cubic nonlinearity, it is easily seen that
the voltage across the nonlinear element will have no dc component. This volt-
age is assumed: ( ) ( )ν ωC o ot V t= cos . The oscillator solution could equally have
been expressed ( ) ( )ν ω φC o ot V t= +cos . However, owing to the irrelevance of
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Figure 1.5 Verification of oscillation start-up conditions from an admittance analysis in
small signal. The oscillation conditions are fulfilled for f ≅ 1.6 MHz.



the time origin to in the autonomous system, any phase value provides a solu-
tion; so, for simplicity, the value φ = 0 is chosen. Then, the describing function
is associated to inl (vc) calculated as the complex ratio between the first harmonic
of the output signal and the sinusoidal amplitude [11]:

( )
( )( )

G V
i V t

V
a dVD

nl
= = +

cos ω
1 23

4
st harmonic (1.11)

The describing function provides a very approximate model for the nonlinear-
ity and is only valid for sinusoidal input v(t). The model shows how, in agree-
ment with physical requirements, the nonlinear conductance decreases with
the voltage across the element terminals because a < 0, d > 0. The instantane-
ous model of the nonlinearity inl(v) is thus replaced by its (very approximate)
describing function. Applying Kirchoff’s laws at the first (and only) harmonic
component, the following equation is obtained:

( )
( )

( )

Y V V

a V
R

R L

j C
L

R L

T o o o, ω
ω

ω
ω

ω

=

+ +
+

+

−
+




















3

4 0
2

2 2

2 2











=Vo 0 (1.12)

Compared to (1.10), (1.12) establishes the equality (in magnitude) of positive
and negative conductance at the resonance frequency. Thus, the net energy
consumption per period is equal to zero.

As can be seen, one of the solutions of (1.12) is Vo = 0, that is, a solution
having no sinusoidal component. This solution corresponds, in fact, to the dc
solution vc = 0, iL = 0 that had already been obtained in Example 1.1. The oscil-
lating solution R = 0.75Ω is given by the following values:

V
RC La

Ld LC
R

L
so =

− −
= = − = −

3

4

163
1

104210
2

2
7 1. ; .ν ωο (1.13)

The current calculation is straightforward. Its expression will be

( ) ( )i t I tL o o= +cos ω φ , with
( )

I
V

R L
o

o

o

=
+2 2

ω
and φ

ω
=

−



arctg

L

R
o .

Thus, a perfect sinusoidal oscillation is obtained (because it was assumed this
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way). For low-quality factors, the actual waveform will differ greatly from a
sinusoidal waveform, invalidating the describing-function approach.

Compared to the time-domain integration of Example 1.1, the above
resolution directly tackles the oscillator steady state (as in any frequency-domain
analysis). There is no transient analysis, and this is a high risk. The obtained
solution might be an unobservable solution to which the system never evolves.
The physical observability of a solution can only be verified through the stability
analysis of this solution. In the above example, the dc solution x dc = 0 is an
example of an unobservable solution. It is only obtained for initial condition
xo = 0, while for any other value xo ≠ 0, the system evolves to the oscillating
solution (Figure 1.3). But the condition xo = 0 is impossible in practice because
of the unavoidable presence of perturbations in physical systems (coming from
noise or from a slight fluctuation of the bias sources, for instance).

The checkup for oscillation start-up conditions of Figure 1.5 is, in fact, a
stability analysis of the equilibrium point (vC,iL) = (0,0). The nonlinear element
is linearized about νC = 0, and this linearization is sufficient to determine the
evolution of the solution versus perturbations because of their smallness. The
energy unbalance makes this solution point unstable, and, thus, physically
unobservable. In contrast, the periodic oscillation is robust versus perturbations
and will be obtained in the experiment.

1.3 Phase-Space Representation of Solutions

1.3.1 Transient Trajectories and Limit Sets

When dealing with the solutions of a nonlinear system, a distinction is some-
times made between the solution curve and the solution trajectory. In the case
of an autonomous system, the solution curve is traced versus time, as in Figure
1.3, while the solution trajectory is the projection of the solution curve on the
space defined by the state variables xi, with i = 1 to n, that is, the space obtained
by assigning a coordinate axis to each state variable xi. This space is known as
the phase space [7–9]. Thus, in the case of an autonomous system with x R n∈ ,
the phase space will have n dimensions. As will be shown, all the time-shifted
solutions of the same autonomous system (based on x to o, = τ with τ being an
arbitrary time value) give rise to the same trajectory in the phase space. In the
case of a nonautonomous system, time can be considered a state variable, as
shown in (1.3). Then, the phase space is the space defined by t × R n and its
dimension will be n + 1.

For the phase space representation of solutions, any choice of state vari-
ables can be used, provided it is a complete set. As has already been said, the
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representation of the solution on the phase space gives rise to a trajectory. It
shows the sequence of points through which the solution passes as time evolves.
When carried out up to order three, this representation helps understand the
system behavior. In a system with n variables and n > 3, the phase-space repre-
sentation of the solution is not possible. However, projections of these solu-
tions in lower-order spaces can still be carried out with the subsequent loss of
information. The projection of different trajectories in a lower order space may
lead to an apparent intersection of these trajectories. In spite of this, the projec-
tion will still provide good insight into the system behavior in most cases.

The trajectories in a phase space of order n = 2 can be classified as ordi-
nary or singular. Equilibrium points and closed trajectories are examples of sin-
gular trajectories [8] (see Figure 1.6). Isolated steady-state solutions give rise to
bounded sets called limit sets. Open semitrajectories that tend to a bounded set
(e.g., a point or a closed trajectory) for either t →∞ or t → − ∞ and behave as
separatrixes (or borders between different regions) are also singular. The singu-
lar trajectories divide the phase space into cells (see Figure 1.6). The cells
contain ordinary trajectories, all of which have the same qualitative behavior.
Thus, to have the whole portrait of the system, only the knowledge of its singu-
lar trajectories and their behavior will be necessary.
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Figure 1.6 Solutions of the cubic nonlinearity oscillator; trajectory in the phase space.



When representing the solutions of a given system in the phase space,
steady states are bounded sets and transients lead from one bounded set to
another. The bounded nature of limit sets in nonautonomous systems is more
difficult to understand owing to the necessary inclusion of time as one of the
variables in the phase-space representation. However, in the usual case of peri-
odic forcing at a frequency ωg, the time axis can be replaced with the phase axis
φ = ωgt. Then, the hyperplanes φ = 0 and φ = 2π are identified and the limit
sets are bounded.

In Example 1.5, a phase-space representation of the solutions of the cir-
cuit of Figure 1.2 will be carried out.

Example 1.5: Phase-space representation of the solution of the cubic nonlinearity
oscillator

To represent the solution curve (versus time) of the cubic-nonlinearity
oscillator of Figure 1.2, a three-dimensional space is necessary, since the
corresponding system has two state variables. This representation was shown in
Figure 1.3(b), where the constant solution (vC, iL) = (0,0) was given by the
straight line vC(t) = 0, iL(t) = 0.

Because (1.4) is an autonomous system, the corresponding phase space
will have the dimension n = 2 and will be the plane defined by vC and iL. Thus,
to obtain the solution trajectory, a projection of the solution on this plane is
carried out in Figure 1.6. When doing so, the constant solution vC(t) = 0,iL(t) =
0 becomes a point (vc,iL) = (0,0) located at the plane origin. In turn, the oscil-
lating solution obtained for xo ≠ 0 becomes a spiral plus a closed curve. Note
that all the possible time-shifted solutions of the autonomous system overlap in
this representation, giving rise to the same trajectories. Like the point (0,0), the
closed curve is a singular trajectory of this phase space. The spiral is an ordinary
trajectory corresponding to the transient observed in Figure 1.3(b). The system
only follows the spiral trajectory once until it reaches the cycle. Once in the
cycle, it turns in it endlessly because this is the behavior obtained for t → ∞ .
For other initial conditions xo ≠ 0, a different spiral trajectory (with the same
qualitative behavior) would have been obtained. The point at the origin is the
dc solution, and the closed curve, or cycle, is the steady-state oscillation. Note
that in the periodic steady state, the values of the system variables are repeated
after exactly one period T. Then, the solution fulfills ( )ϕkT o ox x= for integer
k and xo belonging to the oscillating steady state. The resulting closed trajectory
is called a limit cycle, discussed in Section 1.3.2. For a different selection of the

state variables (e.g., vC and
d

dt
cν
), the qualitative result would be the same. The
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phase-space representation is used for the better understanding of the nonlinear
dynamics of the circuit, so the particular choice of the state variables (provided
that it is a complete set) is irrelevant.

1.3.2 Limit Cycles

As shown in Example 1.5, the phase-space representation of a self-sustained
oscillating solution of an autonomous system provides a limit cycle. It is an iso-
lated closed trajectory in the phase space in a manner similar to the equilibrium
points, which are also isolated. In a two-dimensional system no trajectory inte-
rior or exterior to a limit cycle ever crosses the cycle. Thus, the limit cycle can
be considered the border (or limit) between two different regions of the plane:
the region inside the cycle and the region outside the cycle. All the trajectories
inside the cycle evolve qualitatively in the same way, converging toward the
limit cycle or diverging from it, and so do all the trajectories outside the cycle.

In Figure 1.7 the behavior of trajectories in the neighborhood of the limit
cycle of Example 1.5 is analyzed. As can be seen, for all the possible initial
values xo (smaller or bigger in amplitude than the limit cycle) trajectories
evolve so as to join the limit cycle. As an illustration, three different initial
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Figure 1.7 Different solution trajectories for different initial conditions. The trajectories
never intersect, and the limit cycle is isolated.



values have been used. Note that due to the Existence-Uniqueness theorem,
trajectories in the phase space do not intersect. All the ordinary trajectories
evolve in the same way. Thus, in order to predict the system evolution for all
the possible initial conditions xo , only the knowledge of its singular trajectories
and their behavior (with respect to the neighboring trajectories) is required. As
will be shown later, a given nonlinear system may have more than one limit
cycle, with different behavior.

Not all the closed trajectories in the phase space are limit cycles. Cycles in
conservative systems are not isolated and are not limit cycles [8]. The limit
cycle is the trajectory associated with a self-sustained oscillation, so it can only
exist in nonlinear, nonconservative systems, having net damping equal to zero.
To show an example of cycles that are not limit cycles, the oscillating solutions
of the linear circuit of Example 1.2 (an LC resonant circuit without resistance)
are represented in Figure 1.8. Three different initial conditions xo have been
used and a different cycle obtained for each. The phase space consists of a con-
tinuous family of nesting cycles, forming something similar to a continuous
disk. This is due to the fact that each initial value gives rise to an oscillation
with different amplitude [see (1.7)]. The cycles composing the disk are not
limit cycles because they are not isolated cycles. In a conservative system, peri-
odic solutions are never isolated and they are not robust, that is, capable of
recovering from perturbations, because the solution moves from one to another
under any perturbation.
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Figure 1.8 Solution cycles of an ideal LC resonant circuit with no resistance. They are not
isolated, and they are not limit cycles.



1.3.3 Invariant Sets

It has been shown in Section 1.1 that, in the case of an autonomous system, the
solution can be expressed as ( )x xo= ϕ . Now, when xo varies, a function can be
defined ϕt

n nR R: → . This function is called system flow [9]. This has been

represented in Figure 1.9, where a subset Xo of xo values is transformed into the
subset X after the precise time interval t through the action of the system flow.
For other time value ′t , the flow would provide a different image subset X ′. It is
assumed that for any finite t, the inverse function ϕt

−1 exists; also, both the

Jacobian matrix [ ]D
xt

tϕ
∂ϕ

∂
= and the inverse [ ]D tϕ −1 exist and are continu-

ous. In the case of a nonautonomous system, with periodic forcing (with a peri-
odic input generator), the solution can be expressed ( ) ( )x t xt o o= ϕ θ, with
( )x R Sn, θ ∈ × . Then the flow is defined as ϕt

n nR S R S: × → × .

The concept of system flow is essential for the characterization of a given
nonlinear system. The sets that remain invariant under the application of the
flow are very special sets. Two examples have already been seen. One of them is
the equilibrium point or dc solution because ( )x xo t o= ϕ for all t. Another
invariant set is the limit cycle because once the solution is in the cycle, it
remains there for all t. Points and closed orbits are invariant sets under the flow
action. However, any set consisting of trajectories extending to t → − ∞ or to t
→ ∞ would also be invariant under the action of the flow. Some of these
invariant sets are essential to define the structure of the phase space, since they
behave as separatrixes of different regions in the phase space. We will come
back to this when dealing with stability problems. For the moment, attention
will only be paid to the bounded invariant sets or limit sets.

Two types of limit set have been studied: the equilibrium point (or con-
stant solution) and the limit cycle (or periodic oscillation). However, these are
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Figure 1.9 Flow ϕt
n nR R( )→ in an autonomous system.



not the only types of limit sets that can be observed in a nonlinear system.
Other types are possible, in correspondence with the different types of steady-
state solutions that can be obtained. These solutions can roughly be classified
into four types: constant, periodic, quasiperiodic, and chaotic. Each one gives
rise to a different type of limit set when represented in the phase space. The
corresponding bounded sets (or limit sets) will be the next object of our study.
Although the equilibrium point and the limit cycle are already known, they
will be included in the comparison for completeness.

1.3.3.1 Equilibrium Point or DC Solution

The dc solutions or equilibrium points of an autonomous system are obtained

by equating
dx
dt

= 0. When represented in the phase space, each one gives rise to

a single point. The point is a geometric figure of zero dimensions. One example
of observable equilibrium point is the dc solution of a free-running oscillator
circuit that fails to oscillate.

1.3.3.2 Limit Cycle or Periodic Solution

As has already been shown, when the periodic oscillation of a nonconservative
system is represented in the phase space, an isolated closed orbit, named a limit
cycle, is obtained. Any well-behaved free-running oscillator circuit gives rise to a
limit cycle.

1.3.3.3 Limit Torus or Quasiperiodic Solution

Quasiperiodic solutions are obtained in nonlinear systems having two or more
nonharmonically related fundamentals. This kind of solution is observed, for
instance, in frequency mixers having two input sinusoidal signals: the RF (or
IF) carrier and the local-oscillator signal. This kind of solution is also easily
obtained when a RF generator is connected to a free-running oscillator. For
most of the input power and input frequency values, the autonomous fre-
quency and generator frequency coexist, giving rise to a two-fundamental solu-
tion. Both frequencies mix, and the circuit behaves like a self-oscillating mixer
[13]. One of the two fundamental frequencies is externally introduced, and the
other is autonomous. This is the case we will deal mostly with in the book.

For two independent fundamentals (ω1 and ω2), the circuit steady-state
solution can be expanded in a Fourier series as

( ) ( )x t X e k l Zkl
j k l t

k l

= ∈+∑ ω ω1 2

,

,with (1.14)
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where Z is the set of integer numbers and X kl is the vector containing the
spectral component kω1 + lω2 of all the state variables. In the phase-space, the
existence of two independent fundamentals gives rise to two independent
rotations (see Figure 1.10), one provided by ω1 and the other by ω2. The ratio r
between the two fundamental frequencies is called the rotation number [8, 14]:

r =
ω

ω
1

2

(1.15)

To understand the name rotation number, one can see what happens with the
phase θ1 associated with the fundamental frequency ω1 after a period of the sec-

ond fundamentalT 2
2

2
=

π

ω
. Let the initial value of this phase be θ1 = θ1o. After

the time t = T2, the phase θ1 will be

θ θ ω θ π
ω

ω
θ ππ

ω
1 1 1 2 1

1

2
1

2

2 2= + = + = +=o t o ot r (1.16)

Thus, the rotation number indicates the fraction of 2π (r 2π) rotated by the
angle associated with one of the fundamentals after exactly one period of the
second fundamental. The rotation number agrees, as is shown in (1.15), with
the ratio between the two fundamental frequencies.

If r is irrational, that is, r
m
n

≠ , with m and n positive integers, there is no

common period for ω1 and ω2, and the solution (1.14) is quasiperiodic. The
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Figure 1.10 Quasiperiodic regime with two fundamental frequencies. 2-torus. There are
two independent rotations, and the trajectory eventually fills the torus surface.



two frequencies are incommensurate. Note that in the opposite case, for r
m
n

= ,

it would be possible to write nω1 =mω2. For m < n, both frequencies would be

integer multiples of ω
ω

o n
= 2 because ω2 = nωo and ω1 = mωo. Thus, the solu-

tion would be periodic with the period To
o

=
2π

ω
. This calculation is not possi-

ble for r
m
n

≠ .

When representing any state variable xi of a quasiperiodic solution versus
time, the resulting waveform xi(t) looks like a modulated waveform [see Figure
1.11(a)]. A periodic motion at ω1 is modulated by a second motion at ω2,
which is also periodic, but with an incommensurate period. The two independ-
ent fundamentals of the quasiperiodic signals give rise in the nonlinear system
to intermodulation products, and the frequency spectrum looks like the spec-
trum of a frequency mixer [Figure 1.11(b)].

Considering a nonlinear system with periodic forcing (e.g., an injected
oscillator), the phase space representation of the solutions can be carried out

by using the variable θ
π

=
2

T
t

g

, with Tg being the period of the forcing signal.

A two-fundamental solution of this system could be due to the existence, in
addition to the forced fundamental ωg, of a self-oscillation frequency ωo. For

rotation number r
m
n

≠ , the solution is not periodic, and the trajectory in the

phase space cannot return to the same point x after a specific time T. Thus,
the phase-space representation of the quasiperiodic solution cannot be a cycle.
However, as shown in Figure 1.11, the solution curve is bounded in terms of x
for all t. When representing a quasiperiodic solution in the phase space (con-

sidering the variable θ
π

=
2

T
t

g

), the trajectory fills the surface of a 2-torus, as

shown in Figure 1.12. This limit set can be understood as the result of the two
independent rotations in the two-fundamental solution (Figure 1.10). It is
a hollow figure, so the 2-torus limit set is a two-dimensional set. A single tra-
jectory will eventually fill the whole surface of the 2-torus (Figure 1.12).
In the case of n fundamental frequencies without rational relationship,
there would be n independent rotations. An n-torus would be obtained, giv-
ing rise to an n-dimensional figure. The n-torus, with n > 2, is also called a
hypertorus [7].
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To clarify the above ideas, Example 1.6 analyzes a quasiperiodic solution
of the oscillator circuit in Figure 1.2, under the presence of an input RF
generator.
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Figure 1.11 Quasiperiodic solution of the cubic nonlinearity oscillator analyzed in Example
1.6; generator values are Eg = 0.13v, fg = 1.74 MHz: (a) time-domain waveform
and (b) spectrum.



Example 1.6: Quasiperiodic solution of the cubic nonlinearity oscillator

When a sinusoidal voltage source eg(t) = Eg cos(ωgt) is introduced in the circuit
of Figure 1.2 in series with the resistor R (with value R = 1 Ohm), the following
equation system is obtained:

( )
( )

di

dt
R
L

i
L L

E t

d

dt C
i

C
a d

L
L C g g

L C C

= − − +

= − +

1 1

1 1 3

ν ω

ν
ν ν

cos
(1.17)

As can be seen, time explicitly appears on the right-hand term. Thus, the vector
field f explicitly depends on time, and the system  is nonautonomous [see
(1.1a)]. It is a periodic vector field.

For Eg = 0, (1.4) had an oscillating solution at frequency ωo = 2π 1.6 106

s–1. Now, in the presence of the input generator, for some values of this genera-
tor, the two frequencies, ωg and ωo, will coexist. With the connection of the
generator eg(t), the value of the self-oscillating frequency ωo is not the same as in
free-running situation (although it is generally very close). The external genera-
tor eg(t) has an influence over the frequency and amplitude of the self-
oscillation. Their values must adapt the new forced condition of the circuit.

In Figure 1.11(a), the solution corresponding to the input-generator val-
ues Eg = 0.13v and fg = 1.74 MHz has been represented. It is a quasiperiodic
solution that, versus time, looks like a modulated waveform. The spectrum
[Figure 1.11(b)] is the result of the intermodulation of the two fundamental
frequencies kωg + l ωo. The circuit operates like a self-oscillating mixer. In the
spectrum, the envelope of the frequency components kωo often has a triangular
shape [Figure 1.11(b)]. In Figure 1.12 the same solution has been represented
in the phase space defined vC,iL and eg(t). Note that eg(t) is a function of the
phase θ(t), θ(t) = ωgt which must be included as a phase-space variable in the
case of periodic forcing [i.e., eg(θ) = Eg cos (θ)]. Thus, eg(t) plays the same quali-
tative role. The trajectory is no longer a cycle because the solution is not peri-
odic. It is a 2-torus.

The self-oscillating mixing regime is often exploited in practical design.
It enables a very compact and low-power-consumption mixer circuit because
the same nonlinear device (transistor or diode) acts as oscillator and mixer. In
other circuits, the quasiperiodic regime is undesired. An example is an unsta-
ble power amplifier. In this circuit, the spurious oscillation gives rise to a sec-
ond fundamental frequency, nonrationally related with that of the input
generator.
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1.3.3.4 Chaos

The chaotic solutions can be defined in a general way as steady-state solutions
that are neither constant, nor periodic, nor quasiperiodic [15–21]. A chaotic
solution is shown in Figure 1.13(a). These solutions show a sensitive
dependence on the initial conditions. This means that two solutions with an

Steady-State Solutions of Nonlinear Circuits 27

Figure 1.13 Chaos: (a) typical chaotic waveform where two trajectories have been traced
with slightly different initial conditions, and (b) phase-space representation.

Figure 1.12 Phase-space representation of the quasiperiodic solution of the cubic nonline-
arity oscillator; generator values are Eg = 0.13v, fg = 1.74 MHz; resistance is R =
1 Ohm.



arbitrarily close initial value, x to o, , diverge exponentially in time. In Figure
1.13(a) the circuit has been solved twice for the same parameter values with
slightly different initial conditions. Initially the two trajectories overlap.
However, as time evolves, they separate from each other and diverge. Since the
initial conditions cannot be known with infinite accuracy, the time evolution
of the circuit variables x t( ) is unpredictable. It is thus an unpredictable
behavior that, contrary to noise and random signals, is deterministic.

In the phase space, chaotic solutions give rise to a bounded geometric fig-
ure with a fractal dimension [see Figure 1.13(b)]. The fractal dimension is
related to the fact that the trajectory, unlike the case of cycles or tori, does not
fill the whole figure, which seems to lack pieces [Figure 1.13(b)]. The divergent
trajectories are uncorrelated versions of the same underlying pattern. The diver-
gence is due to stretching and folding of the bundle of trajectories onto itself, as
will be explained in Section 1.5, in more detail. Different chaotic limit sets have
been obtained in the literature, corresponding to different types of nonlinear
systems. They are surprisingly well structured and generally very beautiful.

Because the chaotic solution is neither periodic nor quasiperiodic, it has a
continuous spectrum (at least in some frequency intervals). Thus, it is often
mistaken for an anomalous noise increase when observed in a spectrum ana-
lyzer. Figure 1.14 shows the spectrum of the chaotic solution of Figure 1.13.
Chaotic solutions are very common in electronic circuits of any frequency
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Figure 1.14 Chaotic spectrum of the solution of Figure 1.13.



range. At microwaves, the usual measurement in the frequency domain (with a
spectrum analyzer) has made more difficult its identification by the circuit
designer. They just provide a broadband spectrum that can be mistaken with
noise or interference. When using an oscilloscope, thex-y mode provides a pla-
nar projection of the phase space, and thus, a projection of the chaotic limit set.
Its fractal quality and special geometric structure are generally observable.

1.4 Stability of Limit Sets

1.4.1 Concept of Stability

As shown in Examples 1.1 and 1.5, in typical nonlinear systems, two or more
limit sets may coexist for the same parameter values. In Example 1.5, the equi-
librium point x io C L= =( , ) ( , )ν 0 0 coexists with the periodic oscillating solu-
tion or limit cycle x t t i tC L( ) ( ( ), ( ))= ν . However, only the periodic solution is
physically observed. The dc solution does not recover from small perturba-
tions, while the periodic oscillation does. Small perturbations are always pres-
ent in physical systems. These may come from noise, from a small fluctuation
in the generators, or from a small mechanical vibration, for instance.

To see the effect of perturbations on each of the two solutions (the dc
solution and the oscillating solution), both of them are going to be perturbed
in simulation. The perturbation can be considered as a small amplitude
impulse taking place at a certain time to. In the representation of Figure 1.15,
the two solutions are the dc solution ν c = 0 (lying on the horizontal axis) and
the oscillating solution ν νc c t≡ ( ). In Figure 1.15(a), two small perturbations
are, respectively, applied at t = 0 and t = 20 µs. The perturbation applied at t =
0 makes the solution leave the steady state ν c = 0 and start a transient leading
to the steady-state oscillation. Once the solution is in the oscillating steady
state, a new perturbation is applied at t = 20 µs. Now, instead of moving to a
different steady state, the solution comes back (exponentially in time) to the
original oscillating state. The steady-state oscillation can regenerate itself in the
presence of perturbations and, thus, is physically observable. Note that the
reaction to perturbations of a given steady state is independent of the particular
value of the applied small perturbation.

Without its initial perturbation, the system of the example keeps at the dc
solution x io C L= =( , ) ( , )ν 0 0 . To see this, in Figure 1.15(b), the perturbation is
not applied until the time value t = 20 µs. It is clear that in this case the dc solu-
tion will be physically unobservable.

In order for a solution to be observable, it must be robust under perturba-
tions. To be robust, the solution must be asymptotically stable [9, 22]. In the
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phase space, a limit set is asymptotically stable if all the neighboring trajectories
lead to it as t → ∞. Note that these neighboring trajectories are, in fact, all the
transient trajectories that may be initiated by the small perturbations. The
more general term stable refers to solutions whose neighboring trajectories
always remain nearby, but do not necessarily approach the solution as t → ∞.
An example of a solution that is stable, but not asymptotically stable, is any of
the cycles of Figure 1.10, which are solutions of the ideal LC circuit. If per-
turbed, the original solution in one of the cycles moves to another cycle and,
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Figure 1.15 Stability verification of the solutions of the oscillator circuit of Figure 1.2. The
resistance is R = 1 Ohm: (a) two perturbations are applied at t = 0 and t = 20 µs,
respectively, and (b) a perturbation is applied at t = 20 µs.



thus, remains nearby. An example of an asymptotically stable solution is the
limit cycle of Figure 1.6. All the neighboring trajectories approach the limit
cycle as t → ∞. The solutions that are stable, but not asymptotically stable, do
not have much physical interest. Thus, in this book, by stable we will always
mean asymptotically stable.

The stable limit set behaves as an attractor of the neighboring trajectories.
A clear example is the limit cycle of Figure 1.6, which attracts all the trajectories
around it. In contrast, the equilibrium point of Example 1.2 (and Example 1.5)
behaves as repellor. A repellor is a limit set such that all the neighboring trajecto-
ries lead to it as t →− ∞. Thus, all neighboring trajectories diverge from it.

The two above definitions can be rewritten more formally in the follow-
ing manner [11]. A limit set L is attracting for a given set U if
lim ( )t t o ox L x U→∞ = ∀ ∈ϕ with ϕt being the system flow. In general, there
may be several separate sets U for which the limit set L is attracting. The basin
of attraction of L is the union of all the sets U. For a limit set L to be stable, it
has to be attracting for all the neighboring points (not just for one set). Stable
solutions are also called attractors. A limit set L is an attractor if it is attracting
for all its neighboring points xo . Formally, the limit set L is an attractor if it is
an attracting set containing a dense orbit (i.e., an orbit that can come arbitrarily
close to every point in the attractor). In the same way, a limit set L′ is a repellor
if for all its neighboring points xo , lim ( )t t ox L→−∞ = ′ϕ . The repellors can be
obtained through integration by negatively increasing the time variable.

Up to now we have analyzed the two cases of an attractor limit set and a
repellor limit set. In the case of a stable solution (attractor), all its neighboring
points belong to its basin of attraction. A repellor does not have a basin of
attraction. However, there is a third essential type of limit set, which is the
limit set of the saddle type. This kind of limit set is only attracting for a subset
of its neighboring points. The basin of attraction of a saddle limit set does not
contain all its neighboring points. Thus, the limit set is unstable and unobserv-
able. In spite of this, saddle-type limit sets have an essential role in the phase
space because they give rise to open invariant sets that (together with the attrac-
tors and repellors) divide the phase space into different cells with identical
qualitative behavior. This will be seen more clearly in the next section, dealing
with the different types of stability. The simplest case of an equilibrium point
behaving as attractor, repellor or saddle will be analyzed.

1.4.2 Stability Types

To illustrate the different types of stability, the simplest case of a limit set con-
sisting of an equilibrium point x dc will be considered [1, 8]. To reduce the
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formulation complexity, a two-dimensional system is analyzed, which is also
convenient for the visualization of the results. Thus, the nonlinear system is
given by

( )
( )

& ,

& ,

x f x x

x f x x
1 1 1 2

2 2 1 2

=
=

(1.18)

The equilibrium points of the above system, which can be one or more (gener-
ally a limited number), are obtained by solving the following:

( )
( )

0

0
1 1 2

2 1 2

=
=

f x x

f x x
dc dc

dc dc

,

,
(1.19)

Now the stability of one of the equilibrium points, given by (x1dc, x2dc), is going
to be analyzed. In the case of more than one equilibrium point, the stability of
each point is analyzed in an identical way. Each stability analysis is an individ-
ual analysis.

For the stability analysis of the point (x1dc, x2dc), a small perturbation is
considered in the system, the perturbation being given by [ ( ), ( )]ξ ξ1 2t t . In the
presence of this perturbation, the state variables are written as follows:

( )
( )

( )
( )

x t

x t

x t

x t
dc

dc

1

2

1 1

2 2






=

+
+







ξ

ξ
(1.20)

For stability, the perturbation must vanish in time. This would lead the solu-
tion back to the original equilibrium point (x1dc, x2dc). The purpose of the stabil-
ity analysis carried out here is to determine the time evolution of this
perturbation, independently of its particular initial value (provided that it is a
small value). From the stability analysis, we must know whether any small per-
turbation will grow or decay in time.

Replacing (1.20) into (1.18) returns the following:

( )
( )

( ) ( )( )
( )
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ξ

ξ ξ

ξ ξ
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2

1 1 1 2 1

2 1 1 2 1

t

t

f x t x t

f x t x
dc dc

dc dc






=

+ +
+ +

,

, ( )( )t







 (1.21)

Owing to the smallness of the perturbation, the above nonlinear system can be
expanded in a Taylor series about the equilibrium point x x xdc dc dc= ( , )1 2 . It will
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generally be sufficient to use a Taylor series of the first order. The exceptions are
explained later. Then, it is possible to write
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(1.22)

The above system can be rewritten in the following compact form:

( ) [ ] ( )&ξ ξt Jf t
dc

= (1.23)

where [Jf ]dc is the system Jacobian matrix evaluated at the equilibrium point.
Because the equilibrium point is constant, it is a constant matrix. The linear
system (1.23) defines a linear flow [Jϕt]dc, which is given by

( )
( ) [ ] [ ][ ]ξ

ξ
ϕ

ξ

ξ

ξ

ξ
1

2

1

2

1

2

t

t
J et dc

o

o

Jf t o

o






= 




= 





(1.24)

with ( , )ξ ξ1 2o o being the initial value of the perturbation. The linearized flow
that has just been defined will be essential in the stability analysis of the equilib-
rium point. In this analysis, we will look for the (unbounded) sets that are
invariant to the application of this flow.

The advantage of the linearization is that (1.23) is a linear differential sys-
tem of the first order with constant matrix coefficients, which has a well-known
standard solution of the form

( )ξ ν νλ λt c e c et t= +1 1 2 2
1 2 (1.25)

where ν 1 and ν 2 are the eigenvectors of the Jacobian matrix [Jf ]dc and c1 and c2

are constants depending on the initial value. The eigenvalues are the roots of
the characteristic equation:

det λ
1 0

0 1
011 12

21 22






− 












=

Jf Jf

Jf Jf
(1.26)

with det meaning “determinant.” Thus, the equation is
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( )λ λ λ λ2
11 22 12 21 11 22

2 0− + − + ≡ + + =Jf Jf Jf Jf Jf Jf b c (1.27)

The roots (or eigenvalues) are given by

λ1 2

2 4

2 2, =
− ± −

≡
− ±b b c b D

(1.28)

The equilibrium point (x1dc, x2dc) is classified according the nature of the eigen-
values λ1, λ2. The points of a given type have, in the phase space, a common
behavior of the neighboring trajectories, so this classification will be of great
interest. At this moment, only equilibrium points having associated eigenvalues
with real parts different from zero Re( )λi i n≠ ∀ =0 1 to , will be considered.
Points satisfying this condition are called hyperbolic fixed points. When the equi-
librium point is nonhyperbolic, higher-order terms must be considered in the
Taylor-series development of the vector field for the determination of its stabil-
ity [9]. However, in many cases, the nonhyperbolic points are between a stable
and an unstable situation (see Section 1.4.4).

According to the value of D in (1.28), the two eigenvalues associated with
the equilibrium point will be real (for D > 0) or complex-conjugate (for D < 0).
The different situations are analyzed in the following [1, 9].

Node Point—Real and Different Eigenvalues with the Same Sign

When the eigenvalues of the linearized system of dimension two, given by
(1.23), are real and different with the same sign (either positive or negative),
the corresponding equilibrium point is called a node equilibrium point. The real
and different eigenvalues will be given by λ1 = γ1 and λ2 = γ2. Then the solu-
tions of (1.24) are expressed

( )ξ ν νγ γt c e c et t= +1
1

1 2
2

2 (1.29)

As can be seen, there is one independent solution in the direction of the eigen-
vector ν 1 and another independent solution in the direction of ν 2 . All the rest
of solutions are linear combinations of the two, with coefficients c1 and c2.
These coefficients depend on the initial value and thus, on the initial perturba-
tion. If the two real eigenvalues γ1, γ2 are negative, the perturbation will expo-
nentially vanish in time [see (1.29)] and the equilibrium point will be stable.
The equilibrium point is a stable node. The behavior is sketched in Figure
1.16(a), where the equilibrium point is located, for simplicity, at the origin of
the coordinate axes. The fact that both eigenvalues are real gives rise to a
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nonoscillating approach of neighboring trajectories to the equilibrium point.
If the two eigenvalues were positive, the trajectories would move away from
the equilibrium point and the arrows in Figure 1.16(a) would point outwards.
In this case, the equilibrium point would be an unstable node.

There are a few things to be observed in Figure 1.16(a). The eigenvectors
ν 1 and ν 2 provide (close to the equilibrium point) the direction of only four of
the trajectories that have been represented. In the direction defined by ν 1 , one
trajectory would have (for the case represented in the figure) an initial value in
the second quadrant and the other one would have an initial point in the
fourth quadrant. Similarly, in the direction defined by ν 2 , one trajectory would
have (for the case represented in the figure) an initial point in first quadrant
and the other one would have an initial value in the third quadrant. The rest of
the trajectories close to the equilibrium point are the result of linear combina-
tions of the form (1.29).

Observe that the trajectories become nonlinear as the distance to the equi-
librium point increases, which is due to the inherent nonlinearity of the system
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Figure 1.16 Three different types of equilibrium point in a two-dimensional phase space:
(a) stable node point, (b) saddle point, and (c) stable focus.



that invalidates the linearization (1.23) for big perturbation amplitude. The
nonlinear trajectories are tangent to the eigenvectors ν 1 and ν 2 at the equilib-
rium point, where the linearization is valid. These trajectories will be called here
W1 and W2. At the equilibrium point they are tangent to the eigenspaces
E c e t Rt

1 1 1 1
1= ∀ ∈ ={ , } { }γ ν νSpan and E c e t Rt

2 2 2 2
2= ∀ ∈ ={ , } { }γ ν νSpan .

In the case of two negative eigenvalues γ1,γ2 < 0, the attraction region of
the equilibrium point x dc is the whole plane R 2. Because the nonlinear system
(here considered) is a two-dimensional system, the equilibrium point will be
attracting for all the neighboring points, so it will be an attractor (thus stable)
and physically observable. In the case of two positive eigenvalues γ1,γ2 > 0, the
point will be a repellor, and thus unstable and unobservable.

The two eigenvectors ν 1 and ν 2 define a plane that constitutes the stable
(unstable) eigenspace of the equilibrium point. Because the stable eigenspace
has the same dimension as the system dimension, the equilibrium point will
have the same attracting (or repelling) behavior for all neighboring points. It
will either be an attractor (stable node) or a repellor (unstable node).

Saddle Point—Real Eigenvalues with the Opposite Sign

We are now going to move to the more difficult case of two eigenvalues of dif-
ferent sign γ , γ 21 0 0< > . Then, the equilibrium point is called the saddle equi-
librium point. The new phase-space situation is depicted in Figure 1.16(b).
There are again two main directions close to the equilibrium point given by the
two eigenvectors ν ν1 2, . In the case of a saddle solution, only four trajectories
are asymptotic to the equilibrium point (compare with the situation in the
node of Figure 1.16(a)]. The other trajectories come close to the saddle point,
but turn away. These trajectories are obtained as linear combinations of the
two independent solutions of the linear differential equation. This fact is essen-
tial to understanding the great relevance of saddle-type solutions in the phase
space. Actually, the four asymptotic trajectories of Figure 1.16(b) divide the
phase space (in this case the plane R2) into four regions. In each of these
regions, solution trajectories have the same qualitative behavior.

Close to the equilibrium point, the vector ν 1 defines the attracting direc-
tion, and the vector ν 2 defines the repelling direction. The set of points
E c e t Rt

1 1 1
1= ∀ ∈{ , }γ ν is the stable eigenspace, invariant under the linear flow

[Jϕt]dc because ∀ ∈ →→∞ξ ϕ ξE Jt t dc1 0, lim [ ] . Thus, we can rename E1 as the
stable eigenspace of the saddle point x DC under the linear flow [Jϕt] (i.e., ES ≡
E1). In the same way, E c e t Rt

2 2 1
2= ∀ ∈{ , }γ ν is the unstable eigenspace of the

saddle point x dc because ∀ ∈ →→−∞ξ ϕ ξE Jt t dc1 0, lim [ ] . Then we can rename
EU ≡ E2.

36 Stability Analysis of Nonlinear Microwave Circuits



By inspection of Figure 1.16(b), two sets of points can be identified: WS

(tangent to ES at the equilibrium point) and WU (tangent to EU at the equilib-
rium point). Both sets WS and WU are invariant under the nonlinear flow ϕt, in
the same way as the sets ES and EU are invariant to the linear flow [Jϕt]dc . The
trajectories in WS approach the equilibrium point and are often called the inset
of the saddle equilibrium point. The trajectories in WU move away from the
equilibrium point and are often called the outset of the equilibrium point. The
special sets WS and WU can be mathematically defined as

( ) ( ) ( ){ }
( )

W x x U x x t x U t

W x x U
S dc t dc t

U dc

= ∈ → → ∞ ∈ ∀ ≥
= ∈

/

/

ϕ ϕ

ϕ

for and 0

( ) ( ){ }t dc tx x t x U t→ → −∞ ∈ ∀ ≤for and ϕ 0

withU R n∈ being a neighborhood of the equilibrium point.
The set WS constitutes the stable invariant set (or stable manifold) and

the set WU constitutes the unstable invariant set (or unstable manifold). At the
dc point x dc , the manifolds are tangent to the eigenspaces. In fact, they can
be considered as a nonlinear generalization of the eigenspaces of the system
linearization at the dc point x dc . The stable and unstable manifolds (WS and
WU) of the saddle point constitute a special case of invariant sets of the nonlin-
ear flow ϕt that are unbounded, in contrast with the limit sets that have been
studied in Section 1.3.3. Note that the manifolds WS and WU divide the plane
defined by x1 and x2 (which in this case constitutes the phase space) into four
regions such that trajectories in each of them have the same qualitative
behavior.

Focus Point—Complex Conjugate Eigenvalues

For a negative value of D in (1.28), the eigenvalues associated with the linear-
ized system will be complex conjugates. The two eigenvalues can be written
λ α ω1 = + j and λ α ω2 = − j , and the equilibrium point is a focus point.
Then, the time evolution of the perturbation will be of the form

( ) ( ) ( )ξ ν να+ ω α ωt c e c ej t j t= + −
1 1 2 1

* (1.30)

with c c2 1= * .
It is clear from (1.30) that the perturbation in addition to having variable

amplitude as time evolves (because of the real part αt in the exponents) has an
oscillating behavior (because of the imaginary part jωt). Thus, trajectories in
the phase space will have the evolution depicted in Figure 1.16(c), where the
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case of a stable focus has been considered. Because we are dealing with of a
two-dimensional system, the stable (unstable) space will be the whole plane R2

because the two eigenvectors ν 1 and ν 1
* span the whole plane. The equilibrium

point will be an attractor for α < 0 or a repellor for α > 0.

Inflected Node—Two Real and Equal Eigenvalues

For D = 0 in (1.28), the two eigenvalues are real and equal (i.e., γ1= γ2). Then,
the trajectories in the phase space combine the geometric characteristics of the
node and the focus. The equilibrium point is called the inflected node.

The nonhyperbolic situation, γ1 = 0 or γ2 = 0 (in the case of a node) or α
= 0 (in the case of a focus), may correspond to a point whose stability cannot be
determined from the Jacobian matrix in (1.22), requiring higher-order terms in
the Taylor-series expansion. It can also be a point at which a qualitative change
of stability takes place. To understand this, it is necessary to think about a pos-
sible circuit parameter, a resistance, or the value of a bias generator, such that,
as the parameter is modified, a real eigenvalue (in the case of a node) changes
sign, and the equilibrium point changes from node to saddle or from saddle to
node. The particular point having γ1 = 0 or γ2 = 0 is the point at which the
transition takes place. The same could happen with a focus, the transition tak-
ing place at the parameter value for which α = 0. The equilibrium point of the
conservative system of Example 1.3 has two complex-conjugate eigenvalues
with zero real part [see (1.7)]. This kind of point is called a stability center. The
neighboring trajectories are nesting cycles like the ones depicted in Figure 1.8.

Equilibrium points in higher-dimension spaces can also be classified in a
similar way. In a three-dimensional system, for instance, there would be a third
eigenvalue, which gives rise to new possibilities, like, for instance, two complex
eigenvalues, giving rise to a stable or unstable plane and a real eigenvalue, giving
rise to a stable or unstable straight line. Saddles with three real eigenvalues are
also possible. On the other hand, the classification into attractor, repellor, and
saddle-type equilibrium point that has been carried out here is also valid for the
other types of limit sets. However, the other types of solutions (periodic, qua-
siperiodic, or chaos) are not constant in time, and the stability analysis is not as
simple as the one that has been carried out here. To have an idea of the diffi-
culty, think, for instance, that when linearizing a nonlinear system about a peri-
odic solution, the corresponding Jacobian matrix is periodic and not constant.
The stability calculation for limit sets other than equilibrium points follows the
same small-perturbation principle, enabling the system linearization about the
particular limit set. The resulting Jacobian matrix, particularized to the limit set,
will be time-varying with the same periodicity (or nonperiodicity) of the limit
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set, which greatly increases the complexity of the calculation. General stability-
analysis techniques for practical circuits will be proposed in Chapter 3.

The saddle-type solutions have an important role in the phase space of
any dynamical system because their stable and unstable manifolds behave as
separatrixes of trajectories and, together with the limit sets, divide the phase
space into different cells with the same qualitative behavior. Due to the Exis-
tence Uniqueness theorem, stable (or unstable) manifolds of the same limit set
or of different limit sets cannot intersect. However, stable and unstable mani-
folds of the same limit set or different limit sets can intersect. It will be seen in
Chapter 6 that, under some circumstances, the intersection of the stable and
unstable manifolds of the same saddle point gives rise to chaos.

To illustrate the above study, the stability of the equilibrium point of the
cubic nonlinearity oscillator will be analytically determined in Example 1.7.

Example 1.7: Stability of the equilibrium point in the cubic nonlinearity oscillator

Let the circuit in Example 1.1 (Figure 1.2) be considered. At time origin t = 0,
the system solution is located at the equilibrium point (0,0) (Figure 1.3). How-
ever, as has already been said, this equilibrium point is unstable and under an
arbitrarily small perturbation, a transient trajectory will start, leading to the
limit cycle. Once the solution reaches the cycle, it remains there because the
limit cycle is stable and recovers under small perturbations. That is to say, per-
turbed trajectories evolve so as to join the limit cycle again.

The behavior of the equilibrium point (iL
o,vC

o) ≡ (0,0) (as a repellor, sad-
dle, or attractor) can be mathematically predicted through a stability analysis.
To do so, a small perturbation (∆iL(t), ∆vC(t)) will be considered. The per-
turbed solution is given by

( ) ( )
( ) ( )

i t i i t

t t
L L

o
L

C C
o

C

= +
= +

∆
∆ν ν ν

(1.31)

Due to the smallness of the perturbation, the nonlinear function f in the system
(1.4) can be expanded in a first-order Taylor series about the equilibrium point
(iL

o, vC
o). The resulting linearized system is:
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(1.32)
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Note that the nonlinear differential equation (1.4) has been transformed into
the linear equation (1.32). The linearization is only valid in the neighborhood
of (iL

o,vC
o) ≡ (0,0), but this will be sufficient for the stability analysis. Equation

(1.32) can also be expressed in matrix form:
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( ) ( )
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dt
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(1.33)

The matrix on the right side of (1.33) is the Jacobian matrix of the nonlinear
system (1.4), which must be evaluated at the constant solution point (iL

o,vC
o) ≡

(0,0). The general solution of the linear system (1.33) is given by

( )
( )

∆
∆
i t

t
c e c eL t t

ν
ν νλ λ




= +1 1 2 2

1 2 (1.34)

where c1 and c2 are constants, depending on the initial condition xo ; λ1, λ2 are
the eigenvalues of the Jacobian matrix; and ν 1 , ν 2 are the corresponding eigen-
vectors. These eigenvalues may be real or complex. According to (1.31), for the
solution (iL

o,vC
o) to be stable, the perturbation (∆iL(t), ∆vC(t)) must vanish in

time. Thus, the eigenvalues λ1 and λ2 must have a negative real part [see the
exponentials in (1.34)]. The eigenvalues are the roots of the system characteris-
tic equation (1.26) or system poles. This characteristic equation agrees with
Y s GL N

C
( ) + ==ν 0

0, where YL(s) is the linear admittance, at the active-

element terminals, and G N c/ ν =0 is the conductance of the active element,
obtained by linearizing its nonlinear characteristic about vC = 0. The character-
istic equation [associated with (1.33)] enabling the eigenvalue calculation is
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Particularizing to (iL
o,vC

o) ≡ (0,0), the eigenvalues are given by
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(1.36)

Replacing the numerical values appearing in the caption of Figure 1.2
into (1.36), a couple of complex eigenvalues are obtained: λ1,2 = 4.49 105 ± j 2π
1.535106 rad/sec.

Introducing these values into (1.34), the perturbation will evolve
according to:

( )
( )

( )∆
∆

i t

t
c e c eL

C

j t

ν
ν

π




= +

+
1

4 4910 2 1 5410

1 1

4 49105 6. . * .( )5 62 1 5410

1

− j tπ
ν∗.

Because c1 and the vectors ν 1 , ν 1
* are constant values, the perturbation ampli-

tude increases exponentially in time. The perturbation has an oscillating behav-
ior due to imaginary part of λ1 and λ2. The equilibrium point is a focus point.
When representing this in the phase space, a spiral-like transient is obtained
(Figure 1.6). Note that this calculation has a restricted validity because assump-
tion was made of small values for (∆iL(t), ∆vC(t)). As the perturbation increases,
this is no longer true and the system has to be solved through the nonlinear
equation (1.4). Note that otherwise the perturbation would grow ad infinitum,
which is physically impossible.

In summary, the equilibrium point (iL
o,vC

o) ≡ (0,0) is unstable because the
eigenvalues have a positive real part, which leads to an exponential increase in
time of the perturbation. Because the equilibrium point (iL

o,vC
o) ≡ (0,0) is

unstable, the solution trajectory moves to the limit cycle under any small per-
turbation (Figure 1.6). It is, in fact, the common startup of an oscillation, as
seen when represented in the phase space.

The equilibrium point (iL
o,vC

o) ≡ (0,0) is unstable for the circuit values
indicated in the caption of Figure 1.2. If the resistance value is now changed
from R = 1 Ohm to R = 1.5 Ohm, the situation changes. Using (1.36), the new
eigenvalues are

λ π1 2
5 66 6610 2 14510, . .= − ± j rad/sec

So the perturbation will evolve according to
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The real part of the complex eigenvalues is now negative, which makes the per-
turbation decrease exponentially in time. Because there is an imaginary part
different from zero, there will also be an oscillating behavior. The perturbation
will vanish and the trajectory will come back to the equilibrium point (iL

o,vC
o) ≡

(0,0). Note that for any other initial value xo in the neighborhood of the equi-
librium point the solution trajectory would evolve to this equilibrium point in
a similar fashion. The equilibrium point is robust or able to recover under per-
turbations, as shown in Figure 1.17. It is thus a physically observable solution.

As has been seen, the stability of the equilibrium point has suffered a
qualitative change under the variation of the resistance value R. This change
takes place at about the value Ro = 1.2 Ohm. For the exact resistance at which α
= 0 (infinite accuracy is impossible), the equilibrium point will be a nonhyper-
bolic point. For R < Ro Ohm, the observed solution is a periodic oscillation. For
R > Ro Ohm, the observed solution is a dc one.

1.4.3 Coexisting Stable Solutions

When for given values of the system parameters, the basin of attraction of a sys-
tem solution is the whole phase space, the solution is called globally asymptoti-
cally stable [9, 22]. It is the only solution that can be physically observed.
However, in many cases, two or more different stable solutions can coexist in
the phase space for the same values of the system parameters. Then, each stable
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Figure 1.17 Stable equilibrium point for R = 1.5 Ohm. The stability situation is different from
the one depicted in Figure 1.6.



solution is asymptotically stable but not globally asymptotically stable. The dif-
ferent stable solutions will have different basins of attractions.

In the phase space, stable and unstable solutions alternate. The unstable
solution located between two stable solutions acts like a separator of the respec-
tive basins of attraction. This is shown in Figure 1.18 illustrating a common
situation in electronic circuits. Both the point and the solid-line limit cycle are
stable. The dashed-line limit cycle is unstable and acts as a separator between
the different basins of attraction. The basin of attraction of the equilibrium
point is the interior of the unstable limit cycle. The basin of attraction of the
stable limit cycle is the annular region between the two limit cycles and the
entire region exterior to this stable cycle. Thus, the point and the two limit
cycles divide the space into three different regions, marked a, b, and c. Trajec-
tories in these three regions have the same qualitative behavior.

Because the equilibrium point in Figure 1.18 is a stable solution, it recov-
ers from small perturbations and is continuously regenerating itself, as shown
in Figure 1.18. However, if a big perturbation takes place, the trajectory may
fall in the basin of attraction of the stable limit cycle. The same is true for per-
turbations of this limit cycle. Thus, to analyze the stability of a given solution,
the perturbation must necessarily be small to avoid falling in the basin of attrac-
tion of a different stable solution.

In the situation of Figure 1.18, one could wonder which of the two stable
solutions will be actually observed in the experiment. This depends on the
region a, b, or c in which the initial point xo is located. The coexistence of sta-
ble solutions is the reason for the hysteresis phenomena, commonly observed
in electronic circuits. The hysteresis phenomenon will be studied in detail in
Chapter 4.
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Figure 1.18 Coexisting steady-state solutions. Both the equilibrium point and the solid line
limit cycle are stable. The dashed limit cycle is unstable and behaves like a
separator between the basins of attraction of the two stable solutions.



1.4.4 Qualitative Variations in the Stability Properties

Example 1.7 showed how the variation in a resistor modified the stability of the
equilibrium point. The resistor can be considered as a parameter of the circuit
nonlinear equation. The qualitative variation in the stability of a solution when
a parameter is continuously modified is known as bifurcation [23–28]. This
qualitative variation takes place for a particular parameter value and usually has
big implications in the observed steady-state solution. Actually, in Example
1.7, the observed solution changed from a limit cycle to an equilibrium point
at R = Ro = 1.2 Ohm. This constitutes a qualitative change in the steady-state
solution, in contrast with quantitative variation, such as continuous variations
in the state variables, giving rise to continuous variations in the observed out-
put power or oscillation frequency.

Circuit parameters may be, among others, the value of any of its linear
elements, the values of sinusoidal or dc generators, or the temperature. The
type of steady-state solution may vary, for instance, from an equilibrium point
to a limit cycle or from a limit cycle to a 2-torus. A discontinuous change in the
value of the state variables (when the parameter is continuously modified) is
also a qualitative variation.

A well-known example of bifurcation is the start-up of a free-running
oscillator when a bias voltage Vb is modified. At a critical value Vbo, the
observed solution changes from a stable dc solution (equilibrium point) to a
stable periodic solution (limit cycle). This is shown in Figure 1.19, where only
steady-state solutions have been represented. It is in fact the collection of the
stable steady-state solutions of the oscillator circuit, represented versus of the
bias voltage. For Vb > Vbo the variations in the solution are only quantitative,
the limit-cycle amplitude increasing with the bias voltage.

A useful tool for analyzing qualitative variations in a circuit solution is the
Poincaré map, which is introduced in the following section.

1.5 Poincaré Map

1.5.1 Definition of the Poincaré Map

The Poincaré map allows a representation of the system solution with a reduc-
tion of its dimension [7–9]. This proves very useful when the purpose is to
observe the qualitative variations in the system solution when a parameter is
modified.

The Poincaré map transforms the n-dimensional continuous solution
x t x tt o o( ) ( , )= ϕ into a discrete solution of dimension n – 1. This is obtained
through the transversal intersection of ϕt o ox t( , ) in the Rn space with an (n –
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1)-dimensional hyperplane Σ. The flow must be everywhere transverse to the
hyperplane. The particular case of a periodic orbit is represented in Figure 1.20.
Due to its periodicity, the intersection with the transversal surface Σ gives rise to
a single point p. If the orbit were not periodic, the intersection would give rise
to many individual points.

The first-return map [9] or Poincaré map P : Σ→ Σ is defined as

( ) ( )P p p q= =ϕτ (1.37)

with p q, ∈Σ and τ being the time required by the solution trajectory to return
for the first time to [Figure 1.20(a)]. In the case of periodic regimes, the time τ
agrees with the period T. Then, P p p( ) = , and p is called a fixed point of the
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Figure 1.19 Variations in the solution of an oscillator circuit versus the bias voltage Vb. A
qualitative variation of the solution takes place for the bifurcation value Vb =Vbo.



Poincaré map. The Poincaré defines a discrete flow P in the surface Σ, and the
fixed point p is an invariant point of the flow. Similarly to what happens with
the continuous flow ϕt, the stability of the point p can be analyzed by applying
a small perturbation and determining the evolution of the neighboring points
of the map (obtained in the successive intersections with the surface). These
intersection points will approach the point p in the case of stability. It can be
demostrated that the stability properties of the point p are the same as those of
the periodic solution x t( ) [9, 27]. This is shown in Figure 1.20(b) for the case
of a stable point p, and thus a stable periodic solution x t( ). The sequence of
map points approaches p for any small perturbation. In Figure 1.20(b) two dif-
ferent initial conditions have been considered. As in the case of continuous
flows, the Poincaré map can be linerarized under small perturbations. This
technique is often used for the stability analysis of periodic solutions and will
be shown in detail in Chapter 4.

In a nonautonomous system, with a forcing sinusoidal term of period Tg,
the Poincaré map can be easily obtained by doing

( ) ( )P p p qTg= =ϕ (1.38)

Remember that a nonautonomous system can always be transformed into an

autonomous one by including the variable θ
π

=
2 t
T g

(mod 2π) in the state-
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Figure 1.20 Poincaré map: (a) transversal intersection with the surface Σ, and (b) succession
of points of the map under a small perturbation of p . The point p is a stable point.



variable vector x [see (1.3)]. Then the transversal hyperplane Σmay be given by

θ
π

ο =
2 t

T
o

g

with to an arbitrary time value, so the solution necessarily returns to

Σ after one period of the forcing term.
Note that in a nonautonomous system with a periodic forcing term of

period Tg, the period of the solution x t( ) does not necessarily agree with Tg.
The solution x t( ) does not even have to be periodic. In some cases, the period
may be a multiple of the period of the input generator: kTg, with k = 1,2,...,
obtaining a period-k solution. For example, if x t( ) is a period-2 solution (with
period 2Tg), two applications of the map (1.38) are necessary to return to the
initial point p, that is, P p p( ) = 1 , P p p( )1 = , with p p1 ≠ (or P p p2 ( ) = )). The

two points p1 and p are fixed points of the map. Many successive applications
of the map P pn ( ) with n → ∞ provide the same two points p1 and p. If the

solution has period NTg, N different fixed points p p p pN1 2 1, , , ,K − are
obtained. It is thus possible to know the multiplicity of the period of a steady-
state solution with respect to the input-generator period by sampling the steady
state at the time rate Tg and counting the number of different values x nT g( ).
This will be seen more clearly in Example 1.8.

Example 1.8: Qualitative variations in the Poincaré map of an Impact Avalanche and
Transit Time (IMPATT)-based circuit

The former technique has been applied to analyze the qualitative variations in
the steady-state solution of a nonlinear circuit when increasing the input-
generator amplitude. The circuit consists of an IMPATT diode, loaded by RL =
50 Ohm, and the constant input frequency is fg = 50 GHz [29]. For the circuit
simulation, the model in [29, 30] for the IMPATT diode has been used. The
IMPATT diodes, capable of producing negative resistance at very high fre-
quencies, are commonly used for power generation at millimeter-wave frequen-
cies. However, instabilities and even chaotic behavior are often encountered in
IMPATT-based circuits [31] due to the highly nonlinear processes and time
delay involved in their dynamics.

When sampling the steady-state solution of the IMPATT-based circuit
according to x nTg( ) , the diagram of Figure 1.21 is obtained. Up to the genera-
tor value Ig = 0.15A, one single point is obtained, indicating a solution with the
same period as the input generator. In the interval Ig = 0.15A to Ig = 0.35A, two
points are obtained, indicating a period-2 solution. In other regions, a cloud of
irregularly distributed points is obtained, indicating nonperiodic (chaotic)
behavior. This example shows the usefulness of the Poincaré map to evidence
qualitative variations in the solution of a nonlinear circuit. Note that, under the
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application of the map, the solution becomes discrete and its dimension is
smaller in one (n − 1).

1.5.2 Poincaré Maps of Limit Sets

The Poincaré maps of the four types of limit sets studied in Section 1.3.3 are
going to be presented in the following sections. The Poincaré map of the limit
cycle, although already analyzed in Section 1.3.1, is included for completeness.

1.5.2.1 Equilibrium Point

When represented in the phase space, each constant solution of an autonomous
system gives rise to a single point. The point is a geometric figure of zero
dimensions, and the Poincaré map is not defined.

1.5.2.2 Limit Cycle

As has already been shown, when the periodic steady state (of period T ) of an
autonomous nonlinear system is represented in the phase space, a closed-orbit,
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Figure 1.21 The Poincaré map technique is applied to determine the qualitative variations
in the solution of an IMPATT-based circuit versus the amplitude of the input
generator. (From: [29]. © 1998 IEEE. Reprinted with permission.)



named limit cycle is obtained. The result of applying the Poincaré map is a sin-
gle point (Figure 1.20). A period-k limit cycle gives rise to k distinct points in
the Poincaré map (Figure 1.21).

1.5.2.3 Quasiperiodic Solutions

Quasiperiodic solutions give rise to tori in the phase space. In the case of two
nonrationally related fundamentals, a 2-torus is obtained. This is a two-
dimensional figure. The intersection of the 2-torus with a transversal surface Σ,
gives rise to a closed curve, of one dimension. Thus, the Poincaré map of a
2-torus is a cycle composed of discrete points (although the cycle is eventually
filled). The points are the discrete intersection points of the trajectory with the
surface. It is also possible to obtain two cycles, according to the bounded or
unbounded definition of the surface Σ (Figure 1.22). An n-torus would give
rise to an (n – 1)-dimensional figure.

In the case of a 2-torus with two fundamental frequencies, ω1, ω2, (one of
them delivered by an input generator) the Poincaré map can be obtained by
sampling the steady-state solution at the period of the input frequency. The
resulting points form a cycle in which contiguous points are not consecutive. In
each application of the map, the new point (with respect to the former point)
rotates an angle α = r2π, with r being the rotation number. Because r is irra-
tional, under successive applications of the map, the points will eventually fill
the cycle. Note that if r were rational, a discrete number of points would be
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Figure 1.22 Poincaré map of the quasiperiodic solution of Example 1.9 for Eg = 0.13v, fg =
1.74 MHz. A cycle is obtained.



obtained. For r
m
n

= , with m <n, the number of discrete points will be n (see

Example 1.9).

Example 1.9: Poincaré map of the quasiperiodic solution of the cubic nonlinearity
oscillator

In Example 1.6, the circuit in Figure 1.2 was solved for the generator values Eg

= 0.13v and fg = 1.74 MHz, obtaining a quasiperiodic solution. Sampling at
nTg is now applied to obtain the Poincaré map. The map, as expected, is a cycle
composed of discrete points (Figure 1.22) that will eventually be filled.

1.5.3 Chaotic Solutions

The chaotic behavior is in close relationship with a very special performance of
the Poincaré map. Actually it has been shown that in chaotic systems, the appli-
cation of the map over a unit square has two different actions: stretching and
folding [7–9]. This is sketched in Figure 1.23(a). The recursive application of
the map, backwards and forward, gives rise, as shown in Figure 1.23(b), to a set
of isolated points (Cantor set). A very special fact is that two points arbitrarily
close in the unit square may end very far from each other after several applica-
tions of the map. This is in close relationship with the sensitive dependence on
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Figure 1.23 (a) Horseshoe map; and (b) Cantor set resulting from repeated applications of
the map, backward and forward.



the initial conditions. Another interesting fact is the fractional dimension of
the resulting set. Note that the dimension will be higher than that of a line (1)
and smaller than that of a complete square (2), so it will be comprised between
one and two. This is also true for chaotic solutions when represented in the
phase space. They give rise to a limit set with a fractal dimension. A self-
similarity property is observed with the same pattern repeating itself under
magnification of a section. The property will be seen in the chaotic solution of
Example 1.10.

Example 1.10: IMPATT-based circuit with chaotic behavior: Poincaré map

Figure 1.24 shows the schematic of an IMPATT-based self-oscillating mixer to
operate in millimetric band [13]. The autonomous frequency ωo mixes with
that of the input generator ωg to provide the intermediate frequency
ω ω ωIF g o= −| |. Thus, in standard operation, this circuit provides a quasiperi-
odic solution that, when represented in the phase space, gives rise to a 2-torus
[Figure 1.25(a)]. However, under increment of the bias current or reduction of
the linear resistance, the solution becomes chaotic. When represented in the
phase space, the chaotic limit set of Figure 1.25(b) is obtained.

The Poincaré-map technique has been applied to the chaotic solution of
Figure 1.25(b). The application of this map discretizes the solution and reduces
its dimension by one. Because the circuit of Figure 1.26 is a nonautonomous
system, the Poincaré map can be easily obtained, according to (1.38), by sam-
pling the solution x t( ) at integer multiples of the input-generator period [i.e.,
P p pn

nT g
( ) ( )= ϕ ]. When proceeding like this, the map of Figure 1.26 is

obtained. The self-similarity property is evidenced in Figure 1.26(b).

Steady-State Solutions of Nonlinear Circuits 51

Figure 1.24 Self-oscillating mixer based on the use of an IMPATT diode.



1.6 Entrainment: Phase-Locked Solutions in the Torus

In Example 1.6, a periodic input generator of period Tg was connected to the
self-oscillating circuit of Figure 1.2. For the particular values considered in the
example, a self-oscillating mixer behavior was obtained (Figure 1.11). The
steady-state solution was quasiperiodic, giving rise to a 2-torus when repre-
sented in the phase space (Figure 1.12). However, this is not the only possible
behavior in an oscillator circuit with an external generator. Other kinds of solu-
tion, periodic of different periods kTg and even chaotic (in some circuits), can
also be obtained [32–34].

For fixed circuit-element values, the observation of periodic behavior at ωg

or quasiperiodic behavior at ωg and ωo (2-torus) depends on the amplitude Eg

and frequency ωg of the input generator. Actually, the self-oscillation frequency
ωo depends on the generator value ω ω ωo o g gE≡ ( , ) and, under some circum-
stances, the self-oscillation frequency may become equal to that of the input
generator: ω ω ωo g g gE( , ) = . This phenomenon is called entrainment [8, 9].
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Figure 1.25 Solution of the self-oscillating mixer: (a) standard operation, 2-torus, and (b)
chaotic operation.



The resulting periodic solution is phase-locked to the input-generator signal (or
synchronized), meaning that there is a constant phase shift between the two.
When this happens, the rotation number (1.15) takes the value r = 1 and keeps
it for a certain input-frequency interval.

The synchronization phenomenon is only possible in nonlinear systems.
In contrast, the self-oscillation in a linear dissipative system vanishes in time.
The transient will have two different frequencies involved: the frequency of the
forcing generator and the self-generated frequency. However, the later decays
after certain time and only the externally introduced oscillation remains in the
steady state [8]. In contrast, a nonlinear, nonconservative system can exhibit
self-sustained oscillations, which, as will be shown, are able to synchronize to
the periodic input signal. This case will be studied in the following.
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Figure 1.26 (a) Poincaré map of the chaotic solution of an IMPATT-based self-oscillating
mixer; and (b) expanded view, showing a self-similar pattern.



Let the free-running-oscillation frequency (in the absence of generator)
be ωo = ωof. When the input generator is connected, for relatively low ampli-
tude Eg, synchronization takes place in a frequency band about ωof, given by
(ωg1, ωg2) ≡ (ωof – ∆ω, ωof + ∆ω′). In general, the synchronization bands are
symmetric about ωo for low input-generator amplitude, but become nonsym-
metric as the input amplitude increases. They are wider for bigger generator
amplitude (bigger influence on the autonomous oscillation). Outside these
bands, the circuit operates in the quasiperiodic regime (see Figure 1.27).

The synchronization phenomenon may also take place for generator fre-
quencies close to a harmonic component kωof of the free-running oscillation
frequency [8, 14]. This is another situation of bigger influence on the autono-
mous oscillation because the kth harmonic component of the self-oscillation is
able to synchronize with the input-generator signal. The synchronization bands
usually become narrower as the order k increases. In each of these bands, the

rotation number (1.15) takes the constant value r
k

=
1
, and keeps it for a certain

input frequency interval (Figure 1.27). In between the bands
1

k
and

1

1k +
,

other synchronization bands exist of the form
m
n

, m ≠ 1which are usually nar-

rower [8, 14]. The synchronized solutions of the cubic nonlinearity oscillators,

with rotation numbers r = 1 and r =
1

3
are analyzed in Example 1.11.

Example 1.11: Synchronized solutions in the forced cubic nonlinearity oscillator

In this example, the same circuit-element values as in Example 1.6 are going to
be considered. The cubic nonlinearity oscillator exhibits a free-running
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Figure 1.27 Schematic representation of the synchronization bands versus the input-
generator values. Larger synchronization bandwidths are obtained for higher
input-generator amplitudes. Asynchronous extinction of the autonomous fre-
quency usually takes place in the higher range of input-generator amplitude
and has not been represented. Quasiperiodic behavior is obtained outside the
synchronization bands.



oscillation in the absence of the input generator. This oscillation takes place at
the frequency fof = 1.6 MHz. If the periodic voltage generator of Figure 1.2 is
now connected, synchronization, according to Figure 1.28, is expected to take
place for generator frequencies relatively close to the free-running oscillation
frequency fof = 1.6 MHz. Here the input-generator amplitude Eg = 0.1v and fre-
quency fg = 1.63 GHz have been considered. The resulting solution is a peri-
odic solution with the same frequency as that of the input generator, as shown
in Figure 1.28(a). Both the input-generator voltage (the smaller amplitude
waveform) and the voltage across the capacitor vC have been represented. Note
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Figure 1.28 Phase-locked solutions of the cubic nonlinearity oscillator: (a) period-1 solu-
tion for Eg = 0.1v and fg = 1.63 MHz; and (b) period-3 solution for Eg = 1.75v and
fg = 4.8 MHz. The resistance is R = 1 Ohm.



the constant phase shift between the two. The rotation number corresponding
to this solution is r = 1.

In a second analysis, the input-generator frequency is close to the third
harmonic component of the free-running oscillation frequency fof = 1.6 MHz.
The chosen input frequency is fg = 4.8 MHz. The synchronization bands about
the third harmonic component are, of course, much narrower than those
around the first one (Figure 1.27), so to obtain synchronization, the input-
generator amplitude has been increased to Eg = 1.5v. The resulting synchro-
nized solution is shown in Figure 1.28(b). The input-generator voltage has also
been represented. Note that there is also a constant phase shift between the two
waveforms. However, the solution frequency is that of the input generator
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divided by three. The rotation number takes the value r =
1

3
and the circuit

behaves like a frequency divider by three (period-3 solution). In Figure 1.29,
the phase-locked solution is compared, in the phase space, with the torus-like
solution obtained for the generator frequency fg = 4.85 MHz. Note that, for the

rational rotation number r =
1

3
, the steady-state trajectory does not fill the

whole torus surface, unlike the case of a quasiperiodic solution. The trajectories
in the torus hae been attracted by a single periodic orbit. The case of a genera-
tor frequency of about twice the free-running oscillation value has not been
considered because the free-running oscillator does not generate even harmonic
components because of the cubic nonlinearity.

One example of the applications of synchronization in practical circuits is
the design of analog frequency dividers. In harmonic-injection dividers by the
order k, the input-generator signal synchronizes with the harmonic k of the
oscillation frequency ωo, so that ωg = kωo. The self-oscillation frequency
becomes the divided-by-k frequency. Outside the synchronization bands, the
undesired self-oscillating mixer regime is observed.
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2
Nonlinear Analysis Techniques

As shown in Chapter 1, the nonlinear circuits may exhibit very complex behav-
ior [1, 2]. Thus, they require powerful analysis techniques. Different methods
are possible, like time-domain integration [3–12], harmonic balance (in fre-
quency domain) [13–24], or the more recent mixed time-frequency approaches
[25–30]. The particular choice of one or another method depends on the type
of circuit, the frequency range of operation, and even the type of regime. The
emphasis in this chapter will be on harmonic balance [13–24] because of its
efficiency when dealing with microwave circuits and its wide use at this fre-
quency range. A brief summary of time-frequency approaches, like the
envelope-transient technique [26] will also be presented.

With the harmonic-balance method only steady-state solutions are ana-
lyzed. The simulator directly analyzes the steady-state solution, avoiding the
transient, and thus, it does not follow the actual time evolution of the variables,
unlike time-domain integration. Because the coexistence of stable and unstable
steady-state solutions is possible (see Section 1.4), the harmonic-balance tech-
nique may converge to either a stable or an unstable solution. Thus, it is possi-
ble to obtain solutions toward which the circuit never actually evolves in time.
This can be a difficulty for the simulation of circuits like free-running oscilla-
tors for which an equilibrium point always coexists with the limit cycle. Other
circuits difficult to simulate are those containing subharmonic frequencies (like
frequency dividers) or autonomous frequencies (like self-oscillating mixers).

When considering the variation of a circuit parameter (a linear element or
a generator value), the application of continuation techniques [16, 17] provides
the evolution of the steady-state solution versus the parameter. Solution curves
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are obtained in terms of the output power or a representative circuit variable.
The continuation techniques are efficiently combined with harmonic balance
because of its direct analysis of the steady-state regime. The possible conver-
gence of harmonic balance to unstable solutions enables the tracing of the
entire solution curve, including stable and unstable sections. This can be an
advantage for the in-depth study of the nonlinear-circuit dynamics.

The so called time-frequency techniques [25–30] are an interesting compro-
mise between time and frequency-domain techniques, enabling the efficient
simulation of circuits that operate on multiple time scales. An example is a mixer
with two high-frequency fundamentals, giving rise to a very small intermediate
frequency. In [26–29] two different time variables are used, which allows the
expression of the circuit variables in a harmonic series with time-varying phasors.
The phasors become the unknowns of a system of differential algebraic equa-
tions. The advantage over time-domain integration is its lower computational
cost. The envelope transient [26] uses harmonic balance for the high-frequency
dynamics and time-domain intergration for the low-frequency modulations.

Other authors have already covered the harmonic-balance method
[13–24] and aspects like the numerical treatment of quasiperiodic signals
[16–19] or the efficient application of the method to large-scale circuits, con-
taining many active devices [20–24] will not be studied here. Instead, this
chapter focuses on the application of harmonic balance to autonomous and
synchronized regimes, providing efficient techniques to avoid convergence to
trivial mathematical solutions. The algorithms are presented in two versions:
one for application to in-house software and the other for external application
by the user to commercial harmonic-balance software.

This chapter is organized as follows: Section 2.1 reviews some features of
the time-domain analysis technique for introductory purposes. Section 2.2
summarizes the harmonic-balance technique as established for nonautono-
mous circuits like amplifiers or mixers. Section 2.3 presents techniques for the
harmonic-balance analysis of autonomous and synchronized regimes. Section
2.4 introduces the transient-envelope technique with an example illustrating its
application to oscillator circuits. Section 2.5 presents continuation techniques
for the tracing of solution curves versus a parameter. Equivalents of these algo-
rithms for use in closed harmonic-balance (commercial) software are given in
Section 2.6.

2.1 Time-Domain Simulation

Since circuits actually operate in time domain, the methods using time-domain
descriptions [3–10] for all the circuit elements are the most intuitive and
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natural for circuit simulation. In the direct-integration methods, the steady-
state solution is obtained after the calculation of the whole transient [3–10].
Due to this fact, the simulation time (and the number of required simulation
points) may be very big for short integration step and long duration of the tran-
sient. On the other hand, the direct integration methods can, in principle, be
used for the simulation of any kind of regime, periodic, quasi-periodic or cha-
otic, and with periodic or nonperiodic input signals. Since they provide the
whole solution curve (including the transient state), if convergence is achieved,
the steady-state solution will be stable.

Let us assume that in the time domain, a nonlinear circuit with lumped
elements can be represented by a system of nonlinear differential equations, of
the form

( )
( )

dx
dt

f x t

x t xo o

=

=

,

with
(2.1)

with x R n∈ and f R n∈ . As is already known, the components of x will be
node voltages and branch currents. In the resolution, the time variable t is dis-
cretized, with a time step ∆t, so that tk = to + k∆t, and the system is integrated
through a numerical algorithm [5]. There are many different algorithms, from
a simple Euler’s method, which only requires one input point (either xk −1 , for
the explicit Euler’s method, or xk , for the implicit one) to complex multistep
algorithms, like Gear’s, which require several input points. A detailed classifica-
tion of the different integration algorithms is provided in [5]. The efficiency of
one or another algorithm depends on the particular problem.

The system (2.1) is iteratively solved in a certain time interval [to, to+Ts],
which provides both transient and steady-state solution. In these
direct-integration methods, problems may arise if very high and very low
frequency terms are contained in the circuit solution. Actually, a rule of thumb
for accurate integration is the selection of a time step ∆t in the order of
1/(50fmax), with fmax being the highest frequency with a relevant influence. If the
spectrum of the solution contains low frequencies, the integration-time interval
Ts must also be long enough to take them into consideration, so a very long
simulation time with a very short simulation step ∆t might be required, giving
rise to an enormous amount of calculation points.

If the circuit contains distributed elements, it is necessary to take into
account the delay introduced by each of them [6–9]. Then, the system of dif-
ferential equations becomes a differential-difference equations system, which,
in same cases, takes the explicit form
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(2.2)

In (2.2), the vector x1 contains the variables referring to the discrete elements,
while the vector x 2 contains the variables referring to the distributed elements
and x x x= ( , )1 2 . Each distributed element i has a delay τi, which has been
symbolized x t i2 ( )+ τ . Due to the different delays τi that are present in the cir-
cuit, the initial conditions must be evaluated over the interval [ , ]maxt to o− τ ,

with τmax being the maximum delay. The integration step ∆ ≅
1

50 f max

must be

a submultiple of the delay of each transmission line. Example 2.1 shows
how the differential-difference equation of a distributed oscillator circuit is
obtained.

Example 2.1: Nonlinear differential-difference equations of a cubic nonlinearity
oscillator with an ideal transmission line

As an example of system of the form (2.2), the equations of a cubic nonlinearity
oscillator containing a transmission line are going to be derived [8]. The circuit
is identical to the one in Example 1.1, except for the replacement of the induc-
tor with a short-circuited ideal transmission line.

In Figure 2.1, a(t,z) and b(t,z) are, respectively, the incident voltage wave-
form (into the transmission line) and the reflected voltage waveform. These
waveforms are related with the voltage v2 and current i2 through the well-
known expressions [8, 9]

( ) ( ) ( )ν 2 t z a t z b t z, , ,= + (2.3a)

( ) ( ) ( )
i t z

a t z b t z

Z2 ,
, ,

=
−

(2.3b)

where z is the longitudinal coordinate and Z is the characteristic impedance of
the transmission line. On the other hand, because the transmission line is
short-circuited, the following relationship is also fulfilled:

( ) ( )b t T z a t z+ = −2 , , (2.4)

where T is the line delay. Now, applying Kirchoff’s laws, it is possible to write
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( )C
d

dt
i

Rnl

ν
ν

ν ν1
1

1 2 0+ +
−

= (2.5a)

( )i
R2 1 2

1
= −ν ν (2.5b)

Combining (2.5) with (2.3) and (2.4), the following system   of
difference-differential equations is obtained, in the variables v1 and b(t):

( )
( ) ( ) ( )

( ) ( )

d

dt

inl

C C R Z C R Z
b t

b t
Z

Z R
R Z
R Z

b t

ν ν ν

τ ν

1 1 1

1

2
= − −

+
+

+

+ = −
+

−
−
+

(2.6)

where the new variable τ = 2T has been introduced and the spatial coordinate
z = 0 has been dropped, for notation simplicity. The system (2.6) is an example
of differential-difference equation system of the form (2.2). It is resolved by
discretizing the time variable and using numerical integration techniques
[5, 6]. The time step ∆t must be a submultiple of τ.

For a general circuit, it will not always be possible to obtain an equation
system of the form (2.1) or (2.2). Instead, the circuit will be ruled by the fol-
lowing system of implicit equations:

( )g x x
dx
dt

x t ti1 2 0, , , ,−



 =τ (2.7)
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Figure 2.1 Cubic nonlinearity oscillator with an ideal transmission line.



with g R n∈ . In the time discretization, the derivatives and time delays are
approximated by a linear combination of the samples ( )x t k . In programs like
SPICE, advantage is taken of this time discretization, to transform each linear
reactive element (inductance or capacitance) into a resistive equivalent [10].
Discrete equivalent models are also obtained for ideal transmission lines,
depending on the time delay τi. In turn, the nonlinear elements are linearized
through the Newton-Raphson algorithm, with the linear model, associated
with each nonlinearity, varying in each iteration. After the discretization and
linearization of the circuit elements, the circuit is solved applying Kirchoff’s
laws, which provide a modified nodal equation, in terms of the equivalent
models, of the form [10]

[ ]Y V J= (2.8)

where V is the vector of voltage nodes and J the vector of input currents.
Equation (2.8) is solved through an iterative procedure. As has already been
said, in circuits containing distributed elements, the integration step must be a
submultiple of the delay of each transmission line, which can only be satisfied
in an approximate manner. On the other hand, the simulation of realistic dis-
tributed elements is difficult. The models of these elements require either a
lumped approximation of high order or the use of the impulse response [11].
This last representation requires the numerical calculation of convolution inte-
grals and is computationally very expensive.

The direct-integration methods spend most of the calculation time on
the evaluation of the transient regime. To avoid this, the shooting methods
[12] provide, through an optimization technique, a vector of initial conditions
xo , from which the circuit behaves in steady-state regime. In the case of peri-
odic regimes, this is done by imposing the constraint x t x t T( ) ( )= + with T the
period of the solution. However, there is no equivalent constraint for the case
of quasiperiodic regimes, and thus, this technique is not appropriate for this
kind of solution. On the other hand, when the aim is to simulate the steady
state, the use of frequency-domain techniques is usually more convenient [11]
because the distributed elements are more easily described and analyzed in the
frequency domain, especially in the case of dispersive transmission lines.

2.2 Harmonic Balance for Nonautonomous Circuits

As mentioned earlier, the distributed elements can be easily described in the
frequency domain. Actually, the convolution integrals that can be used for a
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general time-domain description of distributed elements become simple
transfer functions in the frequency domain. The lumped linear elements also
have very simple current-voltage relationships in the frequency domain.
However, for nonlinear elements, the transfer functions are undefined. Instead,
these elements must be described by their instantaneous transfer characteristics,
for example, i(t) ≡ i(v(t)) for currents, q(t) ≡ q(v(t)) for charges, and φ(t) ≡
φ(i(t)) for fluxes.

The harmonic-balance technique [13–15] to be presented in this section
is a technique that uses frequency-domain descriptions for the linear elements,
while keeping the necessary time-domain description for the nonlinear ele-
ments. The direct and inverse Fourier transforms are used to translate the cir-
cuit variables from one to another domain. In the piecewise harmonic balance,
to be presented here, the state variables are the control variables of the nonlin-
ear devices. The number of variables is typically much smaller than in nodal
harmonic balance, using the node voltages. Due to the employment of Fourier
series expansions for the circuit variables, harmonic balance only analyzes the
solution steady state. This is often an advantage because of the shorter simula-
tion times that are usually required, compared to time-domain integration.
However, there may also be some difficulties because different steady-state
solutions may coexist for the same parameter values. Harmonic balance may
converge to either attractors or unstable solutions (repellors or saddles), so a
complementary stability analysis is necessary. This analysis will be the object of
Chapter 3.

2.2.1 Harmonic-Balance Equations

To obtain the harmonic-balance equation, the general circuit of Figure 2.2 will
be considered. Three different kinds of elements can be distinguished: the state
variables xk with 1 ≤ k ≤ Q, the nonlinear elements ym with 1 ≤ m ≤ P and the
independent generators gl with 1 ≤ l ≤ S. The set of state variables is composed
of the variables (generally voltages or currents) that control the nonlinear ele-
ments. The nonlinearities of the circuit are considered as nonlinear dependent
sources [13]. These nonlinear sources may be currents, charges, or fluxes. Such
a representation is very common in nonlinear device modeling.

For a matrix formulation of the circuit equations, three vectors will be
defined, containing respectively the nonlinearities, the state variables, and
the independent generators (including bias and RF generators). For P non-
linearities, Q state variables, and S independent generators, these vectors are
given by
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K
t

(2.9)

with t indicating the transpose operation. Note that the vectors in (2.9) are
time-domain vectors. On the other hand, a general expression for the nonlinear
relationship between the vectors y and x will be

( ) ( ) ( )y t f x t
dx
dt

d x

dt
x tnl

n

n
= −







, , , ,K τ (2.10)

with τ being a possible time delay [14]. The rest of circuit components will be
linear, lumped, or distributed.

In harmonic balance, the fundamental frequency or frequencies of the
solution must be initially guessed. In the case of nonautonomous circuits, the
independent generators deliver these fundamental frequencies, so it is not a
problem. Things are more complicated in the case of autonomous circuits, and
this will be the object of Section 2.4. Let a nonautonomous circuit with k fun-
damental frequencies (provided by the independent generators) be considered.
These frequencies will be: ω1, ω2, ... ωk. Once the frequency basis is established,
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Figure 2.2 Harmonic-balance representation of the nonlinear circuit.



the components of the three vectors x, y, and g can be expanded in a Fourier
series:
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In practice, the series must be truncated to a limited number of harmonic com-
ponents. NH will be the number of positive frequencies, and the total number
of analysis frequencies, 2NH + 1 (including dc). The truncation of the series is
carried out after the estimation of the nonlinearity order nl. In some cases, this
order can be determined from the power-series expansion of a representative
nonlinearity y [19]. Assuming a single-control variable x(t), the expansion is
given by

( ) ( )( )y t a x tn

n

n

=
=

∞

∑
0

(2.12)

and, in general, it is possible to identify an integer nl such that

( )
( )

a x t

a x t
n nln

n

nl

nl
< >ε for (2.13)

The integer nl is the nonlinearity order. In the case of a periodic regime, nl is
the highest harmonic component to be taken into account, and NH = nl. In
the case of quasiperiodic regimes, nl defines the maximum value of the addition
|m1| + |m2| + ... + |mk|, all over the complete Fourier series. Thus, only inter-
modulation products with addition of indexes below nl are taken into account.
The total number of positive frequencies NH is a function of nl. In the case of
two fundamental frequencies (ω1 and ω2), it is easily shown that NH = nl(nl +
1). Of course, the determination of nl through (2.13) is generally difficult in
practical cases, so this quantity is usually estimated. In circuits having different
amplitudes at each fundamental, it is also possible to assign a different maxi-
mum nlk to each harmonic index mk.
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Once the Fourier basis has been established, the three vectors x , y , and
g can be translated to the frequency domain. Three new vectors X , Y , and
G , containing respectively the harmonic components of x , y , and g , are
defined
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where the subvectors X k ,Yk , and Gk , containing respectively the control vari-
ables, nonlinear elements, and independent generators at each spectral fre-
quency k, have been introduced. Now the analysis frequencies have been
arranged in increasing order, using one single index k. The subindex k = 0 cor-
responds to the dc component, the subindex k = 1, to the smallest frequency,
and the subindex k = NH to the highest one. Note that because we are dealing
with real variables, the Fourier coefficients contained in the vectors (2.14) ful-
fill C Ck k= −

* , with C standing for any component of either X ,Y , or G . Thus,
it is equally possible to consider a Fourier expansion only containing positive
frequencies. The harmonic-balance variables would be given, in this case, by
the real and imaginary parts of the Fourier components. The transformation
from one set of variables to the other is straightforward.

The next step is the application of Kirchoff’s laws to the circuit in
Figure 2.2, providing the linear relationships existing between the Fourier
components of X ,Y , andG . Equating the total node currents and branch volt-
ages, a matrix relationship is obtained, which defines an error function H . The
relationship is as follows [15]:

( ) [ ] [ ] ( ) [ ]H X A X A Y X A Gx y g= − − =0 (2.15)

where [Ax], [Ay] and [Ag] are frequency-dependent linear matrixes, with respec-
tive orders Q × Q, Q × P, and Q × S. These linear matrixes have the general
form:
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with [A] standing for any of the three matrixes [Ax], [Ay], or [Ag].
The total number of equations is (2NH + 1)Q in (2NH + 1)Q

unknowns. Equation (2.15) is, in fact, a nonlinear equation because the func-
tionsY and the state variables X are nonlinearly related through (2.10). For a
given X , the correspondingY X( ) is indirectly obtained through inverse (F –1)
and direct (F ) Fourier transforms:

( ) ( ) ( )x F X y y x Y F y= → ≡ → =−1 (2.17)

Equation (2.15) is satisfied when a state-variable vector X fulfills H X( ) = 0.
The equation is solved through a numerical method that is briefly described in
Section 2.2.2. In the case of periodic signals, the discrete Fourier transform
(DFT) is used. This requires 2NH + 1 sample points in the time domain,
which are equally spaced within the period. This calculation has great accuracy
since the rows of the transformation matrix are orthogonal and the matrix is
well conditioned. In the case of quasi-periodic signals, the time points have to
be carefully selected to avoid the ill-conditioning of the matrix. The description
of the algorithms for the calculation of the direct and inverse Fourier trans-
forms is beyond the scope of this book. In [16, 17, 19], the DFT is generalized
to quasiperiodic signals. Detailed algorithms for the efficient calculation of
quasiperiodic spectra can be found in [19].

2.2.2 Numerical Resolution of the Harmonic-Balance Equations

The harmonic-balance equation (2.15) is solved through a numerical method
that minimizes the norm of the error vector H . A threshold value in the norm
of this vector H = ε, below which the equation is considered to be satisfied, is
initially imposed. This value determines the accuracy of the resolution. An
iterative technique is used. This requires an initial value for the state-variable
vector X 0 . In a nonautonomous circuit, with low input-generator amplitudes,
this vector can be estimated from (2.15), simply doing Y = 0. If [Ax] is
invertible,
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[ ] [ ]X Ax Ag G0 1= − (2.18)

So the initial state-variable vector is determined from the values of the external
generators. The general case of high input-generator amplitudes is treated in
2.2.3.

In the resolution process, the following steps are initially followed:

1. Calculate X 0 from (2.18).

2. CalculateY x F X y y x Y F y0 0 1 0 0 0 0 0: ( ) ( ) ( )= → = → =− .

3. Introduce both X 0 andY 0 in (2.15).

4. Evaluate the norm H 0 .

5. Decision: For H 0 ≤ ε, convergence is achieved. Otherwise, a new
value X 1 must be introduced in (2.15)

The choice of the next vector X 1 [and, in general, of the vector X j +1 to be
introduced in (2.15) after each iteration] is crucial for the success of the conver-
gence process. The calculation of this vector is based on the result H j of the
former error evaluation. The Newton-Raphson algorithm [14] is one of the
most efficient and most usually employed. Using this technique, the new vec-
tor X j +1 is obtained from a linearization of the nonlinear system about the
point X j , resulting from the previous iteration. This is equated as

[ ] ( )X X JH H Xj j
J

j+ −= −1 1
(2.19)

where [JH] is the Jacobian matrix of (2.15). This matrix is obtained through

[ ] [ ][ ] [ ][ ]JH
H

X
Ax I Ay U≡ 




= −

∂

∂
(2.20)

with [I ] being the identity matrix and [U ] being the Jacobian matrix of the har-
monic components of the nonlinearitiesY with respect to the harmonic compo-

nents of the state variables X . For a nonlinear dependence y f x
Y

X
nl

k
p

i
q

≡ ( ),
∂
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agrees with the frequency component k − i of
∂
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x
t

p

q
( ).It is easily shown [14]
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that the calculation of this matrix requires 4NH + 1 components in the

Fourier-series expansions of the nonlinear-function derivatives
∂

∂

y

x
i

j

.

After the first iteration (Steps 1 to 5), the rest of the convergence process,
starting from X 0 , H 0 (j = 0) already evaluated in Step 4, can be summarized as
follows:

6. Calculate X X X JH H Xj j j
j

j+ + −= −1 1 1: [ ] ( ).

7. Calculate
Y x F X y y x Y F yj j j j j j j+ + − + + + + += → = → =1 1 1 1 1 1 1 1: ( ) ( ) ( ).

8. Introduce both X j +1 andY j +1 in (2.15).

9. Evaluate the norm H j +1 .

10. Decision: For H j + ≤1 ε, convergence is achieved. Otherwise, return
to Step 6.

The Newton-Raphson algorithm (2.19) may be difficult to implement in
the case of very large circuits. The matrix factorization required for the Jacobian
inversion is very demanding in terms of computing time and memory storage.
They both increase quickly with the number of analysis frequencies and nonlin-
ear devices. To cope with this problem, sparse-matrix solvers [20–24] can be
applied. In [20], selected elements of the Jacobian matrix are set to zero
(according to a physical criterion), which leads to a sparse Jacobian matrix. The
sparse linear system can be solved through preconditioned Krylov subspace
methods [24]. Techniques for the harmonic-balance simulation of large linear
systems arising from the Newton-Raphson algorithm are given in [24].

The formulation summarized in (2.18) to (2.20) constitutes one possible
implementation of the harmonic-balance method. However, there was an ini-
tial assumption of low input-generator level in the choice of X 0 . What hap-
pens when this is not the case? If the initial state-variable vector X 0 is far from
the actual solution X S , there will be serious convergence problems, in spite of
the efficiency of the Newton-Raphson algorithm. This may be overcome by
making use of a continuation method.

2.2.3 Continuation Technique for High Amplitude of the RF Generators

In this section, the resolution of the harmonic-balance system in case of high
input-generator amplitude is going to be presented. This resolution is based on
the use of what is called a continuation technique. In such a technique, variations
in a parameter η, which may belong to the original system (like a generator) or
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be artificially introduced, are considered [17–43]. For the continuation tech-
nique to be of any use, the harmonic-balance system must be easily solvable for a
given parameter value η1. Conversely, the parametrized system must agree with
the original system for a different parameter value η = ηN.

To achieve the desired solution (corresponding to η = ηN), the parameter,
with the initial value η = η1, is incremented in steps ∆η and a whole harmonic
balance resolution is carried out for each discrete value ηn. In the harmonic-
balance calculation for ηn+1, the final harmonic balance solution for ηn, X n , is
taken as initial guess X Xn n+ =1

0 . This avoids the initial-value problem of the
Newton-Raphson algorithm. The process is sketched in the following:
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1 1 1
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In the case of high-amplitude generators, the parameter η can be a factor (or
level), multiplying the generator values: G G( )η η= . The parameter will vary
between a value close to zero (η1 0 001≅ . , for instance) and ηN = 1.0, with N
being the maximum number of steps. This parameter allows gradually increas-
ing the amplitude of the input generators because, at each step, the generator
vector is given by G Gn n= η . Thus, the solution of the high-amplitude prob-
lem, corresponding to the generator valuesG G GN N≡ =η 1 , is obtained from
the solution of the small-signal problemG G1 1= η .

In some cases, the continuation technique is initially applied to the dc
generatorsG dc only, while maintaining the RF ones at their small-signal values

G GRF RF1 1= η . Then, the continuation technique is applied to the RF genera-

tors with the dc generators at their final values. The approach thus consists of
two consecutive parallel applications of the continuation technique in the sense
that, in each case (dc and RF), all the independent generators are simultane-
ously increased. In the literature [44, 45], the possibility of a series application
of the continuation technique to one generator after another has also been
investigated. The most convenient choice depends on the particular problem.

The resolution process is illustrated in Figure 2.3. The variable Xk is
simply a representative variable of the system, for instance, the first harmonic
component of a control voltage. In some cases, the solution curve, composed
by the points ηn, Xnk, may exhibit infinite-slope points or turning points. The
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way to circumvent this problem is presented in detail in Section 2.5, showing
how continuation techniques [46, 47] can be applied to obtain multivalued
solution curves versus a parameter η.

With all the above formulations, the harmonic-balance algorithm is ready
for its application to well-behaved nonautonomous regimes. However, the case
of autonomous or synchronized regimes has not been tackled yet and will be
the object of the next section. As will be shown, the problem with the autono-
mous or synchronized solutions [31–33] comes from their coexistence with
trivial mathematical solutions to which the harmonic-balance equations more
easily converge.

2.3 Harmonic Balance for Autonomous and Synchronized Circuits

In an autonomous regime, the number of fundamental frequencies is higher
than the number of frequencies delivered by the external generators [36].
When simulating autonomous regimes, the disadvantage of harmonic balance,
compared with time domain, comes from the necessity to fix in advance the
frequency basis of the Fourier series (as has already been shown). This may be
difficult when dealing with circuits with complex dynamics for which the
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Figure 2.3 Continuation technique for harmonic balance: The solution of the continuation
problem, traced in terms of a representative variable Xk, is easily determined for
η η= 1. It agrees with the desired solution for η =1.



actual behavior is somehow unexpected. Omitting one fundamental would
lead to wrong (mathematical) solutions without physical existence (see Section
1.4). On the other hand, even when the frequency basis is correctly established
(with the inclusion of the autonomous fundamentals), the harmonic balance
may fail to converge to the desired autonomous solution. This is due to its
intrinsically forced nature. The problem comes from the use of (2.18) to obtain
the initial point of the convergence algorithm. Equation (2.18) can only give
an initial value to fundamental frequencies at which generators are present. It
leaves all the autonomous and subharmonic components at zero value and the
convergence process is unable to fill them by itself. The resulting solution will
be a mathematical solution, usually without physical existence.

The difficulties in the frequency-domain simulation of autonomous and
synchronized circuits are illustarated in Example 2.2, where the cubic nonline-
arity oscillator of Example 1.1 is approximately analyzed by means of the
describing funciton [31–33].

Example 2.2: Approximate analysis of the cubic nonlinearity oscillator through the
use of the describing function

Let the circuit of Example 1.1 be considered here. The analysis of the free-
running oscillation of this circuit, through the describing function, was already
carried out in Example 1.4. The circuit schematic, under this sinusoidal
approach, is shown in Figure 2.4. The oscillating solution (for Eg = 0 and R=1Ω)
is given by Vo = 1.09v and ωo = 10 × 106 s–1. This solution has been marked “FO”
in Figure 2.5, where it coexists with the trivial one Vo = 0 (see Example 1.4).

Let the connection of the input generator Eg now be considered. Synchro-
nized solutions will only exist for some values of this generator in terms of its
amplitude Eg and frequency ωg (see Figure 1.27). Here, a synchronized solution
will be assumed. This means the existence of only one fundamental in the cir-
cuit, equal to the input-generator frequency ωg, and the existence of a constant
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Figure 2.4 Simplified model of the cubic nonlinearity oscillator for its approximate analysis
by means of the describing function.



phase shift φ between the circuit solution v(t) and the input-generator signal
eg(t). With this assumption, the application of Kirchoff’s laws provides

( ) ( ) ( ) ( )[ ]
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E e Z Y V Z Y V

Z a dV

g
j

LR g NL LR g C g
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− = + + =

= +



 +
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2 ( ) ( )Z Y VLR g C gω ω +





1
(2.21)

The former complex equation is a cubic equation in V, which can be solved for
each generator value Eg, ωg by splitting into real and imaginary parts, and mak-
ing the phase variable disappear. The solutions may be real or complex in V,
but only real solutions make sense in this problem. A representation versus the
input-generator frequency ωg of these solutions has been carried out in Figure
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Figure 2.5 Solution curves of the cubic nonlinearity oscillator for several values of the
input-generator amplitude Eg. A synchronized solution has been assumed,
which is only true above the horizontal line at V = 0.78v. The curves have actu-
ally been obtained with the harmonic-balance technique of Sections 2.3 and 2.5.
The represented variable Veff is an average of all the harmonic components of
the independent variable v(t). With less accuracy, they can also be obtianed
through resolution of (2.21).



2.5. (The curves, for better accuracy, have actually been obtained through har-
monic balance, following the techniques in Section 2.3 and 2.5.)

As shown in Figure 2.5, for some values of the input generator (Eg, ωg),
there are three possible solutions (in terms of V and φ), respectively noted S1,
S2, and S3. This is typically the case for low generator amplitudes (Eg = 0.02v
and Eg = 0.03v in the figure). Note that for these small generator amplitudes,
there are, in fact, two solution curves, versus the input frequency ωg. One curve
is closed (containing both S2 and S3) and the other (containing S1) is open
(defined for all frequency values between zero and infinity) and corresponds to
S1. The amplitude of the latter is much lower than that of the free-running
oscillation. This solution (analogous to V = 0 in a free-running oscillator) is a
solution for which the self-oscillation is not taken into account and no syn-
chronization is actually observed. The difficulty when simulating injected oscil-
lators through harmonic balance comes from the high risk of convergence
toward this asynchronous solution.

The two solutions S2 and S3 have amplitude in the order of that of the
free-running oscillation. However, only the solution S2, in the upper section of
the closed curve (above the axis defined by the two turning points T1 and T2) is
stable and will be physically observable. All these stability aspects will be dis-
cussed in Chapter 3. Observing the family of solution curves of Figure 2.5, it is
clear that the free-running oscillation is, in fact, a degenerate solution of the
same family with the closed curve degenerating in a point and the low-
amplitude curve lying on the horizontal axis.

For higher input-generator amplitude, the higher and lower amplitude
solutions merge. There is only one real solution of (2.21) (except for a small
multivalued interval on the higher frequency side). This does not mean, how-
ever, that all the solution points in this single solution curve are stable (physi-
cally observable). Actually, only points above the horizontal line above V =
0.78v are stable. Again, this stability analysis will be discussed in Chapter 3.
Here, we are only dealing with the steady-state solutions and the harmonic-
balance techniques to obtain them. However, the possible instability of these
solutions must be kept in mind.

2.3.1 Analysis of Free-Running Oscillators

The simplest case of autonomous regime is that of a well-behaved free-running
oscillator. Due to the circuit autonomy, the exact fundamental frequency ωo is
an unknown to be added to the set X , containing the Fourier components of
the Q control variables x . This means the existence of (2NH + 1)Q + 1
unknowns in (2.15), only containing (2NH + 1)Q equations. However, the
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number of unknowns and equations can be made equal by taking into account
the autonomous nature of the system. Actually, in Section 1.1 it was shown
that the nonlinear differential equations ruling the behavior of autonomous cir-
cuits do not explicitly depend on time. The solution does not depend on its
time origin and, in the frequency domain, it is independent of the phase origin.
Due to this fact, the real or imaginary part of one the components of the vector
X may be arbitrarily fixed to any value. A convenient choice is [14]:

Im( )X 1
1 0= (2.22)

The above equation balances the system, now having (2NH + 1)Q + 1 equa-
tions in (2NH + 1)Q + 1 unknowns. In the practical resolution of the system,
through the Newton-Raphson algorithm or any other, the usually big differ-
ence in magnitude order between the frequency ωo and the control variables X
must be taken into account. Normalization of the frequency is necessary:
ν ω ω= o N/ , with ωN a prefixed normalization value.

The problem is now well equated and ready for its solution. However, we
come again to the problem of the initial value X 0 . Remember that in the free-
running oscillator circuit, aside from the periodic oscillation (limit cycle), there
is always an equilibrium point (Figure 1.6). This is a dc solution of the circuit.
When using harmonic balance, the equilibrium point and the limit cycle consti-
tute two different steady-state solutions to which the system may converge.
However, convergence to the dc solution is much easier because the bias genera-
tors are forcing this solution, while at the oscillation frequency there are no forc-
ing generators at all (as was pointed out in Section 2.2.3). Due to this fact,
unless a close-enough initial point X 0 is provided, the system will converge to
the dc solution, regardless of the appropriate selection of the frequency basis
kωo.

Over the years, several strategies have been proposed [34–40] to avoid
undesired convergence to the equilibrium point (in cases of coexistence of both
solutions). The one that will be presented here is based on the use of auxiliary
generators. This technique takes advantage of the forced nature of the
harmonic-balance algorithm. In fact, the auxiliary generator plays the role of
the nonexisting generator at the autonomous frequency and forces a periodic
solution, avoiding the problem of convergence to the dc point. The solution
obtained with the aid of this auxiliary generator must be the actual oscillator
solution, and must, of course, entirely agree with the one that would be
obtained without the auxiliary generator.

Two different types of auxiliary generator are possible: voltage generators,
connected in parallel at a circuit node, and current generators, connected in
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series at a circuit branch (Figure 2.6). The generator, as formerly said, operates
at the oscillation frequency ωo to be determined. It must also be taken into
account that voltage generators and current generators are, respectively, short
circuits and open circuits at frequencies different from the ones that they
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Figure 2.6 Auxialiary generators: (a) voltage generator, and (b) current generator.



deliver. Thus, an ideal filter is necessary in each case to avoid a big perturbation
of the circuit due to the short-circuiting/opening of the harmonic components.
In the case of a voltage generator, the ideal filter is connected in series with this
generator, as shown in Figure 2.6(a). The filter has a zero impedance value at
the generator frequency ωp = ωo and infinite impedance at any other frequency
(for which the generator will have no effect). In the case of a current generator
[Figure 2.6(b)], the filter is connected in parallel with this generator, and it will
exhibit infinite impedance at the frequency ωp and zero impedance at any other
one, letting frequencies different from ωp pass unperturbed.

Finally, so that the generator may have no influence over the circuit
steady-state solution, it must have a zero admittance value at the delivered fre-
quency, in case of a voltage generator, or a zero impedance value, in case of cur-
rent generator. Thus, in the calculation of the free-running oscillator solution,
both the generator amplitude |P| and frequency ωp =ωo must be determined in
order to fulfill these conditions. Note that due to the irrelevance of the phase
origin in the free-running oscillator solution, the generator phase may be arbi-
trarily fixed to zero. Equation (2.22) is no longer employed. In this way, the
system has two more unknowns, |P| and frequency ωp, and two more equa-
tions, given by the real and imaginary parts of the auxiliary-generator immit-
tance function (admittance or impedance, according to the type of generator).
To equate this, the immittance function H p will be defined:
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(2.23)

Note that the use of the above immittance relationships avoids the dc solution.
To see this more clearly, if, in the case of a voltage generator, a zero value for
the current through this generator had been imposed (instead of a zero admit-
tance value), the solution with zero amplitude P = 0 would still have been pos-
sible. This is no other than the dc solution. The same is valid for the current
generator, replacing current with voltage and admittance with impedance.

The new equation system is:
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( )H X Pp p, , ω = 0 (2.24a)

( )H X Pb p, , ω = 0 (2.24b)

where the lower equation is the harmonic-balance equation H we had been
dealing with in the study of nonautonomous circuits [see (2.15)]. For the sake
of clarity, this harmonic-balance equation has been renamed H b in (2.24).
Note that the auxiliary generator P must be included in the vector G of H b .
Equation (2.24) is a well-balanced system of (2NH + 1)Q + 2 unknowns in
(2NH + 1)Q + 2 equations. The equations can be solved through a full
Newton-Raphson or using a two-level Newton-Raphson. In the latter case, the
Jacobian matrix JH Pp p[| |, ]ω is used for (2.24a). The derivatives with respect
to |p| and ωp are calculated through increments, perfroming a harmonic bal-
ance resolution for each | | | |P P±∆ and ω ωp p± ∆ . In Example 2.3 the
harmonic-balance system is formulated for the case of the cubic-nonlinearity
oscillator. For illustration, the linear matrixes are analytically obtained.

Example 2.3: Use of an auxiliary generator to obtain the oscillating solution of the
cubic nonlinearity oscillator

The cubic nonlinearity oscillator of Figure 1.2 (the same that had already been
used in Example 1.1) is analyzed here. Because of the absence of time-varying
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Figure 2.7 Introduction of auxiliary generators into the cubic nonlinearity oscillator: (a)
voltage generator, and (b) current generator.



generators, the harmonic-balance analysis converges, by default, to the dc solu-
tionV = 0 with no oscillation at all. This will be avoided through the introduc-
tion of an auxiliary generator. To see this, the circuit of Figure 1.2 is
reproduced in Figure 2.7, with the inclusion of a voltage auxiliary generator in
Figure 2.7(a) or a current auxiliary generator in Figure 2.7(b). Either of them
can be used for the analysis, although, for the sake of brevity, only the case of a
voltage auxiliary generator will be considered here.

The nonlinear function is given by inl a d( )ν ν ν= + 3 . Thus, in the
harmonic-balance formulation, the nonlinearity is y ≡ inl and the state variable
is x ≡ ν. The Fourier-series expansion of the control variable v provides

( )ν ωt V ek
k NH

NH
j tk=

=−
∑ (2.25)

with NH being the number of harmonic components that are taken into
account for the analysis. In the case of a free-running oscillation, ωk ≡ kωo,
with ωo the fundamental frequency. The harmonic-balance equations are given
by

( )[ ] ( )[ ] ( ) H A V A I A G

NH k NH

k k k i k k g k k= − − =

− ≤ ≤
ν ω ω ω 0

with
(2.26)

In (2.26), the matrixes [Av(ωk)] and [Ai(ωk)] are obtained from the application
of Kirchoff’s laws to the circuit of Figure 1.2. For generality, the generator
vectorG contains two generators: the input generator Eg and the auxiliary gen-
erator Ep at their operating frequencies. The former is included here to allow
the later application of the formulation to the analysis of the synchronized
oscillator at the fundamental frequency. Thus, both Eg and Ep are considered
to operate at ω1, although, of course, for the free-running oscillation analysis
Eg = 0.

With the above considerations, the order of linear matrixes is (2NH + 1)
× (2NH + 1) for [Av] and (2NH + 1) × (2NH + 1) for [Ai] because there is only
one linear element, and (2NH + 1) × (2NH + 1)2 because there are two inde-
pendent generators. Applying Kirchoff’s laws, it is clearly seen that the matrix
[Av] agrees with the identity matrix. The matrix [Ai] is given by
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To obtain the general harmonic-balance equation H b = 0 (2.15), the 1 × 1
submatrixes (2.27) must be introduced in a general [Ai] matrix, containing all
the harmonic terms, of the form (2.16). The vectorG is organized as follows:
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 (2.28)

Then, the submatrixes [Ag(ωk)] are given by
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for and

k

(2.29)

The 2 × 1 submatrixes (2.29) must be introduced in a general [Ag] matrix, con-
taining all the harmonic terms, of the form (2.16). Note that because of the
ideal filter Fz, in series with Ep, this auxiliary generator only has influence over
the circuit at the fundamental frequency ωp =ω1 ≡ωo. Thus, the expression for
[Ag(ω1)] is different from [Ag(ωk)] with k ≠ 1.

Equations (2.27) and (2.28) provide the matrixes to introduce in the
harmonic-balance equation (2.26). Thus, the equation H b = 0 is already for-
mulated. The admittance equation H p = 0 is given by
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(2.30)

with I p indicating the phasor of the current through the voltage generator Ep.
Note that this current-voltage relationship is calculated at the harmonic com-
ponent at which the generator Ep operates, in this case, at the fundamental fre-
quency ωp ≡ ω1. The current I p can be obtained from the application of
Kirchoff’s laws at the frequency . In this case, it is given by

( ) ( )[ ] ( )[ ]I B I B Gp i nl gω ω ω1 1 1 1 1= + (2.31)

with the matrixes
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(2.32)

Equations (2.26) and (2.30) compose the system to be solved through a
Newton-Raphson algorithm.

To provide the auxiliary generator Ep with a suitable starting value, it
might be useful to employ an initial double sweep in the frequency and ampli-
tude of this generator. For a small-signal amplitude of the auxiliary generator
| |E ps , the real part of the admittance observed by this generator must be nega-
tive in a certain frequency band about the oscillation frequency. A good
estimation of this oscillation frequency is the value at which the imaginary
part of this small-signal admittance is equal to zero. Thus, the initial frequency
sweep is stopped when Im{ (| |, )}− =Y Ep ps p

oω 0. From this point, the genera-
tor amplitude is swept, until a zero value of the real part of the admittance is
obtained: Re{ (| |, )}− =Y Ep ps p

oω 0. Thus, the starting values of the auxiliary
generator for the Newton-Raphson algorithm will be | |,E o

p
oω . The variations

along this process of the circuit input admittance from the auxiliary generator
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terminals, YT = −Yp, are represented in a polar diagram in Figure 2.8. Proceed-
ing in this way, the following spectrum is obtained for the independent volt-
age v(t):

ωo = 1.6 MHz

1° arm—V1 = 1.00∠ 0.0

3° arm—V3 = 0.11E–2∠ 10.0

5° arm—V5 = 0.07E–3∠ 59.3

This solution point is the point marked FO in the curves of Figure 2.5.
Note that the cubic nonlinearity, in the absence of dc generators, does not gen-
erate harmonic components of even order.
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Figure 2.8 Convergence process of a free-running oscillator using an auxiliary generator.



2.3.2 Analysis of Synchronized Circuits

Another kind of behavior that may be difficult to simulate through harmonic
balance is the synchronized regime [31–33, 41–43]. To study this regime, the
connection of an external generator to a free-running oscillator is considered
(see Section 1.6). As was pointed out in Chapter 1, for some frequency values
of this generator, relatively close to the self-oscillation frequency ωo or any of its
harmonic components kωo, synchronization may occur (see Example 2.2).
Then only one fundamental is observed in the circuit, unlike the case of self-
oscillating mixers (see Section 1.3). Two main cases are possible: subharmonic
synchronization for an integer rotation number

r ko

g

= =
ω

ω
(2.33)

and frequency division [48] for a fractional rotation number

r
k

o

g

= =
ω

ω

1
(2.34)

In case of subharmonic synchronization, the oscillation frequency ωo

becomes ωo = kωg. In case of frequency division, the oscillation frequency ωo

becomes the subharmonic
ω g

k
.

For k = 1, the circuit behaves as a synchronized oscillator. However, as
has already been shown in Example 2.2, for some input-generator values, the
synchronized solution at the generator frequency ωg may coexist with an unsta-
ble periodic solution with the same fundamental frequency ωg (see Figure 2.5).
It is a trivial solution to be avoided in the convergence process. For a frequency

divider with r
k

=
1
, the synchronized solution always coexists with a mathe-

matical solution with no frequency division at all. In this trivial solution forced
by the input generators, the subharmonic components are not taken into
account. The same kind of problem is encountered in the analysis of subhar-
monically synchronized oscillators for which r = k. Again, in the trivial solution
provided by default by the harmonic-balance simulator, the self-oscillation is
not taken into account and the frequency component at kωg is just a harmonic
component of the input-generator frequency.
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As has been seen, in a synchronized regime the oscillation frequency
becomes a submultiple (frequency dividers) or a multiple (subharmonically
synchronized oscillators) of the input-generator frequency. This oscillation fre-
quency is the frequency at which the auxiliary generator must operate. For
brevity, only the case of frequency dividers will be considered here, so the auxil-

iary generator frequency will be ω
ω

p
g

k
= . Note that the extension to subhar-

monic synchronization is straightforward, replacing the former expression with
ωp = kωg.

When analyzing synchronized regimes, the phase of the auxiliary genera-
tor is an essential variable, unlike the case of autonomous regimes. Actually, in
a synchronized solution, there is a constant-phase shift between the input gen-
erator and the self-oscillation (see Figure 1.28). Thus, the two unknowns con-
cerning the auxiliary generator are now the generator amplitude | |P and the

generator phase φp. The auxiliary-generator frequency, given by ω
ω

p
g

k
= , is

not unknown. In the case of a frequency divider, the harmonic-balance equa-
tions are

( )
( )w

w

k

H X P

H X Pp
g p p

b p

= →
=
=





, ,

, ,

φ

φ

0

0
(2.35)

It is again a system of Q(2NH + 1) + 2 equations in Q(2NH + 1) + 2
unknowns. Example 2.4 analyzes the cubic nonlinearity oscillator operating as
a synchronized oscillator at the first harmonic component k = 1.

Example 2.4: Use of an auxiliary generator to analyze the synchronized regime of
the cubic nonlinearity oscillator

This example illustrates how an auxiliary generator can help obtain the syn-
chronized solution at k = 1 of the cubic nonlinearity oscillator of Figure 1.2. As
in Example 2.3, the voltage auxiliary generator of Figure 2.7(a) is chosen for
the calculation. Unlike the case of Example 2.3, in which the free-running
oscillation was analyzed, the amplitude of the input generator Eg must be dif-
ferent from zero. Here the harmonic-balance system is solved for the
harmonic-balance variables X and the auxiliary generator variables | |E ps and φp

(see 2.38). The same formulation (2.27) and (2.29) for the linear matrixes of
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the harmonic-balance equation H b = 0 is used here. In the same way, the
expression for H p = 0 is given by (2.31) and (2.32).

In this example, the generator values Eg = 0.02v and ωg = 1.59 MHz are
initially considered. Without the use of the auxiliary generator, the harmonic
values of the independent voltage are given by

1° arm—V1 = 0.26∠ 114.1

3° arm—V3 = 0.16E–3∠ 62.1

5° arm—V5 = 0.16E–6∠ 14.2

This low-amplitude solution is called S1 in Figure 2.5. In this figure, a
geometric average of the harmonic components of the independent voltage is
used as a representative variable in the vertical axis Veff. Introducing the auxil-
iary generator, the harmonic values change to

1º arm—V1 = 1.19∠ –70.4

3º arm—V3 = 0.16E–2∠ -27.0

5º arm—V5 = 0.37E–3∠ 179.3

obtaining the solution S2 of Figure 2.5.
For relatively low input-generator amplitude, the synchronization curves

are closed (Eg = 0.01v and Eg = 0.03v in Figure 2.5). For higher input ampli-
tudes, the synchronization curves open up, still exhibiting turning points for
intermediate values of the input-generator amplitude. At each turning point,
the curve folds, giving rise to multivalued solutions (Eg = 0.04v to 0.06v in Fig-
ure 2.5). Turning points (and, thus, multivalued solutions) are very common
not only in synchronized oscillators, but also in many other nonlinear circuits
(e.g., VCOs). The ability to pass through turning points at the time to trace the
solution curve is essential to obtaining multivalued solution curves. However,
passing through these points is impossible through a simple parameter sweep.
It is necessary to employ special continuation techniques, which will be dis-
cussed in Section 2.5.

2.3.3 Analysis of Self-Oscillating Mixers

Like the free-running oscillator, the self-oscillating mixer is an example of cir-
cuit with an autonomous frequency [36, 48–50]. In a self-oscillating mixer,
there are two fundamental frequencies: one is provided by an external genera-
tor, ωg, and the other is a self-oscillation frequency ωo. The input generator
influences the oscillation frequency ωo, and its value is not the same as in free-
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running oscillation [48, 50]. The frequency ωo is an unknown of the equation
system.

When using harmonic balance, special strategies are needed to avoid con-
vergence toward the forced periodic solution (with ωg as only fundamental). In
a similar way to the case of free-running oscillators, an auxiliary generator is
introduced at the autonomous frequency ωp = ωo. As in the case of free-
running oscillators, there is no phase relationship between the Fourier compo-
nents at the self-oscillation frequency ωp and the input generator at ωg, so the
phase of the auxiliary generator, can take any value. For simplicity, it will arbi-
trarily be fixed at zero. The harmonic-balance system, composed of H b = 0 and
H X Pp p( , | |, )ω = 0, is solved in similar way as the solution presented Section
2.3.1, now using a two-fundamental Fourier-series expansion for the circuit
variables, in the frequencies ωg and ωo. Example 2.5 shows the application of
the technique to the cubic nonlinearity oscillator of Figure 1.2, operating as a
self-oscillating mixer.

Example 2.5: Use of an auxiliary generator to analyze the self-oscillating mixer
regime of the cubic nonlinearity oscillator with an external generator

The circuit of Figure 1.2 is now going to be analyzed in the two-fundamental
regime that is obtained for Eg = 0.13v and fg = 1.74 MHz (see Figures 1.9 and
1.10). Because there are two fundamental frequencies, the variables of the cir-
cuit will be expanded in a two-fundamental Fourier series. In the case of the
control voltage v(t), the expansion is as follows:

( ) ( )ν ω ωt V ek l
j k g l o t

k l

= +∑ ,
,

(2.36)

For a nonlinearity order nl = 7, the number of positive frequencies will be NH
= nl(nl + 1) = 56. However, there are other possibilities. One could use a differ-
ent maximum index for each frequency, letting the |k| vary up to the maximum
value 3 and |l | up to the maximum value 7, for instance. The choice of even
orders would, in this case, be useless because in the absence of dc bias, the cubic
nonlinearity does not generate even harmonic components.

In the harmonic-balance simulation, the trivial periodic solution at the
input generator frequency ωg must be avoided. An auxiliary generator Ep will be
introduced, as indicated in Figure 2.7(a). The spectral components k,l of the
generator vectorG , referring to the frequencies kωg + lωo, are given by:
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and the expression of the matrix [Ag], given in (2.29), must change accordingly:
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(2.38)

The expressions (2.27) for Ai are still valid, replacing k = 1 with k, l = 0,1.
The current through the generator is calculated with the same equations

(2.31) and (2.32) by making zero the term affecting the input generator. In
addition to the 2NH + 1 Fourier components of the independent voltageV ,
the auxiliary generator amplitude and frequency must be solved through the
equations H b = 0 and H X Pp p( , | |, )ω = 0.

For the input-generator amplitude Eg = 0.13v and frequency fg = 1.74
MHz, the spectrum of Figure 2.9(a) is obtained. There is a small shift in the self-
oscillation frequency due to the influence of the external generator. Note that
without the use of the auxiliary generator, the harmonic balance converges to a
trivial mathematical solution having ωg as only fundamental [Figure 2.9(b)].

2.4 Envelope Transient

Circuits with modulated signals or with multiple time scales cannot be
stimulated through standard harmonic balance [25]. Obviously, the modulated
signals cannot be represented in a Fourier series of the form (2.11). On the
other hand, the application of harmonic balance to circuits with multiple time
scales, like a mixer with two high-frequency fundamentals, f1 and f2, and a very
small intermediate frequency f |f fIF = −1 2 | may be inefficient or even inaccu-
rate because of the closeness of the fundamentals. To overcome these problems,
time-frequency techniques have been developed [25–29]. In these techniques,
two different time rates, t1 and t2, are used in the sampling of the variables.
Assuming periodicity in the faster time t2, the circuit variables can be expanded
in a harmonic series of the form
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Figure 2.9 Spectrum of the cubic nonlinearity oscillator for Eg = 0.13v and fg = 1.74 MHz: (a)
when using an auxiliary generator at the autonomous frequency ωo, and (b)
without the auxiliary generator.



( ) ( )x t t X t ek
jk t

k NH

NH
o

1 2 1
2, =

=−
∑ ω (2.39)

where ωο is the high-frequency carrier and X tk ( )1 are the slow varying enve-

lopes. Of course, because the two time scales are fictitious, the circuit variables
x t t( , )1 2 will only agree with x t( ) for t1 = t2. Formulating the circuit through a

modified nodal equation [27–29] and using the expression (2.39) for the cir-
cuit variables, the original system of nonlinear ordinary differential algebraic
equations becomes a system of partial differential equations. This is due to the
existence of two time variables, t1 and t2. Two different derivative operators are
required with respect to the two time variables, t1 and t2. For fixed t1, the
derivative with respect to t2 will simply be given by the multiplication of the
harmonic terms by the jkωo. This provides an algebraic system of differential
equations in the harmonic terms X tk ( )1 to be sampled (in the numerical inte-

gration) at a lower rate ∆t1 than the original system. This allows an efficient
simulation of complex regimes at low computational cost.

In the transient-envelope technique [26], the general harmonic-balance
system is reformulated using the representation (2.39) for the circuit variables.
It is possible to write

( )[ ] ( ) ( )[ ] ( )
( )[ ] ( )

A jk j X t A jk j Y t

A jk j G t

x o y o

g o

ω ω ω ω

ω ω

+ + +

+ + =
1 1

1 0
(2.40)

where ω is the frequency associated with the time variations in t1. Assuming
slow variations of the harmonic components, the linear matrixes can be
expanded in a Taylor series about ω = 0. For ω << ωo, a first-order expansion
will be sufficient:
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1 01 1ω
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(2.41)

The multiplication by jω in (2.41) is equivalent to a time derivation in t1, so
the former expression can be rewritten as follows:
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The above equation constitutes a differential algebraic equation in the har-
monic coefficients of X t( )1 that can be solved through standard integration
techniques. A harmonic-balace analysis can also be carried out for each time t1

of the envelope. Due to the development of the linear matrixes in a first order
Taylor series, it will only be valid for slowly varying X t( )1 ,Y t( )1 ,G t( )1 (i.e., for
narrowband harmonic components). Formulations of the envelope transient
without this constraint are possible, using the modified nodal approach [27].

Example 2.6 shows the analysis, through the transient-envelope tech-
nique, of the free-running-oscillation regime of the cubic nonlinearity oscilla-
tor circuit.

Example 2.6: Envelope-transient analysis of the cubic nonlinearity oscillator

Here the envelope-transient technique is used to simulate the cubic nonlinear-
ity oscillator of Example 1.1 and Examples 2.2 to 2.5. In this example, no
input generator Eg is considered, so the circuit operates as a free-running oscil-
lator. No auxiliary generators are used either. However, a perturbation is
required to start the transient leading to limit cycle. This perturbation is an
impulse generator, only having a value different from zero at the initial simula-
tion time to = 0.

The analysis requires an initial estimation ′f o of the free-running oscilla-
tion frequency. As an example, the value ′ =f o 149. GHz is taken here. The har-
monic expansion of the independent voltage v(t) will have the form

( ) ( )ν ωt t V t ek
jk t

k NH

NH
o

1 2 1
2, =

′

=−
∑ (2.43)

and, in the periodic steady state, the following relationship must be fulfilled:

( ) ( )V t V ek k
o jk to o

1
1=

− ′ω ω
(2.44)

with Vk
o being the constant harmonic components of v(t) and ωo, the actual

oscillation frequency.
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Figure 2.10 Time variations of the real and imaginary parts of the first harmonic V1(t) of the
independent voltage v(t) in the cubic nonlinearity oscillator. In the harmonic
expansions, the fundamental frequency ′ =f0 149. GHz has been used: (a) real
part, and (b) imaginary part.



The sampling rate of the harmonic components Vk(t1) is determined by
the frequency error f fo o− ′, resulting, of course, in a much lower value than
that required for a standard time-domain integration. The difficulty of the
method comes from this a priori selection of the integration step ∆t 1 . A wrong
choice may lead to convergence problems, especially in the case of autonomous
circuits. For this kind of circuits, the transient-envelope method has been com-
bined in some recent works [31] with the use of auxiliary generators. The
amplitude and frequency of the generator are functions of the slow time vari-
able t1 during the oscillation transient.

The result of the simulation is shown in Figure 2.10, where the real and
imaginary parts of V1(t) have been represented. There is well-distinguished
transient, after which the harmonic component V1(t) reaches its steady-state
behavior. When this happens, the amplitude of V1(t) takes the constant value
abs(V1(t)) = 1.008v, in perfect agreement with the previous harmonic-balance
results. However, in spite of having reached the steady state, the variables
Re(V1(t)) and Im Re(V1(t)) keep varying in time. It is, in fact, as shown in
(2.44), a low-frequency oscillation, at the frequency difference between the
actual oscillation frequency fo and the frequency ′f o used for the harmonic
expansions. The oscillation is due to the fact that the transient-envelope soft-
ware employed here does not update the value ′f o . Instead, the frequency ′f o

remains at the initial value provided by the user.

2.5 Continuation Technique for Tracing Solution Curves Versus a
Circuit Parameter

Due to its convergence to the circuit steady state, avoiding the transient, and
the ability of convergence to both stable and unstable solutions, the harmonic
balance is very well suited for determining the evolution of the steady-state
solution of a given circuit versus any parameter η. Such a parameter may be, for
instance, the bias voltage of the varactor diode in a VCO, or the input-
generator amplitude or frequency in a synchronized circuit (as in Figure 2.5).
For this purpose, a continuation technique must be applied, like that in Sec-
tion 2.2.3. However, the possibility of multivalued solutions due to turning
points must be taken into account.

To obtain the evolution of the circuit independent variables versus the
parameter X ( )η , the parameter η is incremented in steps ∆η. Different solution
points X n are obtained for the different parameter values ηn, which gives rise to
a curve when a representative circuit variable, such as a harmonic component
of a given state variable X k

j or the output power Pout is represented versus the
parameter η. This curve will be called the solution curve here. The curves in
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Figure 2.5 are examples of solution curves. They have been traced through a
continuation technique in two stages: prediction and correction, with parame-
ter switching [46], which will be described in the following.

To obtain the evolution of the circuit solution versus the parameter X ( )η ,
the parameter is initially incremented in steps ∆η = h. The first point of the
curve ( , )η1 1X can be obtained through application of the technique outlined
in Section 2.2.3 or through the use of an auxiliary generator (see Section 2.4).
In general, once a solution point ( , )η n nX− −1 1 has been determined, the next
one ( , )η n nX is estimated through the linearization of the harmonic-balance
system about the previous point ( , )η n nX− −1 1 . This estimated point will be
called ( , )η np npX here. The linearization of the harmonic-balance system is
obtained by differentiating the error function H :

[ ] ( ) ( )

[ ]

∆H JH X X
H

X X JH

n np n

n

n n

np n n

= − + − = →

= −

− −
−

−

− −
−

1 1

1

1

1 1

1

0
∂
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η η

( )∂

∂η
η η

H

n

n n

−
−−

1

1

(2.45)
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Figure 2.11 Graphical representation of the prediction-correction algorithm.



The Jacobian matrix [JH]n − 1 and the derivative of H with respect to the
parameter are evaluated at the preceding solution point n − 1. The predicted
point ( , )η np npX is not the actual solution point because the actual system
H X( , )η = 0, unlike (2.45), is nonlinear. The point obtained from (2.45) is a
linear estimation (Figure 2.11) of the solution for ηn. Thus, the calculation
(2.45) constitutes the prediction stage of the continuation algorithm.

At the correction stage of the continuation technique, the Newton-
Raphson algorithm is applied for the correction of the estimated point n, which
is done for constant parameter value η η= np . The input of this algorithm is the
estimation ( , )η np npX , which is used as the starting point: X Xn

o
np≡ . Unlike

X np , the point resulting from the Newton-Raphson convergence X Xn n
c= is

an actual solution point and the represented variable (X k
j or Pout) belongs to the

solution curve (Figure 2.11).
However, problems may arise if the Jacobian matrix [JH] becomes singu-

lar at a particular parameter value ηT or approaches a singularity (η approaches
ηT). If this happens, the Newton-Raphson will fail to converge. But what is the
meaning of this singularity? It means that the slope of the solution curves (in
terms of the components of X ) tends to infinite at ηT (i.e., ηT is a turning point
of the curve). This is easily understood from (2.45):

[ ]∂

∂η η η

∂

∂η

X X X
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n
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n n
n
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−

−
−

−

−

=
−
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= − → ∞
1

1

1
1

1

1

(2.46)

This indicates that the solution curve folds over itself and, as a result, has a
multivalued interval, like the interval ηT1, ηT2 in Figure 2.11. Remember that
turning points had already been obtained in the solution curves of Figure 2.5.
The big implications of turning points on the circuit dynamics will be analyzed
in detail in Chapter 4.

The continuation algorithm fails in the neighborhood of turning points
because of the small value of the determinant of the Jacobian matrix. To cope
with this problem, a parameter-switching algorithm [46] can be employed. In
this algorithm, the continuation parameter is, at sections of the curve, different
from the actual circuit parameter η. In fact, at each prediction stage ( , )η np npX ,
the predicted increments of the different variables (including the parameter η)

Re , Im , , Re , Im ,∆ ∆ ∆ ∆ ∆X X X Xn n NHn
Q

NHm
Q

n0
1

0
1 K η
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are compared, taking the variable with the biggest increment as a new analysis
parameter. If the new parameter is, for instance, Re X k

j , the increment h is
assigned to this variable:

( )Re Re∆ ∆X X hkn
j

kn
jnew

= sign (2.47)

where Re ∆X kn
j new

indicates the new increment of the variable Re X k
j . Note that

the sign of the increment (positive or negative) of Re ∆X kn
j is respected in the

above assignation. Now Re ∆X kn
j new

is not considered unknown. Instead, the
parameter increment ∆ηn is an unknown of the problem to be determined in
the resolution process. Note that taking the variable with the biggest increment
as a parameter prevents any unbounded growth of the circuit variables.
Through this technique, points of infinite slope (turning points) become
points of zero slope. In this particular example, this is written as follows:
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where ′X np is the state-variable vector in which Re X k
j is missing and [JH′] is

the harmonic-balance Jacobian matrix in which the column of derivatives with
respect to Re X k

j is missing. Note that in (2.48), because of the replacement of

[JH] by JH
H

′





∂

∂η
, the singularity problem has been eliminated. The pre-

dicted point is corrected through Newton-Raphson.
When applying this continuation technique to autonomous or synchro-

nized circuits, the use of the auxiliary generator (as shown in Section 2.3) is
only necessary for the first point of the solution curve ( , )η1 1X . Because the
convergence process for ( , )η 2 2X uses ( , )η1 1X as a starting point, there is no
longer a risk of convergence to trivial solutions, so the connection of the auxil-
iary generator may be eliminated. This will enable a faster simulation due to
the reduction in the number of unknowns.
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2.6 Analysis of Autonomous and Synchronized Circuits in Closed
Harmonic-Balance Programs

The formerly presented analysis techniques for autonomous and synchronized
regimes and for the tracing of solution curves versus a circuit parameter are
intended for in-house software. This means that the user must have unre-
stricted access to the harmonic-balance algorithm. However, many microwave
designers use closed harmonic-balance software. This enables very accurate
descriptions of the circuit (due to the availability of specific libraries, for dis-
tributed elements, for instance) and an easy introduction of complex topolo-
gies, containing many passive and active devices.

The advantage of the analysis techniques for autonomous and synchro-
nized regimes, presented in Sections 2.3 and 2.5, is that they can be imple-
mented on closed harmonic-balance software. Their application to this kind of
software relies on the use of auxiliary generators (in a similar way to that pre-
sented Sections 2.3 and 2.4) and requires the availability of optimization tools.
Now the auxiliary generators are introduced in an external manner through
their inclusion in the circuit schematic. These generators cope with the
harmonic-balance difficulties with autonomous and synchronized regimes and
enable great analysis flexibility, which, in most cases, goes beyond the original
simulation options of the software.

Three main techniques will be presented here. The first consists of the
tracing of immittance diagrams to estimate the steady-state solution of autono-
mous and synchronized circuits. The second consists of the employment of
nonlinear optimization tools to correct graphical estimations. The third is a
new continuation technique, exclusively based on the use of the auxiliary gen-
erator and software optimization tools.

2.6.1 Autonomous Circuits

2.6.1.1 Immittance Diagrams

The auxiliary generators, used in Section 2.3, can also be employed in commer-
cial harmonic-balance software. As an example, let the parallel connection of an
auxiliary generator of voltage type at a given circuit node m be considered (Fig-
ure 2.12). Suitable locations for the auxiliary generators are the nonlinear
device terminals to which feedback branches are connected. The ideal filter Fz

is a short circuit at the auxilary generator frequency ωAG and an open circuit at
frequencies different from ωAG. The ratio between the phasor I AG of the first-

harmonic of the current, entering the circuit node, and the generator voltage
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Figure 2.12 Auxiliary generator for tracing the admittance diagrams. (a) Introduction of an
auxiliary generator in an oscillator circuit. Fz is an ideal filter. (b) Implementa-
tion of the auxiliary generator on the commercial harmonic-balance software
HP-ADS.



VAG agrees with the total admittance functionY VT AG AG AG( , , )φ ω at the par-
ticular node m. From Figure 2.12, this can be equated as follows:

( ) ( )

( )

Y V
I

V e
Y

Y V

T AG AG AG
AG

AG
j AG L AG

N AG AG AG

, ,

, ,

φ ω ω

φ ω

φ
= =

+

(2.49)

An impedance-function analysis Z IT AG AG AG( , , )φ ω , using a current-auxiliary
generator connected in series at a circuit branch, would equally be possible. For
the analysis of an autonomous oscillation, the phase of the auxiliary generator
can be arbitrarily fixed φAG = 0.

For a small-signal auxiliary generator VAG = ε, (2.49) enables the evalua-
tion of the oscillation startup conditions ReYT < 0, ImYT = 0. On the other
hand, the admittance functionY VT AG AG( , )ω will be zero when the auxiliary-
generator frequency and amplitude respectively agree with the self-oscillation
frequency ω ωAG o≡ and first-harmonic amplitude VAG ≡ Vo.

Figure 2.12(b) shows how a voltage auxiliary generator would be intro-
duced in the commercial harmonic-balance software HP-ADS for the analysis
of the cubic nonlinearity oscillator of Figure 1.2. The voltage generator is a
one-tone harmonic-balance generator with its amplitude, phase, and frequency
given by the symbolic variables V_AG, phase_AG, and f_AG, respectively. The
filter Fz of Figure 2.12(a) is implemented through the ideal impedance Z [1,1],
whose value, Z [1,1] = rfm + j0, depends on the harmonic frequency freq and is
specified by a conditional sentence. Note the calculation of the current-to-
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Figure 2.13 Ku-band VCO; use of a voltage auxiliary generator.



voltage relationship Y as the ratio between the first harmonic of the current
through the current probe ICnt and the first harmonic of the node voltage Vout.

The graphical representation of the admittance function Y VT AG AG( , )ω
on a polar plot for different values of VAG and ωAG can lead to a good estimation
of the oscillating solution. These admittance diagrams are traced as a family of
constant amplitude curves with variable frequency f_AG. When using a polar
representation, the intersection with the origin provides the first-harmonic
amplitude VAG ≡ Vo and frequenc ωAG ≡ ωo of the steady-state oscillation for
which the auxiliary generator has no influence due to its zero admittance
Y VT o o( , )ω = 0. Taking this into account, a rough initial sweep is carried out,
enabling a first approach to the solution, also warning about the possibility of
more than one oscillating point. The choice of the sweeping amplitude range is
never difficult for microwave circuits, as it will always be comprised between
zero and a few volts. Example 2.7 shows an application of the technique to esti-
mate the solution of a Ku-band oscillator.

Example 2.7: VCO in Ku-band

A Ku-band VCO, in monolithic technology [51], has been simulated here
(Figure 2.13). The transistor is a HEMT. Series feedback at the source terminal
is used, with the varactor diode indicated as D1 in the figure. Note the
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Figure 2.14 Family of curves obtained from the evaluation of the admittance function in the
Ku-band VCO. The curves have been obtained using commercial harmonic bal-
ance. (From: [51]. © 1998 IEEE. Reprinted with permission.)



connection of the voltage auxiliary generator in parallel at the source node. Ini-
tially the bias voltage VDS = 1.5v and a medium control voltage VC = 0 were
considered. A first approach to the oscillating solution was obtained by repre-
senting the admittance function YT (2.49) in a polar plot. The curves are traced
through a rough double sweep in amplitude and frequency of the auxiliary gen-
erator. This is shown in Figure 2.14. Each curve has been traced for constant
amplitude V_AG and variable frequency f_AG. There is an obvious intersec-
tion with the origin, so an oscillating solution will exist. The accuracy in the
estimation of the oscillating solution can be improved through a fine sweep.
However, the employment of optimization tools, if available in the harmonic-
balance simulator, provides a fast and useful way to increase the accuracy [see
the optimization blocks in Figure 2.12(b)].

2.6.1.2 Optimization

In a second stage of the simulation process, the oscillation points estimated
through the admittance (or impedance) diagrams are accurately determined by
using nonlinear optimization tools. Figure 2.12(b) shows the practical imple-
mentation of this optimization in the commercial harmonic-balance software
HP-ADS. The goal is the minimization of the admittance magnitude, optimiz-
ing the auxiliary generator amplitude VAG and frequency fAG.

( )
( )Goal:

abs Terror

abs Im Terror

Optimization

ReY Y

Y Y
T

T

<
<





variables: V_AG, f_AG

In a standard workstation, this optimization, for eight harmonic components
and a threshold admittance magnitude of 10–8, takes about 1 minute. Using the
software optimization tools, it is also possible to employ the auxiliary generator
for oscillator design. Its frequency is fixed to the desired value ω ωp o≡ and its
amplitude is fixed according to the desired output power. Two circuit elements
(a resistance and an inductance, for instance) are then optimized to minimize
YT. For the resulting values, the fulfillment of the oscillation start-up condi-
tions must be checked.

Example 2.7: VCO in Ku-band (continued)

The use of optimization tools in the Ku-band VCO provided the final oscilla-
tion values V_AG = 0.2003v and f_AG = 13.8092 GHz.
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2.6.2 Synchronized Circuits

It has been shown how in injected oscillators, several solutions may coexist for
the same input-generator values. The synchronous solutions may coexist with
a mathematical solution for which the self-oscillation is not taken into
account (see Figure 2.5). The commercial harmonic-balance simulators
converge by default to this solution for which no synchronization is actually
observed. This undesired convergence can be avoided through the use of auxil-
iary generators.

The auxiliary generator is introduced in an identical way to the case of an
autonomous circuit (see Figure 2.13). (Note that a dual analysis in terms of
impedances using a current auxiliary generator is also possible.) In the case of a
frequency divider by k, its operation frequency will be that of the input genera-

tor, divided by k
kAG

g
: ω

ω
= . Now, the admittance function YAG must be

evaluated versus the phase of the auxiliary generator, instead of its frequency.

( )Y V
I

V eT AG AG
AG

AG
j AG

φ
φ

, = (2.50)

with I AG standing for the current phasor. Immittance diagrams are traced on a
polar plot in analogous way to what was done in Figure 2.14 for the case of an
autonomous circuit. For each amplitude value, as the phase varies from φAG = 0
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Figure 2.15 Admittance diagrams of the HEMT frequency divider by two with input fre-
quency fg = 18.2 GHz. The curves have been obtained using commercial har-
monic balance.



to φAG = 2π/k (with k being the subharmonic order), a closed curve is obtained
because of the periodicity in phase of the admittance function. As in the case of
autonomous circuits, the intersection (one or more) with the origin will pro-
vide the synchronized solutions. The solutions are estimated from these dia-
grams and corrected through optimization:

( )
( )Goal:

abs Terror

abs Im Terror

Optimization

ReY Y

Y Y
T

T

<
<





variables: V_AG, phase_AG

In Example 2.8, the simulation technique will be applied to a frequency divider
by two.

Example 2.8: Synchronized solution of a frequency divider by two with input
frequency 18.2 GHz

The new simulation technique has been applied to a frequency divider by 2
[52]. The transistor is a HEMT with four 50-µm fingers. The input frequency
is fg = 18.2 GHz. The circuit schematic [52] is not relevant for the understand-
ing of the method and has been omitted here. To trace the admittance dia-
grams Y VT AG AG( , )φ , an auxiliary generator has been connected in parallel
between the transistor gate and ground. For Pg = 0 dBm and fg = 18.2 GHz, the
resulting admittance diagrams obtained through commercial harmonic-balance
software are shown in Figure 2.15. Each curve corresponds to an amplitude of
the auxiliary generator, with the phase φAG varying between 0 and π. As has
already been said, the closed shape of the curves is due to the periodicity of the
admittance function YT with the phase value.

The intersection with the origin provides the synchronized solution, here
obtained for Vo = 1.59v and φ = 57.3° degrees. These values agree with the
amplitude and phase of the first harmonic component of the voltage at the gate
terminal (where the auxiliary generator has been connected).

2.6.3 Continuation Method Based on the Use of Auxiliary Generators

Both in VCOs and synchronized circuits, a parametric analysis is generally nec-
essary as a function of the tuning voltage in the former, or as a function of the
input-generator amplitude or frequency in the latter. As is already known, the
solution curve may be multivalued, and tracing the whole solution curve will be
difficult because of the convergence problems associated with turning points at
which the Jacobian matrix [JH] becomes singular. This is solved here by means

106 Stability Analysis of Nonlinear Microwave Circuits



of a continuation technique, also based on parameter switching [47, 49]. The
difference with respect to the continuation technique presented in Section 2.5
is that the one presented here is exclusively based on the use of an auxiliary gen-
erator and the optimization tools of the harmonic-balance software. This tech-
nique can be applied to both autonomous and synchronized circuits, and it is
possible to employ both voltage (admittance analysis) and current auxiliary gen-
erators (impedance analysis).

The case of a voltage auxiliary generator will be considered here. For the
sake of the compactness of the formulation, the variable ξ is introduced. This
variable refers to the auxiliary generator frequency (in the case of an autono-
mous regime) or phase (in the case of a synchronized regime). For notation sim-
plicity, the subindex AG is also dropped, so the generator amplitude is called V.

Once a point of the solution curve, given by the set ( , , )η ξn n nV− − −1 1 1 has
been obtained, the following point n can be estimated [in a way similar to
(2.45)] by differentiating the admittance function about the point n – 1:
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In the following, the admittance Jacobian matrix will simply be called [JY].
The predicted solution is given by
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Now the derivative of the real and imaginary parts of V and ξ, with respect to
the parameter, can be calculated from (2.52), obtaining:
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Thus, turning points will have a singular Jacobian matrix [JY]. The slope of the
two curves, respectively providing the auxiliary generator amplitude V and fre-
quency or phase ξ, versus the parameter η, will be infinite. The two curvesV ( )η
and ξ η( ) will have turning points versus the parameter, and so will all the cir-
cuit variables. Actually, both V and ξ belong to the set X of state variables of
the circuit. Thus, the turning points will fulfill the following condition:

[ ]det JY
Y

V

Y Y Y

V
T
r

T
i

T
r

T
i

= − =
∂

∂

∂

∂ξ

∂

∂ξ

∂

∂
0 (2.54)

The solution path of a circuit may exhibit more than one turning point versus a
given parameter. As will be shown in Chapter 4, this simple equation allows a
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Figure 2.16 Evolution of the output power of the Ku-band VCO versus tuning voltage for the
bias voltage Vdrain = 2v. Measurements have been superimposed. All points in
the curve have been obtained using commercial harmonic balance. (From:
[51]. © 1998 IEEE. Reprinted with permission.)
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Figure 2.17 Tangential condition at turning points of the solution curve of Figure 2.16: (a)
tuning voltage Vc = −1.5v, and (b) tuning voltage Vc = −1.75v. The plots have
been obtained using commercial harmonic balance. (From: [51]. © 1998 IEEE.
Reprinted with permission.)



very efficient numerical determination of the circuit parameter values for
which turning points are obtained.

Defining a vectorY Y YT T T= (Re( )),Im( )), the sign and magnitude of the

crossed product (2.54) agree with those of the vectorial product
∂

∂

∂

∂ξ

Y

V

YT T∧ .

This provides a graphical technique for the detection of turning points when
using any closed-harmonic-balance program. The solution point ( , )Vo oξ will
be a turning point if the tangents to the two curvesY VT o( , )ξ andY VT o( , )ξ at
the origin of the polar diagram form an angle α π= k , with k being an integer
number. Thus, if the solution point is a turning point, both curves are tangent
to each other at the origin of the polar plot. This is shown in Example 2.8.

In view of (2.53), the continuation technique will be based on a parame-
ter switching between the auxiliary generator variables V and ξ and the actual
circuit parameter η in way similar to the parameter-switching technique of Sec-
tion 2.5. Initially, the analysis parameter will be η, with the increment ∆η = h,
using V and ξ as the optimization variables. After each optimization, the incre-
ments ( , )∆ ∆ ∆V ,ξ η with proper normalization should be compared, using the
variable with the largest increment as the new analysis parameter. The incre-
ment h will be assigned to the new parameter, V or ξ. If the closed harmonic-
balance software does not allow the automatic comparison of the increments,
the switching of optimization variables in sections of difficult convergence will
be manually carried out by the designer. In Example 2.9, the continuation
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Figure 2.18 Synchronization curves of the frequency divider by two with input frequency fg
= 18.2 GHz. All points in the curve have been obtained using commercial har-
monic balance.



technique is applied to obtain the variations in the solution o fthe Ku-band
VCO verses the tuning voltage.

Example 2.9 Solution curves of the Ku-band VCO versus the tuning voltage

The continuation technique of Section 2.6.3 has been used to trace the oscilla-
tion frequency and output power of the Ku-band VCO (Example 2.4) versus
the tuning voltage. The bias voltage of the HEMT is VDS = 2v. The results
are shown in Figure 2.16. All the points of the solution curve have been
obtained through commercial harmonic balance. The points have been
exported and the curve has been traced using EXCEL. The solution curve
shows a turning point at the lower operation border. Note that the optimiza-
tion variables that have been used in each curve section are indicated in the fig-
ure. The turning is point is responsible for a strong hysteresis phenomenon that
has been confirmed by the experiment. The shift in the tuning voltage has been
found to be due to inaccurate varactor modeling.

The fulfillment of the tangential condition (2.54) at the turning points of
the solution curve is verified in Figure 2.17. This figure shows how, as a turn-
ing point is approached, the angle α between the tangents at the origin of the
two admittance curves YT(Vo, ξ) and YT(V, ξo) gets closer to kπ . Actually, Fig-
ure 2.17(a) has been traced for the control voltage Vc = −1.5v and Figure
2.17(b), for the control voltage Vc = −1.75v, the latter corresponding to one of
the turning points of Figure 2.16. Example 2.10 presents the application of the
technique to obtain the solution curves of the frequency divider of Example 2.8
verses the input frequency.

Example 2.10: Solution curves of the frequency divider by two versus the
input-generator frequency

In this example, the continuation technique of Section 2.6.3 has been used to
obtain the synchronization curves of the frequency divider of Example 2.8. The
curves, traced in terms of the output power at the divided frequency, for two
different input power levels Pg = −5 dBm and Pg = 0 dBm, are shown in Figure
2.18. All the points in the curves have been obtained using commercial har-
monic balance. The points have been exported and the curves have been traced
using EXCEL. The actual synchronized solutions are the closed curves with an
output power in the order of that of the free-running oscillation. These closed
curves can also be obtained by sweeping the phase of the auxiliary generator
between 0 and π and optimizing its frequency and amplitude for each phase
value. This is another way to circumvent the tuning points. The lower power
curves are mathematical solutions for which the self-oscillation is not taken
into account. The left-hand-side and right-hand-side turning points provide,
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in each case, the borders of the synchronization band. Only the upper section
of each synchronization curve is stable. The stability of synchronized regimes
will be studied in detail in Chapter 4.
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3
Local Stability Analysis1

In Chapter 2, various methods for obtaining the steady-state behavior of non-
linear microwave circuits were presented. Emphasis has been placed on the
harmonic-balance techniques, which are well fitted for microwave circuits. The
main assumption of this technique is that the steady-state working regime can
be projected on a particular functional basis of time-domain functions: Ψi t( ).
Thus, the problem to be solved is to find the coefficients Xi of the projection:

( ) ( )x t X ti i
i

= ⋅∑ Ψ (3.1)

However, as the basis is chosen a priori, nothing ensures that it will be full.
Indeed, supposing that the basis is only constituted of a constant function
Ψo t( ) = 1, the solution of the balance equation will represent the bias point of
the circuit. If the circuit oscillates at the angular frequency ω0, it is evident that
the chosen basis is incomplete and must be augmented with a set of periodic

functions of periodT 0
0

2
=

π

ω
. Such behavior can be detected by a perturbation

analysis of the solution obtained with the previous choice. Thus, to ensure that
the chosen basis is complete, a stability analysis must be performed once the
solution has been obtained. This analysis will be based on the response of the

117

1. This chapter was written by Raymond Quéré.



circuit, working in the linear or nonlinear regime, to a small perturbation of the
solution found by the harmonic-balance analysis technique. So, the stability of
the circuit will be locally determined and no information will be obtained
about large perturbations of the solution.

From a practical point of view, microwave designers frequently face sta-
bility problems. Those problems are more and more critical as the technology
of transistors improves with the constantly increasing gain of the transistors.
Power amplifiers and oscillators are very prone to stability problems. In power
amplifiers, these manifest themselves as parasitic oscillations, which arise when
the bias is applied or when the input RF power is applied. In the latter case, a
frequency division by two phenomenon can take place in the circuit when the
amplifier enters in the gain compression zone. Some techniques associated with
a careful stability analysis prevent power amplifiers’ circuits from oscillating as
this chapter will show. In the case of oscillators, linear stability analysis enables
the prediction of the starting point of the oscillation as the nonlinear stability
analysis is used to determine the possible existence of unstable modes.

The chapter is organized as follows. Section 3.1 develops the concept of
local stability both for linear and nonlinear circuits. The relations existing
between time-domain techniques and frequency-domain techniques will be
described. Basic examples will be given to allow a better understanding of the
basis of the method. In Section 3.2 the characteristic system for harmonic-
balance equations will be obtained in the general case and the reduction of the
equation for stability analysis of the dc regime will be given. Section 3.3 will be
devoted to the stability analysis of multidevice circuits in the linear and nonlin-
ear regimes using the open-loop approach first introduced by Bode. It will be
shown that this approach can be extended to the nonlinear case and applied
using standard computer-aided design (CAD) software.

3.1 Stability Concept for Linear and Nonlinear Circuits

The stability concept is generally associated with the theory of ordinary differ-
ential equations (ODE). Recalling the general equation given in Chapter 2

( )

( )

dx
dt

f x t

x x

=

=

,

0 0

(3.2)

The stability of a solution of (3.2) is determined by the asymptotic behavior of
a perturbation δx t( ) of this solution x t( ) as the time goes to infinity.
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The solution of the ODE (3.2) will be stable if a perturbation δx t( ) of
the solution x t( ) is such that [1]:

( )δx t t→∞ → 0 (3.3)

We will examine the conditions that are required to satisfy (3.3) in the case of
linear and nonlinear circuits.

3.1.1 Stability of Linear Circuits

3.1.1.1 Stability in the Case of Lumped Circuits

Circuits that do not include dispersive elements can be described by the
canonical system of equations, which results from the modified nodal analysis
[2] of the circuit. This system reads

( ) ( ) ( )

( )

C G⋅ + ⋅ + =

=

dx t

dt
x t u t

x x

0

0 0

(3.4)

where x t( ) is the vector of node voltages augmented with voltage source and
inductance currents. The u t( ) is the vector of independent sources. C and G,
respectively, are the generalized capacitance and conductance matrixes.2 In
most cases (3.4) does not represent an ODE system as the matrix C is not
invertible. In fact (3.4) represents a differential algebraic equation (DAE), the
solution of which is not obtained through classical integration methods.

However, solutions of (3.4) can be easily obtained either with a phasor
analysis in the case of a sinusoidal steady-state regime or with Laplace analysis
for arbitrary inputs. Moreover, the Laplace analysis gives the basis for stability
analysis and, thus, will be briefly reviewed here.

We define the solution in the Laplace domain as

( ) ( ){ } ( )X s x t x t e dts t= = ⋅ ⋅− ⋅∞

∫L
0

(3.5)

Applying (3.5) to the derivative of x t( ), we obtain
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2. C and G are denoted as generalized capacitance and conductance matrixes as they
can contain various quantities as capacitors inductors, conductances, resistances, or
dimensionless coefficients.



( ) ( ) ( ) ( )L
dx t

dt

dx t

dt
e dt s X s xs t







= ⋅ ⋅ = ⋅ −− ⋅∞

∫ 0
0

(3.6)

Inserting (3.5) and (3.6) into (3.4), we obtain the circuit equation in the
Laplace domain:

( ) ( ) ( ) ( )s X s x U s⋅ + ⋅ − ⋅ + =C G C 0 0 (3.7)

Letting A G C= − ⋅−1 , (3.7) can be rewritten as

( ) ( ) ( ) ( )I A A G− ⋅ ⋅ + ⋅ + ⋅ =−s X s x U s0 01 (3.8)

The general solution of (3.8) is given by

( ) ( ) ( ) ( ) ( )X s s x s U s= − ⋅ ⋅ − − ⋅ ⋅ =− − − −I A G C I A G1 1 1 10 0 (3.9)

Generally the inverse of the matrix ( )I A− ⋅s is difficult to obtain as it is a sym-
bolic representation of the solution. However, further investigations of the
solution and its stability can be performed by calculating the eigenvalues and
eigenvectors of matrix A. Supposing that the eigenvalues of A are λ1, λ2,…, λn

the matrix can be factorized as

A P D P= ⋅ ⋅ −1 (3.10)

where D =



















λ

λ

λ

1

2

0 0

0

0 0

K

M

M O

K n

, and P = [ , ]p p pn1 2 K is the matrix which

consists of the eigenvectors pi of A. Inserting (3.10) into (3.9) leads to

( ) ( ) ( ) ( )
( )

X s s x s

U s

= ⋅ − ⋅ ⋅ ⋅ − ⋅ − ⋅

⋅ ⋅ =

− − − − −

−

P I D P G C P I D P

G

1 1 1 1 1

1

0

0
(3.11)

Now the diagonal matrix can be easily inverted, and we can obtain the zero-
input solution by lettingU s( ) = 0 as
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( )X s P

s

s

sn

= ⋅

− ⋅

− ⋅

− ⋅





















1

1
0 0

0
1

1

0 0
1

1

1

2

λ

λ

λ

K

M

M O

K






ν 0 (3.12)

with ν 0
1 1 0= ⋅ ⋅− −P G C x ( ).

Thus, the kth component of the solution vector to the zero-input solution
is given in the s domain by

( )X s
p

s s
r

r

s s

k
k j j

j jj

n

k

k j

jj

n

=
− ⋅

⋅
−

=

+
−

=
∞

=

′

∑

∑

, ,

,

,

ν

λ
0

1

1

1

with ′ ≤n n

(3.13)

where s j
j

=
1

λ
is the pole of the transfer function, rk,∞ is the residue of the func-

tion at the poles located at infinity (i.e., corresponding to λj = 0), and n′ corre-
sponds to the number of nonzero eigenvalues of matrix A.

Taking the inverse Laplace transform of X sk ( ), the time-domain solution
x tk ( ) is

( )x t r r ek k k j
s t

j

n
j= + ⋅∞
⋅

=

′

∑, ,
1

(3.14)

As the poles sj can be either real or complex-conjugated, it is evident that the
circuit will be stable if all the poles have a negative real part. Thus, the stability
criterion for linear lumped circuits can be given as follows:

A linear lumped circuit characterized by (3.4) will be stable if all the eigen-
values of the matrix (A = −G−1C), different of zero, have a negative real
part.

However, microwave circuits are characterized by the presence of disper-
sive, distributed elements, such as transmissions lines, couplers, and stubs. For
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these circuits, (3.4) does not hold and has to be modified. In this case, the pre-
vious analysis must be carried out in the frequency domain through the use of
the Nyquist criterion.

3.1.1.2 Stability Analysis in the Frequency Domain: Nyquist Criterion

An equivalent way to determine the stability of linear circuits is to use the
Nyquist criterion [3], which provides a convenient means to determine the sta-
bility of a circuit that is only known by frequency-domain characteristics. This
is the case of microwave circuits for which the system of modified nodal equa-
tions reads

( ) ( ) ( ) ( ) ( )C G y⋅ + ⋅ + − ⋅ + =
−∞∫

dx t

dt
x t t x d u t

t
τ τ τ 0 (3.15)

where y ( )t is a matrix made up of the time-domain responses of the linear dis-
tributed elements to an impulse. In this case, the stability criterion will be
established from the behavior of the s-domain transform of (3.15), which reads

( )[ ] ( ) ( ) ( )s s X s x U s⋅ + + ⋅ − ⋅ + =C G Y C 0 0 (3.16)

leading to the s-transfer function between the state variables X s( ), the input
U s( ), and the zero-input response of the circuit:

( ) ( )[ ] ( ) ( ) ( )X s s s x H s U s= ⋅ + + ⋅ ⋅ + ⋅−
C G Y C

1
0 (3.17)

Considering a particular state variable X sk ( ), it can be expressed as the ratio of
two functions of s. Moreover, for a zero input (U s( ) = 0), the s transform of this
particular node voltage is

( ) ( )
( ) ( ) ( )

( ) ( )[ ]
X s

N s

D s s
F s

s s s

k o
k

k
k,

det

=
⋅

=

= ⋅ + +
∆

∆ C G Y
(3.18)

where D sk ( ) is a function that appears in the denominator of some term of
Y( )s .

The circuit will be stable if the s-domain function F sk ( ) obtained for a
zero input have no poles with a positive real part.
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As the matrix Y( )s describes a purely passive subcircuit, it does not own
positive real-part poles. Thus, the zeros of D sk ( ) have a real part negative or
equal to zero. This zero value occurs for lossless transmission lines. Then, the
poles of F sk ( ) with a positive real part will coincide with the zeros of ∆( )s with a
positive real part.

This can be checked by the application of the Nyquist criterion, which
results from a Cauchy theorem [4] applied with the closed contour constituted
of the imaginary axis s = jω , minus the eventual singularities on the imaginary
axis and a circle of infinite radius enclosing the whole right-hand plane of the
s-plane, as shown in Figure 3.1. When the s variable travels clockwise through
the contour (C), the point M defined by the mapping s F sk→ ( ) travels
through the contour Γk. If the contour (C) encloses P poles and Z zeros of
F sk ( ), then the contour Γk makes Z − P clockwise encirclements of the origin.
Thus, to check for the stability of the circuit the angular frequency ω is swept
from zero to ∞ and the locus of

( ) ( )
( ) ( )F j
N j

D j jk
k

k

ω
ω

ω ω
=

⋅ ∆
(3.19)

is drawn. As all the coefficients of the polynomial expansion of

F s
N s

D s sk
k

k

( )
( )

( ) ( )
=

⋅ ∆
are real, the locus obtained for negative angular frequencies

is simply the complex-conjugated of F jk ( )ω :
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Figure 3.1 Contour of the Nyquist plot.



( ) ( )F j F jk k− =ω ω* (3.20)

The four cases sketched in Figure 3.2 can be encountered and correspond
to a system with no zeros and unstable poles [Figure 3.2(a)], a system with two
conjugated unstable poles [Figure 3.2(b)], and a system with two conjugated
unstable zeros [Figure 3.2(c)]. Figure 3.2(d) corresponds to a pole zero cancel-
lation. It must be noted that in the latter case there is no encirclement of the
origin. Thus, in this case inspection of the Nyquist plot fails to give the correct
behavior of the circuit. Only the definition of the eigenvalues of the character-
istic system (3.15) can reveal the stability of the circuit.

The transfer function plotted in Figure 3.2 is well behaved [except in Fig-
ure 3.2(d)] from the point of view of the interpretation of the Nyquist locus.
However, things are generally not so simple, and the choice of the network
function to be checked for stability has to be made very carefully. The behavior
of the network function must especially be well behaved for s → ∞ and s = 0.
Example 3.1 on a simple van der Pol oscillator will illustrate those topics.

Example 3.1: van der Pol oscillator

Let us illustrate these results with a very simple example, which concerns the
linear equivalent circuit of a van der Pol oscillator. Two realizations of the cir-
cuit are given in Figure 3.3. As it can be seen, those two realizations correspond
to a lumped and a distributed circuit respectively. Thus, the modified nodal
analysis of the circuit gives the generic system of equations:

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

C
d t

dt

t t

R
a t

t t

R
i t

t z t i t

ν ν ν
ν

ν ν

ν

1 1 2
1

1 2
2

2 2 2

0

0

+
−

− ⋅ =

−
− =

− =* 0

(3.21)

where z t i t2 2( ) ( )∗ is the convolution product of the impulse response of the
impedance seen at terminal 2 with the current flowing into the dipole. In the
case of the lumped version of the circuit, we have

( ) ( ) ( )
z t i t L

di t

dt2 2
2* = ⋅ (3.22)
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Figure 3.2 Plot of the Nyquist locus of a network function of the type F s
S Z S Z S Z
S p S p S pk ( )

( ) ( ) ( )
( ) ( ) ( )

=
− ⋅ − ⋅ −
− ⋅ − ⋅ −

1 2 3

1 2 3
: (a) Re(zi)<0; Re(pi)<0,i = 1,2,3; (b)Re(zi)>0 i

= 1,2; Re(pi), i = 1,2,3; (c) Re(zi) <0, i = 1,2,3, Re(pi)>0, i = 1,2; and (d) Re(zi)>0, i = 1,2, Re(pi)>0, i = 1,2.



and the approach presented in Section 3.1.1.1 holds. Thus, the stability can be
checked by inspection of the eigenvalues of matrix A G C= − ⋅−1 where

C G=
















=
− −

−
−





C

L

R a R

R R

0 0

0 0 0

0 0

1 1 0

1 1 1

0 1 0

and

/ /

/ /











(3.23)

giving

A =

⋅
− ⋅

−
− ⋅
−

− ⋅
− ⋅
− ⋅



















R C
a R

L
a R
L

C
a R

a L
a R

1
0

1
0 0

1
0

1

(3.24)

which has three eigenvalues. One of them equals zero and the others read
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Figure 3.3 Equivalent linear circuit of a van der Pol oscillator corresponding to: (a) a
lumped circuit C = 0.5 pF; R = 50Ω; L = 2 nH; and (b) a distributed circuit: C = 0.5
pF; Z0 = 50Ω; τ = 20 ps.



( )λ

λ
1

2

2
1

2

4

1
= ⋅

⋅ − ⋅ ± ⋅ + ⋅ − ⋅ ⋅
⋅ −

R C a L R C a L L C

a R

For ( )R C a L L C⋅ + ⋅ − ⋅ ⋅ <2 4 0 the eigenvalues λ1, λ2 are complex-conjugated

and the stabitility condition requires:
R C a L

a R
⋅ − ⋅
⋅ −

<
1

0. Thus, in the case of lin-

ear lumped circuits, the stability can be completely determined by the study of
the eigenvalues of the matrix A.

In the case where the self-inductance is replaced with the short-circuited
stub, the previous analyis does not hold, and we must adopt the Nyquist
approach. In this case, the Laplace transform of (3.21) gives

( )

( )
( )
( )

C s R a R

R R

Z s

V s

V s

I s

⋅ + − −
−

−






















1 1 0

1 1 1

0 1 2

1

2

2

/ /

/ /

( )











=

⋅















C ν 1 0

0

0

(3.25)

with Z s Z s2 0( ) tanh( )= ⋅ ⋅τ .
Thus, we have to select a network function to be evaluated for s = jω that

leads to a simple interpretation of the Nyquist plot. Following (3.19), let us
choose the transfer function which relates the voltage V1(s) to the initial condi-
tion. We obtain

( ) ( )
( )( ) ( ) ( )V s
Z s R

Z s R Cs a
C1

2

2
11

0=
+

+ + ⋅ −
⋅ ν

which can be rewritten as

( )
( )
( ) ( )V s

Z s

a Z s
C

p

p
1 11

0=
− ⋅

⋅ ν (3.26)

where Z s
Z s R Cs

Z s R Csp ( )
( ( ) ) /

( ) /
=

+
+ +

2

2 1
is the equivalent impedance of the passive

circuit embedding the active device with the negative conductance –a. As Zp(s)
is purely passive, it does not have poles with positive real part. Thus, the poles
of the transfer function are given by the zeros of the function:

( ) ( )F s a Z sp= − ⋅1 (3.27)
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The plot of the Nyquist loci of F j( )ω for various values of the negative conduc-
tance –a are given in Figure 3.4. Those plots lead to a straightforward interpre-
tation of the Nyquist locus.

The previous conclusions will later be generalized to the general circuit
approach.

3.1.2 Stability of Nonlinear Circuits

3.1.2.1 General Nonlinear Equation

The fundamental concept of stability has been presented in the previous sec-
tion. This concept relies on the position of the poles of the transfer functions.
When dealing with nonlinear circuits, the previous concept cannot be applied
as such. Considering the general modified nodal equation of a nonlinear circuit
[2], we obtain (3.28) in the time domain:

( )( ) ( )( ) ( ) ( ) ( )dq x t

dt
f x t t x d u t

t

+ + − ⋅ ⋅ + =
−∞
∫ y τ τ τ 0 (3.28)

where q ( )⋅ stands for the linear and nonlinear state variables of the circuit (e.g.,
charges for capacitors and fluxes for inductors), f ( )⋅ are the linear and nonlin-
ear resistive currents flowing into the nodes, and y ( )t is the impulse time-
domain response of the immitance matrix of the distributed part of the circuit.
Finally,u t( ) represents the vector of the independent sources at each node. For
the example of Figure 3.3, considering a nonlinear capacitor C0 and a nonlinear
current source, we obtain (3.29):

( )( ) ( ) ( ) ( )( )
( ) ( ) ( )

( ) ( ) ( )

dq t

dt

t t

R
f t

t t

R
i t

t z t i t

ν ν ν
ν

ν ν

ν

1 1 2
1

1 2
2

2 2 2

0

0

+
−

+ =

− +
+ =

− =* 0

(3.29)

Thus, the stability of the circuit cannot be directly checked by inspection of
(3.29). We have to introduce the concept of local and global stability.

3.1.2.2 Concept of Global and Local Stability

To illustrate this point, let us consider a ball free to move on a surface such as
the one in Figure 3.5. As it can be easily seen, stable points will correspond to
the various minima of the potential energy. However, the energy function can
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exhibit several minima, and the stability of the trajectory of the ball around a
minimum is only ensured for small perturbations of the equilibrium position.
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Figure 3.4 Plots of the Nyquist locus of F(s) for various values of a corresponding to (a) a
stable configuration a = 0.01s, and (b) to an unstable configuration a = 0.015s.
Dashed lines correspond to the lumped circuit; solid lines correspond to the
distributed case.



The set of points that leads to a convergence to a particular minimum is called
the basin of attraction of this equilibrium point.

Those minima of the energy function are said to be locally stable, unlike
the minimum of a spherical energy function, for example, which is globally
stable.

3.1.2.3 Condition for Local Stability

Let us assume that we have obtained a solution x to ( ) of (3.28). The x to ( ) can be
either a steady-state dc solution or a time-varying solution. If a small perturba-
tion δx t( ) is superimposed on the steady state, the perturbed solution

( ) ( )x t x t0 + δ

must satisfy the circuit equation

( ) ( )( ) ( ) ( )( )

( ) ( ) ( )( ) ( )

dq x t x t

dt
f x t x t

t x x d u t
t

0
0

0 0

+
+ + +

− ⋅ + ⋅ + =
−∞
∫

δ
δ

τ τ δ τ τy

(3.30)

Taking a first-order Taylor development of the nonlinear terms of (3.30) leads
to the perturbed equation of the nonlinear system which reads
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Figure 3.5 A potential energy surface to illustrate the concept of global and local stability.



( ) ( )( )[ ] ( )( ) ( )

( ) ( )

d
dt

x t x t x t x t

t x d
t

C G

y

⋅ + ⋅ +

− ⋅ ⋅ =
−∞
∫

δ δ

τ δ τ τ 0

(3.31)

where ( )( )
( )

C x t
q

x
x x t

= 



 =

∂

∂
0

and ( )( )
( )

G x t
f

x
x x t

=










=

∂

∂
0

, respectively, are

the matrixes of derivatives of reactive and resistive nonlinearities.
Equation (3.31) is the general perturbation system of the nonlinear cir-

cuit. The behavior of the solution of this system will determine the local stabil-
ity of the circuit around the steady-state solution x to ( ). To obtain the global
stability portrait, the solution must be obtained for all the steady-state regimes
of interest when a parameter of the circuit is changed. This will be presented in
the next chapter.

Thus, the general condition for local stability around a particular steady-
state solution is defined as follows:

A nonlinear circuit is locally stable around the steady-state solution x to ( )
if the solution δx t( ) of the perturbed system (3.31) goes to zero as t goes to
infinity.

Starting from (3.31), two cases have to be considered. The first case cor-
responds to an equilibrium point of the circuit, such as x t x o to o( ) ( )= ∀ , which
corresponds to the bias point of the circuit. It will be useful for the determina-
tion of the starting frequency of an oscillator or for the analysis of the potential
parasitic oscillations of power amplifiers. The second case will deal with time-
varying conditions when the operating point is a function of time. In most
cases, this function of time will be periodic and obtained through a harmonic-
balance analysis. However, the perturbation equation as stated in (3.31)
remains valid for any condition and can be used for the determination of the
stability of quasiperiodic regimes bifurcating into chaotic ones.

3.2 Derivation of the Characteristic System in the Harmonic-
Balance Formulation

Stability of linear and nonlinear circuits was presented in the previous section.
The techniques discussed lead us to give the perturbation equation in the time
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domain. In the case of microwave circuits, frequency-domain techniques are
most often involved. Thus, it is necessary to derive an equation giving the sta-
bility conditions in the frequency domain. Moreover harmonic-balance analy-
sis is based on the projection of Kirchoff’s equations on a particular basis of
functions in the Fourier space. Nothing ensures that the chosen basis is com-
plete, meaning that there are no other frequencies corresponding to instabilities
appearing in the circuit. Thus, a stability analysis must complement any ques-
tionable solution obtained through harmonic-balance analysis. This is espe-
cially the case for potentially unstable circuits, such as oscillators, frequency
dividers, and power amplifiers.

3.2.1 Expression of the Characteristic System

Let us now examine the behavior of the time-domain characteristic equation
(3.31) in the case of a periodic steady-state regime. In this case, the derivative

matrixes, ( )( ) ( )
( )

C x t
q

xx x t
x x t

=
=

= 



0

0

∂

∂
and ( )( ) ( )

( )

G x t
f

xx x t
x x t

=
=

=










0

0

∂

∂
,

are periodic with the same period as the steady-state solution x t0 ( ). Thus, the
constitutive terms of the matrixes can be expanded in Fourier series giving for
the general ( , )m n term the following relation:

( )

( )

c t C e

g t G e

mn mn k
jk t

k

mn mn k
jk t

k
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∞
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∞
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∑

,

,

ω

ω

0

0

(3.32)

Moreover, the perturbation signal3 can be expressed in the frequency
domain as

( )δ ωx t X e ek
st jk t

k

= ⋅ ⋅
=−∞

∞

∑∆ 0 (3.33)

where s j= +σ ω is the complex perturbation frequency.
Inserting (3.32) and (3.33) into the general perturbation equation
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3. For the sake of clarity, we derive the characteristic equation for a circuit containing only
one node. The results can be easily extended to the general case of multinode circuits.
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(3.34)

Let us take k = m + l, or equivalently, m = k − l,. In that case, (3.34) is trans-
formed and can be rewritten as
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(3.35)

Equation (3.35) must be satisfied for every t, thus every kth component of the
Fourier expansion must equal zero, leading to the transformation of (3.35) into
an infinite set of equations that can be put in the following form:

( )

( )

jk s C X

G X Y jk s X
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k l l
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ω
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0 0

+ ⋅ +
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−

∑
∑

∆

∆ ∆ (3.36)

In practical cases the number of harmonics taken into account is limited to NH.
Thus, (3.36) can be expressed in a matrix form that reads

[ ] ( )( ) ( )s s X s⋅ + ⋅ + + ⋅ =C C G YΩ ∆ 0 (3.37)
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are the matrixes made up of the Fourier coefficients of reactive and conductive
elements, respectively, which are defined by
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Equation (3.37) is the general characteristic equation in the frequency domain.
We can notice that it corresponds to the general conversion equation for large-
signal/small-signal analysis. In that case, the right-hand side of the equation is
equal to the perturbation signal like the RF signal in mixer or noise.

While (3.37) has been obtained in the case of a single node, it can easily
be extended to the general case where the circuit has N nodes. In this case, each
term of the conversion matrixes is expanded in ( )N N× blocks of the form
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and the characteristic system (3.37) becomes a ((2NH + 1)N × (2NH + 1)N)
matrix system that can be rewritten in a more compact form as

( )[ ] ( )[ ]
( ) ( )( ) ( )( )

Γ ∆

Γ

s X s

s N N N NH H

⋅ =

∈ + × +

0
2 1 2 1C

(3.38)

Referring to (3.38), the system will be stable if all the zeros of the characteristic
equation

( )[ ]det Γ s = 0 (3.39)

have a negative real part.
However, depending on the nature of the circuit, various techniques for

the analysis of the behavior of the characteristic system (3.38) or of the charac-
teristic equation (3.39) can be used. Indeed, we can distinguish circuits that do
not involve distributed elements, such as many integrated RF circuits, from
those that involve distributed, dispersive elements that do not have a simple
representation as a ratio of polynomials in s. Here we find again the observa-
tions given in Section 3.1.

Moreover, even for distributed circuits, there exist various approaches
that can be used for the determination of the stability of the circuit. Those
approaches rely either on a feedback loop formulation or on the negative-
resistance concept.

3.2.2 Stability Analysis of Lumped Circuits

3.2.2.1 Expression of the Eigenvalue Problem

When only lumped elements are involved in the circuit equations, a modified
nodal analysis leads to a system of Kirchoff’s equations where the time domain
immitance matrix of the distributed elements cancels, that is, y t( ) = 0.

In that case, (3.38) reduces to

[ ]( ) ( )[ ]s X s⋅ + ⋅ + ⋅ =C C GΩ ∆ 0 (3.40)
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Equation (3.40) is a generalized eigenvalue system that can be rewritten in the
following form:

( ) ( )
[ ]

s X s⋅ + ⋅ =
= ⋅ +

C J

J C G

∆
Ω

0 (3.41)

where J is the Jacobian matrix of the nonlinear system of equations which is
calculated when the harmonic-balance process has converged to the steady-
state regime.

When the circuit can be represented as a state equation, the capacitance
matrix C is invertible and we face a classical eigenvalue problem of the type

( ) ( )s X s X s⋅ = − ⋅ ⋅−∆ ∆C J1 (3.42)

Algorithms are available to obtain those eigenvalues based on Schur [5] decom-
position. However, most frequently this representation does not exist, and the
capacitance matrix is not invertible. Thus, generalized eigenvalues search algo-
rithms, such as QZ [5], must be used. In this case, the eigenvalue system reads

( ) ( )s X s X s⋅ ⋅ = − ⋅C J∆ ∆ (3.43)

In the case of large circuits with a significant number of harmonics, Bolcato [6]
uses an improved Arnoldi method to compute the eigenvalue of the character-
istic system.

Two remarks are to be made about the charactistic system:

1. In the ac case around a dc solution x t Xo o( ) = , (3.42) holds with [Ω] =
0 and reduces to the eigenvalue analysis presented in Section 3.1.1.1.
All the conclusions given in this paragraph are still valid

2. In the large-signal periodic steady-state regime, the eigenvalues
obtained from (3.43)

s j ki i= ± +σ ω ω( )0

are aproximately periodic with a period of ω0 [7, 8] and are strongly
related to the characteristics exponents of the Poincaré map (see
Chapter 5) of the solution obtained.
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Small and large signal instabilities of a capacitively coupled oscillator will
be illustrated in Example 3.2.

Example 3.2: Capactive oscillator

To illustrate this topic, let us consider a very simple example. Consider the
simplified capacitively coupled van der Pol oscillator given in Figure 3.6.

The following equations govern the circuit:
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d

dt
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1
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1 1 2
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(3.44)

For this circuit we have

[ ] [ ] [ ] [ ]x i i u VL L
T

dc
T= =ν ν1 2 1 0 0 0, , , ; , , ,

[ ] ( ) ( )[ ]q C C C C L i L iL L

T= − + ⋅ − ⋅ ⋅1 2 1 1 1 1 2 1 1ν ν ν ν, , , (3.45)
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Figure 3.6 Schematic of the capacitively coupled oscillator: L = 0.8 nH; C = 31.7 pF; R =
35Ω; C1 = 50 pF; L1 = 10 nH; a = 0.04s; b = 0.0025 s v⋅ −2 .
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( )i a bNL ν ν ν2 2 2
3= − ⋅ + ⋅ (3.47)

Letting
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2 (3.48)

the capacitances and conductance matrixes are given by
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(3.49)

The steady-state dc solution for the circuit is [ ] [ , , , ]X V I NL
T

0 20 00 0= , where
the dc values are the solutions of the following nonlinear equation:

I a V b V

R I V V
NL

NL dc

0 20 20
3

1 0 20

0

0

− ⋅ + ⋅ =
⋅ + − =

(3.50)

Thus, the stability is given by the sign of the real part of the eigenvalues of the
characteristic system (3.43) evaluated at the dc. The loci of the four eigenvalues
are given in Figure 3.7 when the resistance R1 is varied from 1Ω to 20Ω. From
the plot of Figure 3.7(b) it can be deduced that an oscillation at

f
LC

0

1

2
1≈ =

π
GHz is always possible. However, the plot of the low-

frequency poles shown in Figure 3.7(a) shows that for values of the resistance
R1 below a critical value, a low-frequency oscillation can also takes place.
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Let us now examine the large-signal steady-state regime obtained from a
harmonic-balance analysis as explained in Chapter 2. To obtain the solution,
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Figure 3.7 Plots of the loci of the four poles of the circuit of Figure 3.6 when the resistance R1
is varied from 1Ω to 20Ω: (a) low-frequency poles, and (b) high-frequency poles.



we have assumed an oscillation at a frequency close to the resonant frequency

of the tank, that is, f
LC

0

1

2
1≈ =

π
GHz. A solution is readily obtained with

five significant harmonics. The spectrum of the control voltage of the nonline-
arity and the time-domain waveforms obtained from harmonic-balance analy-
sis and time-domain analysis are shown in Figure 3.8. From these plots it is
evident that the high-frequency solution obtained from the harmonic-balance
analysis is not the correct one. Thus, we have to perform a stability check of the
solution. This can be done by calculating the generalized eigenvalues of the
characteristic system given in (3.43), which is recalled here for convenience:

( ) ( )s X s X s⋅ ⋅ = − ⋅C J∆ ∆0

where J0 is the Jacobian of the nonlinear system, obtained at the convergence of
the oscillatory solution, and C is the NH × NH expansion of the static general-
ized capacitance matrix[ ]C . Thus, C is given by
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Figure 3.8 Solutions obtained for the capacitively coupled oscillator with Vdc = 0.5V and R1
= 1Ω: (a) spectrum of the control voltage of the nonlinearity obtained from the
harmonic-balance analysis, (b) corresponding time-domain waveform, and (c)
time-domain wave form obtained from a temporal analysis.
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H HN× block expansion of a par-

ticular capacitance element. Note that in this example the block expansions are
diagonal as all the reactive elements are linear. In the case of a nonlinear reac-
tive element, the block expansion is constituted of the Fourier coefficients of
the nonlinear element.

The generalized eigenvalues of the characteristic system are given in Fig-
ure 3.9. From this figure it appears that a set of eigenvalues have a positive real
part, thus denoting the instability of the solution obtained through the
harmonic-balance analysis. Moreover, a careful examination of those eigenval-
ues brings some interesting remarks. At first, as the solution is self-oscillatory,
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Figure 3.9 Eigenvalues of the characteristic system. Only the eigenvalues’ corresponding
four harmonics of the steady-state solution are plotted.



the Jacobian matrix of the nonlinear system must be zero. This implies that one
eigenvalue must be exactly zero. We can also note in Figure 3.9 the quasiperio-
dicity of the eigenvalues with a period equal to the fundamental angular fre-
quency given by the tank.

The location of the positive real-part poles requires some comment. As
can be seen in Figure 3.9, poles with a positive real part are grouped into a clus-
ter around angular frequencies k ⋅ω0 , and the distance ∆ω between two poles is
related to the second resonant frequency of the circuit, that is

∆ω ≅ =
1

1410
1 1

9

L C
. rd /sec (3.51)

which is precisely the frequency obtained for the solution shown in Figure
3.8(c).

3.2.3 Stability Analysis of Distributed Circuits

3.2.3.1 General Case

The previous approach, based on the calculation of the poles of the conversion
matrix, cannot hold for distributed circuits containing transmission lines unless
an equivalent rational function is determined to approximate the frequency
response of the perturbed circuit. In the general case, the Nyquist approach can
cope with this problem either by inspection of a determinant function or by
inspection of complex eigenvalues of the characteristic system. Let us recall
here the characteristic system derived in (3.37):

( ) ( ) [ ] ( )( ) ( )Γ ∆ Ω ∆s X s s s X s⋅ = ⋅ + ⋅ + + ⋅ =C C G Y 0 (3.52)

Thus, the stability of the nonlinear circuit will be determined by the roots of
the following equation:

( ) ( )( )∆ Γs s= =det 0 (3.53)

Stability will be ensured if all the roots of (3.52) have a negative real part.
It can be shown [9] that the determinant function can be expanded under

the form
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( )( ) ( )( )
( )
( )det detΓ Γs

s z

s p

j
j

i
i
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−

−

∏
∏

(3.54)

If no cancellation between poles and zeros of the determinant function occurs,
and if there are no zeros at infinity, that is, if

( )( )det Γ ∞ ≠ 0 (3.55)

then a Nyquist approach can be applied to the determination of the number of
zeros with positive real parts, as it can be done in the linear case. Thus, the
determination of the stability necessitates an evaluation of the determinant of
the general conversion matrix for real frequencies:

( ) ( )( )∆ Γj jω ω= =det 0 (3.56)

However, for microwave circuits, it is not so easy to deal with the general deter-
minant function, which can be of a very high degree. Thus, a modification of
the dimension of the characteristic system allows a feedback representation of
the characteristic system.

3.2.3.2 The Feedback Formulation

Consider the frequency divider circuit constituted of a field effect transistor
(FET) embedded in a large multidimensional passive circuit as represented in
Figure 3.10. This is representative of the type encountered in microwave
circuits.

Reordering the unknowns of the circuit, the vector x t( ) of the harmonic-
balance system can be put in the following form:

( ) ( ) ( ) ( )[ ]x t t t x tG D i= ν ν, (3.57)

where ν νG Dt t( ) ( ) are the controlling voltages of the nonlinearities of the tran-
sistor and x ti ( ) is the vector of inner variables of the linear embedding circuit.
Eliminating the inner variables by using the linear Kirchoff’s equations involved
in the general system (3.28), we obtain the reduced harmonic-balance system
described in the Chapter 2 that reads for the particular circuit of Figure 3.10:
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where ( ) ( ) ( )
( ) ( )

i t i t i t
dq t

dt

dq t

dtgs gd ds
gs gd

T








 is the vector of nonlinear cur-

rents and charges, z(t) is the impedance matrix linking the control voltages and
the nonlinear currents, a(t) is the transfer matrix between the independant
sources and the control voltages and where * stands for the convolution
product.

Thus, the characteristic system of the harmonic-balance equation reads
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Figure 3.10 Circuit for reduction of the general equation.



( )[ ]I Z U+ ⋅ ⋅ 
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V

V
g

d

∆
∆

0 (3.59)

where I is the identity matrix and U is the matrix of derivatives of the nonline-
arities. Then, the stability is determined by the roots of

( )[ ]det I Z U+ ⋅ =s 0 (3.60)

When more than one transistor is involved in the circuit, the previous equation
remains valid by concatenating all the control voltages of the transistors, lead-
ing to a multidimensional equation of the type (3.60). Notice that (3.60) is
written as a general multidimensional equation. Thus, the theory of stability of
feedback systems is valid. Moreover, the matrix of the imbedding impedances
is purely passive and, thus, have no poles with positive real parts. The analysis
of an analog frequency divider given in Example 3.3 will illustrate the previous
conclusions.

Example 3.3: Frequency divider [10]

The circuit given as an example is an analog regenerative frequency divider that
is shown in Figure 3.11. This frequency divider is built from a 3 GHz serie
resonant oscillator. The subharmonic oscillation is synchronized by an input
generator delivering the power at 6 GHz. The bifurcation diagram of the fre-
quency divider is shown in Figure 3.12. It has been obtained using techniques
of bifurcation analysis given in Chapter 4. The diagram exhibits distinct
regions corresponding to the various behaviors of the divider. In region I,
where point A is located, corresponding to a low injection power and a fre-
quency out of the synchronization range, the circuit behaves as a mixing oscil-
lator with two incommensurate frequencies corresponding to the input
frequency and the oscillation frequency, respectively. In region II, where point
B is located, for a high power injected and an input frequency outside the fre-
quency range, the autonomous oscillation is quenched and a single frequency
equal to the input frequency can be observed. Finally, the frequency division
takes place in region III and is maintained for a frequency range that depends
on the input power. Let us now examine the stability of the various regimes and
particularly the stability of the regimes corresponding to points A and B of the
diagram, respectively.

The steady-state regime at points A and B has been obtained using a
single-tone harmonic-balance process with only the input frequency taken into
account. Thus, the waveforms obtained are periodic with a period equal to the
period of the generator. The stability has been checked using the Nyquist plot
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Figure 3.11 Schematic of an MMIC analog frequency divider 6–3 GHz.



of the characteristic determinant det[ ( ) ]I Z U+ ⋅ =jω 0. The plots are shown
in Figure 3.13.

As can be noticed in this figure, for the regime corresponding to point A,
the Nyquist plot encircles the origin clockwise, thus denoting an unstable
regime. Moreover,the plot intersects the negative real axis at a frequency fr = 2
GHz. This frequency represents the difference between the input frequency
fin = 5 GHz and the autonomous frequency fa = 3 GHz. This indicates that in
the steady-state nonlinear regime, linear combinations of the input frequency
and the resonant frequency f f m f n fr r: = ⋅ + ⋅ in will be found in the signal
spectrum as shown in Figure 3.14. In this case, the autonomous frequency cor-
responds to n = 1 and m = −1.

Examining the Nyquist plot for the regime corresponding to point B
leads to the conclusion that the calculated steady state is stable and that there
are no other frequencies than the input frequency and its harmonics:
f n f= ⋅ in .

3.2.4 Characteristic Loci [7]

In the case of pole-zeros cancellation, the previous approach fails to predict the
stability of the circuit. Thus, we have to resort to the eigenvalues approach.
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Figure 3.12 Bifurcation diagram of the frequency divider.



Instead of calculating the determinant function, the set of eigenvalues of the
characteristic system can be evaluated for all frequencies of interest, and the
zeros of those eigenvalues are located through a Nyquist analysis. More pre-
cisely, if we consider the characteristic matrix given in (3.59) and suppose
that this matrix has a dimension M. Then there exist M eigenvalues
λm s m M( ) :1≤ ≤ that, for a particular value of s, are solutions of the polyno-
mial equation
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Figure 3.13 Nyquist plots corresponding to periodic steady-state regimes of points A and B.

Figure 3.14 Spectrum of the steady-state regime at point A.



( ) ( ) ( )a s a s a sm
m

m
m⋅ + ⋅ + + =−
−λ λ1

1
0 0K (3.61)

However, the roots of (3.61) are not rational functions of s and can contain up
to mth roots of polynomials in s which are multivalued. For example, consider
the following second-order equation:

( )λ λ2 2 0− ⋅ ⋅ + =b s c (3.62)

the solutions of which are given by

( ) ( ) ( ) ( ) ( )λ

λ
δ1

2

2= ± = ± −b s s b s b s c s (3.63)

If the complex function z has a branching point at z = 0, then the com-
plex functions λ1 ; λ2 will have also branching points corresponding to
δ λ λ( )s = ⇒ =0 1 2 . Letting δ ϑ( )s r e j= ⋅ , we have

( ) ( )λ
ϑ π

1

2

2s b s r e
j

k

= + ⋅
+

(3.64)

For k odd, the second determination of λ1 ( )s is nothing else but λ 2 ( )s . Thus,
the characteristic loci L s1 ( ) and L s2 ( ) will be constituted altenatively of the
eigenvalues λ1 ( )s and λ 2 ( )s in the following manner:

Suppose that s s s1 2 3< < < K are the pulsations, such that
δ δ δ( ) ( ) ( )s s s1 2 3 0= = = =K we will have

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

0 1 1 1 2 2

1 2 1 2 2 1

2 3 1

< < = =
< < = =
< <

s s L s s L s s

s s s L s s L s s

s s s L

λ λ

λ λ

( ) ( ) ( ) ( )s s L s s= =λ λ1 2 2

An example of characteristic loci for the circuit of Figure 3.15 is given in Figure
3.16. As can be seen, the characteristic loci L j L j1 2( ), ( )ω ω differ from the loci
defined by the eigenvalues: λ ω λ ω1 2( ), ( )j j .

The previous approach prevents pole-zero cancelllation. However, its
practical implementation remains difficult because of the sorting that must be
performed on a large set of eigenvalues for multidimensional systems. Thus,
this method will be used when there are some doubts about as to the decision
to make after the determinant approach.
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Figure 3.15 FET Colpitts oscillator.

Figure 3.16 Example of characteristic loci for the circuit of Figure 3.15: (a) characteristic
locii and (b) and (c) locii of the two eigenvalues.



3.2.5 The Negative Impedance Approach [11]

The last approach presented in this chapter relies on the negative impedance
concept. Consider the general linearized system (3.52). If a small perturbation
current Ik is injected at a particular node k, the resulting voltage Vk can be
expressed as

( ) [ ] ( )[ ]V s
k

s C G Y s I kk k= ⋅ + +























−0 1 0

0

0

1K K
M

M

M

M
th

(3.65)

As can be seen from (3.65), the node voltage Vk is given by

( ) ( )
( )[ ]V s

s

s C G Y s
Ik

kk
k=

⋅ + +
⋅

γ

det
(3.66)

where γ kk s( ) is the ( , )k k th term of the transpose of the comatrix of

( ) ( )[ ]Γ s s C G Y s= ⋅ + +

Thus, the poles of the closed-loop transfer function

( ) ( )
H s

V s

Ik
k

k

= (3.67)

are constituted of the zeros of the determinant function, plus the poles of
γ kk s( ). Note that the transfer functions at the various nodes of the circuit share
the same poles corresponding to the zeros of the determinant function. Thus,
the stability of the circuit can be investigated using the frequency response of
the closed-loop transfer function at any node of the circuit. In [11] the problem
of pole-zero cancellation is avoided by identifying the poles and zeros of the
transfer function using readily available identification methods in general pur-
pose software, such as [12–14]. The injection circuit is shown in Figure 3.17.

The main advantage of this method is the simplicity of the measurement
process and the ability to cope with pole-zero cancellation through the identifica-
tion process. However, one must be careful with the poles and zeros obtained, as
unstable poles can be numerically created by the identification method [14].
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3.3 The Open-Loop Approach

The open-loop approach relies on the works of Bode on electronic circuits [15,
16]. It provides a method that can overcome the limitations inherent to the
Rollet Factor calculation for multidevice circuits, as pointed out by Ohtomo
[17] and Platzker et al. [18]. They have recently be applied to microwave circuits
[18] in the linear case and extended to the nonlinear large-signal regime by Mons
et al. [19, 20]. They provide the circuit designer with a rigorous criterion for sta-
bility checking that can be easily implemented in common CAD packages.

Let us first recall some of the terminology that will be used in the follow-
ing. Consider the general feedback system of Figure 3.18.

We have

y G e

r H y

e u r

d y G H y G u

r G H e

y
G
GH

u

= ⋅
= ⋅
= +

= − ⋅ ⋅ = ⋅
= ⋅ ⋅

=
−

⋅

and

1

(3.68)

In (3.68), G is the direct transfer function, H is the return transfer function,
−GH is what Bode calls the return ratio and d y G H y G H y= − ⋅ ⋅ = − ⋅ ⋅( )1

is the return difference. Finally W
G
GH

=
−1

is the closed-loop transfer

function.
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Figure 3.17 Injection circuit for the stability checking of nonlinear circuits in the large-
signal regime.



3.3.1 The Bode, Platzker Approach for Linear Circuits

3.3.1.1 The One-Transistor Case

The Bode approach relies on the fact that instabilities can take place in an elec-
tronic circuit due to the gain of active devices. For a transistor (FET or bipo-
lar), the activity is due to controlled output current sources.

Taking into account the controlling voltage, the circuit for one transistor
can be represented as shown in Figure 3.19(a). Four ports may be defined cor-
responding to the input (port-1), the output (port-2), the control voltage
(port-3), and the voltage controlled current source (port-4). The embedding
circuit has N – 4 nodes, and the general equation of the circuit in the frequency
domain reads

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )

Y s Y s Y s Y s Y s

Y s Y s Y s Y s

Y s Y s Y s
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(3.69)
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Figure 3.18 General single-input-single-output (SISO) feedback system.



with Y s G Y sm43 43
0( ) ( )= + . Then the loop can be opened as shown in Figure

3.19(b), and (3.69) can be rewritten in the following form:

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
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G em

(3.70)

where Ig has been set to zero as the perturbation does not affect the input gen-
erator. Using Cramer’s rule, the voltage ′V 3 can be obtained as

′ =
− ⋅ ⋅

V
G em

3
43

0

∆
∆

(3.71)
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Figure 3.19 General circuit configuration for calculation of the open-loop circuit response:
(a) voltage-controlled current source in the closed-loop configuration, and (b)
open-loop configuration.



where ∆ ∆0 0= =Gm
, and ∆43 is the cofactor of the (4,3)th term of the admit-

tance matrix. The ratio

−
′
=

⋅
=

V

e

G
RRm3 43

0

∆
∆

(3.72)

represents the return ratio (RR) and can be easily measured using conventional
CAD software.
Then, the return difference function given by

F RR
G G

NDFm m= + = +
⋅

=
+ ⋅

= =1 1 43

0

0
43

0 0

∆
∆

∆ ∆
∆

∆
∆

(3.73)

is the normalized determinant function (NDF) [18]. Thus, a Nyquist analysis or
a pole-zero identification process can be applied either to the return ratio or the
NDF to determine the stability of the circuit.

Note that the splitting of the admittance matrix into two parts as done in
(3.70) allows us to write the characteristic equation (3.70) in the following
form:

( )[ ] ( ) 
   
Y Y G

Y I Z G

0s s V

V

m

m

= + ⋅ =

⋅ + ⋅ ⋅ =

∆

∆0 0 0
(3.74)

where[ ]Gm

mG

=























0 0 0 0

0 0 0 0

0 0 0 0

0 0 0

K

M O

is the transconductance matrix containing

only one nonzero term. Thus, from (3.74) we obtain

( )[ ] [ ]  ∆ ∆= == ⋅ + ⋅ = ⋅det det detY Y I Z Gs Fm
0 0 0 (3.75)

this expression, compared to (3.60), shows the equivalence between the NDF
and the characteristic function in the feedback formulation of the harmonic-
balance equation.
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3.3.1.2 The Multitransistor Case

The previous approach can be extended to circuits containing more than one
transistor. In this case, we face a multidimensional stability problem. This con-
figuration is shown in Figure 3.20 where the active controlled P sources have
been extracted.

The general transconductance matrix now contains P nonzero terms cor-
responding to the active current sources:

[ ]Gm

m

m

mP

G

G

G

=























1

2

0 0

0 0

0 0 0

0 0 0

0

K

O K

M M O

The relation stated for one transistor still holds and the NDF is given by

[ ]NDF m= = + ⋅
∆
∆0

0det I Z G (3.76)
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Figure 3.20 Configuration of the multitransistor circuit for the stability analysis.



Evaluation of the NDF is performed using a recursive process (see Appendix
3A). During this process, the P controlled sources are shut down successively,
and the return ratios are measured using the open-loop configuration shown in
Figure 3.21. Suppose that RRi corresponding to the i i Pth ( )1≤ ≤ source is to
be measured. Then the sources j, ( )1 1≤ ≤ −j i , are shut down, while the
sources j ( )i j P+ ≤ ≤1 are in the nominal mode. The return ratio is then given
by

RR
V i
ei =
′

(3.77)

and the NDF is obtained from

( )NDF RRi
i

P

= +
=
∏ 1

1

(3.78)

3.3.1.3 Practical Measurement of RRi

To measure the various return ratios a modification of the equivalent circuit of
transistor models is necessary. This modification is shown in Figure 3.22 for an
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Figure 3.21 Evaluation of the i th return ratio for a multidevice circuit.



FET. The same circuit is also valid for the πi representation of a bipolar transis-
tor. The main current source of the transistor is now controlled by an external
voltage Vx and the equivalent circuit of the transistor has two more access ports
corresponding to the measuring port and to the control port. To calculate the
NDF, the transistors must work in three regimes: (a) the nominal regime, (b)
the open-loop regime, and (c) the shutdown regime. These three modes corre-
spond to the three working configurations shown in Figure 3.23.

3.3.1.4 Remarks

While the NDF provides the circuit designer with a rigorous criterion for
checking the stability of a circuit, it does not provide complete information on
the electrical path involved in the oscillation birth. To get information about
the location of the instability path when a potential oscillation has been

158 Stability Analysis of Nonlinear Microwave Circuits

Figure 3.22 Modification of the equivalent circuit of an FET for stability analysis.

Figure 3.23 Connections required for the three working regimes: (a) nominal, (b) open loop,
and (c) shutdown.



detected, we can examine the partial return difference functions [19]. Indeed,
consider the two-stage power amplifier composed of transistors numbered one
to six as shown in Figure 3.24.

The NDF of this circuit is of the form

NDF RR RR RR RR

NDF RR

= + ⋅ + ⋅ + ⋅ +
= ⋅ + ⋅

( ) ( ) ( ) ( )

( ) (

1 1 1 1

1 1
1 2 3 4

5 +
= ⋅ ⋅ ⋅ ⋅ ⋅

RR

NDF ND ND ND ND ND ND
6

1 2 3 4 5 6

)

To get the correct result on the stability behavior of such a circuit, the various
loops involved must be investigated. An example of the correct sequence for
shutting down the transistors is given in Table 3.1.

In [19] the two configurations ND2 and ND5 are shown to be unstable
with the same resonant frequency. This was predictable due to the symmetry of
the circuit. However, the total NDF exhibits two encirclements of the origin
that would lead to the conclusion that two different frequencies of oscillation
would exist in the circuit. In fact, those two encirclements are due to the order
of the unstable zero of the NDF.

Thus, individual examination of well chosen return difference functions
allow us to locate the paths involved in the birth of the oscillation and to think
about a possible correction of the circuit. In the previous case mentioned, the
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Figure 3.24 Two-stage FET power amplifier.



solution adopted was to equilibrate loops 1 and 3 with resistances between the
gate of transistors T2,T3 and T5,T6, respectively.

3.3.2 Extension of the Method for Multibias Circuits

The previous approach is well behaved for linear circuits. However, in the non-
linear design process, one has to know the stability behavior of the circuit as the
bias is varied. To do that, a nonlinear model is required, and a slight modifica-
tion of the open-loop method must be performed. This modification allows us to
maintain the original circuit for the dc bias and to open the different loops for
the injected ac signal. This can be done using a tracking filter, such as the one
represented at Figure 3.25. The filter behaves as a short circuit at the injected fre-
quency and an open circuit at dc. The impedance presented by the filter is shown
in Figure 3.25, where the notch frequency is equal to the analysis frequency.
Thus, the controlling voltage in the open-loop configuration is expressed as
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Table 3.1
Sequential Testing of Various Loops Involved in the Design

Measurement Nominal Shutdown Open
Loop
Involved

ND1 T2,T3,T4,T5,T6 — T1 L1

ND2 T3,T4,T5,T6 T1 T2 L2

ND3 T4,T5,T6 T1,T2 T3 —

ND4 T5,T6 T1,T2,T3 T4, —

ND5 T6 T1,T2,T3,T4, T5 L3

ND6 — T1,T2,T3,T4,T5 T6 —

Figure 3.25 Structure of the tracking filter to isolate the dc component from the ac one: (a)
structure of the filter and (b) frequency response.



( ) ( )ν x t V e tGS dc= +, (3.79)

and the three configurations are given in Figure 3.26. In this case, the small-
signal circuit is directly calculated from the nonlinear model of the transistor.

A two-stage hetrojuntion bipolar transistor power amplifier was tested
using this technique [22]. The layout of the amplifier is given in Figure 3.27.
The NDF of the circuit is given for various configurations. At first, when the
design was tested on wafer, it showed low-frequency oscillations at a frequency
of about 500 MHz. This instability was obtained from the NDF plot shown in
Figure 3.28. To observe this instability, an electrical model shown in Figure
3.29 of the test bias card was used. However, when mounted on a chip carrier
and with a carefull decoupling of bias, the amplifier was stable for all the bias
points of interest as shown by the NDF plot of Figure 3.30. This demonstrates
the ability of the method to handle large microwave circuits.

3.3.3 Extension of the Approach to Large-Signal Periodic Steady-State Regimes
[19, 20]

As circuits like power amplifiers or oscillators are prone to instabilities in the
nonlinear large-signal regime, it is interesting to extend the previous approach
to this case. For this purpose, let us recall the general characteristic system
stated in (3.52):

[ ] [ ] [ ] [ ] ( )[ ]( ) ( )[ ]s s s⋅ + ⋅ + + ⋅ =C C G Y XΩ ∆ 0

Reordering the vector of unknowns ∆X( )s to isolate the P controlling voltages
leads to the following system:
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Figure 3.26 The three configurations used with the tracking filter.
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Figure 3.27 Layout of the power heterojunction bipolar transistor amplifier.



Local Stability Analysis 163

Figure 3.28 Nyquist plot of the NDF taking into account the electrical model of the test bias
card: (a) global plot and (b) zoom of the plot near the origin.



is constituted of the conversion matrixes of the controlled sources shown in
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Figure 3.29 Model of the test bias card used for stability analysis of the power amplifier.

Figure 3.30 Nyquist plot of the NDF for carrier-mounted chip.



vector containing all the sidebands of the controlling voltages
xc P

T= [ , ]ν ν1 K , and ∆X i s( ) is the vector containing the sidebands of the

other internal unknowns. Eliminating the internal variables in (3.80), we
obtain:

( )[ ] ( ) ( ) ( )   ( )Y G Y Y Y Xcc m ci ii ic cs s s s s+ − ⋅ ⋅ ⋅ =−1 0∆ (3.82)

that can be put under the form

( )[ ] ( ) ( ) ( ) 
( )

Y G X Y Y G

X

0 0 0
11

0

s s s s

s

m c m

c

+ ⋅ = ⋅ +

⋅ =

−∆

∆
(3.83)

with

( ) ( ) ( ) ( ) ( )Y Y Y Y Y0
1s s s s scc ci ii

-
ic= − ⋅ ⋅ (3.84)

Equation (3.83) is of the same nature as (3.74), where the scalar values of the
transconductances are replaced by the conversion matrixes corresponding to
the controlled sources. Thus, the recursive method used to calculate the NDF
in the previous paragraph can be used to obtain the various return ratios.
Namely, the system

( ) ( ) F s Gm mG 1 Y= + −
0

1 (3.85)

can be expressed (as shown in Appendix 3A) as the product of the various
return ratio matrixes RR i i P1≤ ≤ , that is,

( ) [ ]F m i
i

P

G 1 RR= +
=
∏

1

(3.86)

Thus, the stability of the large-signal steady-state regime can be checked by
evaluating the various RR i i P1≤ ≤ matrixes. To do that, either a two-tone
analysis involving the large-signal matrix at fixed frequency f0 and the small-
signal matrix at variable frequency fp or, better yet, a large-signal/small-signal
analysis when it is available, can be performed. In the case of a two-tone analy-
sis, a filter must be used in the feedback loop to open the loop for the small sig-
nals and to let the large-signal components work in a closed-loop
configuration. Such a filter has the configuration shown in Figure 3.31. It
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presents an open circuit at frequencies k f N k NH H⋅ − ≤ ≤0 ( ) and a short cir-
cuit at all other frequencies.

The connection of the filter is made in the same manner as the connexion
shown in Figure 3.26. Thus, we have for a particular source

( ) ( ) ( )ν π
x i

k jk f t

k N

N

t V e e t
H

H

= ⋅ +
=−
∑ 2 0 (3.87)

where the second right-hand side term is the small-signal perturbation at fre-
quency kf f p0 + . Depending of the value chosen for k N k NH H( )− ≤ ≤ , the
sideband voltages are related to the perturbation by

[ ]

∆

∆

∆

V

V

V

E

i
N

i

i
N

i k

H

H

−





















= − ⋅









M

M

M

M

0

0

0

RR















th frequencyk (3.88)

Thus, the injection of the perturbation signal at the frequency kf f p0 + allows
us to measure the column of the return ratio matrix relative to that particular
frequency. Then, the frequency of the perturbation signal is swept with the fol-
lowing sweep plan:

] [ ] [ ( )] [f f f f kf k f∈ ∪ ∪ ∪ + ∪0 2 2 2 1 20 0 0 0 0, / / , / , /K K
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Figure 3.31 Structure of the tracking filter used for measuring the RR matrix RR i Pi 1≤ ≤ .



Frequencies close to kf 0 2/ must be avoided. Indeed, the conversion matrix is
not defined at those frequencies because signals at frequencies like f fp = 0 2/
and f f fp0 0 2− = / sum up and are not distinguishable. Then, the various
return ratio matrixes can be obtained using the same strategy as the one used in
the linear case.

The previous method has been applied to various power amplifiers and
oscillators using a standard CAD software. Details about the practical imple-
mentation in a standard CAD package can be found in [19]. To illustrate the
results obtained using the nonlinear local stability analysis, consider the Ku-
band MMIC power amplifier that is shown in Figure 3.32. It works at an input
frequency of 12.6 GHz and has to deliver an output power of 1W with a 500-
MHz bandwith. Transistors used were GaInP/GaAs hetrojunction bipolar
transistor, each transistor having a 240-µm2 emitter area. Experimental data are
shown in Figure 3.33. A sharp decrease of the power gain, the power-added
efficiency, and the output power can be observed in this figure for an input
power beyond 19 dBm. Spectrum measurements for two particular points in
this area are shown in Figure 3.34 for input powers of 18.6 dBm and 22.9
dBm. A frequency division by two phenomena is observed in the first case; in
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Figure 3.32 Ku-band MMIC power amplifier.



the second case, another spurious signal is superimposed on the frequency
divided signal. Stability analysis has been performed for those two input pow-
ers. The return difference RD1 = det(1 +RR1) of the first transistor is plotted in
Figure 3.35(a) for an input power of 18.6 dBm. An encirclement of the origin
can be observed in the figure where the Nyquist plot crosses the negative real
axis at the frequency fp = 6.3 GHz, thus denoting the birth of an oscillation at
this frequency corresponding to fp = f0/2. The same return difference is shown
in Figure 3.35(b) for an input power of 20 dBm. In this case, the Nyquist plot
makes two encirclements of the origin, denoting the birth of a second instabil-
ity in the circuit.

The fact that an instability appears by inspection of the first return differ-
ence function indicates that an internal feedback in the transistor itself is
responsible for this instability. A way to remove those instabilities is to put a
parallel resistance capitance (RC) network in serie with the base of each transis-
tor [23]. The RC network is calculated in such a way that it has a minimum
impedance at f0 (R shunted) and a maximum impedance at f0/2. Moreover it has
been noted that balance resistors inserted between the collectors of transistors
did not improve the stability of the circuit in the large-signal configuration.

3.3.4 Large-Signal Stability Analysis Using a Simplified Filter

In the previous section it was shown how to measure the individual return ratio
matrixes RR1. This method provides the designer with a rigorous tool to detect
large-signal instabilities, as shown in Section 3.3.3. However, this technique
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Figure 3.33 Experimental data of the Ku-band MMIC amplifier.



can be somewhat difficult to implement for designers, as it requires that a large
number of analyses be performed. So, a simplified method is proposed and
validated in [24]. In this method, the open-loop gain is measured directly,
using the filter of Figure 3.25. In this case, the notch frequency is the
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Figure 3.34 Spectrum measurements for two particular points in the unstable regime for
input powers of (a) 18.6 dBm and (b) 22.9 dBm.



perturbation frequency, while the filter is transparent for all the harmonics of
the large signal and all the intermodulation frequencies kf F k0 0± ≠; . Thus,
we have only to measure the return ratio at frequency F, when this frequency

varies from 0 to
f 0

2
, which is very easy to do with any CAD software. At this
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Figure 3.35 The return difference of the first transistor plotted for input powers of (a) 18.6
dBm and (b) 20 dBm.



point, one must be very careful in inspecting the Nyquist locus as it can exhibit
complex behavior. One has particularly to examine jumps in the phase of the
return ratio to draw the correct conclusions.
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Appendix 3A

For the general circuit of Figure 3.20, we can write the general matrix relations

V Z I B U

I G V

W C I D U
m

= ⋅ + ⋅
=
= ⋅ + ⋅

(3A.1)

where V ∈ ℜ P is the vector of voltage controlling the current sources I ∈ ℜ P ,
and

G m =
⋅

⋅



















G

G

m

mP

1

0

0
(3A.2)
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is the transconductance matrix, which is made up of only one nonzero term in
each line or column. W is the vector of output voltages. Eliminating I in (3A.1)
yields

( )
( )( )

I Z G V B U

W I Z G C D U

m

m

P

P

− ⋅ = ⋅

= − ⋅ ⋅ + ⋅−1
(3A.3)

where IP is the unitary matrix of order P. Let us define

( ) ( )F G I Z Gm m= − ⋅P (3A.4)

as the return matrix relative to the active elements characterized by the trans-
conductance Gm. Evaluation of the determinant of the return matrix will be
recursively performed. Indeed, let the transconductance matrix be decomposed
as a sum of elementary matrixes containing only one nonzero element.

G G Gm m m= =

⋅
⋅ ⋅

⋅ ⋅ ⋅ ⋅
⋅ ⋅
⋅



















=

∑ i
i

P

i miG
1

0

0

0

0
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i

i (3A.5)

and

K G Kmi
j i

P

i
mi

m i

mP

i
G

G

G

=

⋅
⋅

⋅ ⋅ ⋅ ⋅
⋅
⋅ ⋅





















= +
∑

0

0

0 1





(3A.6)

Matrix Ki is obtained by cancelling all the sources up to the (i – 1)th included.
Then we have

G G Km m= +1 2 (3A.7)
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and inserting (3A.7) into (3A.3), we obtain

( )V Z G K V B Um= ⋅ + ⋅ + ⋅1 2 (3A.8)

(3A.8) can be put under the form

( )
( ) ( )

I Z K V Z G V B U

V I Z K Z G V I Z K

P 2 m1

P 2 m1 P 2

1

− ⋅ ⋅ = ⋅ ⋅ + ⋅

= − ⋅ ⋅ ⋅ + − ⋅ ⋅− −1
B U⋅

(3A.9)

and (3A.9) is the return difference equation of a circuit with the following
characteristics:

( ) ( )F G I I Z K Z G I Z GK m P P 2 m1 P m12
= − − ⋅ ⋅ = − ′ ⋅−1

(3A.10)

Defining

( ) ( )F K I Z Kp2 2= − ⋅ (3A.11)

and inserting Gm1 into (3A.10), we obtain

( ) ( ) ( )
( ) ( )

F G I I Z K Z G K

F G I I Z K I Z K

K m P P 2

1

m 2

K m P P 2

1

P 2

2

2

= − − ⋅ ⋅ −

= − − ⋅ − ⋅

−

− ( )( )− ⋅ −Z G Km 2

(3A.12)

which, when simplified, gives the following important relation:

( ) ( ) ( )F G F K F GK m 2

1

m2
= ⋅−

(3A.13)

The same reasoning can be made for any current source i. With

K G Ki mi i= + +1 (3A.14)

we obtain the recursive equation

( ) ( ) ( )F K F K F KKi i+ ii+
= ⋅1 1

(3A.15)

from which we can deduce the return difference equation as
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( ) ( ) ( ) ( )F G F K K F Km 1 P K

P= = ⋅
+=∏F + i ii1 1 1

(3A.16)

Moreover, we have

( )K K 1P P+ = ⇒ =1 10 F + (3A.17)

which finally gives

( ) ( )
( )

( )

F G F K

F K I Z G

Z = I Z K Z

m K

P

K i s mi

p i 1

i 1

=

= = ′ ⋅

′ − ⋅

+

+

=

−

∏ i ii

+

11

1

(3A.18)

Now we have to evaluate the return difference matrix associated with element
ith. To do that, the controlled current sources are forced to the configuration
given in Figure 3.21. All the (i – 1)th first sources are cancelled. Source ith is
controlled by an independent external voltage e and the sources ranging from i
+ 1 to P are set to their nominal value. The input generator is also set to zero.
Thus, we have

[ ]

I K V G e

e

i 1 mi= ⋅ + ⋅+

= e i

t

K K0

(3A.19)

which gives

V Z K V Z G ei 1 mi= ⋅ ⋅ + ⋅ ⋅+ (3A.20)

Equation (3A.20) lets us write the return ratio matrix n°i RRi as

( )
( )

V I Z K Z G e

RR I Z K Z G

P i 1 mi

P i 1 mi

= − ⋅ ⋅ ⋅

= − − ⋅ ⋅
+

−

+
−

1

1

i

(3A.21)

and the return difference function is

F I RRK P ii +
= +

1
(3A.22)
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Taking into account the particular form of the transconductance matrix Gmi,
we obtain

( ) ( )Z' I Z K ZP i 1

1= − ⋅ = ′+
−

≤ ≤
≤ ≤

z ki k P
i P

1
1

and

′ ⋅ =

′

′

′

Z G mi
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0 0 0

0 0 0

1K K

M M M M

K K
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z G

z G

z G

i mi

ii mi

Pi mi K























(3A.23)

which allows us to simplify the expression of the determinant. Indeed

( )det detI Z G

z G

z GP mi

i mi

ii mi− ′ ⋅ =

− ′

− ′

1 0 0

0 0 1 0

1K K

M M M M

K K

M M M M

K K0 0 0

1

− ′























= − ′

z G

z G

Pi mi

ii mi (3A.24)

Thus, the determinant of the return difference can be obtained from the scalar
ratio

RR
V

e
z Gi

i
ii mi= − = − ′ (3A.25)

and the NDF is then obtained by measuring succesively the various RRi. Finally
we get

( )( ) ( )det F G m = +
=∏ 1

1
RRii

P
(3A.26)
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4
Bifurcation Analysis of Nonlinear
Circuits

This chapter studies the stability properties of nonlinear circuits in a global
way; that is to say, it takes into account the possible variation of one or more
parameters in the circuit. Examples of parameters are the generator values
(input RF generators or bias generators), the values of linear elements (capaci-
tance, resistance), and the temperature.

When continuously modifying a circuit parameter η, quantitative varia-
tions of the solution are generally observed with a continuous increment or
decrease of the solution amplitude, power, or even fundamental frequency (in
the case of free-running oscillations). However, a qualitative variation of the
steady-state solution may also be obtained, taking place for a critical parameter
value ηo. This is a bifurcation parameter value [1–8]. The qualitative variation
of the steady-state solution may be a change in the solution type (from a limit
cycle to a limit torus, for instance) or a discontinuous variation in its character-
istics, such as amplitude, power, or fundamental frequency (in the case of a
self-oscillation).

An example of bifurcation is the onset of the free-running oscillation
from a given value of the dc generators. At this value, a formerly stable DC
solution becomes unstable, and the physically observed solution changes its
type from an equilibrium point to a limit cycle [9–11]. Thus, there is a close
link between the qualitative change in the stability of a given solution (or bifur-
cation) and the qualitative variation of the physically observed behavior. There
are other possible transformations and, thus, different types of bifurcations.
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Bifurcations explain many phenomena commonly observed in the experiment,
some of them intended by the designer, like the onset of a free-running oscilla-
tion, and others unexpected or unwanted, like the spurious oscillation of a
power amplifier.

Bifurcations may take place from a dc regime (or equilibrium point),
from a periodic regime (or cycle), from a quasiperiodic regime (or torus),
and even from chaos [4, 5, 7]. They can be classified into local and global bifur-
cations [2–4]. The local bifurcations are those involving variations, when a
parameter is modified, in the local stability properties of a single solution.
The global bifurcations, roughly speaking, involve the collision in the phase
space, as a parameter is modified, of an attractor with a solution of saddle type
(see Sections 1.3 and 1.4).

The chapter is organized as follows. In the first section, an in-depth
analysis of local bifurcations from dc and the periodic regimes is presented. In
the second section, the Poincaré map is used for a detailed analysis and classifi-
cation of bifurcations from periodic regime. The third section is devoted to the
two main types of global bifurcation: saddle connection and the local/global
saddle-node bifurcation. In the fourth section, general criteria for bifurcation
analysis using harmonic balance are presented, considering the cases of dc, peri-
odic, and quasiperiodic regimes. Finally, in the fifth section, some new
harmonic-balance tools for bifurcation detection are presented. The tools are
based on the introduction into the circuit of an auxiliary generator (in similar
way to that presented in Section 1.6), which, as will be shown, enables a simple
formulation of bifurcation conditions with algorithms that can easily be inte-
grated to existing harmonic-balance software.

4.1 Local Bifurcations

Before starting our analysis of local bifurcations, a couple of definitions must
be introduced. The first one regards the number of parameters that are taken
into account for the bifurcation analysis. Bifurcations obtained versus one con-
trol parameter η are called bifurcations of codimension one [2]. Note that it
would also be possible to consider the variation of two different parameters in
the system or, in general, the variation of a whole vector of parameters η. Bifur-
cations requiring the fine tuning of two parametrs are called bifurcations of codi-
mension two [2].

Another important definition is that of the structural stability [2, 4]. A
system is said to be structurally stable if for any small perturbation of the origi-
nal differential equation & ( )x f x= , there is no qualitative variation of the solu-
tions in the phase space. The flow is said to be topologically equivalent to the
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original one [2]. Thus, sufficiently close vector fields f ′(different from f ) have
an equivalent phase portrait. Mathematical models of observable phenomena
are always structurally stable due to the unavoidable presence of perturbations
in real life. However, if a parameter is considered in the system, the phase por-
trait will be structurally unstable at the bifurcation points because the qualita-
tive variation in the stability of one of the system solutions necessarily gives rise
to a qualitative variation of the phase portrait.

The local bifurcations only depend on the stability properties of a given
steady-state solution (not on other elements of the phase portrait). These stabil-
ity properties vary with the system parameter. Thus, the bifurcation analysis
will be carried out in terms of the magnitudes that characterize the stability of
the solution. These magnitudes depend on the type of steady-state solution.
They will be the eigenvalues of the linearization in the case of a dc solution (see
Section 1.4 and Example 1.7), the Floquet multipliers in the case of periodic
solutions [3, 12, 13], and the Lyapunov exponents in the case of quasiperiodic
or chaotic solutions [13]. Only dc and periodic solutions will be considered in
this first section.

4.1.1 Local Bifurcations from the DC Regime

Let a nonlinear autonomous system of n dimension and having a parameter η
be considered:

( )& ,x f x= η (4.1)

with x R R f R R Rn n n∈ ∈ × →, , :η . The dc solutions of (4.1) x dc fulfill
0 = f x dc( , )η . According to the theorem of the implicit function [3] it is possi-
ble to solve the latter system for the dc solutions, as a function of the parameter
η η: ( )x xdc dc≡ . This provides what is often termed the solution path. The dc
solutions depend on η and so does the stability of these solutions. To analyze
this stability, a small perturbation ξ( )t R n∈ is introduced into the system. As is
already known, the smallness of the perturbation enables the following
linearization:

( )[ ]& ,ξ η ξ= Jf x dc (4.2)

with [Jf ] being the Jacobian matrix of (4.1). The general solution of (4.2) is
given by

( )ξ ξ ξ ξλ λ λt c e c e c et t
n

t
n

n= + + +1 1 2 2
1 2 K (4.3)
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where λi and the vectors ξ ι (i = 1 to n), respectively, are the eigenvalues and

eigenvectors of [Jf ] and ci (i = 1 to n) are constants depending on the initial
conditions ξ ξ( )0 = o . Actually, for different initial conditions ξ ξ( )0 = ′o , a dif-

ferent set of constants ′ =c i ni ( )1 to would be necessary to fulfill (4.3). The
eigenvalues may be real λi ≡ γi (i = 1 to m) or complex-conjugate λi,i+1≡ αi ± jω
(i = m + 1 to n – 1). In general, the dc point x dc is a hyperbolic equilibrium

point (see Section 1.4.2); that is, the real parts of all the eigenvalues Re[ ]λi (i =
1 to n) are different from zero Re[ ]λi ≠ 0 [4].

Clearly, for the solution x dc ( )η to be stable, all the eigenvalues must fulfill
Re[ ]λi < 0(i = 1 to n); that is, the perturbation ξ( )t must exponentially vanish
in time. Thus, all the eigenvalues must be located in the left-hand side of the
complex plane. If η is modified in a continuous way, the eigenvalues will also
(generally) vary: λ ηi ( ). They will describe a path in the complex plane. Then,
one or more of the eigenvalues of the linearized system may move from the
left-hand side of the complex plane to the right-hand side, as shown in Figure
4.1. The transversal crossing of the imaginary axis jω by a real eigenvalue or a
pair of complex-conjugate eigenvalues gives rise to a bifurcation. The particular
parameter value at which the bifurcation occurs [ ′η 0 in Figure 4.1(a) and ηo in
Figure 4.1(b)] is the bifurcation parameter value.

A bifurcation necessarily leads to a qualitative variation of the steady-state
solution. This is easily understood from the inspection of (4.3). The movement
of a real eigenvalue (or a couple of complex-conjugate eigenvalues) to the
right-hand side of the complex plane, for η η> ′o (or η η> o ), gives rise to one
exponent (or two complex-conjugate exponents) with positive real part in
(4.2). This leads to an exponential growth in time of the amplitude of the per-
turbation. This growth soon invalidates the linearization (4.2) about the dc
solution x t x dc( ) = . Actually, beyond the bifurcation, the system moves away
from this solution exponentially in time. As time increases, the solution pro-
vided by the linearization (4.2) x t x tdc( ) ( )= + ξ disagrees more and more with
the actual circuit solution. To obtain the new steady state, a new nonlinear
analysis of the circuit must be carried out.

In a codimension-one system, there are only two typical bifurcations
from dc regime [2, 6]. If a real eigenvalue crosses the imaginary axis, a turning
point or fold-type bifurcation is obtained [see Figure 4.1(a)]. If a couple of
complex-conjugate eigenvalues crosses the imaginary axis, a Hopf-type bifurca-
tion is obtained [9, 10], with the onset of a free-running oscillation [see Figure
4.1(b)]. When using two parameters, other bifurcations are possible
(codimension-two bifurcations) because of the simultaneous crossing of the
imaginary axis by eigenvalues of the same or a different nature. Other
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Figure 4.1 Bifurcations from a dc regime. (a) Fold or turning-point bifurcation. A real eigen-
value crosses the imaginary axis to the right of the complex plane for the bifur-
cation parameter value η η= ′o . (b) Hopf bifurcation. A couple of eigenvalues
cross the imaginary axis to the right of the complex plane for the bifurcation
parameter value η η= ′o .



codimension-one bifurcations from dc regime require symmetry or additional
constraints and are not structurally stable [2] in the sense that a slightly differ-
ent system (with a slightly different vector field and the same parameter) would
not exhibit the same bifurcation versus the parameter. For this reason, only
turning-point (or fold-type) and Hopf-type bifurcations will be studied here.

4.1.1.1 Turning-Point Bifurcation: Critical Eigenvalue λ γio io R= ∈
At a turning-point bifurcation, a real eigenvalue of the constant Jacobian
matrix (associated with the linearization about a given equilibrium point)
crosses transversally the imaginary axis through the origin. When the crossing
takes place, the determinant of the Jacobian matrix is equal to zero. The impli-
cations of this bifurcation over the evolution of the dc solution versus the
parameter x dc ( )η can be better understood if a circuit variable, such as one of
the state variables, is represented versus the parameter. At the turning-point
bifurcation, the solution curve folds over itself, exhibiting infinite slope at the
critical parameter value η = ηo. This is why turning-point bifurcations are also
known as fold bifurcations. To understand this, note that the real eigenvalue
crossing the imaginary axis at the bifurcation point gives rise, for η = ηo, to a
singular Jacobian matrix because one of its eigenvalues is λ γio io= =0. The rea-
son a singular Jacobian matrix gives rise to an infinite slope of the solution
curve X dc ( )η was shown in Section 2.5 and will not be repeated here.

The folded curve gives rise to a multivalued solution, as shown in Figure
4.2. However, the points in the upper and lower sections of the curve have dif-
ferent stability properties. Above and below the turning point, there is either
one more or one less unstable eigenvalue; the number of eigenvalues in the
right half of the complex plane is different in one (provided no other bifurca-
tions take place along the solution path). If one of the two sections (upper or
lower with respect to the turning point) is stable (zero eigenvalues with positive
real part), the other will necessarily be unstable due to the crossing of the imagi-
nary axis by one real eigenvalue at the turning point.

If the upper section of the dc solution path X dc ( )η consists of solutions of
node (saddle) type, the lower section will consist of solutions of saddle (node)
type. Versus the parameter η, as the bifurcation value ηo is approached, the
node and the saddle approach each other and collide at the bifurcation point.
This gives rise to a saddle-node bifurcation [2]. Figure 4.3 shows the phase por-
trait before and after the bifurcation. For η < ηo [Figure 4.3(a)] there are two
equilibrium points of node and saddle type. Only the node will be physically
observed. For η = ηo, the node and the saddle collide. This critical situation is
depicted in Figure 4.3(b). The collision gives rise to a local annihilation of the
two equilibrium points, every solution going to infinity for η > ηo. This is
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shown in Figure 4.3(c). To clarify the above ideas, the evolution of the dc solu-
tions of a damped oscillator will be analyzed in Example 4.1.

Example 4.1: Saddle-node bifurcation in a damped oscillator

A damped oscillator is modeled with the following equation:
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Figure 4.2 Fold-type bifurcation of a dc regime.

Figure 4.3 Saddle-node bifurcation. Evolution of solutions in the phase space versus the
parameter. (a) Saddle and node; (b) collision of saddle and node; and (c) annihi-
lation of solutions.



&& &x ax bx+ + − =2 0η (4.4)

where a and b are positive constants, and the parameter fulfills η ≥ 0. The
above equation can be transformed, through the introduction of a new variable
y, into a system of two differential equations of first order:

&

&

x y

y ay bx

=

= − − +2 η
(4.5)

The system has two dc solutions that are given by

x
b

ydc dc= ± =
η

; 0 (4.6)

The stability of these solutions is analyzed by linearizing (4.5). The corre-
sponding linear system, in terms of the perturbation, is given by

ξ

ξ

ξ

ξ
x

y dc

x

yb x a





=

− −











0 1

2
(4.7)

where x dc will be particularized later on. The two eigenvalues of the above
Jacobian matrix are given by

λ dc
dca a bx

1 2

2 8

2, =
− ± −

(4.8)

The two dc solutions x
bdc 1 =
η

and x
bdc 2 = −
η

can now be replaced into

(4.8) to obtain the two eigenvalues of each solution:

λ

η
η

λ

dc dc

dc

a a b
b x

b

a a

1

2

1

2

8

2
=
− ± −

=

=
− ±

for the solution

2

2

8

2

+
= −

b
b x

bdc

η
η

for the solution

(4.9)
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For a b
b

2 8 0− >
η

, the two solutions (4.6) will have a pair of distinct real

eigenvalues. The equilibrium point x dc 1 will have two different negative eigen-
values and will be a stable node. The equilibrium point x dc 2 will have a positive
and a negative eigenvalue and will be a saddle. It is clear from (4.9) that, as the
positive parameter decreases to zero, the two solution points approach each
other, colliding for η = 0. At the collision, the single solution point has eigen-
values λ dc = 0 and λ dc a= −2 . The determinant takes a zero value and the slope
of the solution curve X dc ( )η tends to infinity. This is a turning-point bifurca-
tion of the saddle-node type.

4.1.1.2 Hopf Bifurcation: Critical Eigenvalues λ σ ωio i o i ij C, + = ± ∈1

For two complex-conjugate eigenvalues crossing the imaginary axis at ± jω , a
Hopf-type bifurcation of the dc solution is obtained (Figure 4.4). In a direct
Hopf bifurcation, the pair of complex-conjugate eigenvalues crosses the imagi-
nary axis jω , versus the parameter, towards the right-hand side of the complex
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Figure 4.4 Hopf bifurcation. (a) Supercritical: for η η= o , the equilibrium point is an unsta-
ble focus, and the limit cycles are stable. (b) Subcritical: The limit cycles
already exist for η η< o . The equilibrium point is a focus attractor, while the
limit cycle is unstable.



plane. In an inverse Hopf bifurcation, the pair of complex-conjugate eigenval-
ues crosses the imaginary axis jω , versus the parameter, towards the left-hand
side of the complex plane.

The Hopf bifurcation is associated with the change of sign in the damp-
ing of an oscillator. Thus, a stable focus changes to an unstable focus in the
increasing or decreasing parameter sense. An example of this has already been
encountered in Example 1.7 (see Figure 1.19). Considering the situation of
Figure 4.1(b), for η > ηo, the two complex-conjugate eigenvalues
λ η σ η ω ηio i o j, ( ) ( ) ( )+ = ±1 give rise to an oscillating transient at the frequency
ω η( ), leading to a stable limit cycle [see Figure 4.4(a)]. Thus, for η > ηo, the dc
solution x x dc≡ ( )η will no longer be physically observable. Instead, a period-T

solution x x to≡ ( , )η will be obtained with T =
2π

ω
. The frequency ω of this

limit cycle will be close to the one provided by the unstable couple of complex
eigenvalues ω ω η≅ ( ).

As a final comment, at the Hopf bifurcation ( )η η− o , there is a critical
situation for which the couple of complex-conjugate eigenvalues take the
purely imaginary value λ η ωi i o oj, ( )+ = ±1 . For η η= o , the condition
Re[ ] ( )λi i n≠ =0 1to is not fulfilled, and the equilibrium point is not hyper-
bolic. Under any infinitesimal variation of the parameter, the system will
behave either as a stable focus or as an unstable one. Thus, the system is struc-
turally unstable at this point.

To clarify the ideas, Example 4.2 analyzes in detail the Hopf bifurcation
of the cubic nonlinearity oscillator encountered in Example 1.7.

Example 4.2: Hopf bifurcation in the cubic nonlinearity oscillator

Example 1.7 analyzed the stability of the equilibrium point
x idc L C= =( , ) ( , )ν 0 0 by linearizing (1.4) about that point and finding the
eigenvalues of the associated Jacobian matrix. These eigenvalues have the fol-
lowing expression:

λ1 2

21

2
4

1
, = − +



 ± +



 −

+









R
L

a
C

R
L

a
C

Ra
LC

(4.10)

Here the resistance R will be considered as the system parameter η ≡ R. For R

values fulfilling
R
L

a
C

Ra
LC

+



 −

+
<

2

4
1

0, the eigenvalues (4.10) are
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complex-conjugate. On the other hand, it is clear that for
R
L

a
C

+ >0, the sys-

tem damping is positive and the equilibrium point x idc L C= =( , ) ( , )ν 0 0
behaves as a stable focus. Thus, this point will be physically observed (see Fig-

ure 1.19). This condition is fulfilled for R > Ro with R
a L

Co = − =1.2 Ohm. At

R = Ro, the damping is zero and the equilibrium point is structurally unstable.
For R < Ro, the equilibrium point behaves like an unstable focus, giving rise to
an oscillating transient of increasing amplitude (see Figure 1.6).

Two different types of Hopf bifurcations are possible [9]. The case
depicted in Figure 4.4(a) corresponds to a supercritical Hopf bifurcation. The
stable dc solution becomes unstable at the bifurcation point, giving rise to sta-
ble limit cycles that surround the unstable dc solution. A different situation is
depicted in Figure 4.4(b). In this case, unstable limit cycles are generated at the
Hopf bifurcation and coexist with the stable dc solution for parameter values
that are smaller than the bifurcation parameter value ηo. This kind of bifurca-
tion is called subcritical Hopf bifurcation. When the dc solution becomes unsta-
ble, there is no stable solution in its neighborhood.

When it is time to carry out a graphical representation of a Hopf bifurca-
tion, it can be very helpful to use frequency-domain magnitudes, such as the
first harmonic component of a representative circuit variable or the output
power. This provides a diagram of the type shown in Figure 4.5. It is a very
simple example of bifurcation diagram. The two possibilities of supercritical
[Figure 4.5(a)] and subcritical [Figure 4.5(b)] Hopf bifurcation have been con-
sidered, showing the different stability situations obtained in each case. Actu-
ally, there is a relationship between the stability of the new solution path,
constituted of periodic solutions, and that of the bifurcating path, constituted
of dc solutions. The two types of bifurcation, versus the parameter η, can be
formulated as

dc dc P

dc P dc
S u S

u S s

→ +
+ →

Supercritical, direct Hopf

Supercritical, inverse Hopf

Subcritical, diredc P dcS u u+ → ct Hopf

Subcritical, inverse Hopfdc dc Pu s u→ +

(4.11)

where dc stands for dc solution, P for periodic solution, s for stable, and u for
unstable.
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Finally, note that the subcritical Hopf bifurcations are usually associated
with a turning point in the newly generated periodic path [see Figure 4.5(b)]. If
this happens, limit cycles will generally exist before and after the bifurcation.
This turning point is, of course, a bifurcation from periodic regime and will be
treated in detail in the next section.

4.1.2 Local Bifurcations from the Periodic Regime

The basis of the analysis of local bifurcations from the periodic regime is similar
to that of bifurcations from dc regime. A parameter of interest η is considered
in the system, determining the possible qualitative variations of the stability of
the periodic solution as this parameter evolves. For the stability analysis, a small
perturbation is applied to the periodic solution, which enables the system line-
arization about this solution, in an analogous way to the linearization about an
equilibrium point. The main difference between the analysis in the case of a dc
solution or in the case of a periodic solution comes from the magnitudes that
characterize the solution stability. In the case of a dc solution, these magnitudes
are, as is already known, the eigenvalues of the constant Jacobian matrix of the
linearized system. In the case of a periodic solution, they are the Floquet multi-
pliers of the periodic Jacobian matrix [3, 12, 13]. Due to their crucial role in
the bifurcation analysis of periodic regimes, the stability analysis through Flo-
quet multipliers will be presented in detail in the following section.

4.1.2.1 Floquet Multipliers

A general nonlinear circuit of n dimension, either autonomous or nonautono-
mous, is considered. In the case of a nonautonomous circuit, there is a periodic
forcing term of period T in the system equations. These equations are given by
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Figure 4.5 Bifurcation diagram for a Hopf bifurcation from a dc regime: (a) supercritical
bifurcation, and (b) subcritical bifurcation.
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(4.12)

where the periodically forced nonautonomous system has been converted to an
autonomous one.

Let (4.12) have a periodic solution x to ( ) of period T. With the aim of
analyzing the stability of this solution, a general perturbation ξ( )t will be con-
sidered. The smallness of the perturbation enables the linearization of (4.12)
about the steady-state solution x to ( ), obtaining the following linear system:

( ) ( )( )[ ] ( )&ξ ξt J x t to= (4.13)

Before continuing, note the difference between (4.2) and (4.13). This differ-
ence is in the nature of their respective Jacobian matrixes. In (4.2), the nonlin-
ear system is linearized about a dc solution, so the Jacobian matrix is constant.
In (4.13), the nonlinear system is linearized about a periodic solution of period
T, so the Jacobian matrix is periodic with the same period T. Thus, (4.13) is a
linear system of periodic coefficients, and its general solution is given by

( ) ( ) ( ) ( )ξ ν ν νλ λ λt c e t c e t c e tt t
n

t
n

n= + + +1 1 2 2
1 2 K (4.14)

where ν 1 ( )t to ν n t( ) are periodic vectors, λ1 to λn are real or complex-conjugate
exponents, and c1 to cn are constants, which depend on the initial conditions.
Actually, for a different initial point ξ ξ( )0 = ′o , a different set of constants
′ ′c c n1K would be necessary to fulfill (4.14).

As in the case of dc solutions, to determine the stability of the periodic
solution x to ( ), it will be necessary to find out what happens with the perturba-
tion ξ( )t as time evolves. Generally speaking, for the periodic solution to be sta-
ble, the perturbation must exponentially vanish in time. However, in the case of
periodic solutions of autonomous circuits (see Section 1.1), the perturbations in
the direction of the limit cycle do not vanish in time, even when the solution is
stable [14]. Instead, they lead the solution to a different point of the cycle. This
comes from the fact that, as is already known, because of the time-independence
of the vector field, the periodic solution of an autonomous system is invariant in
the direction of the limit cycle (see Section 1.3 and Figure 1.5).

In a system of order n, there will be n independent solutions ξ i t( ) with i =
1 to n. This set of n independent solutions is not unique. To obtain a basis of
solutions, a set of linearly independent vectors ξoi with i = 1 to n must be
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chosen. Then, each of the independent solutions of (4.13), ξ i t( ), is obtained by
integrating (4.13) from a different vector of initial conditions ξ io . Once a set
of n independent solutions has been determined, it is possible to write the fun-
damental matrix [6–8] of solutions of (4.13). This is a matrix whose columns
are constituted by the independent solutions of (4.13):

( ) ( ) ( ) ( )[ ]ψ ξ ξ ξt t t tn= 1 2 K (4.15)

A convenient choice for the n independent vectors of initial conditions ξ io is
the one given by the columns of the identity matrix, that is,

[ ] [ ]ξ ξ ξ ξoo o oi on= =



















1

1 0 0

0 1 0

0 0

0 1

K K

K

K

M O

K K

(4.16)

A set of independent solutions is obtained from the integration of (4.13) from
each of these initial conditions. Replacing these solutions into (4.15), the so-
called canonical fundamental matrix[ ( )]ψm t is obtained. This matrix satisfies

( )[ ] [ ]ψm I0 = (4.17)

with [I ] being the identity matrix.
What is interesting about the canonical fundamental matrix is that any

other matrix of fundamental solutions[ ( )]ψ t can easily be expressed in terms of
[ ( )]ψm t . If the matrix fulfills [ ( )] [ ]ψ 0 = C with [ ]C , an arbitrary n × n matrix,
with columns composed of independent vectors, it is possible to write

( )[ ] ( )[ ][ ]ψ ψt t Cm= (4.18)

where (4.17) has been taken into account.
In particular, we are going to apply (4.18) to the matrix [ ( )]ψm t T+ .

This matrix is also a fundamental matrix of solutions of (4.13) because of the
periodicity of the Jacobian matrix:

( )[ ] ( )( )[ ] ( )[ ]
( )( )[ ] ( )[ ]

&ψ ψ

ψ

m o m

o m

t T Jf x t T t T

Jf x t t T

+ = + + =

+
(4.19)

190 Stability Analysis of Nonlinear Microwave Circuits



Thus,[ ( )]ψm t T+ must be able to be expressed in the form (4.18):

( )[ ] ( )[ ][ ]ψ ψm m oot T t C+ = (4.20)

where [Coo] is a matrix of constants. Note that ( )[ ] ( )[ ]ψ ψm mt T t+ ≠
because the solutions of (4.13) are not periodic, as can be gathered from the
exponential dependence of (4.14). The matrix of constants [Coo] can easily be
determined from (4.20), by making t = 0. Then

( )[ ] [ ][ ] [ ]ψm oo ooT I C C= = (4.21)

where the fact that [ ( )]ψm t is a canonical fundamental matrix has been taken
into account. Thus,[ ( )] [ ]ψm ooT C= , and the following relationship is fulfilled:

( )[ ] ( )[ ] ( )[ ]ψ ψ ψm m mt T t T+ = (4.22)

and, in general,

( )[ ] ( )[ ] ( )[ ]ψ ψ ψm m m

k
t kT t T+ = (4.23)

with k integer.
The relationship (4.23) is very useful to find out what happens with the

perturbation as time tends to infinity. To see this, the initial value of the per-
turbation ξ ξ( )0 = o is expressed in terms of the identity basis by just making
ξ ξ( ) [ ]0 = I o . Then, the evolution in time of the perturbation ξ( )t can be
written

( ) ( )[ ]ξ ψ ξt tm o= (4.24)

Thus, taking (4.23) into account, the limit of (4.24) as time tends to infinity is
given by

( ) ( )[ ] ( )[ ] [ )lim limt k m m

k

ot T T→∞ →∞= ∈ξ ψ τ ψ ξ τwith 0, (4.25)

where the limit t →∞ has been expressed as lim k kT→∞ +τ with τ ∈ [ , )0 T and
k integer. Because [ ( )]ψ τm is necessarily bounded in the limited interval [0,T ),
due to its continuity, the fate of the perturbation (extinction or growth) will
exclusively depend on the matrix [ ( )]ψm T . The canonical fundamental matrix,
evaluated at t = T is called monodromy matrix [6–8].
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The eigenvalues of the monodromy matrix mi (i = 1 to n) are the Floquet
multipliers. The multipliers are calculated from

( )[ ] ( )ψ ν νm mi i miT m T i n= =1K (4.26)

where νmi are the matrix eigenvectors. The multipliers are constant quantities
that can be real or complex-conjugate. Now, taking (4.26) and (4.23) into
account, it will be possible to write

( )[ ] ( ) ( )[ ]
( )

ψ ν ν ψ ν

ν

m mi i mi m

k

mi

i
k

mi

kT m kT T

m T i n

= = =

= 1K
(4.27)

In (4.24), the initial perturbation ξo had been expressed in terms of the iden-
tity basis to apply (4.18). However, ξo , can also be expressed in the basis pro-
vided by the Floquet eigenvectors: ξ ν ν ν ξo m mi mn om= [ ]1K K . Then, the
solution of (4.13) is given by

( ) ( )[ ]ξ ψ

ν ξ

ν ξ

ν ξ

t kT t

m

m

m
m

l
k

m om

i
k

mi omi

n
k

mn omn

+ =

+ +

+ +









1 1 K

K [ )








∈witht T0, (4.28)

Because [ ( )]ψm t is necessarily bounded in the interval [0,T ), the growth or
decay of the perturbation as time tends to infinity will only depend on the mul-
tipliers. For mi > 1in a given direction νmi , the perturbation grows unbound-
edly in that direction (in this linearized calculation). If mi <1, the perturbation
vanishes in time. In periodic solutions of autonomous systems, the perturba-
tions in the direction of the limit cycle necessarily remain in this cycle because
of its invariance under the flow. Thus, assuming that the particular vector νmn

is tangent to the periodic orbit, the corresponding multiplier will be mn = 1. It
is clear that in order for the periodic orbit to be stable, the rest of the Floquet
multipliers associated with vectors νmi transversal to the cycle must fulfill

m i ni < = −1 1 1K (4.29)

It must also be noted that because m kT m Ti i
k( ) ( )= , the Floquet multipliers

must have an exponential expression:

m e i ni
Ti= =λ 1K (4.30)

192 Stability Analysis of Nonlinear Microwave Circuits



It is easily shown that the exponents λi agree with [12] the exponents in the
general solution (4.14) and the periodic vectors are ν ψ νλ

i
t

m mit e ti( ) [ ( )]= − .
Note that there is not a unique (one-to-one) relationship between the Floquet
exponents and multipliers. Actually, it is possible to write

( )m e e ei
T

jn
T

T
jn Ti

i
i o= = ≡

+

 




+λ
λ

π
λ ω

2

(4.31)

with T the period of the periodic solution and ωo the associated angular
frequency.

For the stability of the periodic solution of an autonomous system, its
Floquet exponents i = l … n − 1 must be located on the left-hand side of the
complex plane. When this is the case, the perturbation exponentially vanishes
in time. In terms of the Floquet multipliers, for stability the Floquet multipliers
i = l … n − 1 must all be located inside the unit circle (Figure 4.6). The practi-
cal calculation of Floquet multipliers in electronic circuits can be carried out
through the algorithms in [13].

4.1.2.2 The Three Main Local Bifurcations from the Periodic Regime

For the bifurcation analysis of periodic regimes, a parameter η will be intro-
duced in the nonlinear system (4.12):

( )& ,x f x x
T

x

n

n

= =

=






η

θ

π2
0

nonautonomous

autonomous
(4.32)
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Figure 4.6 Floquet multipliers: representation of the three main types of local bifurcation
from a periodic regime.



The system is assumed to have a periodic solution x to ( , )η for a certain parame-

ter interval. The frequency of this solution is ω
π

o
oT

=
2

. This frequency will

depend on the parameter ω ω ηo o≡ ( ) in the case of an autonomous circuit or
will be delivered by an input RF generator in the case of a nonautonomous
(forced) one. For the solution to be stable, all its associated Floquet multipliers
mi (with i = 1 to n − 1 in the case of an autonomous system) must be located
inside the unit circle. The fulfillment of this condition will generally depend on
the parameter value. Actually, as η varies, one or more Floquet multipliers may
cross the border of the unit circle and escape from it. The solution x to ( , )η
becomes unstable and a bifurcation takes place in the system for the particular
parameter value η η= o at which the border of the circle is crossed.

There are three main local bifurcations that can be obtained from a peri-
odic regime, depending on the point or points of the unit circle that are crossed
by the real multiplier or the pair of complex-conjugate multipliers.

1. Multiplier Crossing the Unit Circle Through (1,0): Direct-Type Bifurca-
tion. A real Floquet multiplier crosses the border of the unit circle
through the point (1,0) as the parameter η is varied. This gives rise to
a qualitative change in the stability of the solution without a qualita-
tive variation of the fundamental frequency along the solution curve
and without the generation of a new fundamental or subharmonic
frequency. To see this, note that a multiplier mk = 1 means

m e e ek
j

j n
T

T
jn To= = = ≡

+

 




1 2
0

2
π

π
ω (4.33)

with ωo being the frequency of the periodic solution. Note that in
(4.33), the nonunique relationship between Floquet multipliers and
exponents has been taken into account. From (4.14) and (4.33) and
assuming that the remaining Floquet multipliers are still inside the
unit circle, the perturbation beyond the bifurcation point ηo will ini-
tially grow as

( ) ( )ξ η νη
σ

η
ηt c e tk
t

k
k, = (4.34)

where contributions from other terms in (4.14) have been neglected.
Note that because the vector ν ηk t( ) is periodic at the frequency ωo, the
qualitative change of stability takes place without the generation or
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disappearance of fundamental frequencies. Because the solution curve
becomes unstable at the D-type bifurcation, the system cannot con-
tinue evolving along this curve, so a jump phenomenon will generally
take place. This and other possible implications of this bifurcation in
the system behavior will be analyzed in detail in Section 4.2.

2. Multiplier Crossing the Unit Circle at (−1,0): Flip- or Indirect-Type
Bifurcation. When a multiplier crosses the unit circle at (−1,0), there
is a division by two of the fundamental frequency ωo of the periodic
regime. This gives rise to a subharmonic oscillation, commonly
encountered in the experiment. Actually, a multiplier mk = −1 means

− = = ≡
+


 


 


 




1
2

2e e ej
j

T
n

T
T j To

π
π π ω

(4.35)

Taking (4.35) and (4.14) into account, and assuming that the
remaining Floquet multipliers are still inside the unit circle, the per-
turbation beyond the bifurcation point ηo will initially grow as

( ) ( )ξ η νη

σ
ω

η η

σ
ω

η η

t c e t c ek

j t

k k

jk
o

k
o

, = ++
+


 




+ −
−


 




2 2 ( )
t

k tν η
− (4.36)

where contributions from other terms in (4.15) have been neglected,
and the vectors ν ηk t+ ( ) and ν ηk t− ( ) are complex-conjugate. These vec-

tors are periodic at the frequency ωo, so from the inspection of (4.36),
the flip bifurcation gives rise to the onset or disappearance of a subhar-

monic at
ωo

2
. In the former case, the real Floquet multiplier escapes

from the circle through the point −1 (direct flip bifurcation). In the
latter case, the real Floquet multiplier enters the circle through the
point −1 (inverse flip bifurcation).

3. Pair of Complex-Conjugate Multipliers Crossing the Unit Circle at e j± θ :
Secondary Hopf Bifurcation or Naimark Bifurcation. When a pair of
complex-conjugate multipliers escapes from the unit circle through
e j± θ , a new fundamental frequency nonrationally related with ωo
arises in the system. Actually, a multiplierm ek

j= θ means

1 2
2 2

e e e ej j
j

T
n

T
T

j Toθ α π
α

π π
αω= = ≡

+

 




(4.37)
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with α≠
m
n

The new frequency, nonrationally related to ωo, can be renamed
ω αωa o= . Then, from (4.14) and (4.37), and assuming that the
remaining Floquet multipliers are still inside the unit circle, the per-
turbation, beyond the bifurcation point ηo, will initially grow as

( ) ( ) ( ) ( ) ( )ξ η ν νη
σ ω

η η
σ ω

η
η ηt c e t c e tk

j t
k k

j t
k

k a k a, = ++ + + − − − (4.38)

where contributions from other terms in (4.15) have been neglected
and the vectors ν ηk t+ ( ) and ν ηk t− ( ) are periodic with fundamental fre-
quency ωo and complex-conjugate. The inspection of (4.38) shows
the presence of two nonrationally related fundamentals, ωo and ωa,
giving rise to a quasiperiodic regime.

A more detailed study of the bifurcations from the periodic regime can be
carried out in terms of the Poincaré map. This analysis provides information
about the stability variations at the bifurcation points of the existing (bifurcat-
ing) solutions and about the stability of the newly generated solutions. It will
be the object of the following section.

4.2 Bifurcations of the Poincaré Map

The stability analysis to be carried out in this section is applied to the periodic
solutions of a forced nonlinear system, although the results can equally be used
in the case of periodic solutions of an autonomous system. The bifurcation
analysis is based on the stability properties of the Poincaré map [15, 16]. Let
the periodic solution x t R n( ) ∈ of a nonlinear forced circuit be given by the
expression

( ) ( )x t t xo= ϕ , (4.39)

where xo is the initial value. The above expression, in terms of the flow ϕ, pro-
vides the value of x after a time interval t, when the initial point is xo .

As is already known (see Section 1.5), the Poincaré map of a solution is
given by the intersection of this solution with a transversal surface, which
enables a dimension reduction of the solution. The Poincaré map of a
nonautonomous circuit with a periodic forcing generator of period T can be
obtained by sampling its solution at integer multiples of T. Actually, sampling
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a solution at the time values t nTo + is equivalent to considering the intersec-

tions of the solution with the transversal surface θ
π

o oT
t=

2
. In the case of the

solution (4.39), the first iteration of the Poincaré map is obtained from (see
Section 1.5):

( ) ( )P x T xo o= ϕ , (4.40)

If xo is a point belonging to the T-periodic steady-state solution, then

( )P x xo o= (4.41)

and in general, ( )P x x pp
o o= ∀ ≥ 1, where the super-index indicates the itera-

tion number or the number of successive applications of the map. In the case of
a kT-periodic solution, k distinct fixed points x x xo o ok, ,2 1− would be obtained
through the application of the map.

For the sake of simplicity, a period-T solution with a single fixed point xo

is considered here. For the stability analysis of the periodic solution, a small
perturbation ξ( )t has to be considered. The implications of the perturbation
over the Poincaré map are such that, as was has already been shown in Section
1.5.1, in the case of stability (instability), the points resulting from the succes-
sive applications of the map converge (diverge), to (from) the fixed point xo

(see Figure 1.22). Thus, the stability of the periodic solution x t t xo( ) ( , )= ϕ , in
terms of the continuous flow ϕ, agrees with the stability of the fixed point xo ,
in terms of the (discrete) Poincaré map P.

For the stability analysis of the fixed point xo , a small perturbation ∆xo

will be considered. To obtain the evolution of this perturbation under the dis-
crete map P, and due its smallness, it will be possible to linearize the map P
about xo . This linearization is conceptually equivalent to the linearization of
the vector field f that has been carried out in the former sections. The linearized
map is given by

( )[ ]∆ ∆x JP x xo o1 = (4.42)

where [JP] is the jacobian matrix of the Poincaré map, and x x xo1 1= + ∆ pro-
vides the first iteration of the map. The next point of the map (under this line-
arization) is calculated from

( )[ ] ( )[ ]∆ ∆ ∆x JP x x JP x xo o o2 1

2= = (4.43)
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and, in general,

( )[ ]∆ ∆x JP x xk o

k

o= (4.44)

For the above relationships, it is clear that for stability, all the eigenvalues of the
linearized matrix[ ( )]JP xo must have a modulus less than than one. This stabil-
ity condition reminds us of the condition imposed on the Floquet multipliers.
In fact, the eigenvalues of [ ( )]JP xo agree with the Floquet multipliers of the
linearized system (4.13), except for the fact that because the Poincaré map is
calculated as the intersection of the solution with a transversal surface, it has
one less dimension than the original system.

In the case of the periodic solutions of autonomous systems, the transver-
sal intersection eliminates the direction for which the periodic steady-state
solution is invariant. It can easily be shown that the eigenvalues of the linear-
ized Poincaré map agree with the n − 1 Floquet multipliers (eigenvalues of the
monodromy matrix) different from unity. Actually, it has already been shown
that the Floquet multiplier m n = 1 was associated with perturbations in the
direction (invariant to the flux) of the periodic orbit.

A fixed point xo of the map is called hyperbolic if none of the n − 1 eigen-
values of[ ( )]JP xo has a modulus equal to unity. Nonhyperbolic fixed points are
either bifurcation points or degenerate points whose stability cannot be pre-
dicted through the linearization (4.42), needing higher order terms in the
Taylor-series expansion of the Poincaré map P xo( ) . The stable subspace E s of
[ ( )]JP xo is spanned by the eigenvectors associated with multipliers with modu-
lus less than one. In the same way, the unstable subspace E u of [ ( )]JP xo is
spanned by the eigenvectors associated with multipliers with modulus greater
than one. For hyperbolic fixed points, the central subspace spanned by the
eigenvectors associated with multipliers with modulus equal to one is, of
course, empty, so R E En s u− = ⊕1 .

For an in-depth analysis of the bifurcations from periodic regimes, a use-
ful classification of hyperbolic fixed points xo has been introduced in [15, 16].
This classification is based on the characteristics of the projection of the matrix
[ ( )]JP xo over its unstable subspace E u . The resulting matrix is called here [Lu].
Two different magnitudes are evaluated: the dimension of Eu and the sign of
the determinant of [Lu]. The hyperbolic fixed point xo is called direct for a posi-
tive sign of the determinant of [Lu] and indirect for a negative sign of this deter-
minant. The fixed point xo is of positive type for an even dimension of E u and
of negative type for an odd dimension of E u . This is summarized in the
following:
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dim
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E
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N

L
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u

u

Even type

Odd type
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N

→
→





→
egative type→



 I

(4.45)

Thus, according to the parity of dim E u and the sign of the determinant
det[ ]Lu , the possible types of fixed point can be denoted PD, PI, ND, and NI
[see (4.45)]. In the particular case of a stable fixed point xo , the number of
unstable multipliers is zero, and the point is considered to be of PD-type.

If the Floquet multipliers associated with a hyperbolic fixed point xo are
known, the type of the point can immediately be identified. These Floquet
multipliers can be real or complex, so for a given fixed point xo , the set of
unstable multipliers will be composed of a real multipliers greater than 1, b real
multipliers less than −1, and c complex multipliers with module greater than
one. The total number (nT = a + b + c) of unstable multipliers provides the
dimension of E u . The sign of the determinant is determined by b (number of
real multipliers less than −1). For odd b, the sign of the determinant is negative.
For even b the determinant sign is positive. On the other hand, the parity of
dim Eu only depends on a + b. Note that because the complex multipliers
appear in complex-conjugate pairs, they do not have an influence either on the
parity of the dimension of Eu or in the sign of det[Lu]. Based on a and b, an
index can be associated with the fixed point xo , with respect to the kth iteration
of the map P k [see (4.42)].

( ) ( ) ( )ind x ko
a b k, = − + −1 1 (4.46)

The index value depends on the type of point because so do the integers a and
b. This is shown in Table 4.1.

To study the possible bifurcations of a fixed point xo of the Poincaré
map, a closed ball B of n − 1 dimensions can be considered about this point
[16]. The ball is mathematically expressed as

{ }B x R x x rn
o= ∈ − ≤−1 / (4.47)

It is assumed that when the map is applied as a whole to all the points in the
ball B, only the fixed point xo is initially obtained (for given values of the cir-
cuit parameters). However, variations in a circuit parameter η may lead to the
generation of new fixed points of the map inside the ball, which would be the
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result of a bifurcation taking place in the system. The map dependence on the
parameter is explicitly stated P η .

As an example of what may happen in the ball when considering the
variation of a parameter η, a direct flip bifurcation would give rise to two fixed
points of the map, P x xo o

1
1( ) = , P x xo o

2 ( ) = , because of the new 2T periodic-

ity of the solution. In the case of a direct Hopf bifurcation, a whole closed
curve, invariant under the map, would be obtained. This agrees with the fact
that when considering a periodic regime of fundamental frequency ωo, the
onset a new fundamental frequency ωa (through the direct Hopf bifurcation)
gives rise to a torus in the phase space. The corresponding Poincaré map,
obtained through the intersection of the torus with the transversal surface

θ θ
π

= =o oT
t

2
, is a closed curve.

An important property of the Poincaré map is that, provided that the sur-
face of the ball B defined in (4.47) does not cross any fixed points and no fixed
points are originated on the ball surface, the summation of the indexes of all
the fixed points contained in the ball remains constant under the continuous
deformation of the ball surface S. This total index helps predict and analyze the
different bifurcations. The index of the ball is just the summation of the
indexes of all the fixed points that are contained in this ball [16]:

( ) ( )ind indS k x ko
x Bo

, , , ,η η=
∈
∑ (4.48)

where the number k indicates that the index is calculated with respect to Pk.
The usefulness of ball index (4.48) for the study of bifurcations will be

shown in the following. In the analysis, a stable periodic solution of period T
will initially be considered, giving rise to a single fixed point of the Poincaré
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Table 4.1
Classification of Fixed Points of the Poincaré Map

Type det[Lu] dim Eu b a
Index
ind( , ) ( ) ( )x ko

a b k= − + −1 1

PD Positive Even Even Even + 1

PI Negative Even Odd Odd (–1)k

ND Positive Odd Even Odd –1

NI Negative Odd Odd Even (–1)k + 1



map xo . Because the point is stable, it will be of PD-type. From Table 4.1, the
associated index is ind( , )x ko = 1. Initially, the ball B only contains the fixed
point xo . Then its associated index will be ind( , , )S k η = 1. When a parameter
η is modified, the three possible types of bifurcation are analyzed as follows.

4.2.1 Flip-Type Bifurcations

As is already known, flip bifurcations take place when (for a certain parameter
value ηo) a Floquet multiplier crosses the unity circle through the point (−1,0).
In the example we are treating here, the multiplier leaves the unit circle because
of the initial stability of xo . Thus, the number of unstable multipliers increases
in one after the bifurcation. There is one unstable eigenvalue more after the
bifurcation. This modifies the parity of E u , so the fixed point xo (initially of P
type) will become N-type (odd dimension of E u ). On the other hand, the new
negative multiplier will change the sign of det[Lu], which becomes negative (or
I-type). Thus, at the bifurcation parameter value ηo, the fixed point xo changes
its type from PD to NI.

According to Table 4.1, the new index of xo , after the flip bifurcation,
will be ind( , ) ( )x ko

k= − +1 1 . It will be 1 for k odd and −1 for k even. Thus, its
value depends on the number of repeated applications of the Poincaré map P k .
For P 1 , ind( , )xo 1 1= before and after the bifurcation. However, for P 2 , we
have ind( , )xo 2 1= before the bifurcation and ind( , )xo 2 1= − after the bifurca-
tion. This is in contradiction with the fact that the index of the ball must
remain invariant before and after the bifurcation. Thus, some additional fixed
points must have been created inside the ball to compensate for the disagree-
ment. The transformation under which the index of the ball keeps constant is
the following [16]:

PD NI PDo o↔ +1
22 (4.49)

where the subindex indicates the dimension of the unstable subspace E u and
the superindex indicates the periodicity of the fixed points (1 is omitted). The
double arrow indicates that the bifurcation may take place in the direct sense
(arrow pointing rightwards), giving rise to a direct flip bifurcation, or in the
inverse sense (arrow pointing leftwards), giving rise to an inverse flip
bifurcation.

As shown in (4.49), two new fixed points must have been created inside
the ball after the bifurcation. These points are fixed points of P 2 . In terms of
the flow , the bifurcation gives rise to two period-2 solutions that are 180° out
of phase. As shown in (4.49), in order for the index of the ball to keep constant
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before and after the bifurcation, the newly generated points must be of
PD-type. Taking Table 4.1 into account, this can be written as follows:

( ) ( ) ( )ind ind indPD NI PD, , ,2 2 2 2 1 2 1 12= + = − + ⋅ = (4.50)

As shown in (4.49), if a stable period-T solution suffers a flip bifurcation, it will
become unstable after the bifurcation. However, the newly generated period-2
solution will be stable. Note that this stability information was missing in
the analyses of Section 4.1. An example of flip bifurcation will be shown in
Example 4.3.

Example 4.3: Flip-type bifurcation in an IMPATT-based circuit

The diagram of Figure 4.7 is an expanded view of Figure 1.20. This figure
shows the qualitative variations in the solution of an IMPATT-based circuit
versus the input-generator amplitude Ig through application of the Poincaré
map [17]. For each generator value, the circuit is solved versus the parameter
through time-domain integration, using the nonlinear model for the IMPATT
diode in [17, 18]. Then, once the solution has reached the steady state, samples
of the diode voltage are taken at integer multiples nT of the input-generator
period. Note that because of the use of time-domain integration, only stable
steady-state solutions can be obtained. For low values of the input-generator
amplitude, the sampling at nT provides one single fixed point (see Figure 4.7).
This indicates a stable periodic solution of period T. Thus, the fixed point will
be of PD-type. For Ig o = 0.17 A, there is a qualitative variation in the diagram,
obtaining for Ig Ig o> two fixed points of the map. A stable period-2 solution
has been created at the bifurcation point, and according to (4.49), the two asso-
ciated fixed points must be of PD2-type. The original period-T solution
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Figure 4.7 Flip bifurcation in the Poincaré map of an IMPATT-based circuit.



continues to exist after the bifurcation. However, this solution is unstable and
cannot be obtained through standard time-domain integration. For this reason,
the corresponding single fixed point has not been represented in Figure 4.7.
This fixed point is of NI-type. As will be shown, the harmonic-balance tech-
nique, because of its ability to converge to unstable solutions, is very useful to
obtain the entire bifurcation diagram versus the parameter, including stable
and unstable sections of the solution curves.

In similar way to what happens with Hopf bifurcations from the dc
regime, the flip bifurcations from the periodic regime can be classified into
supercritical and subcritical. At a supercritical bifurcation, stable period-2 cycles
are generated from a period-1 solution that becomes unstable at the bifurcation
point. The stable period-2 cycle coexists, after the bifurcation, with the unsta-
ble period-1 cycle. This has been represented in Figure 4.8(a), where the unsta-
ble solutions that cannot be obtained through standard time-domain
integration have also been considered. These unstable solutions are traced in
solid line. As already indicated, the supercritical bifurcation may be of direct or
inverse type, according to the sense of the arrow in (4.49). In the case of Figure
4.8(a), a direct bifurcation (arrow pointing rightwards) will be obtained in the
increasing-parameter sense, while an inverse bifurcation (arrow pointing left-
wards) is obtained in the decreasing parameter sense.

In a subcritical flip bifurcation, an unstable period-2 solution coexists
with the stable period-1 solution before the bifurcation parameter value o is
reached. At the bifurcation point, this period-1 solution becomes unstable and
there are no stable solutions in its neighborhood. A general case of subcritical
bifurcation is shown in Figure 4.8(b), where the complete bifurcation diagram
(including unstable solutions) has been represented. The ball to be considered
in the bifurcation analysis is explicitly shown in the figure. The explicit indica-
tion of this ball is now essential because two different bifurcations are, in fact,
present in Figure 4.8(b). The second bifurcation that will not be analyzed for
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the moment is a turning point, occurring in the period-2 solution. Centering
our study on what happens in the ball around the flip bifurcation, the subcriti-
cal flip bifurcation can be formulated:

PD NI NIo + ↔2 1
2

1 (4.51)

Again, for the arrow pointing rightwards, a direct and subcritical flip bifurca-
tion would be obtained. For the arrow pointing leftwards, the bifurcation
would be inverse and subcritical. In (4.51), a stable period-1 solution and two
unstable period-2 solutions merge to give rise to an unstable period-1 solution.
Note the local character of this formulation, requiring the definition of a small
ball around the bifurcation point.

Finally, it must also be pointed out that flip-type bifurcations may also
take place from period-1 solutions that are unstable. In this case, the bifurcat-
ing fixed point xo will have a type different from PD. Taking into account the
conservation of the index of the ball before and after the bifurcation, similar
relationships to (4.49) and (4.50) can easily be obtained [16].

4.2.2 Direct-Type Bifurcations

At a direct-type (D-type) bifurcation, a Floquet multiplier crosses the unity cir-
cle through the point (1,0). Then, the number a of multipliers greater than 1
increases or decreases in one, while the number b of multipliers less than −1
remains constant. At this kind of bifurcation the parity of dim Eu changes, but
not the sign of det[Lu]. As in the former case, before the bifurcation, a stable
periodic solution of period T will be assumed. Thus, at the D-type bifurcation,
one multiplier leaves the unit circle through the point (1,0). Before the bifurca-
tion, the fixed point xo of the Poincaré map P is of PD-type (because it has zero
unstable multipliers). After the D-type bifurcation, the number of unstable
multipliers will be one, so the parity of dim Eu will be odd. On the other hand,
the sign of det[ ]Lu will be positive because of the positive value of the unstable
multiplier. Thus, the new type of the fixed point xo is ND.

To analyze the bifurcation, a ball is considered around the fixed point xo .
Before the bifurcation, the ball only contains this fixed point (of PD-type), and
the index of the ball is (see Table 4.1) ind( , )x ko = 1. After the bifurcation, the
index of the ND fixed point is ind( , )x ko = −1(see Table 4.1). The index of the
ball must remain invariant before and after the bifurcation, so to preserve the
ball index, two new fixed points must be created in this ball. The actual trans-
formation is as follows [16]:
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PD ND PDo o↔ +1 2 (4.52)

The above transformation corresponds to a supercritical D-type bifurcation. A
direct D-type bifurcation is obtained for a transformation with the arrow in
(4.52) pointing rightwards. An inverse D-type bifurcation is obtained for a
transformation with the arrow in (4.52) pointing leftwards.

The supercritical D-type bifurcation (4.52) also has its subcritical coun-
terpart, with the following equation:

PD ND NDo + ↔2 1 1 (4.53)

Note that compared to the case of flip bifurcations, the new solutions generated
at the D-type bifurcation have the same periodicity as the original stable solu-
tion, as has already been shown in the analysis of (4.34). The D-type bifurca-
tion (4.52) has been sketched in Figure 4.9(a). This kind of D-type bifurcation
is called the pitchfork type. A stable symmetric limit cycle of period T gives rise
to two asymmetric limit cycles of the same period T. To illustrate this, Figure
4.9(b) shows the phase portrait of a nonlinear system that has suffered a bifurca-
tion of D-type and is, in fact, operating in the right-hand side of (4.52). It is the
phase portrait after the bifurcation. As can be seen, the original symmetric cycle,
which is now unstable, coexists with two stable asymmetric cycles with respect
to the origin. In experiment, the observed solution may correspond to either
one or another of the two cycles, depending on the initial conditions. The phase
portrait of Figure 4.9(b) has been obtained through harmonic balance because,
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Figure 4.9 Direct-type bifurcation: (a) bifurcation diagram through the Poincaré map, and
(b) phase portrait after the bifurcation. It has been obtained through harmonic
balance.



as has been said, convergence to unstable solutions is impossible through stan-
dard time-domain techniques.

Direct-type bifurcations like the one depicted in Figure 4.9 are not very
common because they require symmetry conditions that are not easy to find in
practical circuits. The turning-point bifurcation is a particular case of D-type
bifurcation that, in contrast with (4.52) and (4.53), is usually obtained in non-
linear circuits. The meaning and implications of a turning point in a periodic
solution path are totally equivalent to those of a turning point (or fold bifurca-
tion) in a dc solution path (see Section 4.1.1).

As has already been said, turning points are a special case of D-type bifur-
cations from the periodic regime. In contrast to the situation of Figure 4.9,
there is no solution before the D-type bifurcation takes place, as sketched in
Figure 4.10. For η η< o , there are no fixed points of the Poincaré map and this
is indicated as φ. For η η> o there are two fixed points. In the absence of fixed
points, the index of the ball B is zero, and this value must be preserved after the
bifurcation. Thus, assuming one stable solution after the bifurcation, the only
possible situations is

φ ↔ +PD NDo 1 (4.54)

Note that the summation of the indexes of the two newly generated fixed
points is zero, agreeing with the index that has been associated with φ. The two
solutions on the right-hand side of (4.54) differ in one unstable Floquet multi-
plier, in correspondence with the qualitative change of stability that is obtained
when a real multiplier crosses the border of the unity circle through the point
(1,0) (see Section 4.1.2). This is what happens in Figure 4.10. Assuming that
the initial solution belongs the stable section (with a fixed point of the Poincaré
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map of PDo-type), as the parameter η is decreased, a real multiplier mi < 1
approaches the border of the unit circle. For η η= o , it crosses the border
through the point (1,0). When this happens, the solution curve folds over
itself, which can also be seen as a creation (or annihilation) of fixed points.

D-type bifurcations may also take place from period-1 solutions that are
unstable. If this is the case, the type of bifurcating fixed point will be different
from PD. Taking into account the conservation of the index of the ball before
and after the bifurcation, similar relationships to (4.52), (4.53), and (4.54) can
easily be obtained [16].

As a final comment, subcritical Hopf and flip bifurcations are generally
associated with turning points in the bifurcated paths. This can be seen, for
instance, in the subcritical flip bifurcation of Figure 4.8(b), for which each of
the period-2 branches exhibits a turning point. As an example, a microwave
frequency doubler, having a subcritical flip bifurcation will be analyzed in
Example 4.4.

Example 4.4: Subcritical flip bifurcation in a varactor-based frequency doubler

The circuit in Figure 4.11 is a microwave frequency doubler, based on the use
of a long-lifetime PN-junction varactor diode [19]. Due to the great value of
the carrier lifetime, the diffusion capacitance is high and, together with the
junction capacitance, gives rise to a very nonlinear behavior versus the instanta-
neous diode voltage. This nonlinearity is very convenient for harmonic genera-
tion. The frequency doubler in Figure 4.11 is composed of an input bandpass
filter, selecting the input-generator frequency (5 GHz) and an output filter,
selecting the doubled frequency (10 GHz).
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Figure 4.11 Microwave frequency doubler.



The behavior of the doubler circuit will be analyzed through the Poincaré
map. Because it is a nonautonomous circuit, the map can be obtained by sam-
pling the steady-state solution at integer multiples of the input-generator
period nTg. As shown in Figure 4.12, for low input amplitude, a single point is
obtained, indicating that the period of the solution is the same as the input-
generator period T =Tg. This is, of course, the kind of behavior expected in the
frequency doubler, for which the output signal is just the second harmonic of
the input-generator frequency. However, for Eg = 2.15v , a flip bifurcation is
obtained, giving rise to a period-2 solution and, thus, to two points in the
Poincaré map. This bifurcation is a subcritical one [see Figure 4.8(b)]. The
subcritical bifurcations, associated with turning points in the bifurcated paths,
give rise to broken lines in the Poincaré map, as can be clearly observed in Fig-
ure 4.12. Note that the flip bifurcation is itself continuous. The discontinuity
(or jump) observed in the map is due to the instability of a section of the
period-2 branch [see Figure 4.8(b)]. On the other hand, the period-2 solution
exists for before and after the bifurcation actually takes place. Comparing Fig-
ure 4.12 with the sketch of Figure 4.8, it is clear that there is a section missing
in the period-2 branch of Figure 4.12. This section can be obtained by varying
the parameter in the reverse sense [i.e., starting from a generator amplitude in
the interval (2.15, 2.7) and decreasing its value]. This is explained by the fact
that, in the presence of multiple stable solutions, the observed solution depends
on the initial value of the state variables. By decreasing the input-generator
amplitude from a value for which a period-2 solution is observed, the solution
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Figure 4.12 Bifurcation diagram of a varactor-based frequency doubler.



for E g < 2.15v will be conditioned by an initial value close to the period-2
solution. A hysteresis cycle is obtained.

Continuing with the analysis of the bifurcation diagram, for Eg = 2.7v, a
new flip bifurcation is observed, giving rise to a period-4 regime. This bifurca-
tion is a supercritical one, with no jump versus the parameter. For Eg = 3.4v ,
an inverse supercritical bifurcation is obtained, leading to a period-2 solution.

4.2.3 Hopf-Type Bifurcations

Hopf-type bifurcations are obtained when, for a parameter value η η= o , a pair
of complex-conjugate eigenvalues crosses the border of the unit circle through a
point different from (1,0) and (−1,0). As was shown in (4.37), this gives rise to
the onset of a new fundamental frequency in the system, ωa, nonrationally

related to ωo (i.e., ω αωa o= , with α≠
m
n

). Thus, after the Hopf bifurcation,

the solution will have two nonrationally related fundamentals and will be qua-
siperiodic. It is the first time that this case is encountered because, both in flip-
type and D-type bifurcations, the solution is periodic before and after the bifur-
cation takes place.

Because the variation in the number of unstable Floquet multipliers is
±2, both the parity of dim E u and the sign of det[Lu] remain unchanged.
Thus, at the Hopf-type bifurcation, the type of the period-1 fixed point xo does
not change after the bifurcation (although its number of unstable Floquet mul-
tipliers varies in ±2).

To study the Hopf-type bifurcation, a stable the period-1 solution will be
assumed with associated fixed point of the Poincaré map xo of PDo-type. After
the Hopf-type bifurcation, the stability of the fixed point changes to PD2. This
unstable fixed point coexists with a stable closed curve generated at the Hopf
bifurcation [16]. Remember that the Poincaré map of a quasiperiodic solution
is a closed curve (Section 1.5.2), invariant under the map. This can be formu-
lated as

PD PD Co s↔ +2 (4.55)

where Cs is a stable closed curve [16]. Note that the classification in Table 4.1
only applies to fixed points, so, in the case of closed curves, the notation will be
reduced to C with the subindex s (for stable) or u (for unstable). Equation
(4.55) corresponds to a supercritical Hopf-type bifurcation. The subcritical
counterpart is given by
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PD C PDo u+ ↔ 2 (4.56)

Example 4.5 shows the Hopf-type bifurcation of a cubic nonlinearity oscillator,
operating in synchronized regime.

Example 4.5: Hopf bifurcation in the cubic nonlinearity oscillator

The circuit considered here is identical to the one in Figure 1.3. However, the
linear element values are modified to R = 3 Ohm, L = 296 nH, C = 17.6 nF
with the nonlinear current source i(v) = −0.2v + 0.02v3. This circuit has a free-
running oscillation at the frequency fof = 1.5 MHz. Now a periodic current
generator Ig in parallel with the resistor R will be considered with amplitude Ig =
50 mA. The period Tg of this generator is taken as the analysis parameter. The
resulting Poincaré map, obtained by modifying the period from Tg = 0.62 µs
(or fg = 1.61 MHz) to Tg = 0.54 µs (or 1.85 MHz), is shown in Figure 4.13.
Two different regions can clearly be distinguished. For Tg > 0.58 µs, the Poin-
caré map consists of a single fixed point, so the solution is periodic with the
same period as the input generator. However, from Tg = 0.58 µs (or fg =
1.72 MHz), the map gives rise to a closed curve, as can be appreciated in the
three-dimensional representation of Figure 4.13.

A supercritical Hopf bifurcation takes place for this period value. For Tg <
0.58 µs, the transversal section of the map is an invariant closed curve, consti-
tuted of discrete points. Successive applications of the map would eventually
fill this curve. The evolution of the invariant closed curve can be appreciated in
the diagram. The circuit, for Tg < 0.58 µs, operates in a quasiperiodic regime
with two fundamental frequencies.
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Figure 4.13 Hopf bifurcation in the Poincaré map of a cubic nonlinearity oscillator.



An essential characteristic of both flip and Hopf bifurcation is the conti-
nuity. This can be appreciated in the representation of Figure 4.13. The ampli-
tude of the newly generated closed curve increases from zero value. The same
would be obtained in the case of a subcritical bifurcation, although the periodic
solution starting from zero amplitude value would not be observable because of
its instability. In Figure 4.13, the formerly stable fixed point of the map contin-
ues to exist after the bifurcation (although it is an unstable point) and the
invariant closed curve is located around this point in identical way to what hap-
pens in Hopf bifurcations of dc regimes (see Figure 4.4).

4.3 Global Bifurcations

Global bifurcations are associated with qualitative changes in the configuration
of the invariant manifolds of a saddle-type solution [2]. The stable (unstable)
manifold of a saddle solution is the set of points that under the application of
the nonlinear flow ϕ leads to the saddle solution as t →∞ (as t →−∞) (see Sec-
tion 1.4.2). The invariant manifolds act like separatrixes of trajectories, as
shown in Figure 1.18. As has already been indicated in Chapter 1, stable
(unstable) manifolds of different equilibrium points (or fixed points, in the case
of the Poincaré map) cannot intersect because of the uniqueness of the solu-
tion of the nonlinear system. However, the stable and unstable manifolds of the
same or different equilibrium points (or fixed points in the case of the Poincaré
map) can intersect.

The changes in the configuration of the manifolds may give rise to a
qualitative variation in the basin of attraction of a given solution. Other possi-
bilities with more important implications are the creation of a new attractor or
the destruction of an existing one. As will be shown, something peculiar
to global bifurcations is the discontinuity with which attractors are created or
extinguished.

Here, two types of global bifurcations will be treated: the saddle connec-
tion and the saddle-node local/global bifurcation. The two can be observed
in flows, in the phase space, or in terms of the Poincaré map, with analo-
gous behavior patterns (versus the parameter). As will be shown, both types of
global bifurcation give rise to the discontinuous appearance or disappearance of
invariant cycles.

4.3.1 Saddle Connection

Let a saddle equilibrium point of an autonomous system be considered. As is
already known, saddle equilibrium points are unstable and, thus, physically
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unobservable. When a parameter is modified, the possible intersection of the
stable and unstable manifolds of the equilibrium point [2] gives rise to what is
known as a saddle connection (see Figure 4.14). A common pattern for the for-
mation of saddle connections is shown in Figure 4.15. The inset of the saddle
separates points of trajectories going to the limit cycle from points of trajecto-
ries diverging to infinity. As the parameter varies, the saddle point and the limit
cycle approach. The collision gives rise to an intersection of the stable and
unstable manifolds of the saddle, providing a doubly asymptotic trajectory
(Figure 4.15). This trajectory is called homoclinic orbit [2, 4, 13, 20]. As the
cycle approaches the orbit, its peroid increases and becomes infinity when the
cycle becomes the homoclinic orbit.

The homoclinic orbit only exists for a particular and single value of the
parameter. For a transversal intersection of the manifolds the homoclinic orbit
gives rise to chaos. In a transversal intersection, the vectors tangent to the mani-
fold at each point of the intersection can generate through linear combination
all possible directions in the phase space [8]. An example of this will be shown
in Chapter 6, which deals with chaotic solutions. For a nontransversal intersec-
tion of the manifolds, the limit cycle is destroyed. Thus, taking the whole
process into account, the saddle connection gives rise to the discontinuous
extinction of the limit cycle. For a variation of the parameter in the reverse
sense, the limit cycle would be discontinuously generated.
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Figure 4.14 Saddle connection.

Figure 4.15 Collision of a limit cycle with a saddle equilibrium point with the discontinuous
extinction of the cycle.



The process depicted in Figure 4.15 can also be obtained in terms of the
Poincaré map with the collision of an invariant cycle of the map (correspond-
ing to a quasiperiodic solution of the nonlinear system) and a fixed point of
saddle type (corresponding to a saddle-type periodic solution). This would give
rise to the sudden extinction of the autonomous fundamental frequency. In the
phase space, a torus (quasiperiodic solution) becomes a periodic cycle. For a
reverse variation of the parameter, a cycle becomes a torus.

4.3.2 Saddle-Node Local/Global Bifurcation

A turning-point bifurcation separating a stable section and an unstable section
of a solution curve may be viewed as a collision between a node-type solution
and a saddle-type solution. This is specifically called saddle-node bifurcation [2].
This collision may take place in terms of equilibrium points of the phase space
(see Section 4.1.1) or in terms of fixed points of the Poincaré map. The colli-
sion gives rise to the destruction of the equilibrium points (fixed points) in the
phase space (Poincaré map) and, continuing the modification of the parameter
in the same sense, the system may go to a different solution, away from the ini-
tial node-type equilibrium point (fixed point). This solution typically exists
before the collision, the jump being part of an hysteresis phenomenon. This
would be the case of the local saddle-node bifurcation that has already been
studied.

In other cases, an invariant manifold connects the saddle and the node,
making a loop (although only the node is observable). At the saddle-node, the
manifold becomes a limit cycle and the solution becomes oscillatory (see Figure
4.16). The manifold closed at the saddle-node bifurcation of a dc regime gives
rise to the discontinuous generation of a limit cycle. The jump in size of the
attractor comes from the new configuration of the manifolds, giving rise to the
cycle. This discontinuity in the size of the attractor distinguishes this bifurca-
tion from the Hopf bifurcation, at which the limit cycle is generated from zero
amplitude (see Figure 4.5). It is often classified as local/global bifurcation
because of its association with a turning point of the solution path (which con-
stitutes a local bifurcation) [2, 21–24].

A saddle-node bifurcation with the formation of an invariant cycle may
also take place at a fixed point of the Poincaré map. This gives rise to the dis-
continuous generation of an invariant closed curve under the map (i.e., to the
generation of a quasiperiodic solution in the phase space). In [2], this particular
case of saddle-node bifurcation is termed saddle-node bifurcation with mode
locking. In injected oscillators, this bifurcation often delimits the borders of the
synchronization band versus a given parameter. In fact, there are two different
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ways in which an injected oscillator operating in a synchronized regime can, as
a parameter is modified, lose this synchronized condition. For relatively high
amplitude of the input generator, the loss of synchronization is generally due to
a Hopf bifurcation (see Example 4.5 for Ig = 50 mA). For low input-generator
amplitude, the loss of synchronization is generally due to local/global saddle-
node bifurcations. To see this more clearly, Example 4.6 analyzes the same cir-
cuit for the input current Ig = 7mA .

Example 4.6: Loss of synchronization in the cubic nonlinearity oscillator

The application of the Poincaré map to analyzing the variations in the solution
of the cubic nonlinearity oscillator of Example 4.5 for I g = 7mA provides
the diagram in Figure 4.17(a). Two saddle-node bifurcations delimit the syn-
chronization band. These bifurcations respectively occur for Tg = 0.65 µs (fg =
1.534 MHz)and Tg = 0.69 µs (fg = 1.45 MHz). Note the discontinuity with
which the limit cycle is created at these two bifurcations. In contrast to what
happens at Hopf-type bifurcations, the formerly stable fixed point no longer
exists after the saddle-node bifurcation. At the bifurcation, it is contained in the
newly created cycle in good correspondance with Figure 4.16(b). This often
gives rise, just after the loss of synchonization, to an intermittence phenomenon
[8]. After the bifurcation, there is a much higher density of map points about
the former fixed point of the map. Due to this fact, the waveform of Figure
4.17(b), obtained for fg = 1.449 MHz, has the appearance of a periodic wave-
form for long time intervals. Its actual quasiperiodic nature (a cycle in the
Poincaré map) gives rise to the bursts that appear in the figure. Another
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Figure 4.16 Saddle-node giving rise to the discontinuous onset of a limit cycle: (a) A saddle
and a node equilibrium point separately exist in the phase space (or a saddle
and a node fixed point separately exist in the Poincaré map). (b) Saddle and
node merge in a saddle-node bifurcation. (c) A limit cycle is discontinuously
created in the phase space (or in the Poincaré map) from the intersecting
manifolds in the saddle-node point.
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Figure 4.17 Poincaré map of the cubic nonlinearity oscillator for Ig = 7 mA: (a) two saddle-
node bifurcations (respectively occurring for Tg = 0.65 µs andTg = 0.69 µs) give
rise to the discontinuous creation of two limit cycles in the map; and (b) inter-
mittence immediately after the loss of synchronization.



example of intermittence, this time associated with chaotic behavior, is shown
in Section 6.5.

4.4 Analysis of Bifurcations from the Harmonic-Balance
Characteristic System

As shown in Chapter 2, continuation techniques can efficiently be combined
with harmonic balance to trace the circuit solution paths (e.g., in terms of out-
put power) versus a circuit parameter. The continuation techniques enable
passing through turning points [19–21], and because harmonic balance can
converge to either stable or unstable solutions, the whole solution path, includ-
ing unstable sections, can be obtained. The use of continuation techniques
[25–27] enables obtaining all the coexisting solutions with the same frequency
basis (e.g., with one or two fundamentals or with one subharmonic frequency).
This provides, as will be seen, a very complete picture of the circuit behavior
versus the parameter. Note that some stable solutions may be very difficult to
obtain through standard time-domain simulation. This happens in the case of
the coexistence of two stable solutions with a big disproportion in their basins
of attraction. If the basin of attraction of one is very small compared to that of
the other, most sets of initial conditions will lead to the other one.

In this section, the main local bifurcations from dc and the periodic
regimes will be restudied in the frequency domain, obtaining bifurcation equa-
tions that can be numerically solved in this domain [27–29]. The implementa-
tion of these equations in harmonic-balance software can be demanding. In
Section 4.5, other techniques that are more easily combined with existing
harmonic-balance software will be presented.

4.4.1 Bifurcations from the DC Regime

For a harmonic-balance analysis of bifurcations from a dc regime, the parame-
ter η must be introduced into the harmonic-balance equations:

( ) ( )H X X Xdc dc dc, η η= → ≡0 (4.57)

where X dc is a vector composed of the state variables (having only dc terms) of
the harmonic-balance formulation. Remember that in piecewise harmonic bal-
ance the number of state variables is usually much smaller than in the differen-
tial equation system. The harmonic-balance variables are generally the control
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variables of the nonlinear elements. For m control variables, (4.57) will be a
system of m variables in m equations with one parameter η.

As shown in Chapter 2, the stability of X dc is analyzed by considering a
small amplitude perturbation of complex frequency e j t( )σ ω+ . This gives rise to
the following linearized system:

( )[ ]JH j ,X Xdcσ ω η+ =, ∆ 0 (4.58)

where [JH] is the characteristic matrix of the harmonic-balance linearization
about the dc solution X dc . This matrix is given by

[ ] ( )[ ] ( )[ ]JH Ax j Ay j
Y

X dc

= + − +


















σ ω σ ω
∂

∂
(4.59)

As is already known, for stability all the poles of the linearized system (4.58)
must be located on the left-hand side of the complex plane. These poles are
given by the roots of the determinant of [JH]:

( ) det , ,JH j X dcσ ω η+ =0 (4.60)

Taking into account the dependence of (4.58) and (4.60) on the parameter η
(and the theorem of the implicit function [3]), the location of the poles will
generally depend on the value of this parameter. Thus, modifying η, a qualita-
tive variation in the circuit stability conditions (or bifurcation) may take place.
Actually, a bifurcation is obtained if for a given parameter value η, the follow-
ing conditions are fulfilled [27–29]:

( )[ ]det , ,JH j X dc oω η = 0 (4.61a)

d

d
o

σ

η
η η=

≠ 0
(4.61b)

This means that for the parameter value η η= o , a real pole σ or a pair of
complex-conjugate poles σ ω± j of (4.58) crosses the imaginary axis of the
complex plane. For ω = 0, a turning-point bifurcation like the one sketched in
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Figure 4.2 will be obtained. The case ω≠ 0 corresponds to a primary Hopf
bifurcation like the one shown in Figure 4.4.

To determine the bifurcation points of a dc solution versus a parameter η,
the following system should be solved:

( )H X dc o, η = 0 (4.62a)

( )[ ]det , ,JH j X dc oω η = 0 (4.62b)

The above system is a well-conditioned system, as will be shown in the follow-
ing example. In the case of a turning-point bifurcation, the determinant is real,
and the system contains m + 1 equations in m + 1 unknowns. In the case of a
Hopf-type bifurcation, the determinant is complex and (4.62b) consists, in fact,
of two equations corresponding to the real and imaginary parts of this determi-
nant. Equation (4.62) will contain m + 2 equations in m + 2 unknowns.

To show how a Hopf bifurcation looks when analyzed through harmonic
balance, the VCO in Ku-band [28] of Example 2.9 is considered again in
Example 4.7.

Example 4.7: Primary Hopf bifurcation in a VCO in Ku-band

Figure 2.16 showed the analysis of the Ku-band VCO of Figure 2.13 versus the
bias voltage of the varactor diode VD. The vertical axis of this representation is
the oscillation output power Pout at the first harmonic component. Thus, the
dc solutions lie on the horizontal axis Pout = 0. Two Hopf bifurcations are
observed at the respective values of varactor bias voltage VH1 = −1.4v and VH2 =
0.9v. The first bifurcation is a direct Hopf bifurcation, while the latter one is an
inverse one, giving rise to the extinction of the free-running oscillation.

The direct bifurcation VH1 is a subcritical one because, as is clearly seen,
the oscillating solution exists before the diode voltage reaches the bifurcation
value VH1 = −1.4v and coexists with the stable dc solution. The oscillating path
exhibits a turning point T. This is, of course, a bifurcation from the periodic
oscillation regime that cannot be detected from (4.61). The periodic section
TH1 is composed of unstable periodic solutions that cannot be obtained through
standard time-domain integration. The subcritical bifurcation VH1 gives rise to
an hysteresis phenomenon in the oscillator. Actually, when increasing the bias
varactor diode, in the absence of oscillation, the oscillation starts at VD ≡ VH1.
However, when decreasing the varactor bias from an oscillation state, this oscil-
lation only vanishes at VD ≡ VT. At the bias voltageVD ≡ VH2, there is another
subcritical Hopf bifurcation, with an almost negligible hysteresis range.

218 Stability Analysis of Nonlinear Microwave Circuits



Note the continuity of the Hopf bifurcation, with the oscillation power
gradually increasing from zero (Pout = − ∞dBm) versus the bias voltage. In spite
of this continuity, the growth from zero of the oscillation power versus the
parameter is seldom observed in practice. In the case of subcritical bifurcations,
this is, of course, because of the involved hysteresis phenomenon. In the case of
supercritical bifurcations, the slope of the solution curve (versus the bifurca-
tion) is usually very high near the Hopf bifurcation, which makes the experi-
mental observation of the bifurcation continuity difficult.

4.4.2 Bifurcations from the Periodic Regime

The bifurcation calculation through harmonic balance from a periodic regime
will now be considered. The fundamental frequency of this regime will be ωo.
Then, the solution is given by a vector X o , containing the harmonic terms kωo

(with k integer) of the state variables of harmonic balance [i.e., having m(2NH
+ 1) components]. This vector varies with the circuit parameter X Xo o≡ ( )η .
When using harmonic balance, a solution path can be partially obtained by
tracing, for instance, the amplitude of a harmonic component of any of the
independent variables versus the parameter η. In other cases, the output power
at the fundamental frequency or the average value of all the harmonic compo-
nents is represented versus the parameter.

As is already known, to analyze the stability of the steady-state solution, a
small amplitude perturbation of complex frequency e j t( )σ ω+ is introduced in
the system [27, 29]. For a periodic solution X o , this perturbation gives rise to
sidebands at the frequencies σ ω ω+ +j k o( ) with − ≤ ≤NH k NH . The small-
ness of the perturbation enables the linearization of the harmonic-balance
equation, obtaining the following characteristic system:

( )( )[ ]JH j k X Xo oσ ω ω η+ + =, ∆ 0 (4.63)

where the sidebands k joω ω σ+ − are explicitly written to make a difference
with (4.58). The characteristic matrix [JH] is written as follows:

[ ]
( )( )[ ]
( )( )[ ]

JH

Ax j k

Ay j k
Y

X

o

o
o

=
+ + −

+ +


























σ ω ω

σ ω ω
∂

∂

(4.64)
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Note that the linear matrixes [Ax] and [Ag] contain boxes [see (2.16)] that are
evaluated at the perturbed frequencies σ ω ω+ +j k o( ). For stability, all the
poles of the linearized system must be located on the left-hand side of the com-
plex plane. These poles are given by the roots of the characteristic equation,
obtained by equating to zero the determinant of the matrix (4.64):

( )( )[ ]det , ,JH j k Xo oσ ω ω η+ + =0 (4.65)

A bifurcation will take place in the system if, for a given parameter value ηo, the
following condition is satisfied [27, 29]:

( )( )[ ]det , ,JH j k Xo o oω ω η+ =0 (4.66a)

d

d
o

σ

η
η η=

≠ 0 (4.66b)

This means that for the parameter value η η= o , a real pole σ (or a pair of
complex-conjugate poles σ ω± j ) of (4.64) crosses the imaginary axis of the
complex plane, through the origin (or through ± jω). To determine the bifur-
cation points, the following system must be solved:

( )H X o o, η = 0 (4.67a)

( )( )[ ]det , ,JH j k Xo o oω ω η+ =0 (4.67b)

The three different types of local bifurcations from periodic regime are
obtained for different values of the frequency ω. These are analyzed in the fol-
lowing sections.

4.4.2.1 Turning Point of the Solution Curve: ω = 0

For ω = 0, the determinant in (4.67) agrees with the determinant associated
with the harmonic-balance equation H X( ) = 0. It corresponds to det[ ]JH = 0.

This implies the existence for the particular parameter value ηo of a turning
point in the solution path X o ( )η . The relationship between the zero determi-

nant value and the infinite slope of the solution curve has already been explained
in Sections 2.5 and 2.6.3 and will not be repeated here. On the other hand, the
fact that (4.67) is satisfied for ω = 0 implies a change of stability without
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qualitative variation of the fundamental frequency or frequency basis, which
agrees with the results of Sections 4.2 and 4.3.

Turning points are thus associated with hysteresis phenomena. The hys-
teresis may take place between two different periodic regimes or between
regimes of different type. An example of the latter has been found in Figure
2.13 with transitions between a dc regime and a periodic regime.

An example of a periodic path with two turning-point bifurcations is
sketched in Figure 4.18. The circuit output power has been traced versus a
parameter η, obtaining the path of Figure 4.18. As can be seen, there are three
different sections, named 1, 2, and 3. Sections 1 and 3 are stable, while section
2 is unstable. For η η< 1 , the only possible solution is stable and belongs to sec-
tion 1. Now, if η is increased along the interval (η1, η2), there are three coexist-
ing solutions, respectively belonging to the sections 1, 2 and 3. However, the
physically observed solution will be the one in section 1. This is due to the fact
that the circuit was initially operating in section 1 (for η η< 1 ), which condi-
tions the circuit evolution to the attractor in this section (because the initial
values are close to the solutions in section 1).

At η η= 2 , the turning point TP2 is reached. This point is the final point
of section 1 because this section does not exist beyond η2. Thus, the solution
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Figure 4.18 Turning points of the solution path: hysteresis phenomenon.



necessarily jumps to section 3. For η η> 1 , there is only one solution, and this
solution belongs to section 3. Now, if the parameter is decreased from section
3, it will pass through η2 without a jump to section 1 because in section 3, no
bifurcation takes place for this parameter value. The parameter has to be
decreased to η1 to obtain the upward jump, leading the solution back to section
1. Actually, because of the turning point TP1, section 3 does not exist for
η η< 1 . On the other hand, section 2, in agreement with (4.54), is unstable and
is never physically observed.

The two sections merging at a turning point have stability situations dif-
fering in one unstable real pole. This means that a stable path reaching a turn-
ing point necessarily becomes unstable after this turning point. However, if the
path is initially unstable, it might either become stable or continue to be unsta-
ble (with one additional unstable pole).

4.4.2.2 Flip Bifurcation: ω
ω

= o

2

If (4.67) is fulfilled for ω
ω

= o

2
, a flip bifurcation is obtained in the system. The

bifurcation equation is given by

( )H X o o, η = 0 (4.68a)

det , ,JH j k Xo o oω
ω

ηο+



















 =2

0 (4.68b)

The flip bifurcation, as is already known, gives rise to the division by two of the
fundamental frequency ωo. Due to the rational relationship between ωo and the

perturbation frequency
ωo

2
, the determinant in (4.68) takes a real value. Thus,

it is possible to solve (4.68) for the flip-bifurcation points, in terms of η and
X o . It is a well-balanced system of m(2NH + 1) + 1 equations in m(2NH + 1) +
1 unknowns that can be solved for η and X o .

When tracing the solution path (versus the parameter η) in terms, for
instance, of the output power at each harmonic component of the solution, the

onset of the new frequencies k oω
ωο+
2

modifies the power of the formerly

existing frequency components at kωο. This gives rise to the birth of solution
branches in the existing solution paths at kωo. At the same time, new paths arise
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at the new frequency components k oω
ωο+
2

. This is sketched in Figure 4.19,

where a representation of the output power at the frequency components at ωo

and
ωo

2
has been carried out versus the parameter η. Note that due to the conti-

nuity of local bifurcations, the harmonic paths at k oω
ωο+
2

start from a zero

amplitude value. For obvious reasons, the flip bifurcation is classified as bifur-
cation of branching type.

4.4.2.3 Hopf Bifurcation: ω αω α= ≠o
m
n

,

When the bifurcation condition (4.66) is fulfilled for a frequency ω nonhar-
monically related with ωo, a Hopf bifurcation occurs in the circuit. In the direct
sense, the Hopf bifurcation gives rise to the onset of a new fundamental fre-
quency ω, whose value can be determined from the bifurcation system:

( )H X o o, η = 0 (4.69a)

( )( )[ ]det , ,JH j k Xo o oω ω η+ =0 (4.69b)

Due to the nonharmonic relationship between ω and ωo, the determinant
(4.69b) will be complex. Thus, (4.69) is composed of m(2NH + 1) + 2 equa-
tions in m (2NH + 1) unknown. This enables the determination of the
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Figure 4.19 Flip bifurcation of supercritical type.



bifurcation points, which, in addition to η and X o , involves, in this case, the
determination of ω.

The Hopf bifurcation is a bifurcation of branching type, as will be seen in
the following example, presenting a very complete bifurcation analysis in the
frequency domain. The circuit is an analog frequency divider. Analog dividers
basically operate like an oscillator with one of its harmonics phase locked to the
input signal. The index of the synchronized harmonic provides the division
order. These circuits usually exhibit very complex dynamics. Actually, they
only operate as frequency dividers for limited ranges of the input-generator
power and frequency. Outside these ranges, they can behave like a self-
oscillating mixer, with the input-generator frequency fin and the self-oscillation
frequency fa as fundamentals, or like a bad amplifier, providing an output sig-
nal at the input-generator frequency fin, with no frequency division. Example
4.8 presents a detailed analysis of bifurations verse input power in a frequency
divider by two.

Example 4.8: Bifurcations in an analog frequency divider by two

The shematic of Figure 4.20 corresponds to a MMIC frequency divider by two
[29, 30] with input frequency fin = 6 GHz. In the absence of input-generator
signal, this circuit behaves like a free-running oscillator at the frequency fo = 3
GHz. Because it is a frequency divider by two, the second harmonic of this
oscillation is expected to synchronize to the input signal about 2 fo. The main
parts of the circuit can easily be distinguished in Figure 4.20. These parts are
the input filter centered about 2fo, the output filter centered about fo, and the
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Figure 4.20 MMIC frequency divider by two with 6-GHz input frequency.
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Figure 4.21 Simulations of the MMIC frequency divider by two: (a) bifurcation diagram ver-
sus the input power; (b) output power spectrum for Pin = 9.5 dBm, fin = 5.9 GHz.



series feedback network (at fo) at the transistor source. In addition, a series L-C
circuit between drain and source provides isolation at 2 fo.

The frequency divider of Figure 4.20 has been analyzed for constant
input-generator frequency fin = 5.3 GHz versus variations in the input-
generator power Pin. Thus, the input power is the analysis parameter. When
increasing the input power from Pin = 0 dBm to Pin = 12 dBm, the bifurcation
diagram of Figure 4.21(a) is obtained. For low input power, the self-oscillation
exists, but is not synchronized. Thus, there are two fundamental frequencies in
the circuit (the input-generator frequency fin and the self-oscillation frequency
fa) and the circuit operates in the quasiperiodic regime. The distinction
between fa and fo when referring to the autonomous fundamental comes from
the fact that, as has already been indicated in Chapter 1, the value of the self-
oscillation frequency varies under the influence of an external generator. Note
that the (relatively) low input-power value at a frequency that is not in the
immediate neighborhood of 2fo is not enough to lead the system to synchroni-
zation and does not extinguish the existing oscillation.

In Figure 4.21(a), two different paths are associated with this quasiperi-
odic solution [30]. One of them provides the output power at the autonomous
fundamental fa and is marked Q(A) (Q meaning quasiperiodic). The second
path provides the output power at the input-generator frequency fin and is
marked Q(G). Note that the quasiperiodic paths exhibit a turning point T, cor-
responding, in fact, to the same bifurcation because the harmonic values at the
two fundamental frequencies (fa and fin) are part of the same solution. This is a
turning-point bifurcation in the quasiperiodic regime, which has not been
treated yet. However, its meaning (infinite slope of the solution curve) and
implications over the circuit behavior (jumps and hysteresis) are similar to
those in the dc and the periodic regimes.

For the input power value Pin = 4.5 dBm, the quasiperiodic path corre-
sponding to the autonomous fundamental vanishes with the output power
tending to −∞ dBm. This situation corresponds to the extinction of the self-
oscillation because of an inverse Hopf bifurcation (marked H in the figure).
Note that it is an inverse Hopf bifurcation of subcritical type, associated with
the turning point T of the quasiperiodic solution. Between the two bifurcations
T and H there is an hysteresis range. Starting from a quasiperiodic solution and
increasing the input power, the behavior changes to periodic at the turning
point T of the quasiperiodic branches. However, if the input power is now
decreased from the periodic regime, the circuit will continue to operate in this
periodic regime until reaching the Hopf bifurcation point H.

From T, in the increasing sense of the input power, the self-oscillation
does not exist, and the circuit behaves as a bad amplifier at the input-
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generator frequency fin. However, for the input power Pin = 4.65 dBm, the cir-
cuit suffers a direct flip bifurcation (marked I1 in the figure) of the supercriti-
cal type, leading to a period-2 regime or a regime with a frequency division by
two. Now the solution is periodic with a subharmonic at the input-generator

frequency divided by two
f in

2
. In the bifurcation diagram, this gives rise to the

onset of a new solution path, providing the output power at
f in

2
. This path

starts from zero value or Pout dBm= −∞ . Due to the generation of this subhar-
monic, the output power at the input frequency fin reduces its value, giving
rise to the birth of a branch in the existing solution path at this frequency.
Before the bifurcation, this periodic path (corresponding to a solution of fun-
damental frequency fin) was stable. In agreement with (4.49), it becomes
unstable at the flip bifurcation. The newly generated frequency-divided solu-
tion is stable. Figure 4.21(b) shows an output-power spectrum in the
frequency-division band, obtained for the input power Pin = 9.5 dBm. As the
input power continues to be increased, an inverse flip bifurcation of the
supercritical type is encountered for the input power Pin = 11 dBm. This
inverse bifurcation leads to the end of the frequency-division regime. From
this value, the circuit operates again at the input-generator frequency fin with
no division and no self-oscillation.

As gathered from the bifurcation diagram of Figure 4.21(a), although the
frequency-divider circuits are, of course, intended to operate as frequency
dividers, this kind of behavior is only obtained for limited ranges of the input-
generator power and frequency. Finally, note that both stable and unstable
solution paths have been represented in Figure 4.21(a). These complete dia-
grams often enable a better understanding of bifurcations, compared to bifur-
cation diagrams obtained through the Poincaré map. The diagram of Figure
4.21(a) includes periodic and quasiperiodic solution paths and bifurcations in
both kinds of regime. The bifurcations in the quasiperiodic regime will be ana-
lyzed in detail in the next section.

4.5 Harmonic-Balance Analysis of Bifurcations with the Aid of an
Auxiliary Generator

In this section, alternative tools for bifurcation analysis through harmonic bal-
ance, different from those in Section 4.4, are presented. They are very well
suited for incorporation into existing harmonic-balance software because they
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do not require the resolution of the bifurcation system (4.67). This can be
advantageous for bifurcation detection from the dc or periodic regime. On the
other hand, the techniques in this section are also easily extended to the analy-
sis of bifurcations quasiperiodic regimes. In contrast to bifurcations from the
dc or periodic regimes, there is no closed-form classification of bifurcations
from the quasiperiodic regime. In the time domain, the stability of the quasipe-
riodic regime is determined by the Lyapunov exponents [13].

The use of auxiliary generators for the steady-state analysis of autono-
mous and synchronized regimes through harmonic balance has already been
presented in Chapter 2. When an auxiliary generator at the autonomous or
synchronized frequency is introduced into the circuit, the analysis may be per-
formed as in a forced regime, taking advantage of the efficiency of harmonic
balance in forced operation. For the resulting solution to be valid, the auxiliary
generator must satisfy a nonperturbation condition of the steady state, this
condition being given by

H
I

V

H
V

I

p
p

p

p
p

p

= =

= =

0 for a voltage auxiliary generator

0 for a current auxiliary generator

(4.70)

where Vp and Ip are, respectively, the auxiliary generator voltage and current.
Splitting Hp into real and imaginary parts, it is possible to have a vector expres-
sion H H Hp pr pi≡ ( , ). The total harmonic-balance system is

( )H X p pb , ,1 2 0= (4.71a)

( )H X p pp , ,1 2 0= (4.71b)

where H b represents the harmonic-balance system and p1 and p2 are the two
variables characterizing the auxiliary generator. These variables are the genera-
tor amplitude and frequency in the case of autonomous regimes, and the gen-
erator amplitude and phase in the case of synchronized regimes (see Section
2.6). Equation (4.71) can be solved considering a partial dependence of both
H b and H p on X and the auxiliary-generator variables. However, the vector X
corresponding to every p value with p p p= ( , )1 2 can be obtained through
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(4.71a). Then, an absolute dependence of H p on the auxiliary-generator vector
p may be considered:

( )( ) ( )H X p p p p H p pp p1 2 1 2 1 2 0, , , ,≡ = (4.72)

The solving strategy is thus based on a two-tiered process where the pure
harmonic-balance equation constitutes the inner loop. In this way, a system of
only two unknowns in two equations is obtained. Although more demanding
in terms of computer time, this method has the advantage of being easily appli-
cable to existing software because it can be implemented separately from the
harmonic-balance resolution.

As was shown in Chapter 2, the absolute dependence (4.72) enables the
tracing of multivalued curves through a continuation technique based on a
parameter switch between the actual analysis parameter η and the two variables
characterizing the auxiliary generator p1 and p2. In this section, we will go
beyond the tracing of multivalued solution paths to actually detecting bifurca-
tions through the employment of this generator.

The method is based on the properties of the auxiliary-generator ampli-
tude or associated determinant at the bifurcation points [31]. Two main dif-
ferent types of bifurcations will be considered: the turning-point bifurcations
(in the dc, periodic, or quasiperiodic regime) and the branching bifurcations,
like the Hopf- and flip-type bifurcations, which give rise to the onset or extinc-
tion of solution branches. In the latter case, the approach is based on the detec-
tion of these incipient solutions. Thus, the detection is carried out in the
regime in which the circuit operates after the bifurcation. As an example, to
detect a Hopf bifurcation from the dc regime, the analysis is carried out in the
periodic regime. We will look for parameter values for which oscillations of
very small amplitude are observed. Because branching bifurcations are con-
tinuous, the incipient oscillation will be sufficiently close to the bifurcation
point.

Three different regimes will be considered: autonomous periodic, peri-
odic with external excitation, and autonomous quasiperiodic. Remember that
in the case of branching bifurcations, the regime of the analysis is the regime in
which the circuit operates after the bifurcation.
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4.5.1 Autonomous Periodic

4.5.1.1 Primary Hopf Bifurcation: Start of a Free-Running Oscillation

When introducing an auxiliary generator into the circuit, the primary Hopf
bifurcation points are given by the solutions of the absolute system (4.72) for a
zero value of the auxiliary-generator amplitude, as this is the limit condition for
the existence of an autonomous solution. Actually, in an autonomous solution
path, a value of the auxiliary-generator amplitude may be assigned to each
steady oscillation, while as soon as this autonomous solution is extinguished,
the nonperturbation condition (4.70) cannot be satisfied for any amplitude or
frequency of the auxiliary generator. Due to the continuity of (4.72), the
amplitude will tend to a zero value as the inverse Hopf bifurcation point is
approached.

The practical resolution for primary Hopf bifurcation points may be car-
ried out by imposing very small amplitude to the auxiliary generator Ap. Values
can be in the order of A p =

−10 5 for a voltage generator. The equation system
to be solved will be

( )
( )

H

H

A

pr p

pi p

p

ω η

ω η

ε

,

,

=
=

=

0

0 (4.73)

where the frequency ωp of the auxiliary generator is, of course, equal to the
unknown autonomous frequency ωa. The vector η may be composed of one or
two parameters. In the case of two elements ( , )η η1 2 , a bifurcation locus will be
obtained on the plane ( , )η η1 2 . Possible parameters are bias voltages or tuning
elements. The application of a Nyquist stability analysis (see Chapter 2) pro-
vides a good initial estimate of ωa for a given parameter value, and (4.73) is eas-
ily solved through the Newton-Raphson method. Bifurcation loci can be
multivalued, so the tracing of the Hopf-bifurcation locus must be comple-
mented with a continuation technique.

4.5.1.2 Turning Points

As is already known, when tracing an oscillator solution path as a function of a
tuning parameter, turning points, giving rise to jump or hysteresis phenomena,
are often encountered. According to (2.54), these points will satisfy
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Due to the absolute dependence of the vector H p on the auxiliary-generator
variables, the above determinant agrees with the Kurokawa stability function
[11] for free-running oscillators. Here the multiharmonic nature of the circuit
solution is taken into account for the calculation of the derivatives (through
harmonic balance). The turning points can be thus calculated by applying

( )
( )

( )[ ]

H A

H A

JH A

pr p p

pi p p

p p p

, ,
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det , ,

ω η

ω η

ω η

=

=

=

0

0

0

(4.75)

where ω ωp a= . Either a single bifurcation point or a locus may be obtained,
according to the dimension of η.

4.5.2 Periodic Regime with External Excitation

From a periodic regime of fundamental ωin, provided by the external generator,
different sorts of bifurcations are possible.

4.5.2.1 Flip-Type Bifurcation: Frequency Division by Two

At a flip-type bifurcation of a periodic regime at the frequency ωin, a

frequency-divided solution at
ω in

2
appears or disappears. By means of an auxil-

iary generator, such solutions are obtained by fixing the auxiliary generator fre-

quency ωp to
ω in

2
and setting its amplitude to a very small value. Then, the

auxiliary-generator system is solved for the bifurcation parameter value (val-
ues). Note that due to the continuity of the function H p at the flip-type bifur-

cation, the equation H p = 0 would be fulfilled for a zero value of the auxiliary

generator amplitude. The practical resolution is carried out from the following
system:
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For two elements in the vector η, the I-type bifurcation locus is obtained.

4.5.2.2 Secondary Hopf Bifurcation: Onset or Extinction of an Autonomous
Frequency

At a Hopf bifurcation in the periodic regime (secondary Hopf bifurcation), a
quasiperiodic solution appears or disappears. This quasiperiodic solution has
two nonrationally related fundamentals, which are given by the input-
generator frequency ωin and the autonomous frequency ωa. By means of an
auxiliary generator, the Hopf bifurcation points may be obtained by setting the
auxiliary-generator amplitude to a very small value ε and solving for the
parameter value and the autonomous frequency ωa:
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ω , η

ε
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=

=

0

0 (4.77)

where the auxiliary generator frequency ωp is equal to ωa. Due to the negligible
amplitude of the autonomous fundamental, the number of spectral components
for the resolution of (4.77), in a quasiperiodic regime, may be greatly reduced.

4.5.2.3 Turning Points

At turning points, the path stability changes without any variation in the sys-
tem fundamentals. Using the auxiliary-generator method, the phase and ampli-
tude of this generator will be the variables to be solved in the periodic regime.
Turning points may be calculated by applying:

232 Stability Analysis of Nonlinear Microwave Circuits



( )
( )
( )[ ]

H A

H A

H A

pr p p

pi p p

p p p

,

,

det , ,

φ , η

φ , η

φ η

=
=
=

0

0

0

(4.78)

Either a single bifurcation point or locus may be obtained, according to the
dimension of η. Turning points are associated with jump and hysteresis phe-
nomena. However, as shown in Section 4.3.2, they may also determine the end
of phase-locked behavior. When tracing the loci of an injected oscillator in the
plane defined by the input power and the input frequency, the free-running
oscillation point will always belong to one of the possible turning point loci, as
it is a degenerated point obtained for zero input power. The synchronization
phenomenon will be treated in greater detail in the next paragraph

4.5.3 Autonomous Quasiperiodic Regime

An initial autonomous quasiperiodic regime will now be considered. The two
fundamentals will be ωin and a self-oscillation frequency ωa. Possible bifurca-
tions from this regime will be the turning points and the appearance or disap-
pearance of a second autonomous fundamental. In addition to that, the
vanishing of autonomous quasiperiodic paths may be due to two different phe-
nomena: synchronization of the two fundamental frequencies and extinction of
the autonomous frequency ωa by an inverse Hopf bifurcation. Each of these
phenomena will be treated in the following sections

4.5.3.1 Synchronization

Starting from an autonomous quasiperiodic regime, as the parameter is modi-
fied, the autonomous frequency varies too. Synchronization takes place when
the two fundamentals ωin and ωa become commensurable for a certain parame-
ter range. The analysis of the rotation number r is particularly useful to detect
the approaching of a synchronization parameter value. This number is given by

( ) ( )
r aη

ω η

ω
=

in

(4.79)

At the synchronization points, r becomes rational, remaining constant for a
certain parameter set.
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The transformation suffered by the quasiperiodic paths at the synchroni-
zation points depends on the value that the return ratio r reaches at these
points:

1. r = 1. The autonomous component vanishes and the external one
becomes the fundamental of the new periodic regime. This is the case
of an injected oscillator. At the synchronization points, the amplitude
Ap of the auxiliary generator tends to a zero value. A slight disconti-
nuity is usually observed due to the discontinuous nature of the
global/local bifurcation.

2. r
m
n

= ≠ 1(with m and n integers). The value of the auxiliary genera-

tor (in terms of amplitude and frequency) approaches that of the fre-

quency component m
n

ω in of the new periodic regime. For r
n

=
1

,

the autonomous component from the quasiperiodic regime becomes
the system fundamental.

The rational ratio between the fundamental frequencies at the synchroni-
zation points leads to a degeneration of the quasiperiodic harmonic-balance
system, making it very difficult to detect these points from a quasiperiodic
point of view. In periodic regime, the synchronization of fundamentals is given
by a turning point of the solution path. The synchronization points is thus
obtained from the same condition (4.78).

4.5.3.2 Tertiary Hopf Bifurcation: Onset or Extinction of a Second Autonomous
Fundamental

The appearance of a second autonomous fundamental may be detected
through harmonic balance by introducing a second auxiliary generator into the
circuit. The system to be solved will then be
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where Ap
2 and ωp

2, respectively, are the amplitude and frequency of the second
auxiliary generator.

Compared with the traditional approach for the bifurcation-point deter-
mination (based on the root calculation of the characteristic determinant), the
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new method, based on the use of the auxiliary generator consumes more com-
puter time, but is less demanding from the programming point of view. In addi-
tion to that, the new method is more accurate when applied to obtain the
bifurcation loci. This is due to the big variations of several orders of magnitude
that can be obtained in the determinant of the harmonic-balance system H b

when two parameters vary. Thus, in a numerical resolution of the traditional
harmonic-balance system, it might be difficult to choose a proper threshold
value for the zeroes of the characteristic determinant in the numerical resolution.

To clarify this point, the simulation of two periodic paths showing turn-
ing points has been carried out in Figure 4.22. At the turning points [Figure
4.22(a)], the characteristic determinant of the harmonic-balance equations, as
well as the determinant of H p , should take a zero value. The variations of the
harmonic-balance determinant along two paths, respectively corresponding to
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Figure 4.22 Harmonic-balance detection of turning points: (a) two solution curves exhibit-
ing turning points versus the input frequency (circuit parameter); (b) variations
of the determinant of the absolute system Hp = 0 for the two curves; (c) varia-
tions of the determinant of the characteristic determinant of harmonic balance
for Pin = 0 dBm; and (d) variations of the determinant of the characteristic
determinant of harmonic balance for Pin = 6 dBm. (From: [31]. © 1998 IEEE.
Reprinted with permission.)



input power Pin = 0 dBm and Pin = 6 dBm, are shown in Figure 4.22(c, d). As
can be seen, the bifurcation prediction is accurate. However, the resolution of
(4.67) with ω = 0 for the two parameters, input power and input frequency, to
obtain the turning point locus would be very difficult because of the big change
in the determinant magnitude, as the input power is modified (from order 1013

to 1010 in this example). The same big variations have been found for other
two-parameter analysis. As can be seen in Figure 4.22(b), the variation range of
the determinant of H p is similar in both cases. The accuracy problems of the
harmonic-balance determinant are even more serious in the quasiperiodic
regime because of the high dimension of the characteristic matrix. In the
auxiliary-generator method, the system to be analyzed is always a 2 × 2 system,
whatever the number of frequency components taken into account, which
greatly reduces the resolution difficulties. For the branching point bifurcations,
the threshold value to be imposed always corresponds to a voltage or current
variable, which makes the threshold assignation much simpler than for the
determinant of a high-order matrix. A system of only two unknowns in two
equations is obtained. Although more demanding in terms of computer time,
this method has the advantage of being easily applicable to existing software
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Figure 4.23 Bifurcation loci for the cubic nonlinearity oscillator. (From: [31]. © 1998 IEEE.
Reprinted with permission.)



B
ifurcation

A
nalysisofN

onlinear
C

ircuits
237

Figure 4.24 Bifurcation diagrams as a function of input frequency of the cubic nonlinearity oscillator: (a) for input-generator amplitude Ig = 7 mA,
and (b) for Ig = 35 mA. (From: [31]. © 1998 IEEE. Reprinted with permission.)



because it can be implemented separately from the harmonic-balance
resolution.

The two-level formulation of the bifurcation conditions (4.73) to (4.80)
(with the harmonic-balance equation H p = 0 as the inner level) is directly
applicable to in-house software with closed harmonic-balance routines (i.e.,
considering the harmonic-balance resolution H b = 0 as a black box). The
extension to commercial harmonic balance is possible although more demand-
ing. The Hopf-bifurcation conditions (4.73), (4.77), and (4.80) and the flip-
bifurcation condition (4.76) can be directly applied to obtain the bifurcation
points, using the software optimization tools, in similar way to Sections 2.6.1
and 2.6.2. At the time to trace a flip or Hopf bifurcation locus, the possible
turning points of the locus itself must be circumvented through a parameter
switching manually performed by the user. Examples of this will be shown in
Chapter 5. With regard to turning-point bifurcations, the singularity condition
of the admittance/impedance function Jacobian matrix (4.75) or (4.78) can be
verified by the user, according to Section 2.6.3 and Figure 2.17.

Several studies of bifurcations of injected oscillators in the periodic
regime can be found in [29–35]. The bifurcation analysis based on the absolute
system H p = 0 efficiently applies to this kind of circuit. It enables obtaining
bifurcations from the periodic and quasiperiodic regime. In Example 4.9, the
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Figure 4.25 Rotation number versus input frequency for input generator amplitudes Ig = 7
mA and Ig = 35 mA. (From: [31]. © 1998 IEEE. Reprinted with permission.)



bifurcations of the cubic nonlinearity oscillator versus the input-generator
amplitude and frequency are analyzed in detail.

Example 4.9: Harmonic-balance analysis of the bifurcations in the cubic
nonlinearity oscillator

The analysis method proposed in this section has been applied to the same
cubic nonlinearity oscillator of Examples 4.5 and 4.6. As is already known, this
circuit may exhibit two main modes of operation: phase-locked oscillator and
self-oscillating mixer. The generator values for each operation mode can be
determined by tracing the bifurcation loci [33, 34] on the parameter plane,
given by the input-generator amplitude and frequency (Figure 4.23). As has
already been indicated, the free-running oscillation always belongs to one of
the possible turning point loci in the periodic regime. In Figure 4.23, this point
is given by O and the corresponding locus by AOCD. This turning point locus
may contain both synchronization and jump points. Its two common points
with the Hopf bifurcation locus at which the latter originates are solutions of
(4.78) for a zero value of the auxiliary-generator amplitude and, in the present
example, are given by A and D. These points will provide a good estimate for
the border between synchronization and jump behavior. Actually for Ig < IA and
Ig < ID, the turning point curve must correspond to synchronization, as the
Hopf locus is never traversed.

In Figure 4.24, two bifurcation diagrams as a function of input frequency
for two different input-current amplitudes have been traced, including both
periodic and quasiperiodic paths. Because in the quasiperiodic regime there are
two fundamental frequencies, a solution path is traced for each of them. The
synchronization, hysteresis, and Hopf loci have been superimposed. Periodic
paths will be unstable inside the turning point locus and below the Hopf locus.
For Ig = 7 mA [Figure 4.24(a)], the periodic path intersects at both ends (1S7

and 2S7) of the synchronization locus. Then, the start of the quasiperiodic
regime will be due, on both sides, to a loss of synchronization. For Ig = 35 mA
[Figure 4.24(b)], the appearance on the left side of the quasiperiodic response is
due to a Hopf bifurcation (1H35). The right part cuts the hysteresis locus twice
(1T35 and 2T35), which will give rise to an hysteresis phenomenon. Then, the
Hopf locus is traversed (2H35) with appearance of the quasiperiodic paths.

The evolution of the rotation number r as a function of input frequency
for Ig = 7 mA and Ig = 35 mA is shown in Figure 4.25. For Ig = 7 mA, the rota-
tion number reaches the unity value at the starting points of periodic opera-
tion, which is characteristic of the synchronization phenomenon. For Ig = 35
mA, the transformation into the periodic regime is due, at each end, to an
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inverse Hopf bifurcation. The value of the number r is nonrational at these
points and far from unity.
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5
Global Stability of Microwave Circuits

In the previous chapter, the most common types of bifurcations were presented
and illustrated with examples. This chapter will be devoted to the exhaustive
analysis of nonlinear microwave circuits, usually exhibiting bifurcations [1–3],
such as oscillators, analog frequency dividers, self-oscillating mixers, and fre-
quency multipliers. Examples of each kind of circuit will be shown, obtaining
their stability portraits, versus the most common parameters, through bifurca-
tion diagrams and bifurcation loci. Basic operation principles and design con-
cepts are also provided. As an example of systems containing several individual
circuits, bifurcations in phase-locked loops will be studied. The main objective
of this chapter is to provide the reader with a better knowledge of the typical
behavior of common nonlinear circuits and phase-locked loops in terms of
their most usual parameters.

In the case of circuits, the bifurcation analysis will be based on the
harmonic-balance technique. As has been shown in Chapter 4, the inclusion of
an auxiliary generator into the circuit enables simple bifurcation conditions
very well suited for numerical resolution through an error minimization algo-
rithm of the Newton-Raphson type or through optimization. The latter possi-
bility enables the employment of commercial harmonic balance for bifurcation
detection. In the case of phase-locked loops, the analysis tool will be time-
domain integration [4], employing the Poincaré map for obtaining bifurcation
diagrams, as was shown in Chapter 4. Because this chapter is mainly practical,
the circuit examples will be embedded within the general text.
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5.1 Global Behavior of Free-Running Oscillators

In Chapter 4, examples of analysis of a free-running oscillator under variations
of a single parameter were presented (see Example 4.7). The parameter was the
bias voltage of a varactor diode [5]. However, it is possible to include in the
analysis a second parameter. This additional parameter may be the value of a
circuit element, such as the value of an inductor or a resistance, or a transistor
bias voltage. To see this, an example, based on the monolithic circuit of Figure
4.22, will be presented in the following.

The circuit of Figure 4.20 had been designed as an analog frequency
divider by two, but, as is already known (see Section 1.6 and Example 4.8),
dividers based on harmonic synchronization operate as free-running oscillators
in the absence of an input RF signal. For zero input voltage, the circuit behaves
as a free-running oscillator for some bias points, given by the gate bias-voltage
source VGO and the drain bias-voltage source VDO. When keeping VDO constant
and varying VGO, the corresponding evolution of the free-running oscillator
solution is obtained through application of the continuation techniques of pre-
sented in Chapter 2 (see Sections 2.5 and 2.6.3). The solution, in terms of
oscillation frequency and output power at the first harmonic component, is
shown in Figure 5.1. The drain voltage is VDO = 3v. As can be seen, the VGO

range for self-oscillation is delimited by two primary Hopf bifurcations. As the
bias voltage VGO is increased, a direct bifurcation of supercritical type, leading
to the onset of the self-oscillation, is obtained at VGO = −1.4v. The self-
oscillation is extinguished at an inverse Hopf bifurcation of supercritical type,
obtained at VGO = 1.4v. Because the two Hopf bifurcations are of supercritical
type, the oscillation onset/extinction take place without hysteresis at both ends
of the VGO interval.

Considering two parameters at a time, it is possible to determine the set
of bias-voltage values (VGO,VDO) for which the circuit exhibits a self-oscillation
or limit cycle. For this calculation, the Hopf-bifurcation locus (of primary
type) must be traced. The two bias voltages constitute the two components of
the parameter vector η = ( , )V VGO DO in (4.73). This equation becomes
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( )

H V V

H V V
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pr p GO DO

pi p GO DO

p

ω

ω

ε
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, ,

=
=

=

0

0 (5.1)

where the frequency of the auxiliary generator ωp is equal to the free-running
oscillation frequency ωo. Equation (5.1) establishes the zero value of the
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Figure 5.1 Evolution of the free-running oscillation of the monolithic circuit of Figure 4.22
versus the gate bias voltage VGO for constant drain bias voltage VDO = 3v: (a)
free-running frequency, and (b) output power at the first harmonic component.
(From: [6]. © 1993 IEEE. Reprinted with permission.)



impedance/admittance function H p of the auxiliary generator (nonperturba-
tion condition). The small value of the oscillation amplitude A p = ε is in corre-
spondence with the incipient self-oscillation amplitude in the immediate
neighborhood of the Hopf bifurcation point (after this bifurcation has actually
taken place). Note that (5.1) is solved in combination with harmonic balance,
which is employed in the calculation of H p . To trace the bifurcation locus in
the (VGO,VDO) plane, the drain voltage VDO is the initial parameter, which is var-
ied in small steps, prefixed by the user. For each step, ωp and VGO are calculated.
This enables obtaining the curve VGO versus VDO. However, owing to the likely
existence of turning points in the locus, application of continuation techniques
with parameter switching between (VGO,VDO) and ωp will be necessary. When
proceeding this way, the locus of Figure 5.2 is obtained. For points inside the
locus, the circuit (in the absence of an input RF signal) behaves as a free-
running oscillator. For bias points outside the locus, the dc solution is stable
and no oscillation is observed.

When analyzing a free-running oscillator in terms of two parameters, like
(VGO,VDO) in the above example, the main loci to be traced are the primary-
Hopf bifurcation locus and the turning-point locus in the periodic regime. The
later would provide the set of parameter values for which turning points are
observed in the oscillation paths [see (4.75)]. Examples of turning points in the
solution curves of a free-running oscillator have been seen in Figure 2.16 (for
the oscillator circuit of Figure 2.13).
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Figure 5.2 Locus of primary Hopf bifurcation of the monolithic circuit of Figure 4.22. The
locus delimits the bias conditions in terms of the voltages VGO and VDO for free-
running oscillation (inside the locus) from those corresponding to a dc stable
regime (no oscillation). Experimental points have been superimposed.



5.2 Global Behavior of Synchronized Oscillators

In injected oscillators, an external RF generator is connected to a free-running
oscillator circuit [7]. In synchronized operation (obtained only for some
input-generator values), the self-oscillation frequency becomes rationally
related to that of the input generator. There is also a constant phase relation-
ship between the self-oscillation and the input-generator signal. Synchronized
oscillators can be employed as high-gain amplifiers. However, synchronization
is most useful when the input generator provides a frequency close to a har-
monic or a subharmonic of the free-running oscillation. In the former case, a
harmonic injection divider would be obtained [8]. The latter case (subhar-
monic synchronization) enables the phase-noise reduction of the higher-
frequency oscillator circuit [9].

Here the global behavior of an injected oscillator at the first-harmonic
component will be analyzed. Many characteristics of this global behavior are
also encountered in the case of harmonic or subharmonic injection, so the
analysis remains useful. The two most meaningful parameters for the analysis
of synchronized circuits are the power Pin and the frequency ωin of the external
generator. The study will be illustrated by means of its application to the
monolithic circuit of Figure 4.20 [6]. As already indicated, the frequency of the
input generator will be close to that of the free-running oscillation. According
to the power and frequency values of the input generator, either synchronized
or quasiperiodic behavior can be obtained. In Figure 5.3, the synchronized
solutions have been represented versus the input frequency in terms of the out-
put power at the first harmonic component. Three different values of input
power have been considered. As can be seen, for low input power, the solution
curves are closed. In fact, coexisting with each closed curve (for each input-
power value), there is a second solution curve with low output power that has
not been represented here. As has already been seen in Example 4.9, this low-
amplitude solution is an unstable solution and this is why it has not been
included in Figure 5.3. Other examples of low input-power solutions in
injected oscillators (given by a closed curve and low output-power curve)
can be seen in Figure 2.5, corresponding to a van der Pol oscillator.

As the input power increases for a given input-power value, the closed
curve and the unstable low-amplitude curve merge, which gives rise to a single
solution curve. From this value, there is usually an (intermediate) input-power
range for which the curves exhibit turning points. As the input power contin-
ues to increase, the turning points disappear. As has already been seen in Exam-
ple 4.9, the periodic curves of the synchronized oscillator are not entirely
stable. This can be verified through application of the Nyquist stability
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criterion (see Chapter 3). The stable and unstable sections are separated by
bifurcation points, so in Figure 5.3, together with the individual synchroniza-
tion curves, the turning-point/synchronization locus and the secondary Hopf
bifurcation locus have been represented.

The turning-point/synchronization locus is composed of all the points at
which the solution curves exhibit infinite slope. As has already been said in Sec-
tion 4.3, the collision of a node-type periodic solution and a saddle-type peri-
odic solution at an infinite-slope point of the solution curve may give rise to a
loss of synchronization. At this global bifurcation, an invariant cycle is formed
in the Poincaré map (or a torus in the phase space), giving rise to a quasiperi-
odic solution (see Section 4.3.2 and Example 4.6). This is generally the case of
the turning points in the closed curves obtained for relatively small input
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Figure 5.3 Behavior of the circuit of Figure 4.22 as a synchronized oscillator. Synchroniza-
tion curves have been traced for three different input-power values: Pin = 2 dBm
for the smallest closed curve, Pin = 4 dBm for the bigger closed curve, and Pin =
10 dBm for the open curve. The (unstable) low-amplitude curve associated with
each closed curve has been omitted. The turning-point/synchronization locus
and the secondary Hopf-bifurcation locus have also been represented. Inside
the turning-point locus and below the Hopf locus, the synchronization curves
are unstable and the corresponding curve sections are physically unobserv-
able. (From: [6]. © 1993 IEEE. Reprinted with permission.)



power. In the open solution curves obtained for higher input power, the turn-
ing points usually give rise to jumps and hysteresis.

It is not possible to distinguish synchronization and jump points from
the simple inspection of the periodic solution curves. The application of the
Nyquist stability analysis is not helpful either because the loss of synchroniza-
tion is a bifurcation of the global type. As has already been said, in the case of
closed curves, containing a single turning point at each end (versus the parame-
ter), the two turning points (one at each side) will generally be synchronization
points. Problems arise when the closed curve exhibits several turning points,
which makes the distinction between synchronization and jump points almost
impossible when only periodic simulations are performed. On the other hand,
synchronization points can also be encountered in open solution curves, espe-
cially for input-power values slightly higher than the one for which the closed
curve and the low-amplitude curve merge. As will be shown later, the represen-
tation of the turning-point/synchronization locus and the Hopf-bifurcation
locus in the plane defined by the input power and frequency can be helpful for
distinguishing between synchronization and jump points.

The Hopf-bifurcation locus provides the border between synchronized
and quasiperiodic regime for higher input power. Actually, although the open
synchronization curves continue to exist below the Hopf locus (see Figure 5.3),
sections of the curves below this locus are unstable because of the onset at the
Hopf bifurcation points (intersections with the Hopf locus) of an autonomous
frequency. This gives rise to a quasiperiodic solution that has not been repre-
sented here (see Figure 4.24 for an example). The autonomous frequency is
actually the self-oscillation frequency, reappearing in the circuit when the input
frequency is relatively far from the self-oscillation frequency and the input
power is relatively low, which means small influence of the input generator over
the self-oscillation.

To trace the synchronization curves of Figure 5.3, the input frequency
ωin has been considered as the analysis parameter, using the continuation tech-
niques of Section 2.5 to pass through the turning points. An auxiliary genera-
tor, operating at the input-generator frequency ωp = ωin, is employed for the
analysis. The turning-point/synchronization locus has been obtained from
(4.78). This equation is repeated here, for clarity, using the specific parameters
of a synchronized circuit [i.e., η ω= ( , )in inP ]:
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( )
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pr p p

pi p p
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, , ,

, , ,
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where the Jacobian matrix is given by
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As has already been said in Section 4.5, (5.2) must be solved in combination
with harmonic balance. The third equation is the condition for turning point,
that is, for singularity of the Jacobian matrix of the auxiliary generator imped-
ance/admittance function. Because the determinant is real, (5.2) contains four
unknowns in three equations. This provides a solution curve when varying, for
instance, ωin at a prefixed step, and solving for the three other variables. How-
ever, because of the presence of turning points in the locus itself, (5.2) must be
solved in combination with the parameter-switching continuation technique.
The parameter will switch between the four variables A Pp p, , ,φ ω in in . The
turning-point/synchronization locus passes through all the points with infinite
slope of all the solution curves. As is already known, some of the points will
correspond to synchronization and some will be jump points. The application
of the Nyquist stability analysis has shown that the sections of the periodic
solution curves inside the locus are unstable.

For tracing the secondary Hopf bifurcation locus, (4.77) must be applied.
This is repeated here for the sake of clarity:
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where the auxiliary generator frequency is that of the newly generated self-
oscillation. As in the case of primary Hopf bifurcations, the amplitude of the
incipient oscillation is set to very small value, corresponding to the circuit
situation immediately after the bifurcation. Again, the solution of (5.4) is a
curve due to the existence of four unknowns A Pp p, , ,ω ω in in for three
equations.

The representation of both the turning-point/synchronization locus and
secondary Hopf-bifurcation locus in the plane defined by ωin – Pin is extremely
useful because it provides the kind of circuit operation (synchronized or not)
for given generator values [see Figure 5.4(b)]. In the plane defined by ωin – Pin,
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the synchronization locus (composed of saddle-node solutions at which syn-
chronization takes place) takes a V shape, with the free-running oscillation
point at the lower vertex. This V-shaped locus is often called the Arnold tongue
in the nonlinear-dynamics literature [1–3] (see Section 1.6). Synchronized
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Figure 5.4 Bifurcation loci in a synchronized oscillator. Turning-point/synchronization
locus and secondary Hopf bifurcation locus: (a) representation on the plane
ωin–Pout, and (b) representation on the plane ωin–Pin. (From: [6]. © 1993 IEEE.
Reprinted with permission.)



solutions are obtained for input-generator power and input-generator fre-
quency inside this locus [see Figure 5.4(b)]. The turning-point locus joins the
Hopf-bifurcation locus on both sides (see Figure 5.4) at two points (one on the
left side of the tongue and the other on the right side), belonging at the same
time to the two loci. These two points are codimension-two bifurcations. A real
multiplier crosses the border of the unit circle at the point (1,0), and a couple
of complex-conjugate multipliers cross the border at 1e j± θ for the same Pin – ωin

values.
For constant and relatively low input power, such that the synchroniza-

tion limits are given by two points of the V-shaped curve [e.g., Pin = 2 dBm in
Figure 5.4(b)], the synchronization curve will be closed (see Figure 5.4). For
higher input power, the periodic solution curves are open and the Hopf-
bifurcation locus establishes the limit between synchronized and nonsynchro-
nized solutions, as can be appreciated in Figure 5.4(b). Synchronized solutions
exist inside the synchronization locus and above the Hopf-bifurcation locus.
Thus, the upper part of the turning-point locus [see Figure 5.4(b)] has no
physical effect because the circuit continues to behave in synchronized regime
when the input power is increased above this line. Aside from the V-shaped
synchronization locus, the turning-point locus includes a small prolongation
above the Hopf-bifurcation locus. This corresponds to turning points and hys-
teresis of the opened curves, as can be seen in Figure 5.3.

In Figure 5.4(a), the bifurcation loci have been represented in the less
meaningful plane ωin – Pout. For this representation, a calculation of output
power has been carried out at each point of the Hopf and turning-point bifur-
cation loci (i.e., for the input-frequency, input-power for which each bifurca-
tion point is obtained).

5.3 Global Behavior of Frequency Dividers by Two

5.3.1 Design Concepts and Applications of Frequency Dividers

Frequency dividers are essential devices in frequency synthesizers, phase-locked
loops, or FM systems [11]. For operating at high microwave frequencies (milli-
metric band), an analog divider must be used [12–21] because of the limita-
tions of digital technologies. Analog dividers allow an output frequency of
about the maximum oscillation frequency of the active device. Two types of
analog divider exist, depending of the self-oscillation or not of the divider cir-
cuit in the absence of an input signal. Harmonic injection dividers by the order
N [7] behave as free-running oscillators when no external signal is introduced
(see Section 5.1). The frequency division is due to the synchronization of the
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Nth harmonic of the self-oscillation with the input-generator frequency. In
contrast with the harmonic injection dividers, the regenerative dividers
[12–15] do not exhibit a free-running oscillation in the absence of an input sig-
nal. In regenerative dividers by two, the onset of the subharmonic component
is due to a direct flip bifurcation versus the input-generator power. For low
input-generator power, the regenerative divider behaves in the periodic regime
at the input-generator frequency ωin. As the input power increases, the direct
flip bifurcation gives rise to the frequency division by two. As can easily be
understood, frequency division in harmonic-injection dividers can be achieved
from lower input-power values than in regenerative dividers.

When using an FET transistor in the design, the basic divider topology
consists of the FET device, with series or parallel feedback, to enable the self-
oscillation, and two matching filters (see Figure 5.5), respectively, at the input
and output frequency [17–19]. In the case of a frequency divider by two, the
input filter is centered at ωin, while the output filter and feedback network are

centered at
ω in

2
. In general, the FET transistor is biased close to pinch-off to

take advantage of the quadratic behavior of the drain current versus the gate-
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Figure 5.5 Basic configurations of FET-based frequency dividers: (a) series configuration,
and (b) parallel configuration.



to-source voltage in this region. In most cases, the practical difference between
a regenerative divider (no free-running oscillation) and a harmonic-injection
divider simply depends on the value of the gate-bias voltage VGS. For a more
negative VGS, the free-running oscillation is quenched and the circuit behaves as
a regenerative frequency divider. In the absence of input power, the increase in
this voltage leads to the onset of a free-running oscillation at the frequency ωo

with the circuit behaving as a harmonic-injection divider when the input gen-
erator is connected.

The analog frequency dividers are typically narrowband. To increase the
operation bandwidth, the two-stage configuration of Figure 5.6 can be used
[20, 21]. The first stage performs the matching and amplification of the input
signal at the generator frequency ω ωin 2≅ ο . In the second stage, the feedback
network ensures the presence of the self-generated frequency ωa at the transis-
tor input, where it will be mixed with the signal at ωin.

In a similar way to Figure 5.5, two different configurations are possible in
the two-stage divider, depending on the series or parallel connection of the
feedback network in the second stage. The block diagram shown in Figure 5.6
corresponds to the second type. For broadband operation, the second stage is
optimized in small signal to obtain in the operating band a zero value and a
minimum frequency variation of the phase difference φ between the voltages Vi

and Vo at the input and output of the feedback loop [21]:

d

d

V

V
o

i

φ

ω
φ→ = ∠ =0 0with (5.5)

These conditions ensure the phase locking of the circuit over a frequency band.
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Figure 5.6 Broadband configuration of analog frequency dividers with two FET-transistor
stages.



5.3.2 Parametric Stability Analysis of Frequency Dividers by Two

As has already been said, two main mechanisms may lead to the frequency divi-
sion by two in a divider circuit: the flip-type bifurcation and the synchroniza-
tion of the second harmonic of the autonomous frequency with the
input-generator frequency. Flip-type bifurcations lead to a frequency division
by two from a periodic regime at the external generator frequency ωin. When

the flip-type bifurcation takes place, the subharmonic
ω in

2
arises and, with it,

other harmonic components at kω
ω

in
in±

2
, with k integer. In the case of har-

monic synchronization, the divider circuit, prior to synchronization, operates
in a self-oscillating mixer regime, having both the input frequency ωin and the
autonomous frequency ωa as fundamentals. The value of the autonomous fre-
quency ωa is influenced by the input generator, which enables the synchroniza-
tion 2ω ωa → in . In the following, the different phenomena leading to
frequency division by two in a divider circuit are analyzed, using, for illustra-
tion, the monolithic circuit of Figure 4.20.

The bifurcation diagram of Figure 5.7, has been obtained by varying the
input-generator frequency ωin of the circuit in Figure 4.20 for constant input
power Pin = 6 dBm. The transistor bias point is VGS = –1.5v, VDS = 3v. In a fre-
quency interval about the input frequency fin = 5 GHz, the circuit behaves in the
periodic regime at the fundamental frequency delivered by the generator. The
solution path in this interval is traced in terms of the output power at this fun-
damental frequency. When increasing the input frequency, a flip-type bifurca-
tion F1 (from the stable periodic regime at ωin) gives rise to the onset of the

subharmonic
ω in

2
, providing the start of the band of frequency division by two.

The evolution of the frequency-divided solution versus fin is represented by trac-
ing two paths, one providing the output power at the frequency component ωin

and the other providing the output power at the subharmonic component
ω in

2
.

As the input frequency continues to be increased, a second (and inverse)
Flip bifurcation takes place at F2. However, the end of the frequency-divided
regime is not determined by this bifurcation, but by a saddle-node bifurcation
in the frequency-divided solution (turning point T2). It is a saddle-node bifur-
cation with loss of synchronization, giving rise to a quasiperiodic solution with
two fundamental frequencies: the input-generator frequency ωin and the self-
oscillation frequency ωa. The evolution of this solution (for frequencies beyond
the turning point T2) is represented by tracing a path for each of the two
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fundamental frequencies, each path showing the output power at the corre-
sponding fundamental. The turning point T2 in the path at the autonomous
fundamental ωa has its image ′T 2 in the path at ωin, as, obviously, all the
harmonic components have the same turning points. Global bifurcations are
discontinuous, so at the synchronization points, there is always a small discon-

tinuity in the paths. Due to this discontinuity, the output power at
ω in

2
, at the

turning point T2, does not take exactly the same value as the power of ωa after
the loss of synchronization. The same happens at T2′, in terms of ωin and 2ωa.

In the immediate neighborhood of the synchronization points, the results
from the frequency-domain analysis are approximate. As the parameter gets
closer to the synchronization value, the rotation number continuously

approaches a rational value (r =
1

2
, in a frequency divider by two). See Figure

4.25, as an example of evolution of the rotation number versus the parameter.
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Figure 5.7 Bifurcation diagram of the monolithic frequency divider of Figure 4.22 for con-
stant input power Pin = 6 dBm and variable input frequency fin. Both periodic
and quasiperiodic solutions have been traced with measurement points super-
imposed. (From: [19]. © 1996 IEEE. Reprinted with permission.)



The close-to-rational rotation number r gives rise to a great density of spectral
lines with relevant power about each frequency component kωa. The analysis
demands a very high nonlinearity order for good accuracy. To see this more
clearly, Figure 5.8 shows the spectrum of the frequency divider close to a syn-
chronization value of the input frequency. When the rotation number

approaches r =
1

2
, the frequency component 2ωa approaches ωin (i.e.,

2ω ωa → in ), and the spectral lines kωin + lωa, with k,l integers, take close val-

ues. Close to the synchronization points, there is a big sensitivity of the analysis
with respect to the nonlinearity order nl k l= +max{ }. As has already been
said in Section 2.2.1, in any quasiperiodic analysis, there is a nonlinearity order
nlo, such that the increment of nl beyond nlo gives no appreciable effect. While
relatively far from the synchronization point, this order can be nlo = 7 or nlo = 8,
close to the synchronization point, this order is very high (nlo = 20 or greater).

The left-hand side of the bifurcation diagram of Figure 5.7 shows the
existence of a quasiperiodic solution with paths at both the input frequency ωin

and the autonomous frequency ωa. The point marked H indicates an inverse
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Figure 5.8 Bifurcation loci about the second harmonic of the free-running oscillation 2ωo
of the monolithic frequency divider of Figure 4.20. (From: [19]. © 1996 IEEE.
Reprinted with permission.)



Hopf bifurcation, in the increasing sense of the input frequency ωin, of subcriti-
cal type. There is a turning point in the quasiperiodic paths, marked T1 in the
path at ωa and T1′ in the path at ωa. If the circuit initially behaves in the qua-
siperiodic regime, the transformation to the periodic regime with increasing
input frequency will take place at T1–T1′. The only fundamental of this regime
is ωin (multiplying regime). From this regime, the direct (and super-critical)
flip-type bifurcation F1 gives rise to a frequency division by two. When decreas-
ing the input frequency from about fin = 4.5 GHz, the transformation to the
quasiperiodic regime does not take place until the Hopf bifurcation point H is
reached. An hysteresis cycle is obtained.

As can be gathered from the above bifurcation diagrams, the analog fre-
quency dividers, although originally intended to behave as such, can also
exhibit other operation modes. It would be helpful for the designer to know
the circuit operation mode for given input-generator conditions in terms of
frequency and power. This requires the tracing of the circuit bifurcation loci
in the two-parameter plane (ωin,Pin). In view of the bifurcation diagrams of
Figure 5.7, it would be necessary to trace the turning-point locus in the peri-
odic regime (including synchronization points and jump points), the flip-
bifurcation locus (giving rise to frequency division by two from periodic
regime at ωin), the secondary Hopf-bifurcation locus and the turning point
locus in the quasiperiodic regime because of the possibility of jumps from the
quasiperiodic regime to the periodic regime. The flip-bifurcation locus is
traced using (4.76). This equation is rewritten here for the specific parameters
η ω= ( , )in inP :
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with the auxiliary generator operating at the subharmonic frequency

ω
ω

p =
in

2
. The above system contains four unknowns in three equations,

which gives rise to a solution curve Pin versus ωin. A continuation technique
with parameter switching between the three variables P pin in, ,ω φ has to be
applied to pass through the possible turning points of the locus itself.

The locus of turning points in the period-doubled regime (including the
synchronization locus) is obtained by applying
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where the Jacobian matrix is given by
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The difference from (5.2) is in the operation frequency ωp of the auxiliary gen-
erator. The relationship ω ωin = 2 p in (5.7) enables tracing the Arnold tongue

r =
1

2
, in contrast with (5.2), which provided the Arnold tongue r = 1. On the

other hand, the locus of turning points in the quasiperiodic regime (giving the
parameter values for the transformation from the quasiperiodic to the periodic
regime) is obtained by applying
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In this case, the Jacobian matrix is given by
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Equation (5.9) must be solved using two-tone harmonic balance at the two
fundamental frequencies ωin and ωa. The third equation of (5.9) is the
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condition for turning point (i.e., for singularity of the Jacobian matrix of the
auxiliary generator impedance/admittance function).

The flip-bifurcation locus, the Hopf bifurcation locus, the turning-point
locus in the periodic regime, and the turning-point locus in the quasiperiodic
regime have been represented in the plane (Pin, ωin) in Figure 5.9. This repre-
sentation provides the input power and input frequency for each of the three
main operation modes of the circuit: as frequency divider by two, as self-
oscillating mixer (quasiperiodic regime at ωin and ωa) and as bad amplifier
(periodic regime at ωin). It also shows the input-generator values for the two
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Figure 5.9 Spectrum of the monolithic frequency divider of Figure 4.22 for input frequency
fin = 4.75 GHz and input power Pin = 5 dBm: (a) simulated through multitone har-
monic balance, and (b) measured.



main mechanisms of frequency division: by second-harmonic synchronization,
from the quasiperiodic regime, and by flip bifurcation, from periodic regime at

ωin. The V-shaped synchronization locus constitutes the Arnold tongue r =
1

2
.

The internal line separating the flip-bifurcation locus from the synchronization
locus has no physical effect, in a similar way to the upper line in the turning-
point locus of Figure 5.4(b). The turning-point locus (in the periodic regime)
above the upper part of the flip-bifurcation locus gives rise to hysteresis in the
transformation from the frequency-divided regime to the periodic regime at ωin

(and vice versa). Both this locus and the synchronization locus are obtained as
two different solutions of (5.7) isolated from each other.

As seen in Figure 5.7, turning points in the quasiperiodic solution paths
cause hysteresis in the transformations from the quasiperiodic regime to the
periodic regime at ωin and the periodic regime at ωin to the quasiperiodic
regime. The locus of these turning points in the plane (Pin, ωin) is obtained
from (5.9). The sections of this locus above the flip-bifurcation locus (see Fig-
ure 5.8) give rise to hysteresis in the transformations from the quasiperiodic

regime to the frequency-divided regime at
ω in

2
and the frequency-divided

regime at
ω in

2
to the quasiperiodic regime.

Although both of them lead to the periodic regime, there is an essential
difference between inverse Hopf bifurcations and synchronization from the
point of view of the evolution of the state-variable spectra versus the parameter.
As has already been said, in the neighborhood of inverse Hopf bifurcation (also
called asynchronous extinction), the power at autonomous frequency decreases
in a continuous fashion. Another characteristic is that, contrary to what hap-
pens near synchronization, the rotation number r does not tend to be rational,
and the spectral lines are separated when the inverse Hopf bifurcation occurs.
An example is shown in Figure 5.10. The input frequency is fin = 4.75 GHz,
and the input power is Pin = 5 dBm, so as gathered from Figure 5.9, the circuit
is operating in the neighborhood of an inverse Hopf bifurcation. For compari-
son, take a look at the spectrum for fin = 6 GHz and Pin = –2 dBm with circuit
operation close to second-harmonic synchronization (see Figure 5.9) that had

been represented in Figure 5.8. The rotation number approaches r =
1

2
, and

the frequency distance between the spectral lines is very small, obtaining a
dense triangular spectrum [22] typical of the presynchronization stage. As has
already been said, for accuracy in the calculation, the nonlinearity order nl to
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be taken into account in the harmonic-balance calculation of this quasiperiodic
solution must be very high (20 or more).

5.3.3 Improvement in the Frequency-Divider Design

The bifurcation loci (see Figure 5.9) of all analog frequency dividers by two by
harmonic injection are qualitatively similar. Both the harmonic-synchronization

262 Stability Analysis of Nonlinear Microwave Circuits

Figure 5.10 Spectrum of the monolithic frequency divider of Figure 4.22 for input frequency
fin = 6 GHz and input power Pin = –2 dBm close to synchronization: (a) simu-
lated through multitone harmonic balance with nonlinearity order Nl = 20, and
(b) measured. (From: [18]. © 1994 IEEE. Reprinted with permission.)



and flip-bifurcation loci will exist. However, some hysteresis phenomena may
be less relevant or even disappear. The width of the second-harmonic synchro-
nization locus may also greatly vary. In the case of regenerative dividers (which
do not oscillate in the absence of an input signal), the frequency division is
exclusively obtained through flip bifurcations. These dividers are not expected
to operate in the quasiperiodic regime outside the division band, and the syn-
chronization locus will not exist.

A monolithic frequency divider by two with input frequency fin = 28
GHz and based on the broadband topology of Figure 5.6 has also been ana-
lyzed [20, 21]. In the schematic of Figure 5.11, both the amplifying and regen-
erative stages can be distinguished, as can the autobias network. For the second
stage, parallel feedback has been chosen. For 5v bias voltage, the circuit oscil-
lates in the absence of an input signal at the frequency fo = 14.23 GHz. The
bifurcation loci of this frequency divider, obtained applying (5.6) to (5.10), are
shown in Figure 5.12.

The comparison with the bifurcation loci of the 6- to 3-GHz frequency
divider (Figure 5.9) evidences the broadening of the division band by second-
harmonic synchronization. Unlike the diagram in Figure 5.9, there is no
turning-point locus in the quasiperiodic regime, so no hysteresis is observed in
the transformations from the quasiperiodic regime to the periodic regime and
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Figure 5.11 Two-stage monolithic frequency divider with 28-GHz input frequency.



the periodic regime to the quasiperiodic regime. As seen in Figure 5.12, when
solving (5.7) for the 28- to 14-GHz divider, aside from the synchronization

locus or Arnold tongue r =
1

2
, a closed curve, looking like an island is obtained.

This “island” is composed of turning points of the solution curves in the
frequency-divided regime. The simulations of Figure 5.13 illustrate the influ-
ence of the turning-point island over the solution curves. For constant input
power Pin = 0 dBm [see Figures 5.12 and 5.13(a)] and increasing the input fre-
quency from fin = 26 GHz, the circuit initially operates in the quasiperiodic
regime. However, the synchronization locus (or Arnold tongue 1/2) is trav-
ersed at the point S1, and at this point, second-harmonic synchronization takes
place, leading to a frequency division by two. As already mentioned, quasiperi-
odic paths in the immediate neighborhood of the synchronization point always
have a certain inaccuracy. There is also a small amplitude jump in the paths at

ωa (becoming
ω in

2
) and ωin when the synchronization takes place because of

the discontinuity of this bifurcation [3].
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Figure 5.12 Bifurcation loci of the monolithic frequency divider by two of Figure 5.11. There
is no turning-point locus in the quasiperiodic regime. The “island” is com-
posed of turning points of the frequency-divided curves. (From: [20]. © 1998
IEEE. Reprinted with permission.)



The second crossing of the synchronization locus (or Arnold tongue 1/2)
at the point S2 determines the end of the synchronization band. As has already
been seen, constant input-power solution curves for which division by
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Figure 5.13 Simulations of the monolithic frequency divider by two of Figure 5.11: (a) for
constant input power Pin = 0 dBm, and (b) for constant input frequency fin =
27.35 GHz. (From: [20]. © 1998 IEEE. Reprinted with permission.)



synchronization takes place are typically closed, like the ones in Figure 5.13(b).
The two closed curves are actually part of the same solution, one of them pro-

viding the output power at the subharmonic component
ω in

2
and the other, the

output power at ωin. The crossing for this input-power value of the turning-
point island (see Figure 5.12) gives rise to the two turning points T1 and T2. A
Nyquist stability analysis indicates that only the sections S1–T2 and T1–S2 are
stable.

The simulation of Figure 5.13(b) shows the evolution of the output

power at ωin and
ω in

2
, versus the input power Pin for constant input frequency

fin = 27.35 GHz. The frequency division is due to second-harmonic synchroni-
zation at the point S1. Thus, the subcritical flip bifurcation F1 has actually no
effect over the circuit behavior. Note that the point F1 belongs to the nonphysi-
cal line separating division points inside the Arnold tongue from division
points inside the flip-bifurcation locus (see Figure 5.12). The branch S1–F1 is
unstable. The crossing of the turning-point island gives rise to the two turning
points in the frequency-divided regime T1 and T2. These points are responsible
for an hysteresis phenomenon in the divided regime. In the increasing input-
power sense, an upward jump takes place at T2. In the decreasing input-power
sense, a downward jump takes at T1.

5.4 Global Behavior of Self-Oscillating Mixers

5.4.1 Design Concepts and Applications of Self-Oscillating Mixers

Nowadays transmitter/receiver systems require very efficient frequency con-
verters with small size and low-power consumption and compatible with the
MMIC technology. Low cost is also a key characteristic for success in the com-
munication market. The self-oscillating mixer is a very attractive frequency con-
verter to fulfill these requirements [23].

In conventional downconverters, the input RF signal is mixed with that
of a local oscillator, which is external to the mixer circuit. The mixer is usually
based on the use of rectifier diodes because of low-cost requirements. In self-
oscillating mixers a transistor or any suitable device serves both as a local oscil-
lator and as a mixing element [23–28]. Due to this double function, the circuit
design is very compact and simplified. The reduced component number
increases reliability and manufacturing yield. Less active components also
reduce the power consumption. The self-oscillating mixer approach simpli-
fies the circuitry of the entire receiver system. Another advantage over the
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conventional converters (using diode mixers) is the capability to provide con-
version gain. Due to this fact, amplifier stages can be eliminated. Low-noise
active devices can be used for low-noise designs.

A self-oscillating mixer is basically an oscillator at the frequency ωo with
an input RF signal at the frequency ωin. The circuit oscillates in the absence of
an input signal, so the first design step must be to obtain a free-running oscilla-
tor at ωo. This oscillation frequency is tuned varying the bias point of the active
element. When the low-power RF signal is introduced at ωin, the mixing
between the two fundamental frequencies provides the sum and difference
(intermediate frequency) intermodulation products. The oscillator quality fac-
tor must be high to reduce the phase noise and the shift in the oscillation fre-
quency due to the influence of the input signal. This influence increases with
the input power.

Two terminal devices such as Gunn or IMPATT devices are often used
for very compact and simplified receivers, especially at millimeter frequencies
[24–27]. The use of waveguide cavities enables designs of high quality factor.
MESFET, HEMT, and bipolar oscillators are also commonly employed for the
design of self-oscillating mixers, stabilizing the oscillation frequency through a
dielectric resonator [23, 28]. The single transistor configurations require an
accurate design of the input and intermediate frequency filters to guarantee suf-
ficient input/output isolation.

A self-oscillating mixer, based on a dielectric-resonator-oscillator (DRO)
configuration, is shown in Figure 5.14. A MESFET transistor has been
used [28]. For the design of the free-running oscillator, negative resistance is
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Figure 5.14 FET-based self-oscillating mixer stabilized through a dielectric-resonator-
oscillator.



obtained at the transistor input at the desired oscillation frequency ωo. Series
feedback (L4) (at the transistor source) is used to get this negative resistance.
The transistor output impedance is matched at the intermediate frequency fIF.
A dielectric resonator is coupled to the input microstrip line L1 and tuned at
ωo. The negative-resistance band must be narrow around ωo and the output fil-
ter at IF must provide a high attenuation at the oscillation frequency to guaran-
tee good input/output isolation. For attenuating the input frequency an
open-circuited λ/4 parallel line at ωo (L5) is introduced at the transistor output.
The transistor bias point is VGS = –1.3v, VDS = 3.6v. For this point, the oscilla-
tion frequency is 9.56 GHz, with output power Pout = 14 dBm. The
oscillation-signal isolation at the IF output is about 30 dB. The frequency of
the input RF signal varies between fin = 10.5 GHz and fin = 12 GHz. This
example will be continuously referred to in the following sections to illustrate
the different aspects of the analysis of self-oscillating mixers.

5.4.2 Steady State of the Self-Oscillating Mixer

The nonlinear analysis of the self-oscillating mixer enables a realistic determina-
tion of characteristics, such as the dynamic range, the intermodulation content,
and the possible instability. Actually, frequency-conversion techniques [16],
based on the circuit linearization around the free-running oscillation (in the
absence of an input signal), are only applicable for very small input powers.
When this condition is not fulfilled, nonlinear analysis techniques, like har-
monic balance must be used [28, 29]. In the case of self-oscillating mixers, there
will be two incommensurable fundamental frequencies given respectively by the
input-generator frequency ωin and the self-oscillation frequency ωa, slightly per-
turbed under the influence of the external generator ωin. Because the two funda-
mental frequencies are not harmonically related, the resulting regime is
quasiperiodic. The two fundamental frequencies give rise to intermodulation
products of the form kωin + lωa, with k,l integers.

The high quality factor of the resonant circuits employed in the design of
self-oscillating mixers limits the variations of ωa. In spite of these small varia-
tions, the harmonic-balance analysis requires the inclusion of ωa in the set of
harmonic-balance unknowns, as in any other calculation of an autonomous
quasiperiodic regime. Because one of the fundamental frequencies is autono-
mous, there is an insensitivity of the solution with respect to the phase-origin.
The phase of one of the harmonic components of one state variable is set to
zero and is replaced, as a system unknown, with the autonomous frequency ωa.

For the harmonic-balance analysis of this quasiperiodic regime, the Fou-
rier expansions of the circuit variables must be truncated to a finite number of
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spectral components. For the self-oscillating mixer of Figure 5.14, the nonline-
arity order nl = 5 has been used, so 31 spectral components have been consid-
ered for each circuit variable.

As in any quasiperiodic regime with an autonomous fundamental, the
mixing solution of self-oscillating mixer coexists with a generally unstable peri-
odic solution having the input-generator frequency ωin. as only fundamental
(see Section 2.3.3). To avoid this solution, an auxiliary generator is introduced
at the oscillation frequency ωp=ωa. The presence of this generator (with nonz-
ero value) enables the initialization of the frequency components at ωa that
otherwise would remain at zero value (see Section 2.3.3). When this auxiliary
generator fulfills the nonperturbation condition H p = 0, the solution of the
circuit containing the auxiliary generator is identical to the actual circuit
solution.

In the self-oscillating mixer of Figure 5.14, the auxiliary generator is con-
nected in parallel with the transistor gate. The resulting output power spec-
trum for input power Pin = –18 dBm and input frequency fin = 10.6 GHz is
shown in Figure 5.15. The intermediate frequency is, in this case, fIF = 1 GHz.
This simulated spectrum can be compared with the experimental one in Figure
5.15(b). Note that some further filtering would be necessary to select the inter-
mediate frequency ωIF with good attenuation of ωin and ωa. Once the
harmonic-balance analysis has been performed, the conversion loss of the self-
oscillating mixer is directly obtained from the ratio:

L
P

P
=







10 log in

IF

(5.11)

For Pin = –18 dBm and fIF = 1 GHz, conversion loss of about L = 2 dB (Figure
5.15) is obtained.

5.4.3 Parametric Analysis of the Self-Oscillating Mixer

Obtaining the evolution of the conversion gain/loss (or IF output power) of the
self-oscillating mixer under variations in a parameter η (such as the device bias,
the input power, or the input frequency) will generally be of interest for the
designer. Versus the input power, this parametric analysis provides the 1-dB
gain compression point. It must also be taken into account that the self-
oscillating mixers, although intended to behave as frequency mixers, can also
exhibit other undesired operation modes. The parametric analysis will enable
an accurate determination of the bands with mixing behavior (in terms of one
or two significant parameters) and the optimum operation conditions.
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Figure 5.15 Output spectrum of the self-oscillating mixer of Figure 5.14 for Pin = –18 dBm
and fIF = 1 GHz: (a) simulated, and (b) experimental.



When varying a parameter η of a self-oscillating mixer, turning
points are often encountered in the solution curves. The tracing of these
curves requires a prediction/correction continuation technique with parame-
ter switching, like the continuation technique of Section 2.6.3, based on the
use of an auxiliary generator. The switching is carried out between the two
auxiliary-generator values Ap and ωp and the parameter η to fulfill the nonper-
turbation condition H p = 0. The application of this technique to the self-
oscillating mixer of Figure 5.14 has enabled obtaining the variation of its con-
version loss versus the input power [Figure 5.16(a)] and versus the intermedi-
ate frequency [Figure 5.16(b)].

In Figure 5.16(a), the conversion loss, for input power Pin ≅ –3 dBm,
tends to infinity. This is due to the extinction for this relatively high input
power of the self-oscillation at an inverse Hopf bifurcation of subcritical type at
the point H. At this point, the fundamental frequency ωa disappears as funda-
mental, together with all the harmonic components involving this frequency,
in particular, the intermediate frequency ω ω ωIF in= − a . The amplitude of all
the spectral components containing the frequency ωa tends to zero as the Hopf
bifurcation is approached. The output power at PIF tends to zero and the con-
version loss, according to (5.11), tends to infinity.

The subcritical nature of the Hopf bifurcation H gives rise to hysteresis in
the transformation of the quasiperiodic regime to the periodic regime and the
periodic regime to the quasiperiodic regime. The transformation of the qua-
siperiodic regime to the periodic regime in the increasing input power sense is
actually due to the turning point T in the quasiperiodic solution curve. For
P P Tin in> , the circuit operates in a nonautonomous regime with the input-
generator frequency ωin as only fundamental. This kind of operation is similar
to that of a bad amplifier. Decreasing the input power Pin from periodic
regime, the self-oscillating mixer operation is not recovered until Pin is reduced
below PinH. The transformation from the periodic regime to the quasiperiodic
regime takes place at point H.

The evolution of the conversion loss of the self-oscillating mixer versus
variations in the intermediate frequency is shown in Figure 5.16(b). As in the
case of input-power variations, experimental points have been superimposed.
For very low values of intermediate frequency, the conversion loss increases
quickly. This is due to the synchronization of the two independent fundamen-
tals ωa, ωin. The synchronization prevents the mixing process because the two
frequencies become the same, leading the circuit to a periodic regime similar to
that of a synchronized oscillator. Synchronization takes place for an input fre-
quency very close to the self-oscillation one and, in general, will not be relevant
because of the usually high value of the resonant-circuit quality factor.
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The self-oscillating-mixer circuit is expected to operate in an autonomous
quasiperiodic regime, giving rise to the mixing of the two fundamental
frequencies ωin and ωa. However, as has been shown, other operating regimes
are possible because of its intrinsic autonomous nature. The operation regions
of the self-oscillating mixer versus two parameters of interest, such as input
power and input frequency, can be determined by tracing its bifurcation loci in
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Figure 5.16 Conversion loss of the self-oscillating mixer versus (a) input power for con-
stant input frequency fin = 10 GHz, and (b) intermediate frequency for constant
input power Pin = –18 dBm.



the plane defined by the two selected parameters. This has been done in Figure
5.17(a) in the plane (Pin, ωin).

The loci that have been represented are the Hopf bifurcation locus, the
turning-point locus in the quasiperiodic regime, and the turning-point locus in
the periodic regime, providing the synchronization locus (Arnold tongue 1/1).
For parameter variations such that both the turning point and inverse Hopf
bifurcation loci are traversed, an hysteresis phenomenon is observed in the
transformation between the quasiperiodic regime (self-oscillating-mixer opera-
tion) and the periodic regime. There are some input-frequency values for
which the input power can be substantially increased without leading the cir-
cuit to the uninteresting periodic behavior. For these frequency values, the
input generator observes very low impedance. Most of the input power is
reflected and no actual mixing takes place.

The synchronization locus has been obtained from the locus of turning
points in the periodic regime at ωin [see (5.2)]. It is very narrow due to
the high value of the quality factor of the resonant circuit. An expanded view
of the bifurcation loci about the synchronization region is shown in Figure
5.17(b).

5.5 Global Behavior of Frequency Doublers

5.5.1 Design Concepts of Frequency Doublers

The circuit in Figure 5.18 is another example of microwave-frequency dou-
blers, based on the use of a long-lifetime varactor diode of PN-type [30–32]
similar to the one that has already been studied in Example 4.4. The schematic
includes an input bandpass filter, about the input-generator frequency (fin = 4
GHz) and an output filter, about the doubled frequency (fout = 8 GHz).

5.5.2 Parametric Analysis of Frequency Doublers

The frequency doubler is expected to operate in the periodic regime at the fun-
damental frequency fin delivered by the input generator. The high nonlinearity
of the capacitance should enable significant power at the second harmonic
component. However, this highly nonlinear behavior is also likely to give rise
to instability. The frequency doubler of Example 4.4 exhibited flip bifurcations
as the input-power increased. In the doubler of Figure 5.18, Hopf-type insta-
bilities are observed.

To detect any possible instability of the frequency doubler of Figure 5.18
as the input-generator power Pin is increased, sequential stability analyses by
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means of the Nyquist plot (see Chapter 2) have been carried out versus this
parameter (Figure 5.19). These plots, calculated for constant input frequency
fin = 3.7 GHz and different input-power values, have been obtained using com-
mercial harmonic balance.
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Figure 5.17 (a) Operation modes of the self-oscillating mixer determined from the bifurca-
tion loci; and (b) expanded view of the synchronization zone. Experimental
points have been superimposed.
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275Figure 5.18 Microwave-frequency doubler with input frequency fin = 4 GHz.



As can be seen in Figure 5.19, for input power below Pin = 16 dBm, the
frequency doubler is stable because the Nyquist stability plot does not encircle
the plot origin. Then, the observed solution is periodic (as desired), having the
input-generator frequency fin = 3.7 GHz as only fundamental. However, for
input power above Pin = 16 dBm, the origin is encircled, thus signaling unsta-
ble behavior. This means that the periodic solution at the input-generator fre-
quency, although mathematically correct, is physically unobservable. The
input power Pin = 16 dBm is a critical value at which a direct Hopf bifurcation
takes place in the frequency doubler. Associated with this qualitative variation
of the solution stability, there is also a qualitative variation of the type of
steady-state solution. The Hopf bifurcation gives rise to the onset on an oscilla-
tion at the frequency ωa. The autonomous frequency is fa = 1.9 GHz. This fre-
quency mixes with the existing input-generator frequency ωin to give rise to a
quasiperiodic regime and typical mixer spectrum (Figure 5.20). The type of
steady-state solution has varied from a limit cycle (for Pin < 16 dBm) to a
2-torus (for Pin > 16 dBm).

Figure 5.21 shows the evolution of the output power of the frequency
doubler at twice the input frequency 2ωa for constant input frequency fin = 3.7
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Figure 5.19 Stability analysis of the frequency doubler through Nyquist plots for constant
input frequency fin = 3.7 GHz. It has been obtained using commercial harmonic
balance. A Hopf bifurcation is obtained at the input power Pin = 16 dBm. (From:
[32]. © 1998 IEEE. Reprinted with permission.)
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Figure 5.20 Self-oscillating mixer regime of the frequency doubler with experimental
points super-imposed. There are two independent fundamentals: one provided
by the input generator (fin = 3.7 GHz) and the other due to the self-oscillation (fa
= 1.9 GHz).

Figure 5.21 Bifurcation diagram of the frequency doubler with input frequency fin = 3.7
GHz. The results of in-house (–) and commercial (*) harmonic balance can be
compared. The subcritical Hopf bifurcation gives rise to a quasiperiodic
regime at the fundamental frequencies fin = 3.7 GHz and fin ≅ 1.9 GHz. An hys-
teresis phenomenon is observed in the transformation from the periodic
regime to the quasiperiodic regime, and vice versa. (From: [32]. © 1998 IEEE.
Reprinted with permission.)



GHz. The bifurcation diagram has been traced using the auxiliary-generator
technique. Simulations have been performed with in-house and commercial
harmonic balance for accuracy comparison. As can be seen, the Hopf bifurca-
tion (taking place for Pin = 16 dBm) is of subcritical type. The stability of the
different regions of the solution paths is indicated in the figure. From the
branching point, the path corresponding to the periodic solution is unstable.
The subcritical Hopf bifurcation gives rise to an hysteresis phenomenon.
When increasing the input power from Pin< 7 dBm, the self-oscillation appears
at Pin = 16 dBm. However, when decreasing the input power from Pin > 16
dBm, the oscillation persists until the input power is reduced below Pin = 7
dBm, where a jump takes place to the periodic-solution path.

To determine the safe operation region of the frequency doubler in terms
of input-generator power and frequency, the Hopf-bifurcation locus is traced
in the plane defined by these two parameters (ωin ,Pin). The locus, given by
(5.4) has been calculated using commercial software (see Figure 5.22). The
amplitude of the auxiliary generator is set to a very small value A_AG = ε.
Then, the input-generator frequency fin is swept, optimizing for each fin the
input-generator amplitude Ein and the autonomous frequency f_AG ≡ fa to ful-
fill the nonperturbation condition Y = 0 [see Figure 2.12(b)]. The turning
points are circumvented through parameter switching, sweeping in the regions
of difficult convergence the input-generator amplitude Ein and optimizing fin

and f_AG ≡ fa. It is also possible to sweep f_AG and optimize Ein and fin.
The Hopf locus provides the border between the region of stable opera-

tion as frequency doubler and the region with self-oscillating behavior (qua-
siperiodic regime). Although it has not been analyzed here, similar kinds of
behavior can be expected in other forced circuits, with parametric instability,
such as power amplifiers. The term parametric refers to the fact that the circuit
does not oscillate in the absence of input power (see Figure 5.21). Instead, the
self-oscillation starts in the nonlinear regime obtained through the increment
of the input-generator power (circuit parameter). The linearization of the cir-
cuit equations about this nonlinear regime may show the existence of a fre-
quency interval with negative resistance giving rise to a possible onset of a
subharmonic (see Example 4.4) or autonomous frequency if the necessary
instability conditions are fulfilled. See the Nyquist plots of Figure 5.19.

5.6 Global Behavior of Phase-Locked Loops

Systems containing several individual circuits, such as phase-locked loops
[33–35], can also exhibit bifurcations when one or more parameters vary [36].
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As in the case of circuits, these bifurcations delimit their operation ranges. As an
example, the global stability of phase-locked loops is analyzed in this section.

5.6.1 General Equations of the Phase-Locked Loop

As shown in Figure 5.23, a general phase-locked loop is made up of a nonlinear
phase detector, a loop filter, a VCO and a frequency divider [34]. Using nor-
malized variables, the input voltage ν i t( ) is assumed to be a sinusoidal wave-
form, given by

( ) ( )( ) ( )ν θ θ
θ

ωi i i
i

it t t
d

dt
= ∈ =cos , with andS 1 (5.12)

while the VCO output voltage has the form:
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Figure 5.22 Hopf bifurcation locus delimiting the stable and unstable operation regions of
the frequency doubler of Figure 5.19. It has been obtained using commercial
harmonic balance. Experimental points have been superimposed. (From: [32].
© 1998 IEEE. Reprinted with permission.)



( ) ( )( ) ( )ν θ θo o ot t t= ∈cos , S 1 (5.13)

The output signal of the phase detector p t( ) (either a current or a voltage)
is a nonlinear function of the input-signal phase θ1 and the output-signal phase
θ ο , divided by N:

( ) ( ) ( )
p t p t

t

Ni
o= 





θ
θ

, (5.14)

On the other hand, the VCO oscillates at a frequency depending on the
control voltage v(t):

( ) ( )( )&θ νo VCOt f t= (5.15)

This frequency is often assumed to be a linear function of the control voltage
v(t). However, in a more realistic analysis, the saturation of the VCO frequency
must be taken into account. The phase-detector output signal p(t) and the con-
trol voltage v(t) are related by the filter transfer function F(s):

( ) ( ) ( )V s F s P s= (5.16)

The combination of (5.14) to (5.16) provides the Laplace form of the general
equation governing the dynamics of the phase-locked loop:

( )s f F s P
No VCO i

oθ θ
θ

= 











, (5.17)
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Figure 5.23 General schematic of the phase-locked loop.



The resolution of (5.14) to (5.17) through time-domain integration provides
the transient and steady-state behavior of the phase-locked loop.

5.6.2 Parametric Analysis of the Phase-Locked Loop

The parametric analysis of phase-locked loops is usually carried out in terms of
the reference frequency ωi and the loop gain k. This analysis is particularized
here to two different kinds of loops: the type I loop, with one pole at the origin
in the closed-loop transfer function of the linearized system, and the type II
loop, with two poles at the origin in this transfer function of the linearized sys-
tem [29–31]. This particularization is convenient because of the qualitative dif-
ferences in the behavior of each type of phase-locked loop.

5.6.2.1 Type I Phase-Locked Loop with a Sinusoidal Phase Detector

In this section, (5.14) to (5.17) are particularized to the case of a type I phase-
locked loop with a sinusoidal phase detector and division order N = 1. The fil-
ter transfer function is

( )F s
s

s
=

+
+

1

1
2

1

τ

τ
(5.18)

with τ1 and τ2 being constants. As has already been said, the output voltage of
the phase detector is modeled with a sinusoidal function of the phase error φ:

( )ν φd dk= sin (5.19)

with

( ) ( ) ( )φ θ θt t to i= − (5.20)

The VCO has a linear characteristic, given by

( ) ( )d t

dt
k y to

o v

θ
ω= + (5.21)

where ωo is the free-running oscillation frequency and y t( ) is the VCO control
voltage. The output phase θo of the VCO can be expressed as a function of the
phase error φ( )t and the reference frequency ωi as θ ω φo it t t( ) ( )= + . The
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equation ruling the behavior of the phase-locked loop is easily obtained com-
bining (5.18) to (5.21):

( )( ) ( )d

dt

k d

dt

k o i
2

2

2

1 1 1

1
0

φ τ φ
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φ φ
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ω ω

τ
+
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+ +

−
=

cos sin
(5.22)

where k k kv d= ⋅ . It is a nonlinear differential equation of second order in φ.
For phase-locked operation, the phase error must have a constant value φo.
Thus, the phase-locked solutions of (5.22) are obtained from

( )sin φ
ω ω

o
i o

k
=

−
(5.23)

Provided that the right-hand side of the above equation has magnitude smaller
than unity, there are two possible solutions, given by

φ
ω ω

o
i o

k
=

−



arcsin (5.24)

′ = −φ π φo o (5.25)

Each of the two solutions φo and ′φο constitutes an equilibrium point of (5.22).
For the stability analysis of each equilibrium point, it is convenient to split the
second-order differential equation (5.22) into two first-order equations

through the variable change z
d

dt
=

φ
. Then the Jacobian matrix of the linear-

ized system is given by
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The phase error φo in (5.26) is alternatively particularized to each of the two
equilibrium points φo and ′φο . For a stable equilibrium point, the two eigenval-
ues of the above Jacobian matrix must have a negative sign. Due to (5.25) and
the form of dependence on φo of (5.26), one of the equilibrium points will be
stable while the other will be unstable. In [36–38], the stable phase-locked
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solution is called node and will be denoted here as φoN . The unstable phase-
locked solution is a saddle and will be denoted here as φoS .

Equation (5.24) is not always solvable due to the bounded value of the
sinus function − ≤ ≤1 1sin( )φo . The limit condition of existence of phase-
locked solutions is given by

( )sin φ
ω ω

o
i o

k
=

−
= ±1 (5.27)

with k k kv d= ⋅ .
In this limit situation, the two phase-locked solutions take the same value

φ φ
π

oN oS= = ±
2

. Thus, the existence of phase-locked solutions will depend on

the values of the reference frequency ωi, the free-running oscillation frequency
ωo and the loop gain k. Actually, in the two-parameter plane (ωi,k), the phase-
locked solutions will be located inside the locus defined by the straight line:

1=
−

⇒ = −
ω ω

ω ωi o
i ok

k (5.28)

where it is assumed that the VCO can only have oscillation frequencies above
its free-running value ωo. The straight line defines the border at which the
node- and saddle-type equilibrium points collide, taking the same value

φ φ
π

oN oS= =
2

. The straight line constitutes the locus of saddle-node bifurca-

tions [see Figure 5.24(a)]. It is equivalent to the Arnold tongue of synchronized
circuits. However, because it has been assumed that the VCO can only have
oscillation frequencies above its free-running value ωο, only one half of the
Arnold tongue, split by a vertical axis at ωi = ωo, will exist. Outside the saddle-
node bifurcation locus, there is no phase-locked behavior because of the inex-
istence of solutions of (5.23) and the steady state is given by a time-varying
phase error φ( )t .

The steady-state solutions of the phase-locked loop can be represented in
the phase space defined by φ and &φ (see Figure 5.25). The phase-locked solu-
tions (φoN and φ π φoS oN= − ), fulfilling &φ=0, lie on the horizontal axis
φ=0. The saddle solution φoS is not represented in the figure. Due to its insta-
bility, solutions obtained through time-domain integration never evolve to it.
The unlocked solutions exhibit big variations of &φ versus φ and are
not bounded in terms of φ when an unbounded phase axis is considered (
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−∞ ≤ ≤ ∞φ ). These time-varying solutions become, however, bounded in the
cylindrical space in which the phase variation is restricted to the interval
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Figure 5.24 Region of phase-locked solutions of a type I PLL in the plane k – ωi. (a) Bifurca-
tion loci. The saddle-node bifurcation locus provides the hold-in border, while
the saddle-connection locus (dashed line) provides the lock-in border.
Between the two loci, locked and unlocked solutions coexist, which gives rise
to hysteresis. (b) Sketch of the different solutions and general bifurcation
behavior.



[0,2π]. This is equivalent to considering the folding of the phase plane (φ, &φ)
over itself to give rise to a cylinder. The unlocked solutions (periodic in φ with
period 2π) are called rotations φr t( ) [36–38].

Outside the saddle-node bifurcation locus of Figure 5.24(a), only rota-
tions φr t( ) are possible. However, inside the locus, there is a region in which
both phase-locked solutions and rotations coexist. This is, in fact, the case of
Figure 5.25, where, as has already been said, the phase-locked solutions (φoN

and φ π φoS oN= − ) lie on the horizontal axis. Depending on the initial condi-
tions, the system will converge to either the stable phase-locked solution φoN or
the stable rotation φr t( ) (see Figure 5.25). Explanation for this comes from the
fact that the rotation solutions are actually generated inside the region
delimited by the saddle-node bifurcation locus. The rotation solutions appear
at saddle connections (see Section 4.3.1), occurring at the saddle equilibrium
points φoS [36–38]. As studied in Chapter 4, saddle connections are a particu-
lar type of global bifurcation. Global bifurcations do not only depend on the
local stability properties of a given steady-state solution, but also on the global
configuration of its stable and unstable manifolds. In the case of saddle connec-
tions, the stable or unstable manifolds intersect, which may give rise to a limit
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Figure 5.25 Coexistence of rotations and phase-locked solutions in a type I PLL for given
parameter values (ωi,k). The phase-locked solutions lie on the horizontal axis φ
= 0. (From: [39]. © 2001 IEEE. Reprinted with permission.)



cycle or to a rotation solution (in systems described in terms of phase, like in
the phase-locked loop).

In the parameter plane (ωi,k), a second bifurcation locus exists (in addi-
tion to the saddle-node bifurcation locus) providing the parameter values at
which saddle connections take place. This is sketched in Figure 5.24(a). Let
parameter values in the plane region close to the vertical axis, in which only
phase-locked solutions exist φoN, be considered initially. As the input frequency
ωi is increased, for constant gain value [see Figure 5.24(b)], the saddle-
connection locus is traversed for a certain value of this frequency. The global
bifurcation gives rise to the generation at the saddle solution of a stable rotation
solution φr t( ). Both solutions coexist from this input frequency value. How-
ever, the system will remain phase-locked in spite of the crossing of the saddle-
connection locus. The observation of one stable solution or another depends
on the initial conditions, and these conditions in the increasing frequency sense
are in the neighborhood of the phase-locked solution. As the input frequency
continues to increase, the crossing of the saddle-node bifurcation locus in Fig-
ure 5.24 indicates the collision and subsequent destruction of the node solu-
tion and the saddle solution. Thus, no phase-locked solutions can exist beyond
the saddle-node bifurcation locus.

Decreasing the frequency increment ∆ω ω ω= −i o from a value beyond
the saddle-node bifurcation locus (or increasing the loop gain k), rotation solu-
tions φ ( )r t continue to exist when the saddle-node bifurcation locus is trav-
ersed [see Figure 5.24(b)]. In fact, the saddle-node bifurcation is (in this system)
a bifurcation from dc regime, so it does not affect the rotation. Again, between
the saddle-connection locus and the saddle-node bifurcation locus, phase-
locked and unlocked stable solutions coexist. However, in the decreasing fre-
quency sense, the system evolution is conditioned by initial values in the neigh-
borhood of the unlocked rotation solution φ ( )r t . The reduction of the input
frequency alters and displaces this rotation solution until it collides with the
saddle equilibrium point φ ( )r t [see Figure 5.24(b)]. When this collision takes
place, the rotation solution vanishes. For frequencies below this value, only
phase-locked solutions are possible, so the system locks. This hysteresis phe-
nomenon is well known to phase-locked loop designers. In fact, for constant
loop gain k, the saddle-node bifurcation provides the limit of hold-in or syn-
chronization. The saddle connection provides the limit of lock-in or capture.

The analysis carried out in the above example has been particularized to
the case of a type I loop (containing one pole at the origin in closed-loop equa-
tions) with idealized components (a sinusoidal phase detector and linear model
of the VCO). To continue with the study, the case of the commonly employed
type II loops (containing two poles at the origin in the closed-loop transfer
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function) and more realistic models for the loop components will be
considered.

5.6.2.2 Type II Phase-Locked Loop with Realistic Models for the Loop Elements

In this section, the parametric behavior of type II phase-locked loops is ana-
lyzed. The study will start with simplified models for the loop elements,
increasing, as the section advances, the accuracy of the models and, corre-
spondingly, the accuracy of the results. Initially, the simple case of a loop filter

with the transference function ( )F s
s

s
=

+τ

τ
2

1

1
will be considered. The particu-

larization of (5.22) to this transfer function, provides the result:

( ) ( )d

dt

k d

dt

k2

2
2

1 1

0
φ τ φ

τ

φ φ

τ
+ + =

cos sin
(5.29)

In this case, phase-locked solutions must simply fulfill sin( )φ = 0. Thus, the
phase-locked solutions are given by φo = 0 and ′ =φ πo . In most cases, the solu-
tion φo = 0 will be the node one (i.e., φoN = 0). Because whatever the parame-
ter values, the equation to be fulfilled by the phase-locked solutions is
sin( )φ = 0 (and this can always be solved), phase-locked solutions exist all over
the two-parameter plane (ωi,k) and the saddle-node bifurcation locus lies on
the horizontal axis k = 0. This should be true for type II phase-locked loops of
any order. However, the practical observations of PLL designers contradict this
result. In fact, the location at the origin of a pole of the loop filter F(s) is an
over-simplification of the system. In practice, limitations in the gain of the
active filter (which cannot be infinite at dc) and parasitics give rise to a slight
shift of the pole to the left-hand side of the complex plane. On the other hand,
the saturation effects in the VCO frequency versus the control voltage will
make phase locking impossible beyond a certain frequency increment
∆ω ω ω= −i o . Actually, (5.21) is only valid for a certain frequency interval
because of the limitation in the possible oscillation frequencies of the VCO.

Coming back to the ideal case of a pole located at the origin, phase-
locked solutions of (5.29) will exist all over the parameter plane (ωi,k). How-
ever, unlocked solutions of rotation type φr t( ) will also coexist with them in a
certain parameter region relatively close to the saddle-node bifurcation locus
in similar way to the loci of Figure 5.24(a). In this region, convergence to rota-
tion solutions can be obtained for some initial conditions. Another physical
problem arises here because these rotation solutions for a filter pole located
at the origin behave as stability centers with their amplitude depending on
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the initial conditions. This nonphysical situation is also due to the filter
idealization.

In all the above analysis [Section 5.6.2.1 and (5.29)], the output voltage
of the phase detector has been modeled with a sinusoidal function of the phase
error [see (5.19)]. When using this model for the phase detector, no harmonic
components of the reference frequency ωi are present in the loop in phase-
locked conditions. However, in a more accurate model of the frequency mixer
commonly employed as phase detector, both the phase-difference and the
phase-addition terms must be considered; that is,

( ) ( )[ ]ν θ θ θ θd d i o i ok= − + +sin sin (5.30)

When using (5.30), the output of the phase detector in phase locked condi-
tions will be

( ) ( ) ( )[ ]ν φ ω φd d o t ot k t= + −sin sin 2 (5.31)

where φo is a constant phase shift. Thus, in phase-locked conditions, the
phase-detector output is not a constant voltage, but a periodic voltage at twice
the reference frequency 2ωi. This time-varying signal passes through the loop
filter, which provides attenuation of harmonic component 2ωi. However, this
frequency component cannot be completely eliminated and is responsible for
the frequency modulation of the VCO output signal [see (5.21)]. This fre-
quency modulation is called incidental FM [33]. Thus, when considering the
presence of spurious frequency components in the PLL, the phase-locked solu-
tions are no longer given by equilibrium points. Instead, they become limit
cycles with very small amplitudes.

To illustrate this, the simulation of a type II third-order phase-locked
loop with variable division order from N = 2,100 to N = 3,000 is presented in
the following. It is a 2–3-GHz frequency synthesizer. The loop-filter transfer
function given by

( ) ( )F s
s

s s
=

+
+

τ

τ τ
2

1 3

1

1
(5.32)

For a realistic simulation [39], a small shift to the left-hand side of the complex
plane of the pole ideally located at the origin [see (5.32)] will be considered.
The shift is in correspondence with the limited filter gain at dc and the para-
sitics of the filter elements. As in the case of type I loops (see Figures 5.24 and
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5.25), there is a region of coexistence of phase-locked solutions and rotations.
The two types of solution can be appreciated in the simulation of Figure 5.26,
where the model (5.30) has been used for the phase detector. As can be seen,
the phase-locked solutions become small-amplitude limit cycles and the rota-
tion solutions (periodic in the sinusoidal model) become quasiperiodic for
(5.30). Although there is a qualitative change in the steady-state solutions, the
bifurcation behavior is, in general terms, the same as the one already studied.

In the parametric analysis of a phase-locked loop (as the one studied here)
containing a frequency divider in the feedback branch, the reference frequency
ωi can be replaced with the division order N. Thus, the bifurcation diagram of
the realistic type II loop in the two-parameter plane (N,k) is shown in Figure
5.27. The hold-in border, given by the saddle-node bifurcation locus, is close
to the horizontal axis k = 0 because of the proximity to the origin of one of the
filter poles. The almost vertical section of this locus is due to the saturation
effects in the VCO. The saddle-connection curve, providing the lock-in bor-
der, has also been traced. In the region between the two loci, both phase locked
and unlocked solutions can be obtained, depending on the initial conditions.
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Figure 5.26 Coexistence of phase-locked solutions and rotations in a phase-locked loop
with incidental FM. The phase detector model is given by (5.30). (From: [39]. ©
2001 IEEE. Reprinted with permission.)



5.6.3 Use of the Poincaré Map to Determine the Operating Bands of the
Phase-Locked Loop

A convenient tool for the bifurcation detection in phase-locked loops is the
Poincaré map. For its application, the steady-state solution is sampled at inte-
ger multiples of the period of the reference frequencyT fi i= 1/ . As the parame-
ter varies, the system evolution is followed by using each solution as the initial
condition for the next parameter value. The map is traced in terms of the rota-
tion number given by the ratio between the loop output frequency θo t( ) and

the reference frequency ωi (i.e., r
to

i

=
θ

ω

( )
). For phase-locked behavior, this

number must take a constant value.
The simulation of Figure 5.28 corresponds to a phase-locked loop based

on the use of a sampling phase detector [40, 41]. The step-recovery diode in
this detector enables the multiplication of the crystal-oscillator frequency ωx by
a very high order M. The output frequency Mωx, acting like the reference fre-
quency, mixes at a Schottky diode with the divider output frequency. The
increase in the value of the reference frequency allows reducing the order N of
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the frequency divider, and thus better phase-noise performance can be
obtained [40]. The high spurious content at the output of the phase detector
requires narrowband filtering. The aim of the simulation of Figure 5.28 is to
determine the VCO frequency range for which phase-locking about the har-
monic component M = 163 of the crystal-oscillator frequency can be achieved.
The rotation number has been defined as

( )
r

to

i

=
θ

ω
(5.33)

As can be seen, the rotation number takes the constant value r = 163 in a fre-
quency interval, limited at each side by two different bifurcations. One of them
is a saddle-node bifurcation, while the other is a saddle connection, in agree-
ment with Figure 5.24. The two bifurcations give rise to hysteresis. When
starting from an unlocked solution, at the left-hand side of the diagram,
phase-locking is due to a saddle connection (indicated in the figure as lock-in).
Using the final solution for a given VCO frequency as the initial condition for
the next frequency value, the phase-locked solution is maintained until, at
the right-hand side of the diagram, a saddle-node bifurcation occurs (indi-
cated in the figure as hold-in). Starting now from the unlocked solution at
the right-hand side of the diagram and decreasing the VCO frequency, phase
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Figure 5.28 Application of the Poincaré map for bifurcation calculation in a phase-locked
loop. The solution for a given value of the parameter is employed as the initial
condition for the next value of the parameter.



locking will be due to a saddle connection. As shown in the diagram, the exis-
tence of the two different bifurcations gives rise to hysteresis between the trans-
formations from the phase-locked regime to the unlocked regime and the
unlocked regime to the phase-locked regime. If the frequency continues to be
decreased, the unlocking will not take place until the saddle-node bifurcation,
at the left-hand side of the diagram, is encountered. Thus, hysteresis is
observed at both ends of the frequency interval with phase-locked behavior.

References

[1] Wiggins, S., Introduction to Applied Nonlinear Dynamical Systems and Chaos, New York:
Springer-Verlag, 1990.

[2] Ioos, G., and D. D. Joseph, Elementary Stability and Bifurcation Theory, 2nd ed., New
York: Springer-Verlag, 1990.

[3] Thompson, J. M. T., and H. B. Stewart, Nonlinear Dynamics and Chaos, New York:
John Wiley & Sons, 1986.

[4] Parker, T. S., and L. O. Chua, Practical Algorithms for Chaotic Systems, Berlin, Germany:
Springer-Verlag, 1989.

[5] Palazuelos, E., et al., “Hysteresis Prediction in Autonomous Microwave Circuits Using
Commercial Software. Application to a Ku Band MMIC VCO,” IEEE J. Solid-State Cir-
cuits, Vol. 33, No. 8, Aug. 1998, pp. 1239–1243.

[6] Kurokawa, K., “Some Basic Characteristics of Broadband Negative Resistance Oscillator
Circuits,” Bell Syst. Tech. J., July–Aug. 1969, pp. 1937–1955.

[7] Sierra, F., and J. Perez, “Analysis of Harmonic Injection Dividers with Three Terminal
Dividers,” IEE Proc., Vol. 135, Pt. H, No. 2, April, 1988, pp. 70–74.

[8] Zhang, X., et al., “A Study of Subharmonic Injection for Local Oscillators,” IEEE Micro-
wave Guided Wave Lett., Vol. 2, No. 3, March 1992, pp. 97–99.

[9] Quéré, R., et al., “Large Signal Design of Broadband Monolithic Frequency Dividers and
Phase-Locked Oscillators,” IEEE Trans. Microwave Theory Tech., Vol. 41, No. 11, Nov.
1993, pp. 1928–1938.

[10] Ngoya, E., et al., “Steady State Analysis of Free or Forced Oscillators by Harmonic Bal-
ance and Stability Investigation of Periodic and Quasiperiodic Regimes,” Int. J. Micro-
wave Millimetric-Wave Computer Aided Eng., Vol. 5, No. 3, March 1995, pp. 210–223.

[11] Bomford, M., “Selection of Frequency Dividers for Microwave PLL Applications,”
Microwave J., Nov. 1990, pp.159–167.

[12] Rauscher, C., “Regenerative Frequency Division with a GaAs FET,” IEEE Trans. Micro-
wave Theory Tech., Vol. 32, No. 11. Nov. 1984, pp. 1461–1468.

292 Stability Analysis of Nonlinear Microwave Circuits



[13] Kudszus, S., et al., “94/47-GHz Regenerative Frequency Divider MMIC with Low Con-
version Loss,” IEEE J. Solid-State Circuits, Vol. 35, No. 9, Sept. 2000, pp. 1312–1317.

[14] Mullrich, J., et al., “SiGe Regenerative Frequency Divider Operating Up to 63 GHz,”
Elec. Lett., Vol. 35, No. 20, Sept. 1999, pp. 1730–1731.

[15] Angelov, I., et al., “48/24 GHz and 20/10 GHz Regenerative Frequency Dividers,”
Microwave Symp. Digest, 1996, IEEE MTT-S, Vol. 2, 1996, pp. 971–974.

[16] Rizzoli, V., and A. Neri, “State of the Art and Present Trends in Non-Linear Microwave
CAD Techniques,” IEEE Trans. Microwave Theory Tech., Vol. 36, No. 2, Feb. 1988, pp.
343–365.

[17] Suárez, A., et al., “Large Signal Design of Broadband Monolithic Frequency Dividers,”
IEEE MTT Symp., Albuquerque, NM, June 1992, pp. 1595–1598.

[18] Suárez, A., et al., “Stability Analysis of Analog Frequency Dividers in the Quasiperiodic
Regime,” IEEE Microwave Guided Wave Lett., Vol. 4, No. 5, May 1994, pp. 138–140.

[19] Morales, J., A. Suárez, and R. Quéré, “Accurate Determination of Frequency Dividers
Operating Bands,” IEEE Microwave Guided Wave Lett., Vol. 6, No. 1, Jan. 1996, pp.
46–48.

[20] Suárez, A., J. Morales, and R. Quéré, “Synchronization Analysis of Autonomous Micro-
wave Circuits Using New Global Stability Analysis Tools,” IEEE Trans. Microwave The-
ory Tech., Vol. 46, No. 5, May 1998, pp. 494–504.

[21] Suárez, A., et al., “Broadband Design and Simulation of Frequency Dividers in the Milli-
metric Band,” European Microwave Conf., Madrid, Spain, Sept. 1993, pp. 777–780.

[22] Adler, R., “A Study of Locking Phenomena in Oscillators,” Proc. IRE, June 1946; IEEE
Trans. Microwave Theory Tech., Vol. 21, No. 10, Oct. 1973, pp. 1380–1385.

[23] Wang, G. C., et al., “A Low Cost DBS Low Noise Block Downconverter with a DR Sta-
bilized MESFET Self-Oscillating Mixer,” IEEE MTT-S Digest, 1994, pp. 1447–1450.

[24] Förg, P. N., and J. Freyer, “Ka-Band Self-Oscillating Mixers with Schottky Baritt
Diodes,” Elec. Lett., Vol. 16, Oct. 23, 1980, pp. 827–829.

[25] Dixon, S., and H. Jacobs, “Millimeter-Wave InP Image Line Self-Mixing Gunn Oscilla-
tor,” IEEE Trans. Microwave Theory Tech., Vol. 29, No. 9, Sept. 1981, pp. 404–407.

[26] Claassen, M., and U. Güttich, “Conversion Matrix and Gain of Self-Oscillating Mixers,”
IEEE Trans. Microwave Theory Tech., Vol. 39, No. 1, Jan. 1991, pp. 25–30.

[27] Sironen, M., Y. Qian, and T. Itoh, “A Dielectric Resonator Second Harmonic Quasiop-
tical Self-Oscillating Mixer for 60 GHz Applications,” IEEE MTT-S Digest, Vol. 1,
1999, pp. 139–142.

[28] Morales, J., et al., “Global Stability Analysis of Self-Oscillating Mixers,” European Micro-
wave Conf., Bolognae, Italy, Vol. 2, 1994, pp. 139–142.

[29] Rizzoli, V., D. Masotti, and F. Mastri, “Computer-Aided Noise Analysis of Integrated
Microwave Front-Ends,” IEEE MTT-S Digest, Orlando, FL, May 1995, pp. 1561–1564.

Global Stability of Microwave Circuits 293



[30] Basu, S., S. A. Maas, and T. Itoh, “Stability Analysis of a Microwave Frequency Dou-
bler,” IEEE Trans. Microwave Theory Tech., Vol. 43, No. 12, Dec. 1995.

[31] Sandberg, I. W., and G. J. J. van Zyl, “Designing Periodically Driven Varactor Circuits
with Guaranteed Stability,” IEEE Microwave Guided Wave Lett., Vol. 9, No. 6, June
1999, pp. 230–232.

[32] Iglesias, V., A. Suárez, and J. L. García, “New Technique for the Determination
Through Commercial Software of the Stable-Operation Parameter Ranges in Nonlinear
Microwave Circuits,” IEEE Microwave and Guided Wave Lett., Vol. 8, No. 12, Dec.
1998, pp. 424–426.

[33] Rohde, U. L., Microwave and Wireless Synthesizers, New York, John Wiley & Sons, 1997.

[34] Gardner, F. M., Phaselock Techniques, New York: John Wiley & Sons, 1966.

[35] Manassewitsch, V., Frequency Synthesizers: Theory and Design, New York: John Wiley &
Sons, 1987.

[36] Endo, T., and L. O. Chua, “Chaos from Phase-Locked Loops,” IEEE Trans. Circuits
Syst., Vol. 35, No. 8, Aug. 1988, pp. 987–1003.

[37] Salam, F. M. A., and S. S. Sastry, “Dynamics of the Forced Josephson-Junction Circuit:
The Regions of Chaos,” IEEE Trans. Circuits Syst., Vol. 32, No. 8, Aug. 1985, pp.
784–796.

[38] Odyniec, M., and L. O. Chua, “Josephson-Junction Circuit Analysis Via Integral Mani-
folds,” IEEE Trans. Circuits Syst., Vol. 30, No. 5, May 1983, pp. 308–320.

[39] Sancho, S., A. Suárez, and T. Fernández, “Nonlinear Dynamics of Microwave Synthesiz-
ers: Stability and Noise,” IEEE Trans. Microwave Theory Tech., Vol. 49, No. 10, Oct.
2001, pp. 1792–1803.

[40] Sancho, S., et al., “Nonlinear Analysis of Microwave Synthesizer Based on a Sampling
Phase Detector,” IEEE MTT-S Digest, Phoenix, AZ, May 2001.

[41] Gismero, J., and J. Grajal, “9 GHz Phase Locked Oscillator Using a Sampling Phase
Detector. Application to VSAT Local Oscillators (18–27 GHz,” 23rd European Micro-
wave Conf., Madrid, Spain, Oct. 1983, pp. 784–786.

294 Stability Analysis of Nonlinear Microwave Circuits



6
Bifurcation Routes to Chaos

Chapter 4 presented the most common types of bifurcations and illustrated
them with examples. Chapter 5 showed how these bifurcations delimit the sta-
ble operation regions, in terms of the circuit parameters, of circuits such as
VCOs, frequency dividers, and phase-locked loops. This chapter analyzes how
the qualitative variations of the stability of the solutions, associated with bifur-
cations, may also lead to chaotic behavior. As has already been shown in Sec-
tion 1.3.3.4, chaos is a particular kind of steady-state solution of nonlinear
circuits, which is neither periodic, nor quasiperiodic [1–8]. Thus, it has a con-
tinuous spectrum, at least for some frequency intervals. The sensitive depend-
ence on the initial conditions makes the time-evolution of the circuit solution
unpredictable because solution starting from arbitrarily close points diverge
exponentially (see Figure 1.12). When representing the chaotic steady-state
solution in the space defined by the circuit state variables a fractal-dimension
figure is obtained, which constitutes another characteristic of these solutions.

The particular sequence of bifurcations that precedes the chaotic behav-
ior when a circuit parameter η is continuously modified constitutes a route to
chaos [1, 5, 8]. This chapter will present the most usual routes to chaos. As will
be seen, the onset of chaos may be the result of an infinite sequence of flip
bifurcations. It may also be the result of two or more consecutive Hopf bifurca-
tions. In other cases, the bifurcations leading to chaos are of global type, involv-
ing collisions in the phase space of stable solutions with unstable solutions of
saddle type.

Due to the continuity of the spectrum of chaotic solutions, these solu-
tions can only be simulated in time domain or through the transient-envelop
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technique. Although some applications of chaotic solutions have been recently
proposed in the bibliography, based on chaotic synchronization [9, 10] or on
chaos control [11, 12], the main interest of the microwave circuit designer is
usually in avoiding chaotic behavior. Harmonic balance, although unapplica-
ble for the simulation of chaotic solutions, can be used to predict the circuit
parameter values for the onset of chaos. This harmonic-balance prediction of
chaotic behavior is mainly based on the detection of the initial bifurcations tak-
ing place in each route to chaos.

The aim of the chapter is to give some explanation for the formation of
chaotic solutions in common microwave circuits and provide tools for chaos
detection in harmonic-balance. The analyzed circuits are free-running oscilla-
tors, frequency dividers, frequency doublers, and self-oscillating mixers.

6.1 Homoclinicity

The constant (dc) solutions of a nonlinear circuit are given by the equilibrium
points of the nonlinear differential equations, describing its behavior (see Sec-
tion 1.1). For a saddle equilibrium point, the linearized circuit equations have
eigenvalues with negative real parts and eigenvalues with positive real parts
(Section 1.4.2), respectively associated with its stable and unstable manifolds
(nonlinear equivalents of the eigenspaces). As shown in Section 4.3.1, under
some circumstances, the stable and unstable manifolds may intersect (Section
4.3.1). Then a trajectory leaving the equilibrium point through the unstable
manifold will return to it through the stable one, giving rise to a homoclinic
orbit [1, 2, 4]. In a transversal intersection, the vectors tangent to the manifold
at each point of the intersection can generate through linear combination all
possible directions in the phase space [1]. The transversal intersection gives rise
to a countable number of Smale horseshoes (stretching and folding in the Poin-
caré map, as shown in Section 1.5.3) and, thus, to chaotic behavior.

Homoclinic orbits may form through the collision of a limit cycle with a
saddle equilibrium point as a parameter is modified. The formation of a trans-
versal homoclinic orbit is often preceded by period doubling bifurcations [13].
In the case of a third-order system (in R 3), the theorem of Shil’nikov [14]
establishes the conditions for the formation of a transversal homoclinic orbit
(i.e., for the generation of chaos). The saddle equilibrium point (at which the
homoclinic orbit is formed) must have a real eigenvalue γ > 0 and a pair of
complex-conjugate eigenvalues σ ω± j with σ <0. According to the theorem
of Shil’nikov, the collision of a stable limit cycle with this equilibrium point
gives rise to a transversal homoclinic orbit if the eigenvalues of the saddle equi-
librium point fulfill γ σ> >0.
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Homoclinic chaos is often encountered in circuits exhibiting more than
one equilibrium point, as in the case of using active elements with N-shape
nonlinearitiy like Gunn and tunnel diodes. Homoclinic chaos has also been
reported in type I phase-locked loops with a frequency-modulated input [15].
Example 6.1 shows the process of formation of a transverse homoclinic orbit in
Chua’s circuit with fulfillment of the theorem of Shil’nikov. It also presents the
capabilities of harmonic balance for the detection of homoclinic chaos.

Example 6.1 Detection of a homoclinic orbit through harmonic balance

Homoclinic chaos has been thoroughly studied in Chua’s circuit [4, 5]. Here a
cubic nonlinearity implementation of this circuit has been used (Figure 6.1). It
is a three-dimensional system, with the following nonlinear differential
equations:

( )d

dt C R C R
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One of the equilibrium point of the above system is given by vC1 = 0, vC2

= 0 and iL = 0. The other two are obtained by solving the following:

( )−
= = + ⇒ = ±

− −
= ±

ν
ν ν ν ν νC

nl C C C CR
i a b

a
R

b
1

1 1 1
3

1

1

15. (6.2)
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Figure 6.1 Chua’s circuit with cubic nonlinearity. A dc auxiliary generator of voltage type
has been introduced in the circuit for the calculation of the equilibrium points.



The three equilibrium points are thus EP iC C L1 1 2 0 0 0= =( , , ) ( , , )ν ν ,
EP2 15 0 1065= −( . , , . ), and EP3 15 0 1065= −( . , , . ). Chua’s circuit is commonly ana-
lyzed as a function of two parameters, depending on the linear element values:

α =
C

C
2

1

and β =
C

LG
2

2
. The value of the three equilibrium points does not

change versus variations in the parameters (α, β) because these equilibrium
points only depend on the nonlinear-element parameters a and b and the resis-
tance R.

The stability of the equilibrium points is analyzed by linearizing (6.1)
around each of these points and calculating the eigenvalues of the correspond-
ing Jacobian matrix. For any couple (α, β) of parameter values in region (a) of
Figure 6.2, the points EP2 15 0 1065= −( . , , . ) and EP3 15 0 1065= −( . , , . ) are stable,
while the point EP1 0 0 0= ( , , ) is an unstable point of the saddle type. As an
example, for particular (α, β), the point EP1 0 0 0= ( , , ) has the three eigenvalues:
γ = 17408 1010. and σ ω± = − ±j . j( . )10 7166 19339 1010 . The points EP2 and
EP3 have the same three eigenvalues: γ = −2 7282 1010. and
σ ω± = − ±j j( . . )0 16797 2 1295 1010 . Either the constant solution of EP2 or
EP3 will be observed, depending on the inital condition.
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Figure 6.2 Bifurcation diagram of Chua’s circuit versus variations of the two parameters α
and β. The diagram has been obtained using commercial harmonic balance.
The superimposed points are results from time-domain simulation included for
comparison. (From: [16]. © 1998 IEEE. Reprinted with permission.)



In region (b), the points EP2 and EP3 are unstable foci (σ > 0). Depend-
ing on the initial condition, a limit cycle about either EP2 or EP3 will be
observed. The Hopf locus provides the border between regions (a) and (b).
When crossing this locus, an oscillation starts at points EP1 and EP2, through a
Hopf bifurcation. As said eariler, depending on the initial condition, either one
or another limit cycle will be observed.

For some parameter values, a flip bifurcation takes place in the limit
cycles (see Figure 6.2). The flip bifurcation gives rise to period doubling in each
limit cycle, and the set of values (α, β) for which this doubling takes place is
given by the flip-bifurcation locus. After this first doubling of the limit cycle,
some other doublings take place (see Figure 6.3), until it collides with the sad-
dle equilibrium point EP1 at the locus labeled “Homoclinicity” in Figure 6.2.
Figure 6.3 shows the period-4 cycle (just before the collision with the saddle
equilibrium point) and the chaotic attractor, resulting from the formation of
the transversal homoclinic orbit. It can easily be verified through calculation of
the eigenvalues of (6.1) that, for all the locus points (α, β), the saddle equilib-
rium point EP3 fulfills the Shil’nikov condition for transversality γ σ> >0.
Thus, the locus named Homoclinicity provides the parameter values for the
onset of chaos. The different bifurcation loci on Figure 6.2 have been obtained
using commercial harmonic balance, with the technique that will be described
in the following.

The availability of an efficient tool for the determination of multiple
equilibrium points is of major importance in the analysis of homoclinic chaos
because of its characteristic equilibrium point-limit cycle interaction. Here a
specific technique has been developed that is very well suited for commercial
simulators [16, 17]. It is based on the use of an auxiliary dc voltage generator,
which is connected in parallel with the nonlinear element, as shown in Figure
6.1. A large-interval sweep is performed in the voltage of this generator, calcu-
lating the dc current Idc flowing through this generator, as shown in Figure 6.4.
The equilibrium points are given by the voltage values νC 1 for which Idc is equal
to zero. Note that for zero current value, the dc generator has no influence over
the circuit solution. In this way, it has been possible to obtain, using commer-
cial harmonic balance, three equilibrium points with respective νC 1 values
ν νC 1 15= ± . and ν νC 1 0= . The result is in agreement with the equilibrium
points obtained from (6.1).

Considering a constant value β = 15, the two asymmetric equilibrium
points EP2 and EP3 become unstable at α = 7, which can be detected through a
simple Nyquist stability plot. The resulting limit cycle undergoes a first period
doubling for α ≅ 9 that can easily be detected in harmonic balance through
the use of an auxiliary generator at the divided-by-two frequency (see Section
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Figure 6.3 Onset of chaos in Chua’s circuit owing to the formation of a transversal homo-
clinic orbit: (a) period-4 solution, just before the collision, and (b) chaotic attrac-
tor. (From: [16]. © 1998 IEEE. Reprinted with permission.)



2.6.2). For α ≅ 10, the cycle collides with the saddle equilibrium point EP1. In
harmonic balance, this collision can be graphically verified. Figure 6.5 shows
the harmonic-balance prediction of the collision between the limit cycle and
the saddle equilibrium point that gives rise to the homoclinic orbit. The colli-
sion of Figure 6.5 has been simulated using commercial harmonic balance.
Greater accuracy is obtained when the parameter values for the occurrence of
the collision are determined using the period-2 steady-state solution [6].

6.2 Quasiperiodic Route to Chaos

The quasiperiodic route to chaos is observed in systems having a transition
from a quasiperiodic state with two incommensurate frequencies (a flow on a
2-torus) to a quasiperiodic state with three incommensurate frequencies (a flow
on a 3-torus). It can be shown [1, 8] that a system with a 3-torus generally
evolves under any small perturbation to a system with a chaotic solution. Thus,
chaos can arise from any small perturbation, and three-fundamental quasiperi-
odic states have seldom been observed [18]. They require special symmetry
conditions that are relatively rare in physical systems.

Accordingly, in the quasiperiodic route to chaos two successive Hopf
bifurcations (onset of an autonomous frequency) are observed as a parameter η
is continuously modified. In the case of a circuit with input-generator
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Figure 6.4 Calculation in commercial harmonic balance of the equilibrium points of the cir-
cuit in Figure 6.1. A voltage sweep in the dc auxiliary generator is carried out.
(From: [16]. © 1998 IEEE. Reprinted with permission.)



frequency ωin, the first Hopf bifurcation, for η η= o1 , gives rise to the onset of a
natural frequency ωa1. Beyond this parameter value, the solution is quasiperi-
odic, corresponding to a 2-torus in the state space. This quasiperiodic regime
may be the standard circuit solution, as in a self-oscillating mixer, or it may be
undesired, as in a frequency doubler or a frequency divider. If the parameter
continues to be modified, a second Hopf bifurcation at η η= o 2 would give rise
to a 3-torus through the onset of a second autonomous frequency ωa2 and,
thus, very likely to chaos. In Example 6.2, the example of a quasiperiodic route
to chaos in a frequency divider [19] is presented.

Example 6.2 Quasiperiodic route to chaos in a MMIC frequency divider

A quasiperiodic route to chaos has been observed in the MMIC frequency of
divider by two with fin = 28 GHz in Section 5.3.3. In standard operation, the
frequency divider by two exhibits a period-doubled cycle. However, other
operation modes are possible. Outside the synchronization region at both sides
of the Arnold tongue (see the bifurcation loci of Figure 5.12), the circuit
behaves as a self-oscillating mixer. This regime is obtained for the input fre-
quency fin = 31.5 GHz and the input power Pin = 1 dBm. It is a quasiperiodic
solution that gives rise to a 2-torus in the phase space (see Figure 6.6). The two
incommensurable fundamentals are fin = 31.5 GHz and f a ≅ 14 GHz. The
operation as a self-oscillation mixer for this input power has been
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Figure 6.5 Chua’s circuit. Harmonic-balance prediction of the collision between the limit
cycle and the saddle equilibrium point. (From: [16]. © 1998 IEEE. Reprinted with
permission.)



experimentally verified. However, when the input power is increased, a chaotic
spectrum (Figure 6.7) is experimentally observed from a certain Pin value. The
spectrum in the figure has been obtained for Pin = 4.2 dBm.

To find out about the bifurcation sequence that leads the MMIC fre-
quency divider to the chaotic behavior of Figure 6.7, the variations of the qua-
siperiodic solution of Figure 6.6 versus the input power have been analyzed.
The corresponding bifurcation diagram is shown in Figure 6.8. As usual, each
path corresponds to one of the two independent fundamentals of the 2-torus.
The input-generator frequency has been kept constant at the value fin = 31.5
GHz. With increased input power, the possible onset of a second autonomous
frequency ωa2 is checked through recursive application of the Nyquist crite-
rion to the 2-torus solution. This requires a linearization of the harmonic-
balance equation about the 2-torus steady-state solution. The onset of a sec-
ond autonomous fundamental ωa2 would make the spectrum denser, giving
rise to new spectral lines between the frequency components of the unstable
two-fundamental regime. Thus, the sweeping interval can be reduced to[ , ]0 f l

with fl being the lowest intermodulation frequency of the two fundamental
regime.

Bifurcation Routes to Chaos 303

Figure 6.6 Quasiperiodic regime of MMIC frequency divider by two: input-generator condi-
tions fin = 31.5 GHz and Pin = 1 dBm. (From: [19]. © 1998 IEEE. Reprinted with
permission.)
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Figure 6.7 Experimental spectrum of the MMIC frequency divider by two for fin = 31.5 GHz
and Pin = 4.2 dBm. (From: [19]. © 1998 IEEE. Reprinted with permission.)

Figure 6.8 Bifurcation diagram of the MMIC frequency divider by two in the quasiperiodic
regime versus the input power for fin = 31.5 GHz. (From: [19]. © 1998 IEEE.
Reprinted with permission.)



For Pin = 6.5 dBm, the resulting Nyquist plot is shown in Figure 6.9.
The unstable plot intersects the negative real axis for fC = 1.74 GHz. The
autonomous fundamental of the 2-torus flow is fa = 14.98 GHz, so the second
autonomous fundamental must be fa2 = 14.98 ± 17 GHz. This frequency is
not rationally related with the two existing fundamentals ω ω ωa in am n2 ≠ + .
This should give rise to a 3-torus steady state. However, because of the inher-
ent instability of 3-torus steady state, a chaotic solution will generally be
observed.

6.3 Period-Doubling Route to Chaos

In the period-doubling route to chaos, as a parameter η is varied, a succession
of period doublings (or flip bifurcations) is obtained at the parameter values
η η η1 2, , , ,K Kn . The length of the parameter intervals ( , )η ηn n +1 of 2 n T
period decrease with n. At a certain parameter value η∞ , the period doubles ad
infinitum, giving a nonperiodic chaotic solution. Feigenbaum [1, 5, 8] has
shown that the series of flip-bifurcation parameter values { }η n converges fast to
η∞ . He defined the following ratio:
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Figure 6.9 Stability analysis of the quasiperiodic solution of the MMIC frequency divider.
Nyquist plot for fin = 31.5 GHz and Pin = 6.5 dBm. (From: [19]. © 1998 IEEE.
Reprinted with permission.)
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with δn converging to the value δ = 4.6692016 after just a few period dou-
blings. There are many examples of circuits exhibiting a period-doubling route
to chaos.

For the study of the period-doubling route to chaos, the Poincaré-map
technique can be employed. As is already known, in the case of a nonautono-
mous circuit, for each parameter value, the steady-state solution is sampled at
integer multiples of the input-generator period x nT( ). Clearly, for periodic
solutions of the same period T as the input generator, the map will provide a
single point, while for periodic solutions of period nT, it will provide n differ-
ent points. An example of the use of the Poincaré map for the analysis of a
period-doubling route to chaos in an IMPATT-based circuit [8, 9, 20] is
shown in Example 6.3.

Example 6.3: Period-doubling route to chaos in an IMPATT-based circuit

As an example of a period-doubling route to chaos, an IMPATT diode, loaded
by 50 Ohm, is analyzed here versus variations of the RF input current [21].
This circuit was already considered in Example 1.8. The IMPATT model [21,
22] is mainly a circuit implementation of the diode transport equations with
each element in direct correspondence with a physical mechanism. P-I-N dop-
ing profile, low current bias, and negligible diffusion effects are assumed. The
model is composed of two equivalent circuits [22], one for the avalanche region
and the other for the drift region, in a series connection.

The constant input frequency is fin = 50 GHz. The resulting Poincaré
map versus the RF input current was shown in Figure 1.21. This map evi-
dences, as the input power increases, a period-doubling route to chaotic behav-
ior. A flip bifurcation, leading to a period-2 regime, takes place for the input
current Ig = 0.17A. A second flip bifurcation, leading to a period-4 regime,
takes place for Ig = 0.35A. The third flip bifurcation, more difficult to appreci-
ate, takes place for Ig ≅ 0.42A. The calculation of the two first iterations of the
Feigenbaum ratio (6.3) gives δ1 = 2.57, δ2 = 4.68, which constitutes a good
approach to the theoretical value. Chaos can be recognized from the character-
istic cloud of points in the Poincaré diagram because of the loss of periodicity
of the circuit response. The chaotic attractor, obtained for the input-current Ig

= 0.5A, is shown in Figure 6.10.
As is already known, time-domain integration may be difficult to apply in

circuits operating at microwave frequencies because of the long duration of the
transient, compared with the solution period. When the time-domain analysis
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is not applicable, harmonic balance can be used to detect the initial flip bifurca-
tions of the period-doubling route to chaos. The technique is a generalization
of the auxiliary-generator techniques employed in Chapters 4 and 5 for the
analysis of flip bifurcations and period-doubled solutions. It will be presented
in the following.

The stability analysis of a period-T regime in the presence of period-
doubling perturbations can be carried out by introducing a period-2 auxiliary
generator AG1 (with 2T period) with very small amplitude A1 = ε and variable
phase φ1 [see Figure 6.11(a)]. Let Y1 be the input admittance from the AG1 ter-
minals. The period-1 regime will be unstable if the conditions for the startup of
a frequency division by two, Re( )Y 1 0< , Im( )Y 1 0= , are satisfied for a certain
phase value of AG1. This is verified through a phase sweep from φ1 0= ° to
φ1 180= °. Figure 6.11(b) shows an example of period-doubling detection
through this technique, using commercial harmonic balance. To obtain the
period-2 steady state, the amplitude A1 and phase φ1 of the AG1 are optimized
(or solved through a Newton-Raphson algorithm) to fulfill the nonperturba-
tion condition Y 1 0= .

For the prediction of a second period doubling, the period-2 AG1 is kept
at its steady-state value, amplitude A1o and phase φ1o, introducing an additional
AG2 of period 4T (see Figure 6.11) with amplitude A2 and phase φ2. For the
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Figure 6.10 Chaotic attractor of the IMPATT-based circuit for input current Ig = 0.5A.



stability analysis of the period-2 regime in the presence of period-doubling per-
turbations, the amplitude the AG2 is set to a very small value A2 = ε, performing
a phase sweep from φ2 0= ° to φ2 90= °. A new period doubling will be
obtained if, for a certain φ2, the conditions Re( )Y 2 0< , Im( )Y 2 0= are fulfilled.
The steady-state period-4 regime is obtained through the optimization of the
two auxiliary generators AG1 and AG2, in the variables A1, φ1, A2, and φ2, to ful-
fill Y 1 0= and Y 2 0= .
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Figure 6.11 Use of auxiliary generators for the detection of the two initial period doublings
in a period-doubling route to chaos: (a) connection of the auxiliary generators,
and (b) prediction of a period-doubling instability.



For the prediction of a frequency division by eight, a third auxiliary gen-
erator AG3, at the input-generator frequency divided by eight, with a very small
amplitude A3 = ε and variable phase φ, would be introduced. After prediction
of this third period-doubling, the steady-state period-8 solution would be cal-
culated through optimization of the amplitude and phase values of the three
auxiliary generators AG1, AG2, and AG3. This technique can be recursively
applied to obtain period-doubled solutions of higher order. However, the
parameter accumulation properties shown by Feigenbaum make the prediction
of these high-order divisions unnecessary in practice. The parameter values for
the onset of chaos may be estimated after only a few bifurcations.

The chaotic IMPATT-based circuit of Example 6.3 was relatively well
behaved in the sense that the sequence of flip bifurcations, leading to chaotic
behavior, were of supercritical type (with no associated hysteresis). In other
cases, the flip bifurcations are subcritical, which gives rise to hysteresis and bro-
ken paths in the Poincaré map. An example of a period-doubling route to chaos
with subcritical flip bifurcations has been obtained in the varactor-based fre-
quency doubler of Figure 4.11 and Example 4.4 [23]. Example 6.4 presents the
parametric analysis of this circuit in a wider range of input-generator ampli-
tudes. The circuit is analyzed through the Poincaré map and with the
harmonic-balance technique. The latter technique enables a detailed analysis of
the subcritical bifurcations.

Example 6.4 Period-doubling route in a varactor-based frequency doubler

The second example of a circuit with a period-doubling route to chaos is the
varactor-based frequency doubler of Figure 4.11. The calculation of the Poincaré
map versus variations in the input-generator amplitude provides the bifurcation
diagram of Figure 6.12(a). The broken branches indicate hysteresis phenomena.
Two consecutive flip bifurcations give rise to a period-4 solution, extending from
Eg = 2.3v to Eg = 3.4v. The extinction of this solution through an inverse flip
bifurcation leads the system back to a period-2 solution, extending up to Eg =
3.9v. From this value, a period-doubling route to chaos is obtained.

The doubler circuit has also been analyzed through harmonic balance in
Figure 6.12(b). To obtain this bifurcation diagram, use has been made of the
auxiliary generator technique of Figure 6.11. The amplitude of the most repre-
sentative subharmonic components has been represented. The multivalued
solution curves are in perfect agreement with the hysteresis phenomena of Fig-
ure 6.12(a). Between Eg = 1.8v and Eg = 2.8v, the period-1 solution coexists
with the period-2 solution with the convergence to one or another depending
on the initial conditions. A similar situation is obtained for input-generator
amplitudes about Eg = 3.8v.
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Figure 6.12 Period-doubling route to chaos in the varactor-based frequency doubler: (a) Poincaré map, and (b) harmonic balance using the aux-
iliary generator technique of Figure 6.11. For the detection of the frequency division by 16, five auxiliary generators in parallel con-
nection have been used. (From: [23]. © 1999 IEEE. Reprinted with permission.)



For the detection of the period-16 solution, four auxiliary generators, ful-
filling the nonperturbation confition Yi = 0 have been used, together with a
fifth auxiliary generator of very small amplitude, fulfilling the instability condi-
tion Re( )Y 5 0< , Im( )Y 5 0= for a certain phase value.

6.4 Torus-Doubling Route to Chaos

In the torus-doubling route to chaos, the circuit initially operates in a quasipe-
riodic regime with two incommensurate fundamental frequencies ω1,ω2, giving
rise to a 2-torus in the phase space. This regime may be the standard operation
regime of the circuit (as in the case of a self-oscillating mixer [21]) or it may be
an undesired regime [24]. Under variations of a parameter, the torus undergoes
a succession of doublings until it becomes a chaotic attractor (see Figure 6.13).

The doubling of a torus in the phase space is due to the division by two of
one its fundamental frequencies. This leads to the regime at the frequencies ω1,

ω2 and the subharmonic frequency
ω1

2
. If the parameter continues to vary, a

new division by two of the same fundamental frequency, giving the subhar-

monic frequency
ω1

4
, will lead to a new doubling of the torus. The doublings

generally take place for decreasing parameter intervals and may continue ad
infinitum. Actually, the torus-doubling route to chaos is closely related with
the period-doubling route to chaos of Section 6.3.

The consecutive divisions by two of one of the fundamental frequencies
of the torus can be detected through the use of auxiliary generators, in similar
way to the technique given in Section 6.3 for the analysis of period doubling.
Assuming a fundamental delivered by the input generator and an autonomous
fundamental, respectively denoted ωin and ωa, for the detection of the first
torus doubling, two auxiliary generators are necessary (see Figure 6.14). The
first generator AG1 is employed to obtain the steady-state quasiperiodic solu-
tion at ωin and ωa. The generator frequency is ω ωp a= . The frequency and
amplitude A1 of this generator are optimized to fulfill the nonperturbation con-
dition Y1 = 0, obtaining the steady-state values A1o, ωao. Then, a second auxil-
iary generator AG2 is introduced at the autonomous frequency divided by two
ωa

2
. Due to the harmonic relationship between this frequency and the

autonomous frequency ωa, a phase relationship must exist between the two
auxiliary generators, so the variables of the generator AG2 will be the amplitude
A2 and the phase φ.
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For the prediction of the torus doubling, the amplitude of the generator
AG2 is set to a very small value A2 = ε. Keeping the AG1 at its steady-state values
A1o, ωao, a sweep in the phase of AG2 is carried out from φ2 0= ° to φ2 180= °.
In this sweep, the input admittance Y2 is calculated, checking for the possible
fulfillment of the instability conditions Re( )Y 2 0< , Im( )Y 2 0= . To obtain the
steady-state doubled torus, the four variables of the two auxiliary generators,
that is the frequency ωa, the phase φ, and the two amplitudes generator A1 and
A2, must be calculated to fulfill the nonperturbation conditions Y1 = 0 and Y2 =
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Figure 6.13 Auxilary-generator technique for the detection of torus doubling. One genera-
tor enables obtaining the steady-state quasiperiodic solution. The second gen-
erator enables detecting the division by two of the autonomous frequency ωa.



0. A second doubling in the torus would be detected in a similar manner, intro-
ducing a third auxiliary generator AG3 with very small amplitude A3 = ε and
performing a phase sweep from φ3 0= ° to φ3 90= °.

The IMPATT-based self-oscillating mixer of Figure 1.24 exhibits a torus-
doubling route to chaos [25] versus variations in the resistance of the load circuit.
Example 6.5 shows how the steady-state doubled torus is calculated through har-
monic balance and compared with the result of time-domain integration.

Example 6.5: Torus-doubling route to chaos in an IMPATT based self-oscillating
mixer

The circuit of Figure 1.24, based on an IMPATT diode, operates both as oscil-
lator and mixer and provides RF to IF downconversion through the mixing of
the external frequency ωin with the autonomous one ωa. Because there are two
incommensurable fundamentals, the solution is quasiperiodic, giving rise to a
2-torus in the phase space. When decreasing the resistance r1 of the linear cir-
cuit (see Figure 1.24), the torus undergoes a doubling (see Figure 6.15).

In the harmonic-balance calculation of the doubled torus, a two-
dimensional Fourier-series expansion of the state variables is used with a differ-
ent time variable for each dimension. For an efficient resolution, the number of
time samples is 2 2 2( )nl + per dimension, with nl being the nonlinearity order.
When calculating the inverse Fourier transform, this provides a different sam-
pling step for each dimension, respectively given by ∆tin and ∆ta. The resulting
doubled torus is shown in Figure 6.15(a). For constant t n tin in= 1∆ (with n1

integer), the sampling at ∆ta (longitudinal) shows the period doubling already
observed in the Poincaré map. The small circles, without period doubling, are
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Figure 6.14 Doubled torus obtained when decreasing the resistance r1 of the linear net-
work in the self-oscillating mixer of Figure 1.24: (a) harmonic-balance calcula-
tion (note the different sampling rates at each of the two fundamental
frequencies), and (b) result of the time-domain integration. (From: [25]. © 1999
IEEE. Reprinted with permission.)



due to the sampling at the smaller rate ∆tin (transversal). In Figure 6.15(b), this
attractor can be compared with the doubled torus obtained from time-domain
simulations.
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Figure 6.15 Torus-doubling to chaos in the IMPATT-based self-oscillating mixer: (a) torus
after two consecutive doublings, and (b) chaotic attractor.



If the value of the resistance r1 continues to be reduced, the torus of
Figure 6.15 undergoes more doublings. The resistance intervals for each dou-
bling decrease with the order of the doubling, in similar way to the period-
doubling route to chaos. Figure 6.13(a) shows the torus after a second division

by two of the autonomous frequency
ω ωa a

2 4
→ and Figure 6.13(b) shows the

chaotic attractor.

6.5 Intermittence

For the description of the intermittence route to chaos, a periodic solution is
initially assumed and the continuous variation of a parameter η is considered.
From a certain value η η= o , the formerly periodic waveform starts to be inter-
rupted by bursts of irregular behavior. These bursts of irregular behavior
become longer in time and more frequent as the parameter continues to evolve.
Eventually an entirely chaotic waveform is observed. This constitutes an inter-
mittence route to chaos. This route has been obtained in a particular imple-
mentation of Chua’s circuit (Figure 6.16), for two different values of the
capacitance C2 [26] exhibit the waveforms of Figure 6.17. Similar routes to
chaos have been obtained in power systems [27] and coupled phase-locked
loops [28, 29].

Two things can be gathered from the time-domain behavior in Figure
6.17. Obviously, at the parameter value η η= o that determines the start of the
intermittence process, the periodic solution becomes unstable. This is necessar-
ily due to a bifurcation taking place at η η= o . On the other hand, the solution
with the irregular bursts is neither periodic nor quasiperiodic. It is a chaotic
solution.
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Figure 6.16 Chua’s circuit with an intermittence route to chaos. The linear element values
are C1 = 33 nF, R = 200 Ohm, L = 100 mH and R1 = –2,000 Ohm. The cubic non-
linearity of the diode is i v v vnl ( ) = − +− −10 104 4 3 .



The sketch of Figure 6.18 enables a general explanation of intermittence
[27]. The one-dimensional map x F xn n+ =1 ( ) has been considered. This map
enables obtaining the iteration point x n +1 from the preceding point xn. In the
case of the Poincaré map, the succession {xn} is given by the consecutive inter-
sections of the solution trajectory with a transversal surface. In Figure 6.18(a),
the mapping function F has been represented, together with the unity-slope
line (identity map) x xn n+ =1 , which helps in obtaining the sequence of points
that constitute the map. The fixed points xo of the map satisfy x F xo o= ( ).
These points will be stable for ′ <F xo( ) 1. In Figure 6.19, three different
steady-state solutions are obtained around the unstable equilibrium point: the
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Figure 6.17 Intermittence in Chua’s circuit of Figure 6.16. Two different values of the
capacitance C2 have been considered: (a) C2 = 33.8 pF, and (b) C2 = 34 pF.



stable equilibrium point N, the saddle equilibrium point S and a chaotic solu-
tion C. Note that the fixed points of the Poincaré map correspond to time-
periodic solutions of the circuit.

While the stable node exists, a periodic solution is observed because the
trajectory from the chaotic attractor will eventually come to the node and stay
there. However, under variations of a parameter η, the situation depicted in
Figure 6.18(b) is obtained. The system has undergone a saddle-node bifurca-
tion (collision of the node and saddle point, giving rise to their annihilation).
The stable node does not exist any more and the chaotic solution is the only
stable solution. However, a laminar region has formed between the curve F x( )
and the unity-slope straight line x xn n+ =1 . Then the trajectory remains for a
long time where the stable node used to be (see the big number of iterations of
the Poincaré map in this region) and gives rise to an apparently periodic solu-
tion for a certain time interval. Then the trajectory leaves the region between
the curve and the straight line, undergoing the big variations that correspond to
the chaotic solution and returning to the gap region after some time. This gives
rise again to an apparently periodic behavior. As the parameter evolves, the dis-
tance between the curve F x( ) and the straight line increases, and the time inter-
vals with apparent periodic behavior become shorter and less frequent. It must
be noted that the saddle-node bifurcation has not given rise to the chaotic
attractor, which was already present when this bifurcation took place. The
bifurcation determines the extinction of the periodic solution and the transi-
tion to the chaotic attractor. Different kinds of bifurcation may start the inter-
mittance process [30]. In Example 6.6, the start of intermittance is due to a
pitchfork bifurcation (Section 4.4.2).
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Figure 6.18 An explanation of intermittence: (a) stable node, and (b) intermittence.



Example 6.6 Intermittence in Chua’s circuit

Chua’s circuit of Figure 6.16 exhibits an intermittence route to chaos [26–31],
as shown in the simulations of Figure 6.17, obtained for two different values
of the capacitance C2. The rest of the element values are given in the figure
caption.

The sequence of bifurcations leading to this behavior has been investi-
gated through the harmonic-balance technique. The bifurcation diagram ver-
sus C2 is shown in Figure 6.19. Different paths can be observed. Each point of
Path 1 corresponds, in the phase space, to a periodic orbit that is symmetric
with respect to the origin. This path exhibits a turning point T1, separating the
subpaths 1a and 1b. The recursive application of the Nyquist stability analysis
shows that the only stable section of Path 1 is the section between the turning
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Figure 6.19 Intermittence in Chua’s circuit: a bifurcation diagram obtained through the
harmonic-balance technique. At the pitchfork bifurcation, the periodic orbit 1b
becomes unstable, and the solution moves to the chaotic attractor. (From:
[31].©2001 IEEE.)



point T1 and the bifurcation point P. One of these stable periodic orbits has
been represented in Figure 6.20(a).

At the point P, Path 2 is generated, through a pitchfork bifurcation (see
Section 4.1.2.2). Each point of this path represents, in fact, two periodic orbits
that are asymmetric with respect to the origin. The pitchfork bifurcation is sub-
critical, and only the section between the turning point T2 and the flip
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Figure 6.20 Intermittence in Chua’s circuit: (a) coexistence of a stable periodic orbit with
two chaotic attractors generated through a period-doubling route in the Path
3b of Figure 6.19, and (b) chaotic attractor with intermittence. The trajectory
spends a long time where the formerly stable period orbit used to be. (From:
[31].©2001 IEEE.)



bifurcation F is stable. From point F, a period-doubling cascade starts in the
asymmetric orbits, giving rise to chaotic behavior from the border C. In view of
the bifurcation diagram, the increase of the capacitance C2 gives rise to the fol-
lowing situations in the phase space:

• Interval T2–F: A symmetric period-1 orbit and two asymmetric
period-1 orbits coexist for each capacitance value in T2–F.

• Interval F–C: A symmetric period-1 orbit coexists with two period-2
asymmetric orbits for each capacitance value in F–C.

• Interval C–P: A symmetric period-1 orbit coexists with two chaotic
asymmetric orbits for each capacitance value in C–P. An example is
shown in Figure 6.20(a).

At the bifurcation point P, the central symmetric orbit becomes unstable
and the chaotic solution becomes the only stable solution (compare with the
sketch of Figure 6.19). For the capacitor value at which the pitchfork bifurca-
tion takes place, the two asymmetric chaotic attractors merge, giving rise to one
single chaotic attractor. For the value of C2 at which the pitchfork bifurcation
occurs, the chaotic attractor geometrically contains the periodic orbit in the
phase space [see Figure 6.20(b)]. As a result, for C2 values slightly larger than
the bifurcation value, the solution spends a long time in the neighborhood
of the formerly stable periodic orbit. This gives rise to the apparently periodic
behavior of Figure 6.16. The solution is actually chaotic, which explains the
irregular bursts.

The observation of intermittence has been related [1] with the geometri-
cal location, at the bifurcation point, of the formerly stable solution inside the
solution that persists after the bifurcation. The system tends to spend a long
time in the neighborhood of the formerly stable solution. This is actually the
case of Figure 6.20(b).
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sequential testing and, 160

Open-loop gain, 169
Optimization

admittance magnitude, 103
autonomous circuits, 103–4

Ordinary differential equations (ODEs),
118

Oscillations, 10–16
frequency, 87
self-sustained, 11
start-up conditions, verification of, 14
steady-state, 11, 14

Oscillators
capacitive, 137–38
circuit solution variations, 45
cubic nonlinear, 54–57, 64–66, 82–86,

88–89, 94–96
damped, 183–85
diode, 7
FET Colpitts, 150
free-running, 44, 78–86, 244–46
injected, 238, 247
synchronized, 247–52
van der Pol, 124–28, 247
voltage-controlled (VCOs), 102–3,

280–82, 288

Period-doubling cascade, 320
Period-doubling route to chaos, 305–11

defined, 305
in IMPATT-based circuit, 306–9
Poincaré-map technique and, 306
with subcritical flip bifurcations, 309
in varactor-based frequency doubler,

309–11
See also Routes to chaos

Periodic regime
autonomous, 230–31
with external excitation, 231–33
harmonic-balance analysis of

bifurcations from, 219–28
injected oscillators in, 238
local bifurcations from, 188–96

Periodic solutions, 22
phase-locked, 53
stability, 189, 197

Perturbation
amplitude, 180
equation, 132
evolution, 41
signal, 132
stability and, 32

Phase detector, 279, 280
output signal, 280
output voltage, 281
sinusoidal, 281–87

Phase error, 282
Phase-locked loops

bifurcation detection in, 290
bifurcation loci, 290
filter transfer function, 281
general equations, 279–81
global behavior of, 278–92
hysteresis and, 286
parametric analysis, 281–90
phase-locked solutions, 289
Poincaré maps and, 290–92
with realistic models for loop elements,

287–90
rotations, 289
saddle solution, 283
schematic, 280
with sinusoidal phase detector, 281–87
steady-state solutions, 283

Phase-locked solutions, 52–57
for cubic nonlinearity oscillator, 55
defined, 52
existence of, 283

Phase space
autonomous system, 18
chaotic solutions, 28
defined, 16
nesting cycles, 20
representation, 16–29
representation of quasiperiodic solution,

26
trajectory in, 17

Pitchfork bifurcation, 206
Poincaré maps, 44–52

application of, 48
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Poincaré maps (continued)
bifurcations of, 196–211
chaotic behavior and, 50–52
of chaotic solution, 53
cubic nonlinear oscillator, 215
defined, 44
definition of, 44–48
equilibrium point, 48
first iteration, 197
fixed point of, 45–46
Hopf bifurcation in, 210
hyperbolic, 198–99
Jacobian matrix, 198
limit cycle, 48–49
limit sets and, 48–50
linearization, 46
of nonautonomous circuit, 197
perturbation implications, 197
phase-locked loops and, 290–92
qualitative variations in, 47–48
quasiperiodic solutions, 49–50
succession of points of, 46
Taylor-series expansion, 198
transversal intersection, 46

Pole-zero cancellation, 147, 149
Power harmonic amplifier layout, 162
Prediction-correction algorithm, 97

Quasiperiodic regime
autonomous, 233–40
harmonic-balance analysis of, 268–69
locus of turning points, 258–59
mixing solution of self-oscillating mixer,

269
of MMIC frequency divider, 302
turning point locus and, 264

Quasiperiodic routes to chaos, 302–5
Hopf bifurcations, 302
in MMIC frequency divider, 302–5
observation, 302
See also Routes to chaos

Quasiperiodic solutions, 22–27
of cubic nonlinearity oscillator, 25
of MMIC frequency divider, 305
phase-space representation of, 27
Poincaré maps, 48–50

Regenerative dividers, 145, 253

Repellor, as limit set, 31
Return difference

determinant of, 176
equation, 174–75
function, 175
matrix, 175

Return matrix, 173
Return ratio, 155, 157

defined, 152
matrixes, 165, 175
for multidevice ratio, evaluation of, 157
Nyquist analysis, 155
practical measurement of, 157–58

Rollet Factor Calculation, 152
Rotation number, 23

defined, 23
fractional, 87

Routes to chaos, 295–320
defined, 295
homoclinicity, 296–302
intermittence, 315–20
period-doubling, 305–11
quasiperiodic, 302–5
torus-doubling, 311–15

Saddle connection, 178, 212–13
homoclinic orbit, 211–12
illustrated, 212
See also Global bifurcations

Saddle-node bifurcation, 183
chaotic attractor and, 317
from dc regime, 286
in frequency-divided solution, 255
loci, 285

Saddle-node global local/global bifurcation,
178, 213–16

defined, 213
with mode locking, 214
See also Global bifurcations

Saddle point, 36–37
collision with limit cycle, 212
defined, 36
illustrated, 35
outset, 37
stable/unstable manifolds, 37
unstable, 211
See also Equilibrium points
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Self-oscillating mixers
analysis of, 89–91
applications, 266–68
auxiliary generator, 269
circuit operation, 272–73
conversion loss, 272
defined, 266, 267
design concepts, 266–68
global behavior of, 266–73
illustrated, 51
IMPATT-based, 314
non-linear analysis, 268
operation, 271
operation modes, 274
output spectrum, 270
parametric analysis, 269–73
Poincaré map of chaotic solution, 53
solution, 52
steady state of, 268–69
synchronization, 273

Self-oscillating mixing regime, 26
Self-oscillation

amplitude, 246
extinguished, 244
frequency, 247
onset, 244

Self-sustained oscillations, 11
Shil’nikov condition for transversality, 299
Simulation Program with Integrated

Circuits Emphasis (SPICE), 1
Single-input-single-output (SISO) feedback

system, 153
Solution curves

defined, 96
folding over itself, 98
Ku-band VCO vs. tuning voltage,

108–10
tracing, continuation technique for,

96–99
turning point of, 221–22

Solution paths
defined, 179
quasiperiodic, 261
tracing, 223
turning points of, 221

Solution trajectory, 16
Stability

center, 38
concept, 29–31
concept for linear/nonlinear circuits,

118–31
equilibrium points, 298
fixed points, 209–10
Floquet multipliers and, 193
general nonlinear equation, 128
global, 128–30, 243–92
of large-signal steady-state regime, 165
of limit sets, 29–44
of linear circuits, 119–28
local, 128–31
of lumped circuits, 119–22
of nonlinear circuits, 128–31
perturbation and, 32–33
properties, qualitative variations in,

43–44
structural, 178
types, 31–42
verification, 30

Stability analysis, 32
characteristic system derivation, 131–52
of distributed circuits, 142–47
fixed point, 197–98
frequency dividers by two, 255–62
in frequency domain, 122–28
of frequency doublers, 273–78
harmonic-balance analysis and, 132
large-signal, using simplified filter,

168–71
local, 117–71
of lumped circuits, 135–42
multitransistor circuit for, 156
Nyquist, 122–28, 250, 266
open-loop approach, 152–71
phase-locked loop, 281–90
quasiperiodic solution of MMIC

frequency divider, 305
self-oscillating mixer, 269–73
stability concept and, 118–31

Stable solutions coexistence, 42–43
hysteresis phenomena and, 42–43
illustrated, 42

State variables, 2
Steady state

oscillations, 11, 14
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Steady state (continued)
of self-oscillating mixer, 268–69

Structural stability, 178
Subcritical flip bifurcation, 203

period-doubling route to chaos with,
309–11

turning points and, 207–8
in varactor-based frequency doubler,

208–9
See also Flip-type bifurcations

Subcritical Hopf bifurcation, 185, 187–88,
209–11

hysteresis, 271
turning points and, 207
See also Hopf bifurcations

Subharmonic synchronization, 86–87
extension to, 87
oscillation frequency, 87
See also Synchronization

Supercritical flip bifurcation
defined, 203
illustrated, 223
See also Flip-type bifurcations

Supercritical Hopf bifurcation, 185, 187,
210

Sweep plan, 166
Synchronization

autonomous quasiperiodic regime,
233–40

locus, 265, 273
loss of, in cubic nonlinearity oscillator,

214–16
self-oscillating mixers, 271
subharmonic, 86–87
turning point, 248

Synchronization phenomenon, 53
applications of, 57
bands, schematic representation, 54
for generator frequencies, 54
in nonlinear systems, 53

Synchronized circuits, 104–6
analysis of, 86–89
in closed harmonic-balance programs,

104–6
continuation technique for, 100
frequency-domain simulation of, 76
harmonic balance for, 75–91

Synchronized oscillators
behavior, 248
bifurcation loci in, 251
global behavior, 247–52

System flow, 21

Taylor-series expansion, 198
Time-domain simulation, 62–66
Time-frequency techniques, 62
Torus-doubling route to chaos, 311–15

auxiliary-generator technique, 312
defined, 311
in IMPATT-based self-oscillating mixer,

314
prediction, 313–14
See also Routes to chaos

Tracking filter
configurations, 161
connexion of, 166
structure, 166

Trajectories
behavior of, 19
homoclinic orbit, 213
isolated closed, 19
nonlinear, 35–36
ordinary, 17
perturbed, 39
singular, 17
solution, 16, 19
transient, 16–19

Transconductance matrix, 155, 176
decomposition, 173
general, 156

Transient-envelope technique, 91–96
analysis through, 93–96
harmonic-balance system, 93

Turning-point bifurcations, 182–85, 229
defined, 229
singularity condition, 238

Turning points, 74
calculating, 232–33
in closed curves, 248–49
conditions fulfilled by, 107
continuation algorithm and, 98
direct-type bifurcations, 206
harmonic-balance detection of, 235
hysteresis phenomena, 221
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island, 264
locus, 258, 259, 264, 273
singular Jacobian matrix, 107
of solution curve, 221–22
of solution path, 221
solution point as, 107
subcritical Hopf and flip bifurcations,

207
in synchronized oscillators, 89
tangential condition at, 109

Unitary matrix, 173

van der Pol oscillator, 124–28, 247
Varactor-based frequency doubler

bifurcation diagram, 208
subcritical flip bifurcation in, 208–9

Vector fields

autonomous system, 4, 5
defined, 2, 3

Voltage-controlled oscillators (VCOs), xii
control voltage, 281
frequency oscillation, 280
Ku-band, 102–3, 104
linear characteristic, 281
output phase, 281
output signal, 288
output voltage, 280

Voltage generators, 79
in cubic nonlinearity oscillator, 82
in harmonic-balance software, 100
illustrated, 80
See also Auxiliary generators

Zero-input solution, 120–21
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