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Preface

The use of optical free-space emissions to provide indoor wireless commu-
nications has been studied extensively since the pioneering work of Gfeller
and Bapst in 1979 [1]. These studies have been invariably interdisciplinary in-
volving such far flung areas such as optics design‚ indoor propagation studies‚
electronics design‚ communications systems design among others. The focus
of this text is on the design of communications systems for indoor wireless
optical channels. Signalling techniques developed for wired fibre optic net-
works are seldom efficient since they do not consider the bandwidth restricted
nature of the wireless optical channel. Additionally‚ the elegant design method-
ologies developed for electrical channels are not directly applicable due to the
amplitude constraints of the optical intensity channel. This text is devoted to
presenting optical intensity signalling techniques which are spectrally efficient‚
i.e.‚ techniques which exploit careful pulse design or spatial degrees of freedom
to improve data rates on wireless optical channels.

The material presented here is complementary to both the comprehensive
work of Barry [2] and to the later book by Otte et al. [3] which focused primar-
ily on the design of the optical and electronic sub-systems for indoor wireless
optical links. The signalling studies performed in these works focused pri-
marily on the analysis of popular signalling techniques for optical intensity
channels and on the use of conventional electrical modulation techniques with
some minor modifications (e.g.‚ the addition of a bias). In this book‚ the design
of spectrally efficient signalling for wireless optical intensity channels is ap-
proached in a fundamental manner. The goal is to extend the wealth of modem
design practices from electrical channels to optical intensity domain. Here we
discuss important topics such as the vector representation of optical intensity
signals‚ the design and capacity of signalling sets as well as the use of multiple
transmitter and receiver elements to improve spectral efficiency.

Although this book is based on my doctoral [4] and Masters [5] theses‚ it
differs substantially from both in several ways. Chapters 2 and 3 are com-



xii

pletely re-written and expanded to include a more tutorial exposition of the
basic issues involved in signalling on wireless optical channels. Chapters 4-6‚
which develop the connection between electrical signalling design and opti-
cal intensity channels‚ are significantly re-written in more familiar language
to allow them to be more accessible. Chapters 7 and 8 are improved through
the addition of a fundamental analysis of MIMO optical channels and the in-
crease in capacity which arise due to spatial multiplexing in the presence of
spatial bandwidth constraints. Significant background material has been added
on the physical aspects of wireless optical channels including optoelectronic
components and propagation characteristics to serve as an introduction to com-
munications specialists. Additionally‚ fundamental communication concepts
are briefly reviewed in order to make the signalling design sections accessible
to experimentalists and applied practitioners.

Finally‚ there have been a great number of individuals who have influenced
the writing of this book and deserve my thanks. I am very grateful to my doctoral
thesis advisor Professor Frank R. Kschischang who’s passion for research and
discovery have inspired me. Additionally‚ I would like to thank Professors
David A. Johns and Khoman Phang for introducing me to the area and for
fostering my early explorations in wireless optical communications. I am also
indebted to a number of friends and colleagues who have contributed through
many useful conversations‚ among them are : Warren Gross‚ Yongyi Mao‚
Andrew Eckford‚ Sujit Sen‚ Tooraj Esmailian‚ Terence Chan‚ Masoud Ardakani
and Aaron Meyers.

Foremost‚ I would like to thank my wife Annmarie for her patience‚ under-
standing and for her support.

STEVE HRANILOVIC
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Chapter 1

INTRODUCTION

In recent years, there has been a migration of computing power from the
desktop to portable, mobile formats. Devices such as digital still and video
cameras, portable digital assistants and laptop computers offer users the ability
to process and capture vast quantities of data. Although convenient, the inter-
change of data between such devices remains a challenge due to their small size,
portability and low cost. High performance links are necessary to allow data
exchange from these portable devices to established computing infrastructure
such as backbone networks, data storage devices and user interface peripherals.
Also, the ability to form ad hoc networks between portable devices remains an
attractive application. The communication links required can be categorized as
short-range data interchange links and longer-range wireless networking appli-
cations.

One possible solution to the data interchange link is the use of a direct electri-
cal connection between portable devices and a host. This electrical connection
is made via a cable and connectors on both ends or by some other direct con-
nection method. The connectors can be expensive due to the small size of the
portable device. In addition, these connectors are prone to wear and break
with repeated use. The physical pin-out of the link is fixed and incompatibility
among various vendors solutions may exist. Also, the need to carry the physical
medium for communication makes this solution inconvenient for the user.

Wireless radio frequency (RF) solutions alleviate most of the disadvantages
of a fixed electrical connection. RF wireless solutions allow for indoor and short
distance links to be established without any physical connection. However,
these solutions remain relatively expensive and have low to medium data rates.
Some popular “low cost” RF links over distances of approximately 10m provide
data rates of up to 1 Mbps in the 2.4 GHz band for a cost near US$5 per
module. Indoor IEEE 802.11 [6] links have also gained significant popularity
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and provide data rates of approximately 50 Mbps. Radio frequency wireless
links require that spectrum licensing fees are paid to federal regulatory bodies
and that emissions are contained within strict spectral masks. These frequency
allocations are determined by local authorities and may vary from country
to country, making a standard interface difficult. In addition, the broadcast
nature of the RF channel allows for mobile connectivity but creates problems
with interference between devices communicating to a host in close proximity.
Containment of electromagnetic energy at RF frequencies is difficult and if
improperly done can impede system performance.

This book considers the use of wireless optical links as another solution to the
short-range interchange and longer-range networking links. Table 1.1 presents
a comparison of some features of RF and wireless optical links. Present day
wireless optical links can transmit at 4 Mbps over short distances using opto-
electronic devices which cost approximately US$1 [7]. However, much high
rates approaching 1 Gpbs have been investigated in some experimental links.
Wireless optical links transmit information by employing an optoelectronic
light modulator, typically a light-emitting diode (LED). The task of up- and
down-conversion from baseband frequencies to transmission frequencies is ac-
complished without the use of high-frequency RF circuit design techniques, but
is accomplished with inexpensive LEDs and photodiodes. Since the electro-
magnetic spectrum is not licensed in the optical band, spectrum licensing fees
are avoided, further reducing system cost. Optical radiation in the infrared or
visible range is easily contained by opaque boundaries. As a result, interference
between adjacent devices can be minimized easily and economically. Although
this contributes to the security of wireless optical links and reduces interference
it also impacts rather stringently on the mobility of such devices. For example,
it is not possible for a wireless optical equipped personal digital assistant to
communicate if it is stored in a briefcase. Wireless optical links are also suited
to portable devices since small surface mount light emitting and light detecting
components are available in high volumes at relatively low cost.
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Figure 1.1. An indoor wireless optical communication system.

Figure 1.1 presents a diagram of a typical indoor wireless optical communi-
cations scenario. Mobile terminals are allowed to roam inside of a room and
require that links be established with a ceiling basestation as well as with other
mobile terminals. In some links the radiant optical power is directed toward the
receiver, while in others the transmitted signal is allowed to bounce diffusely
off surfaces in the room. Ambient light sources are the main source of noise
in the channel and must be considered in system design. However, the avail-
able bandwidth in some directed wireless optical links can be large and allows
for the transmission of large amounts of information, especially in short range
applications.

Indoor wireless optical communication systems are envisioned here as a
complimentary rather than a replacement technology to RF links. Whereas,
RF links allow for greater mobility wireless optical links excel at short-range,
high-speed communications such as in device interconnection or board-to-board
interconnect.

1.1 A Brief History of Wireless Optical Communications
The use of optical emissions to transmit information has been used since

antiquity. Homer, in the Iliad, discusses the use of optical signals to transmit
a message regarding the Grecian siege of Troy in approximately 1200 BC.
Fire beacons were lit between mountain tops in order to transmit the message



Figure 1.2. Drawing of the photophone by Alexander Graham Bell and Charles Sumner Tainter,
April 1880 [The Alexander Graham Bell Family Papers, Library of Congress].

over great distances. Although the communication system is able to only ever
transmit a single bit of information, this was by far the fastest means to transmit
information of important events over long distances.

In early 1790’s, Claude Chappe invented the optical telegraph which was
able to send messages over distances by changing the orientation of signalling
“arms” on a large tower. A code book of orientations of the signalling arms
was developed to encode letters of the alphabet, numerals, common words
and control signals. Messages could be sent over distances of hundreds of
kilometers in a matter of minutes [8].

One of the earliest wireless optical communication devices using electronic
detectors was the photophone invented by A. G. Bell and C. S. Tainter and
patented on December 14, 1880 (U.S. patent 235,496). Figure 1.2 presents a
drawing made by the inventors outlining their system. The system is designed
to transmit a operator’s voice over a distance by modulating reflected light from
the sun on a foil diaphragm. The receiver consisted of a selenium crystal which
converted the optical signal into an electrical current. With this setup, they were
able to transmit an audible signal a distance of 213 m [9].

The modern era of indoor wireless optical communications was initiated in
1979 by F.R. Gfeller and U. Bapst by suggesting the use of diffuse emissions
in the infrared band for indoor communications [1]. Since that time, much
work has been done in characterizing indoor channels, designing receiver and
transmitter optics and electronics, developing novel channel topologies as well
as in the area of communications system design. Throughout this book, previous
work on a wide range of topics in wireless optical system will be surveyed.

6 Introduction



The study of wireless optical systems is multidisciplinary involving a wide
range of areas including: optical design, optoelectronics, electronics design,
channel modelling, communications and information theory, modulation and
equalization, wireless optical network architectures among many others.

This book focuses on the issues of signalling design and information theory
for wireless optical intensity channels. This book differs from Barry’s com-
prehensive work Wireless Infrared Communications [2] and the text by Otte
et al. Low-Power Wireless Infrared Communications by focusing exclusively
on the design of modulation and coding for single element and multi-element
wireless optical links. This work is complimentary and focuses on the de-
sign of signalling and communication algorithms for wireless optical intensity
channels.

The design of a communication algorithms for any channel first requires
knowledge of the channel characteristics. Chapter 2 overviews the basic opera-
tion of optoelectronic devices and the amplitude constraints that they introduce.
Eye and skin safety, channel propagation characteristics, noise and a variety of
channel topologies are described.

Most signalling techniques for wireless optical channels are adapted from
wired optical channels. Conventional signalling design for the electrical chan-
nel cannot be applied to the wireless optical intensity channel due to the channel
constraints. A majority of signalling schemes for optical intensity channels deal
with binary-level on-off keying or PPM. Although power efficient, their spec-
tral efficiency is poor. Chapter 3 overviews basic concepts in communications
system design such as vector channel model, signal space, bandwidth as well
a presenting an analysis of some popular binary and multi-level modulation
schemes.

Part II of this book describes techniques for the design and analysis of spec-
trally efficient signalling techniques for wireless optical channels. This work
generalizes previous work in optical intensity channels in a number of important
ways. In Chapter 4, a signal space model is defined which represents the am-
plitude constraints and the cost geometrically. In this manner, all time-disjoint
signalling schemes for the optical intensity channel can be treated in a common
framework, not only rectangular pulse sets.

Having represented the set of transmittable signals in signal space, Chapter 5
defines lattice codes for optical intensity channels. The gain of these codes over
a baseline is shown to factor into coding and shaping gains. Unlike previous
work, the signalling schemes are not confined to use rectangular pulses. Ad-
ditionally, a more accurate bandwidth measure is adopted which allows for the
effect of shaping on the spectral characteristics to be represented as an effective
dimension. The resulting example lattice codes which are defined show that

Overview 7

1.2 Overview



on an idealized point-to-point link significant rate gains can be had by using
spectrally efficient pulse shapes.

Chapter 6 presents bounds on the capacity of optical intensity signalling sets
subject to an average optical power constraint and a bandwidth constraint. Al-
though the capacity of Poisson photon counting channels has been extensively
investigated, the wireless optical channel is Gaussian noise limited and pulse
sets are not restricted to be rectangular. The specific bounds on the channel
capacity of wireless optical channels exist for the case of PPM signalling and
multiple-subcarrier modulation. The bounds presented in this work generalize
these previous results and allow for the direct comparison of convention rect-
angular modulation with more spectrally efficient schemes. The bounds are
shown to converge at high optical signal-to-noise ratios. Applied to several
examples, the bounds illustrate that spectrally efficient signalling is necessary
to maximize transmit rate at high SNR.

The spectral efficiency and reliability of wireless optical channels can also
be improved by using multiple transmitter and receiver elements. Part III con-
siders the modelling and signalling problem of multi-element links. Chapter
7 discusses the use of multiple transmit and receive elements to improve the
efficiency of wireless optical links and presents a discussion on the challenges
which are faced in signalling design.The pixelated wireless optical channel is
defined as a multi-element link which improves the spectral efficiency of links
unlike previous multi-element links, such as quasi-diffuse links and angle di-
versity schemes,. Although chip-to-chip, inter-board and holographic storage
systems exploit spatial diversity for gains in data rate, the pixelated wireless
optical channel does not rely on tight spatial alignment or use a pixel-matched
assumption. Chapter 8 presents an experimental multi-element link in order to
develop a channel model based on measurements. Using this channel model
pixel-matched and pixelated optical spatial modulation techniques are com-
pared.

Finally, Chapter 9 presents concluding remarks and directions for further
study.

8 Introduction



Chapter 2

WIRELESS OPTICAL INTENSITY CHANNELS

Communication systems transmit information from a transmitter to a receiver
through the construction of a time-varying physical quantity or a signal. A fa-
miliar example of such a system is a wired electronic communications system
in which information is conveyed from the transmitter by sending an electrical
current or voltage signal through a conductor to a receiver circuit. Another ex-
ample is wireless radio frequency (RF) communications in which a transmitter
varies the amplitude, phase and frequency of an electromagnetic carrier which
is detected by a receive antenna and electronics.

In each of these communications systems, the transmitted signal is corrupted
by deterministic and random distortions due to the environment. For example,
wired electrical communication systems are often corrupted by random thermal
as well as shot noise and are often frequency selective. These distortions due
to external factors are together referred to as the response of a communica-
tions channel between the transmitter and receiver. For the purposes of system
design, the communications channel is often represented by a mathematical
model which is realistic to the physical channel. The goal of communication
system design is to develop signalling techniques which are able to transmit
data reliably and at high rates over these distorting channels.

In order to proceed with the design of signalling for wireless optical chan-
nels a basic knowledge of the channel characteristics is required. This chapter
presents a high-level overview of the characteristics and constraints of wireless
optical links. Eye and skin safety requirements as well as amplitude constraints
of wireless optical channels are discussed. These constraints are fundamental
to wireless optical intensity channels and do not permit the direct application
of conventional RF signalling techniques. The propagation characteristics of
optical radiation in indoor environments is also presented and contrasted to RF
channels. The choice and operation of typical optoelectronics used in wire-



10 Wireless Optical Intensity Channels

Figure 2.1. Block Diagram of an optical intensity, direct detection communications channel.

less optical links is also briefly surveyed. Various noise sources present in
the wireless optical link are also discussed to determine which are dominant.
The chapter concludes with a comparison of popular channel topologies and a
summary of the typical parameters of a practical short-range wireless optical
channel.

Wireless optical channels differ in several key ways from conventional com-
munications channels treated extensively in literature. This section describes
the physical basis for the various amplitude and power constraints as well as
propagation characteristics in indoor environments.

Most present-day optical channels are termed intensity modulated, direct-
detection channels. Figure 2.1 presents a schematic of a simplified free-space
intensity modulated, direct-detection optical link.

The optical intensity of a source is defined as the optical power emitted
per solid angle in units of Watts per steradian [10]. Wireless optical links
transmit information by modulating the instantaneous optical intensity, in
response to an input electrical current signal The information sent on this
channel is not contained in the amplitude, phase or frequency of the transmitted
optical waveform, but rather in the intensity of the transmitted signal. Present
day optoelectronics cannot operate directly on the frequency or phase of the

range optical signal. This electro-optical conversion process is termed
optical intensity modulation and is usually accomplished by a light-emitting
diode (LED) or laser diode (LD) operating in the 850-950 nm wavelength band
[11]. The electrical characteristics of the light emitter can be modelled as a
diode, as shown in the figure. Section 2.2.1 describes the operation of LEDs
and LDs in greater detail.

The opto-electrical conversion is typically performed by a silicon photodi-
ode. The photodiode detector is said to perform direct-detection of the incident
optical intensity signal since it produces an output electrical photocurrent,

2.1 Wireless Optical Intensity Channels

2.1.1 Basic Channel Structure
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nearly proportional to the received irradiance at the photodiode, in units of
Watts per unit area [10]. Electrically, the detector is a reversed biased diode,
as illustrated in Figure 2.1. Thus, the photodiode detector produces an output
electrical current which is a measure of the optical power impinging on the
device. The photodiode detector is often termed a square law device since the
device can also be modelled as squaring the amplitude of the incoming elec-
tromagnetic signal and integrating over time to find the intensity. Section 2.2.2
describes the operation of p-i-n and avalanche type photodiodes and discusses
their application to wireless optical channels.

The underlying structure of the channel, which allows for the modulation and
detection of optical intensities only, places constraints on the class of signals
which may be transmitted. The information bearing intensity signal which is
transmitted must remain non-negative for all time since the transmitted power
can physically never be negative, i.e.,

Thus, the physics of the link imposes the fundamental constraint on signalling
design that the transmitted signals remain non-negative for all time. In Chapters
4–6 this non-negativity constraint is taken into account explicitly in developing
a framework for the design and analysis of modulation for optical intensity
channels.

2.1.2 Eye and Skin Safety
Safety considerations must be taken into account when designing a wireless

optical link. Since the energy is propagated in a free-space channel, the impact
of this radiation on human safety must be considered.

There are a number of international standards bodies which provide guide-
lines on LED and laser emissions namely: the International Electrotechni-
cal Commission (IEC) (IEC60825-1), American National Standards Institute
(ANSI) (ANSI Z136.1), European Committee for Electrotechnical Standard-
ization (CENELEC) among others. In this section, we will consider the IEC
standard [12] which has been widely adopted. This standard classifies the main
exposure limits of optical sources. Table 2.1 includes a list of the primary
classes under which an optical radiator can fall. Class 1 operation is most desir-
able for a wireless optical system since emissions from products are safe under
all circumstances. Under these conditions, no warning labels need to be applied
and the device can be used without special safety precautions. This is important
since these optical links are destined to be inexpensive, portable and convenient
for the user. An extension to Class 1, termed Class 1M, refers to sources which
are safe under normal operation but which may be hazardous if viewed with
optical instruments [13]. Longer distance free-space links often operate in class
3B mode, and are used for high data rate transmission over moderate distances
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(40 m in [14]). The safety of these systems is maintained by locating optical
beams on rooftops or on towers to prevent inadvertent interruption [15]. On
some longer range links, even though the laser emitter is Class 3B, the system
can still be considered Class 1M if appropriate optics are employed to spread
the beam over a wide enough angle.

The critical parameter which determines whether a source falls into a given
class depends on the application. The allowable exposure limit (AEL) depends
on the wavelength of the optical source, the geometry of the emitter and the
intensity of the source. In general, constraints are placed on both the peak and
average optical power emitted by a source. For most practical high frequency
modulated sources, the average transmitted power of modulation scheme is
more restrictive than the peak power limitation and sets the AEL for a given
geometry and wavelength [12]. At modulation frequencies greater than about
24 kHz, the AEL can be calculated based on average output power of the source
[11].

The choice of which optical wavelength to use for the wireless optical link
also impacts the AEL. Table 2.2 presents the limits for the average transmitted
optical power for the IEC classes listed in Table 2.1 at four different wavelengths.
The allowable average optical power is calculated assuming that the source is
a point emitter, in which the radiation is emitted from a small aperture and
diverges slowly as is the case in laser diodes. Wavelengths in the 650 nm
range are visible red light emitters. There is a natural aversion response to
high intensity sources in the visible band which is not present in the longer
wavelength infrared band. The visible band has been used rarely in wireless
optical communication applications due to the high background ambient light
noise present in the channel. However, there has been some development of
visible band wireless optical communications for low-rate signalling [16, 17].
Infrared wavelengths are typically used in optical networks. The wavelengths
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1310 nm and 1550 nm correspond to the loss minima in typical silica
fibre systems, at which wavelengths optoelectronics are commercially available
[18]. The trend apparent in Table 2.2 is that for class 1 operation the allowable
average optical power increases as does the optical wavelength. This would
suggest that the “far” infrared wavelengths above are best suited to wireless
optical links due to their higher optical power budget for class 1 operation. In
this example, at least 20 times more optical power can be emitted with a 1550 nm
source than with a 880 nm source. The difficulty in using this band is the cost
associated with these far infrared devices. Photodiodes for far infrared bands are
made from III-V semiconductor compounds while photodiodes for the 880 nm
band are manufactured in low cost silicon technologies. Also, far-infrared
components typically have smaller relative surface areas than their silicon near-
infrared counterparts making the optical coupling design more challenging. As
a result, the 880 nm “near” infrared optical band is typically used for inexpensive
wireless optical links.

The power levels listed in Table 2.2 are pessimistic when applied to light
sources which emit less concentrated beams of light, such as light emitting
diodes. Indeed, more recent IEC and ANSI standards have recognized this fact
and relaxed the optical power constraint for extended sources such as LEDs.
However, the trends present in the table still hold. For a diode with a
diameter of 1 mm and emitting light through a cone of angle 30°, the allowable
average power for class 1 operation is 28 mW [11]. However, the allowed
average optical power for class 1 operation still increases with wavelength.
Section 2.2.1 discusses the tradeoff between the use of lasers or light emitting
diodes as light emitters.

Eye safety considerations limit the average optical power which can be trans-
mitted. This is another fundamental limit on the performance of free-space
optical links.



As is the case in radio frequency transmission systems, multipath propagation
effects are important for wireless optical networks. The power launched from
the transmitter may take many reflected and refracted paths before arriving at
the receiver. In radio systems, the sum of the transmitted signal and its images
at the receive antenna cause spectral nulls in the transmission characteristic.
These nulls are located at frequencies where the phase shift between the paths
causes destructive interference at the receiver. This effect is known as multipath
fading [19].

Unlike radio systems, multipath fading is not a major impairment in wireless
optical transmission. The “antenna” in a wireless optical system is the light
detector which typically has an active radiation collection area of approximately

The relative size of this antenna with respect to the wavelength of the
infrared light is immense, on the order of The multipath propagation of
light produces fades in the amplitude of the received electromagnetic signal at
spacings on the order of half a wavelength apart. As mentioned earlier, the light
detector is a square law device which integrates the square of the amplitude of
the electromagnetic radiation impinging on it. The large size of the detector
with respect to the wavelength of the light provides a degree of inherent spatial
diversity in the receiver which mitigates the impact of multipath fading [2].

Although multipath fading is not a major impediment to wireless optical
links, temporal dispersion of the received signal due to multipath propagation
remains a problem. This dispersion is often modelled as a linear time invariant
system since the channel properties change slowly over many symbol periods
[ 1, 20]. The impact of multipath dispersion is most noticeable in diffuse infrared
communication systems, which are described in more detail in Section 2.4.2. In
short distance line-of-sight (LOS) links, presented in Section 2.4.1, multipath
dispersion is seldom an issue. Indeed, channel models proposed for LOS links
assume the LOS path dominates and model the channel as a linear attenuation
and delay [21].

The modelling of the multipath response in a variety of indoor environ-
ments has been carried out to allow for computer simulation of communication

14 Wireless Optical Intensity Channels

Therefore, the constraint on any signalling scheme constructed for wireless
optical links is that the average optical power is limited. As a result, the average
amplitude (i.e., the normalized average optical power),

for some fixed value P which satisfies safety regulations. This is in marked
contrast to conventional electrical channels in which the constraint is on the
averaged squared amplitude of the transmitted signal.

2.1.3 Channel Propagation Properties
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Figure 2.2. Example Lambertian radiation patterns for mode numbers

systems. Gfeller and Bapst [1] introduced the concept of using diffuse opti-
cal radiation for indoor communication as well as defining the first simulation
model. In their model, each surface in an indoor environment is partitioned
into a set of reflecting elements which scatter incident optical radiation. A key
assumption is that, regardless of the angle of incidence, each element scatters
light with a Lambertian intensity pattern,

where is the total reflected power, is the mode number of the radiation
pattern and angles and are the polar and azimuthal
angles respectively with respect to a normal, to the reflecting element surface.
The Lambertian optical intensity distribution is normalized so that integrating it
over a hemisphere gives The mode number is a measure of the directivity
of the reflected diffuse intensity distribution and typical values for plaster walls
are near unity [1]. Figure 2.2 presents a plot of a cross-section of the Lambertian
radiation pattern for Notice that this Lambertian radiation pattern
models only diffuse reflections from surfaces and not specular reflections. In
the Gfeller and Bapst model, the received power is simply the power from
every element. There has been a continued interest in defining mathematical
and simulation models for the multipath response of a variety of indoor settings.
New, more accurate, analytic and simulation models have been developed which
take into account multiple reflections as well as allow for fast execution time
[22, 23, 21, 24, 25]. Additionally, experimental investigations have also been
done to measure the response of a large number of channels and characterize
the delay spread, path loss as well as investigating the impact of rotation [26,
20, 27]. Typical bandwidths for the multipath distortion is on the order of
10-50 MHz [11].
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2.2 Optoelectronic Components

2.2.1 Light Emitting Devices

The basic channel characteristics can be investigated more fully by consider-
ing the operation of the optoelectronic devices alone. Device physics provides
significant insight into the operation of these optoelectronic devices. This sec-
tion presents an overview of the basic device physics governing the operation
of certain optoelectronic devices, emphasizing their benefits and disadvantages
for wireless optical applications.

Solid state light emitting devices are essentially diodes operating in forward
bias which output an optical intensity approximately linearly related to the drive
current. This output optical intensity is due to the fact that a large proportion
of the injected minority carriers recombine giving up their energy as emitted
photons.

To ensure a high probability of recombination events causing photon emis-
sion, light emitting devices are constructed of materials known as direct band
gap semiconductors. In this type of crystal, the extrema of the conduction and
valence bands coincide at the same value of wave vector. As a result, recombi-
nation events can take place across the band gap while conserving momentum,
represented by the wave vector (as seen in Figure 2.3)[28]. A majority of pho-
tons emitted by this process have energy where is
the band gap energy, is Planck’s constant and is the photon frequency in
hertz. This equation can be re-written in terms of the wavelength of the emitted
photon as

where is the wavelength of the photon in nm and is the band gap of the
material in electron-Volts. Commercial direct band gap materials are typically
compound semiconductors of group III and group V elements. Examples of
these types of crystals include: GaAs, InP, InGaAsP and AlGaAs (for Al content
less than 0.45) [29].

Elemental semiconducting crystals silicon and germanium are indirect band
gap materials. In these types of materials, the extrema of conduction and
valence bands do not coincide at the same value of wave vector as shown
in Figure 2.3. Recombination events cannot occur without a variation in the
momentum of the interacting particles. The required change in momentum is
supplied by collisions with the lattice. The lattice interaction is modelled as the
transfer of phonon particles which represent the quantization of the crystalline
lattice vibrations. Recombination is also possible due to lattice defects or due
to impurities in the lattice which produce energy states within the band gap
[29, 31]. Due to the need for a change in momentum for carriers to cross the
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Figure 2.3. An example of a one dimensional variation of band edges with wave number
for (a) direct band gap material, (b) indirect band gap material (based on [30]).

band gap, recombination events in indirect band gap materials are less likely to
occur. Furthermore, when recombination does take place, most of the energy
of recombination process is lost to the lattice as heat and little is left for photon
generation. As a result, indirect band gap materials produce highly inefficient
light emitting devices [30].

The structure of light emitting devices fabricated in direct band gap III-V
compounds greatly varies the properties of the emitted optical intensity signal.
The two most popular solid-state light emitting devices are light emitting diodes
(LEDs) and laser diodes (LDs).

Light Emitting Diodes

As was mentioned in Section 2.1.2, the use of the 780 – 950 nm optical band
is preferable due to the availability of low cost optoelectronic components. The
direct band gap, compound semiconductor GaAs has a band gap of approxi-
mately 1.43 eV which corresponds to a wavelength of approximately 880 nm
following (2.3).

Most modern LEDs in the band of interest are constructed as double het-
erostructure devices. This type of structure is formed by depositing two wide
band gap materials on either side of a lower band gap material, and doping
the materials appropriately to give diode action. A prototypical example of
a double heterostructure LED is illustrated in Figure 2.4. Under forward bias
conditions, the band diagram forms a potential well in the low band gap material
(e.g., GaAs) into which carriers are injected. This region is known as the active
region where recombination of the injected carriers takes place. The active
region is flanked by properly doped higher band gap confinement layers (e.g.,
AlGaAs) which form a potential well confining the carriers. The recombina-
tion process in the active region occurs randomly and as a result the photons are
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Figure 2.4. An example of a double heterostructure LED (a) construction and (b) band diagram
under forward bias (based on [29, 28]).

generated incoherently (i.e., the phase relationship between emitted photons is
random in time). This type of radiation is termed spontaneous emission [29].

The advantages of using a double heterostructure stem from the fact that
the injected carriers are confined to a well defined region. This confinement
results in large concentration of injected carriers in the active region. This in
turn reduces the radiative recombination time constant, improving the frequency
response of the device. Another advantage of this carrier confinement is that the
generated photons are also confined to a well defined area. Since the adjoining
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regions have a larger band gap than the active region, the losses due to absorption
in these regions is minimized [28].

Using the structure for the LED in Figure 2.4, it is possible to derive an
expression for the output optical power of the device as a function of the drive
current as,

where is the output power per unit device volume, J is the current density
applied, is the photonic energy, is the thickness of the active region, B
is the radiative recombination coefficient, is electron lifetime in the active
region and are carrier concentrations at thermal equilibrium in the active
region [29].

Equation 2.4 shows that for low levels of injected current,
is approximately proportional to the current density. As the applied current

density increases (by increasing drive current) the optical output of the device
exhibits more non-linear components. The choice of active region thickness,
is a critical design parameter for source linearity. By increasing the thickness of
the active region, the device has a wider range of input currents over which the
behaviour is linear. However, an increase in the active region thickness reduces
the confinement of carriers. This, in turn, limits the frequency response of the
device as mentioned above. Thus, there is a trade-off between the linearity and
frequency response of LEDs.

Another important characteristic of the LED is the performance of the device
due to self-heating. As the drive current flows through the device, heat is
generated due to the Ohmic resistance of the regions as well as the inefficiency
of the device. This increase in temperature degrades the internal quantum
efficiency of the device by reducing the confinement of carriers in the active
region since a large majority have enough energy to surmount the barrier. This
non-linear drop in the output intensity as a function of input current can be
seen in Figure 2.5. The impact of self-heating on linearity can be improved
by operating the device in pulsed operation and by the use of compensation
circuitry [32–34]. Prolonged operation under high temperature environments
reduces output optical intensity at a given current and can lead to device failure
[35, 18].

The central wavelength of the output photons is approximately equal to the
result given in (2.3). The typical width of the output spectrum is approximately
40 nm around the centre wavelength of 880 nm. This variation is due to the
temperature effects as well as the energy distributions of holes and electrons in
the active region [29].
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Figure 2.5. An example of an optical intensity versus drive current plot for LED and LD (based
on [35])

Laser Diodes

Laser diodes (LDs) are a more recent technology which has grown from
underlying LED fabrication techniques. LDs still depend on the transition of
carriers over the band gap to produce radiant photons, however, modifications
to the device structure allow such devices to efficiently produce coherent light
over a narrow optical bandwidth.

As mentioned above, LEDs undergo spontaneous emission of photons when
carriers traverse the band gap in a random manner. LDs exhibit a second form
of photon generation process : stimulated emission. In this process, photons of
energy are incident on the active region of the device. In the active region,
an excess of electrons is maintained such that in this region the probability of
an electron being in the conduction band is greater than it being in the valence
band. This state is called population inversion and is created by the confinement
of carriers in the active region and the carrier pumping of the forward biased
junction. The incident photon induces recombination processes to take place.
The emitted photons in this process have the same energy, frequency, and phase
as the incident photon. The output light from this reaction is said to be coherent
[29, 30, 36].

In order for this process to be sustainable, the double heterostructure is mod-
ified to provide optical feedback. This optical feedback occurs essentially by
placing a reflective surface to send generated photons back through the active



region to re-initiate the recombination process. There are many techniques
to provide this optical feedback, each with their merits and disadvantages. A
Fabry-Perot laser achieves photon confinement by having internal reflection
inside the active region. This is accomplished by adjusting the refractive-index
of surrounding materials. The ends of the device have mirrored facets which
are cleaved from the bulk material. One facet provides nearly total reflection
while the other allows some transmission to free-space [29].

The operation of this optical feedback structure is analogous to microwave
resonators which confine electromagnetic energy by high conductivity metal.
These structures resonate at fixed set of modes depending on the physical con-
struction of the cavity. As a result, due to the structure of the resonant cavity
LDs emit their energy over a very narrow spectral width. Also, the resonant
nature of the device allows for the emission of relatively high power levels.

Unlike LEDs which emit a light intensity approximately proportional to the
drive current, lasers are threshold devices. As shown in Figure 2.5, at low drive
currents, spontaneous emission dominates and the device behaves essentially as
a low intensity LED. After the current surpasses the threshold level,
stimulated emission dominates and the device exhibits a high optical efficiency
as indicated by the large slope in the figure. In the stimulated emission region,
the device exhibits an approximately linear variation of optical intensity versus
drive current.
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Comparison

The chief advantage of LDs over LEDs is in the speed of operation. Under
conditions of stimulated emission, the recombination time constant is approxi-
mately one to two orders of magnitude shorter than during spontaneous recom-
bination [28]. This allows LDs to operate at pulse rates in the gigahertz range,
while LEDs are limited to megahertz range operation.

The variation of optical characteristics over temperature and age are more
pronounced in LDs than in LEDs. As is the case with LEDs, the general
trend is to have lower radiated power as temperature increases. However, a
marked difference in LDs is that the threshold current as well as the slope of the
characteristic can change drastically as a function of temperature or age of the
device. For commercial applications of these devices, such as laser printers,
copiers or optical drives, additional circuitry is required to stabilize operating
characteristics over the life of the device [37, 38].

For LDs the linearity of the optical output power as a function of drive current
above also degrades with device aging. Abrupt slope changes, known
as kinks, are evident in the characteristic due to defects in the junction region
as well as due to device degradation in time [35]. LEDs do not suffer from
kinks over their lifetimes. Few manufactures quote linearity performance of
their devices over their operating lifetimes.
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Photodetectors are solid-state devices which perform the inverse operation
of light emitting devices, i.e., they convert the incident radiant light into an
electrical current. Photodetectors are essentially reverse biased diodes on which
the radiant optical energy is incident, and are also referred to as photodiodes.
The incident photons, if they have sufficient energy, generate free electron-
hole pairs. The drift or diffusion of these carriers to the contacts of the device
constitutes the detected photocurrent.

Inexpensive photodetectors can be constructed of silicon (Si) for the 780–
950 nm optical band. The photonic energy at the 880 nm emission peak of GaAs
is approximately by rearranging (2.3). Since the band gap of
silicon is approximately 1.15 eV, these photons have enough energy to promote
electrons to the conduction band, and hence are able to create free electron-hole
pairs. Figure 2.6 shows that the sensitivity of a silicon photodiode is maximum
in the optical band of interest.

LDs are more difficult to construct and as a result can be more expensive than
LEDs. As stated in Chapter 1, the use of inexpensive optical components is a key
factor to ensuring the wide-spread adoption of wireless optical communications.

An important limitation for the use of LDs for wireless optical applications is
the fact that it is necessary to render laser output eye safe. Due to the coherency
and high intensity of the emitted radiation, the output light must be diffused.
This requires the use of filters which reduce the efficiency of the device and
increase system cost. LEDs are not optical point sources, as are LDs, and
can launch greater radiated power while maintaining eye safety limits [11, 15].
Table 2.3 presents a comparison of the features of LDs and LEDs for wireless
optical applications.

2.2.2 Photodetectors
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Figure 2.6. Relative sensitivity curve for a silicon photodiode (based on [31]). Note that the
position of the GaAs emission line is located near the peak in sensitivity of the photodiode.

The basic steady-state operation of a solid-state photodiode can be modelled
by the expression,

where is the average photocurrent generated, is the internal quantum
efficiency of the device, is the incident optical power and is the photonic
energy. The internal quantum efficiency of the device, is the probability of
an incident photon generating an electron-hole pair. Typical values of range
from 0.7 to 0.9. This value is less than 1 due to current leakage in the device,
absorption of light in adjacent regions and device defects [18].

Equation (2.5) can be re-arranged to yield the responsivity of the photodiode
in the following manner,

The units of responsivity are in amperes per watt, and it represents the
optoelectronic conversion factor from optical to electrical domain. Responsiv-
ity is a key parameter in photodiode models, and is taken at the central optical
frequency of operation.

Two popular examples of photodiodes currently in use include p-i-n photo-
diodes and avalanche photodiodes.
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Figure 2.7. Structure of a simple silicon p-i-n photodiode (based on [39]).

p-i-n Photodiodes

As the name implies, p-i-n photodiodes are constructed by placing a relatively
large region of intrinsic semiconducting material between p+ and n+ doped
regions as illustrated in Figure 2.7. Once placed in reverse bias, an electric
field extends through most of the intrinsic region. Incident photons first arrive
upon an anti-reflective coating which improves the coupling of energy from the
environment into the device. The photons then proceed into the p+ layer of the
diode. The thickness of the p+ layer is made much thinner than the absorption
depth of the material so that a majority of the incident photons arrive in the
intrinsic region. The incident light is absorbed in the intrinsic region, producing
free carriers. Due to the high electric field in this region these carriers are
swept up, and collected across the junction at a saturation velocity on the order
of This generation and transport of carriers through the device is the
origin of the photocurrent.

Although carrier transit time is an important factor limiting the frequency
response of photodiodes for fibre applications, the main limiting factor for
wireless applications is the junction capacitance of the device. In wireless
applications, devices must be made with relatively large areas so as to be able
to collect as much radiant optical power as possible. As a result, the capacitance
of the device can be relatively large. Additionally, the junction capacitance is
increased due to the fact that in portable devices with battery power supplies low
reverse bias voltages are available. Typical values for this junction depletion
capacitance at a reverse bias of 3.3 V range from 2 pF for expensive devices
used in some fibre applications to 20 pF for very low speed, and cost devices.
Careful design of receiver structures is necessary so as not to unduly reduce
system bandwidth or increase noise [40].

The relationship between generated photocurrent and incident optical power
for p-i-n photodiodes in (2.5) has been shown to be linear over six to eight
decades of input level [41, 31]. Second order effects appear when the device
is operated at high frequencies as a result of variations in transport of carriers
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through the high-field region. These effects become prevalent at frequencies
above approximately 5 GHz and do not limit the linearity of links at lower
frequencies of operation [42]. Since the frequency of operation is limited due
to junction capacitance, the non-linearities due to charge transport in the device
are typically not significant. The p-i-n photodiode behaves in an approximate
linear fashion over a wide range of input optical intensities.

The basic construction of avalanche photodiodes (APDs) is very similar
to that of a p-i-n photodiode. The difference is that for every photon which
is absorbed by the intrinsic layer, more than one electron-hole pair may be
generated. As a result, APDs have a photocurrent gain of greater than unity,
while p-i-n photodiodes are fixed at unit gain.

The process by which this gain arrives is known as avalanche multiplication
of the generated carriers. A high intensity electric field is established in the
depletion region. This field accelerates the generated carriers so that collisions
with the lattice generate more carriers. The newly generated carriers are also
accelerated by the field, repeating the impact generation of carriers. The pho-
tocurrent gain possible with this type of arrangement is of the order to
[41, 39]. In wired fibre networks, the amplifying effect of APDs improves the
sensitivity of the receiver allowing for longer distances between repeaters in
the transmission network [28].

The disadvantage of this scheme is that the avalanche process generates
excess shot noise due to the current flowing in the device. This excess noise
can degrade the operation of some free space links since a majority of the noise
present in the system is due to high intensity ambient light. These noise sources
are discussed in more detail in Section 2.3.

The avalanche gain is a strong non-linear function of bias voltage and tem-
perature. The primary use of these devices is in digital systems due to their poor
linearity. Additional circuitry is required to stabilize the operation of these de-
vices. As a result of the overhead required to use these devices, the system
reliability may also be degraded [18].

APDs provide a gain in the generated photocurrent while p-i-n diodes gen-
erate at most one electron-hole pair per photon. It is not clear that this gain
produces an improvement in the signal-to-noise ratio (SNR) in every case. In-
deed, for the case of a free space optical link operating in ambient light, APDs
can actually provide a decrease in SNR [2], as described in Section 2.3.

Due to the non-linear dependence of avalanche gain on the supply voltage
and temperature, APDs exhibit non-linear behaviour throughout their operat-
ing regime. The addition of extra circuitry to improve this situation increases

Avalanche Photodiodes

Comparison
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cost and lowers system reliability. Additional circuitry is also necessary to
generate the high bias voltages necessary for high field APDs. Typical supply
voltages range from 30 V for InGaAs APDs to 300 V for silicon APDs. Since
these devices are destined for portable devices with limited supplies, APDs
are not appropriate for this application. Table 2.4 presents a summary of the
characteristics of p-i-n photodiodes and APDs.

There is a large number of available p-i-n diodes at relatively low cost and
at a variety of wavelengths. They have nearly linear optoelectronic characteris-
tics over many decades of input level. Unlike APDs, p-i-n photodiodes can be
biased from lower supplies with the penalty of increasing junction capacitance.
Figure 2.8 in Section 2.3 illustrates the typical circuit model used for repre-
senting the impact of front-end photodiode capacitance. Table 2.5 presents the
responsivities and gain of p-i-n and APD devices manufactured in a variety of
materials. In contrast to APD structures, the p-i-n diodes have smaller values
of responsivity and a photocarrier multiplier gain of unity.

As mentioned earlier, most commercial indoor wireless optical links employ
inexpensive Si photodetectors and LEDs in the 850-950 nm range. However,
some long-range, outdoor free-space optical links employ compound photodi-
odes operating at longer wavelength to increase the amount of optical power
transmitted while satisfying eye-safety limits. Additionally, these long-range
links also employ APD receivers to increase the sensitivity of the receiver [13].
Care must be taken in the selection of photodiode receivers to ensure that cost,
performance and safety requirements are satisfied.
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2.3 Noise
Along with specifications regarding the frequency and distortion perfor-

mance‚ the noise sources of a wireless optical link are critical factors in de-
termining performance. As is the case in nearly all communication links‚ the
determination of noise sources at the input of the receiver is critical since this
is the location where the incoming signal contains the least power.

As discussed in Section 2.2.2‚ p-i-n photodiodes are commonly used as pho-
todetectors for indoor wireless infrared links. The two primary sources of noise
at the receiver front end are due to noise from the receive electronics and shot
noise from the received DC photocurrent.

As is the case with all electronics‚ noise is generated due to the random
motion of carriers in resistive and active devices. A major source of noise is
thermal noise due to resistive elements in the pre-amplifier. If a low resistance
is used in the front end to improve the frequency response‚ an excessive amount
of thermal noise is added to the photocurrent signal. Transimpedance pre-
amplifiers provide a low impedance front end through negative feedback and
represent a compromise between these constraints [40]. Figure 2.8 illustrates a
schematic of a front end with photodetector as well as noise sources indicated.
Thermal noise is generated independently of the received signal and can be
modelled as having a Gaussian distribution. This noise is shaped by a transfer
function dependent on the topology of the pre-amplifier once the noise power
is referred to the input of the amplifier. As a result‚ circuit noise is modelled as
being Gaussian distributed and‚ in general‚ non-white [11].

Photo-generated shot noise is a major noise source in the wireless optical link.
This noise arises fundamentally due to the discrete nature of energy and charge
in the photodiode. Carrier pairs are generated randomly in the space charge
region due to the incident photons. Furthermore‚ carriers traverse the potential
barrier of the p-n junction in a random fashion dependent on their energy. The



28 Wireless Optical Intensity Channels

Figure 2.8.   Diagram of a front-end photodiode detector along with channel impairments.

probabilistic generation and transport of carriers due to quantum effects in the
photodiode gives rise to shot noise in the photocurrent‚ as illustrated in Figure
2.8. This random process can be modelled as having Poisson distribution with
a white power spectral density [40‚ 43].

Using these two sources of noise‚ the signal-to-noise ratio for a wireless
optical link can be approximated for a simple example (based on [44]). The
input signal to the receiver is a time varying optical intensity signal. Let the
transmitted intensity signal‚ be a fixed sinusoid of the form

where is the average transmitted power and is the amplitude of the sinusoid.
To ensure transmission is possible‚ since negative intensity values are
not possible as discussed in Section 2.1.

Assume that the intensity signal is only attenuated as it propagates through
free-space to the receive side. The received signal also consists of ambient‚
background light that is present in the channel and detected by the photodi-
ode. This ambient light consists of incandescent light‚ natural light and other
illumination in the environment. The received intensity‚ can be written as

where is the average power at the receive side and is the power of
the ambient light incident on the photodiode. The photodiode converts this
incident optical intensity into a photocurrent in accordance with the responsivity
relationship in (2.6). The signal and DC quantities of the photocurrent can be
isolated in the following form :
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The electrical signal power at the receive side is contained entirely in the time
varying component and can be written as

The photo-generated shot noise at the receiver arises due to both the ambient
light and the transmitted signal. Since consider only the DC
component of the received photocurrent. Since the noise power due to the
pre-amplifier‚ and due to shot noise‚ is uncorrelated‚ the total noise
power is simply‚

where is the electronic charge and is the equivalent noise bandwidth of
the system. Combining the results‚ an estimate of the signal-to-noise ratio of
the system can be formed as‚

The dominant source of noise in a wireless optical channel is due to the ambient
background light. To reduce the impact of ambient light‚ optical filters can be
used to attenuate lower wavelength visible and higher frequency light sources
with little added cost [1]. In some links‚ this ambient light may be as much
as 25 dB greater than the signal power‚ even after optical filtering [2]. Many
wireless optical links operate in this shot-noise limited regime due to the intense.
background illumination. In these cases‚ the ambient light shot noise component
dominates the shot noise due to the received signal as well as the circuit noise.
Thus‚ for a shot-noise limited links‚ (2.7) to be simplified to‚

Using this assumption‚ the resulting noise of the channel is signal independent‚
white shot noise following a Poisson distribution. This high intensity shot noise
is the result of the summation of many independent‚ Poisson distributed random
variables. In the limit‚ as the number of random variables summed approaches
infinity‚ the cumulative distribution function approaches a Gaussian distribution
by the central limit theorem. Thus‚ the dominant noise source in many indoor
wireless optical channels can be modelled as being white‚ signal independent
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and having a Gaussian distribution [43‚ 11]. In a more mathematically rigorous
fashion‚ it is possible to show that the moment generating function of high
intensity shot noise approaches a Gaussian distribution at high intensities [45].
Detailed physical studies [46‚ 47] of avalanche photodiodes indicate that the
noise probability density‚ can be modelled as

where is a device dependent parameter proportional to the average optical
power and is proportional to the received optical intensity and inversely de-
pendent on excess noise factor of the avalanche photodiode. In the case of
photodiodes under high illumination and small excess noise factors‚ which is
the case for silicon photodiodes‚ is large. In this case‚ the resulting noise
distribution tends to a Gaussian distribution [46‚ 48].

The characteristics of the noise depend on the configuration of the link. The
field-of-view (FOV) of a receiver is the extent of solid-angles from which light
is detected at the receiver [3]. The received high intensity optical radiation
impinging on the photodiode is both from ambient lighting sources and from
the transmitted optical intensity signal. Narrow FOV links are able to reject a
large component of ambient light. The resulting noise can still be modelled as
being Gaussian distributed but dependent on the transmitted signal. Chapter
7 describes one such channel‚ the pixelated wireless optical channel in which
the noise variance is modelled as varying linearly with the transmitted optical
signal. In the case of wide FOV receivers‚ the ambient light dominates the
received signal. As a result‚ the noise at the receiver can be approximated as
being independent of the transmitted data. In this case‚ the noise is modelled
as additive‚ signal independent‚ white‚ Gaussian with zero mean and variance

[11].
This situation is in contrast to optical fibres where the ambient light is es-

sentially zero‚ and circuit noise is the dominant noise factor [44‚ 45]. The use
of an APD is advantageous in fibre applications as long as the circuit noise is
much greater than the added shot noise of the APD. In this manner‚ APDs can
provide a gain to the signal portion of the received power while keeping the
noise power essentially constant. The net effect is to allow for wider repeater
spacing in a fibre network‚ reducing system cost [28].

Emissions from fluorescent lighting create a noise source unique to wireless
optical channels. Fluorescent lamps have strong emissions at the spectral lines
of argon in the 780–950 nm near infrared band. Although economical narrow
band optical filters have been used for some time in such links [1]‚ significant
energies are still detected by the photodiode. The detected output of fluorescent
lamps is nearly deterministic and periodic with components at multiples of the
ballast drive frequency. Most fluorescent ballasts drive the lamps at the line
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Figure 2.9. A point-to-point wireless optical communications system.

frequency of 50–60 Hz‚ with harmonics up to tens of kilohertz. Modern bal-
lasts modulate the lamp at higher frequencies to improve power efficiency and
reduce unit size. Typical modulation rates are 22 kHz and 45 kHz. The harmon-
ics generated by these sources‚ and detected by the photodiode extend into the
hundreds of kilohertz and can present an impediment to wireless optical data
transmission. The impact of periodic interference from high frequency modu-
lated fluorescent light sources has only recently been investigated for wireless
optical links [49‚ 11‚ 2]. In this work it is assumed that the additive white
noise is dominant over fluorescent light interference. However‚ the robustness
of certain key modulation schemes against fluorescent light sources is briefly
discussed in Chapter 3.

2.4 Channel Topologies
The characteristics of the wireless optical channel can vary significantly de-

pending on the topology of the link considered. This section presents three
popular wireless optical channel topologies and discusses the channel charac-
teristics of each.

2.4.1 Point-to-Point Links
Point-to-point wireless optical links operate when there is a direct‚ unob-

structed path between a transmitter and a receiver. Figure 2.9 presents a dia-
gram of a typical point-to-point wireless optical link. A link is established when
the transmitter is oriented toward the receiver. In narrow field-of-view applica-
tions‚ this oriented configuration allows the receiver to reject ambient light and
achieve high data rates and low path loss. The main disadvantage of this link
topology is that it requires pointing and is sensitive to blocking and shadowing.
The frequency response of these links is limited primarily by front-end pho-
todiode capacitance. Since inexpensive‚ large-area photodiodes are typically
used with limited reverse bias‚ the depletion capacitance significantly limits the
link bandwidth [50‚ 51].
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A typical example of these links is the standard Infrared Data Association
(IrDA) [7] Fast IR 4 Mbps link [52]. These links offer communication over
1 m of separation and are used primarily for data interchange between portable
devices. The achievable bandwidth in these inexpensive systems is on the
order of 10-12 MHz‚ which is approximately three orders of magnitude smaller
than in wired fibre-optic systems. New IrDA point-to-point links operating at
16 Mbps have also been standardized and may begin appearing in a wider range
of applications.

Another channel topology which uses a number of parallel point-to-point
links is the space division multiplexing architecture. Space division multiplex-
ing is a technique by which a transmitter outputs different data in different
spatial directions to allow for the simultaneous use of one wavelength by mul-
tiple users. In one such system‚ a ceiling-mounted basestation has a number
of narrow beams establishing point-to-point links in a variety of directions in a
room. A fixed receiver‚ once aligned to within 1° of a transmitter beam‚ estab-
lishes a high speed link at up to 50 Mb/s [53]. Another means of implementing
a space division multiplexing system is to use a tracked optical wireless archi-
tecture. In this system‚ the transmitter beams are steerable under the control
of a tracking subsystem. Tracking is typically accomplished by a “beacon”
LED or FM transmitter on the mobile terminal. These systems are proposed to
provide 155 Mb/s ATM access to mobile terminals in a room [54–56]. Elec-
tronic tracking systems have also been proposed which exploit a diffuse optical
channel to aid in acquisition [57]. The advantage of this topology is that it is
extremely power efficient and supports a large aggregate bandwidth inside of a
room at the expense of system complexity.

Point-to-point wireless optical links have been implemented in a wide variety
of short- and long-range applications. Short range infrared band links are being
designed to allow for the transfer of financial data between a PDA or cellphone
and a point-of-sale terminal [58‚ 59]. Wireless optical links are chosen as the
transmission medium due to the low cost of the transceivers and the security
available by confining optical radiation. The IrDA has specified a standard
for this financial application under the title IrDAFM (financial messaging) [7].
Medium range indoor links have also been developed to extend the range of
Ethernet networks in an office environment. A 10 Mbps point-to-point wireless
infrared link to extend Ethernet networks has been deployed over a range of at
most 10 m [60]. Higher rate‚ 100 Mbps point-to-point wireless infrared links
have also been designed to extend Ethernet networks in indoor environments
[61].

A related wireless optical link‚ not treated explicitly in this book‚ is the long
range outdoor optical link. Using more expensive transmitters and receivers
and pointing mechanisms‚ multi-gigabit per second transmission is possible
over 4 km [62‚ 14]. Ultra-long range point-to-point links are also being con-
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Figure 2.10. A diffuse wireless optical communications system.

sidered for earth-to-space communications at rates in excess of 1 Mbps [63].
Indeed‚ the most fantastic long-range‚ point-to-point wireless optical link may
be the one investigated by the optical SETI project which extends the search
for extraterrestrial intelligence to include wireless optical signals [64] !

2.4.2 Diffuse Links
Diffuse transmitters radiate optical power over a wide solid angle in order to

ease the pointing and shadowing problems of point-to-point links. Figure 2.10
presents a block diagram of a diffuse wireless optical system. The transmitter
does not need to be aimed at the receiver since the radiant optical power is
assumed to reflect from the surfaces of the room. This affords user terminals
a wide degree of mobility at the expense of a high path loss. These channels‚
however‚ suffer not only from optoelectronic bandwidth constraints but also
from low-pass multipath distortion [1‚ 2‚ 11]. Unlike radio frequency wireless
channels‚ diffuse channels do not exhibit fading. This is due to the fact that the
receive photodiode integrates the optical intensity field over an area of millions
of square wavelengths‚ and hence no change in the channel response is noted if
the photodiode is moved a distance on the order of a wavelength [20‚ 11]. Thus‚
the large size of the photodiode relative to the wavelength of light provides a
degree of spatial diversity which eliminates multipath fading.

Multipath distortion gives rise to a channel bandwidth limit of approximately
10-200 MHz depending on room layout‚ shadowing and link configuration [11‚
21‚ 20‚ 27]. Many channel models based on measurements allow for the accurate
simulation of the low-pass frequency response of the channel [27‚ 24‚ 22‚ 21‚
20].

The IrDA and the IEEE have similar standards for diffuse infrared links. The
IrDA Advanced Infrared (AIr) standard allows communication at rates up to
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Figure 2.11. A quasi-diffuse wireless optical communications system.

4 Mbps with repetition coding [65, 7]. The IEEE wireless infrared standard
falls under the 802.11 standard and allows diffuse transmission at a maximum
of 2 Mbps [66, 6]. Both systems used pulse-position modulation (PPM) which
is a coded version of on-off keying. Experimental indoor wireless optical links
have been demonstrated at 50 Mbps using on-off keying over a horizontal range
of approximately 3 m [23]. A commercial indoor diffuse wireless optical link
aimed at digital audio and set-top box applications claims data rates of up to
5 Mbps in typical indoor environments [67]. An early diffuse wireless optical
system was employed in a portable computer called PARCTAB, developed at
the Xerox Palo Alto Research Center (PARC) in 1993 [68]. The diffuse link
was able to provide data rates of up to 19.2 kbps and was used to communicate
electronic mail and other data to a hand-held computing device.

Diffuse wireless links have also been employed in so called smart badges
which are used to provide location information for individuals in a building
or complex. The most notable of such systems is the Active Badge system
developed by Olivetti Research Labs from 1989-1992 [69, 70]. In this system,
individuals wear identification cards equipped with infrared transmitters which
transmit a unique code for each individual. Receivers in each room detect the
emissions and transmit the information to a host. The location information is
used to automatically route calls for the user to the nearest telephone, to allow
terminal access and identification purposes.

2.4.3 Quasi-Diffuse Links
Quasi-diffuse links inherit aspects of both point-to-point and diffuse links

to optimize link throughput [71‚ 72]. Figure 2.11 presents a diagram of a
prototypical quasi-diffuse link.
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The transmitter illuminates the ceiling with a series of slowly diverging beam
sources which illuminate a grid of spots on the ceiling. In experimental settings‚
these multiple beams are created using individual light sources [71‚ 73] and
proposed techniques using holographic beam splitters appear promising [74].
The transmit beams suffer a small path loss nearly independent of the length
of the link from the transmitter to the ceiling due to the low beam divergence
[71]. The data transmitted on all beams is identical. The receiver consists of
multiple concentrator/photodiode pairs‚ each with a non-overlapping‚ narrow
FOV of the ceiling. The FOV of each receiver is typically set to see at least one
spot on the ceiling. These narrow FOV receivers reject a majority of multipath
distortion and provide a link with an improved bandwidth although the link
is more sensitive to shadowing relative to diffuse links. Spatially localized
interferers‚ such as room illumination‚ can be rejected by using the spatial
diversity of the multiple receivers. In a diffuse scheme all the noise power is
collected along with the signal power.

2.4.4 Comparison

Table 2.6 presents a comparison of some of the characteristics of the three
channel topologies discussed. The point-to-point topology is a low complexity
means to achieve high data rate links at the expense of mobility and pointing
requirements. Diffuse links suffer from high path loss but offer a great degree
of mobility and robustness to blocking. Quasi-diffuse links permit higher data
rates by requiring users to aim their receivers at the ceiling but suffer from
a higher implementation cost due to the multi-beam transmitter. Thus‚ each
channel topology is suited to a different application depending on required data
rates and channel conditions.

It may also be advantageous to combine the operation of the various topolo-
gies to form a more robust link. Recent work has demonstrated experimental
configurations which use a diffuse wireless optical channel to aid in acquiring
tracking and to serve as a backup link to improve user mobility [57].

2.5 Summary

This chapter has introduced the primary physical constraints which are im-
posed on any signalling scheme for the optical intensity channel. The amplitude
non-negativity constraint follows directly from the fact that optical intensity
modulators are employed. Eye and skin safety considerations lead to an av-
erage optical power‚ or equivalently amplitude‚ constraint. These constraints
are significantly different than the electrical power constraints found in con-
ventional channels. Indoor wireless optical channels also suffer from multipath
distortion due to the response of a room. Typical optoelectronics used in these
links are LEDs and silicon p-i-n photodiodes in the 800-900 nm wavelength
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band. These devices provide a good trade-off between cost‚ safety and ease of
implementation. Point-to-point‚ diffuse and quasi-diffuse channel topologies
provide a range of channels with varying degrees of mobility and data rate.

Table 2.7 presents some results of a short-range wireless optical channel
used to characterize some commercial optoelectronic components. A Mitel
1A301 LED [75] and a Temic BPV10NF [76] silicon p-i-n photodiode were
chosen as test subjects. The Mitel LED is designed for 266 Mbps fibre links‚
and has a reported bandwidth of 350 MHz. The Temic photodiode is reported
as having a bandwidth of 100 MHz‚ however‚ the measurement method is
not well documented. The suggested applications for this photodiode are for
450 kHz/1.3 MHz FSK remote control purposes as well as 4 Mbps IrDA links.

The distance between transmitter and receiver was set to 1.5 cm and electron-
ics were designed so that the characteristics of the devices could be measured.
The results indicate that the channel has a 3 dB bandwidth of 35 MHz‚ limited
by the photodiode. The response exhibits a single pole drop-off up to approxi-
mately 100 MHz after which point the drop-off falls more abruptly. The second
harmonic falls 39 dB below the fundamental and is limited by the experimen-
tal setup. The spurious free dynamic range (SFDR) is a measure of the range
of output power over which the channel can be used as a linear one. At low
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output levels‚ the noise floor limits performance‚ while at high output levels
distortion products exceed the noise floor and become significant at the output.
The measured SFDR‚ over the bandwidth of the channel of the channel is 23 dB
[5]. These measurements suggest that over a wide range of input powers the
optoelectronics behave nearly linearly and allow for analog signal transmis-
sion. Additionally‚ the use of large photodiodes and inexpensive LEDs limits
the bandwidth and care must be taken in signalling design to efficiently exploit
the channel.

Table 2.8 presents some measured values from an experimental diffuse chan-
nel [20]. The area of the detector is and the transmitter and receiver are
both directed upwards in a variety of office settings. The key feature to note
is that diffuse wireless optical channels are bandwidth-limited due to the mul-
tipath response of the room and also suffer from a large path loss‚ especially
when shadowed [20].

In subsequent chapters‚ the challenge of signalling design for bandwidth con-
strained wireless optical channels will be considered. Various channel models
will be used to represent the amplitude‚ bandwidth and optical power constraints
inherent to both point-to-point and diffuse channels.
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Chapter 3

AN INTRODUCTION TO
OPTICAL INTENSITY SIGNALLING

The wireless optical intensity channel requires that all transmitted signals
assume non-negative values and that the average amplitude‚ i.e.‚ optical power‚
is bounded. Any signal which is transmitted is also corrupted by a linear low
pass frequency response due to both optoelectronics and multipath distortion.
Random shot noise‚ due to ambient lighting‚ is the dominant source of noise
and must be considered in any signalling design for the channel.

It is often not possible‚ or highly inefficient‚ to apply signalling techniques
designed for radio frequency channels directly to optical intensity channels
since they do not take into account the constraints of the channel. The purpose
of this chapter is to present the issues involved in the design of signalling
for wireless optical channels. A mathematical channel model is given which
represents the main features of an indoor wireless optical channel to allow for
modem design. In later chapters‚ the model will be refined to a wider class of
channels. Basic communication design concepts are briefly reviewed and linked
to optical intensity channels. A brief overview of popular signalling techniques
is included along with a comparison of binary level and multilevel modulation.
As is the case in conventional electrical channels‚ multi-level modulation is
shown to provide a gain in spectral efficiency at the cost of power efficiency.

The goal of this chapter is to establish the framework for signalling design
and to pose the fundamental communications design problem for the wireless
optical intensity channel.

3.1 Communication System Model
In order to proceed with system design‚ a mathematical model of the channel

is required. The mathematical model should be based on the physical principle
of the channel and should demonstrate the dominant features of the channel
while remaining simple enough to permit analysis. The channel model will
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vary depending on channel conditions as well as on the channel topology. The
channel model presented in this section is a simple model for a fixed point-to-
point or diffuse channel. In Chapter 7‚ a more general model will be introduced
in the case of multiple transmitters and receivers with narrow field-of-views.

3.1.1 Channel Model
As discussed in Chapter 2, the opto-electrical conversion is typically per-

formed by a silicon photodiode which performs direct-detection of the incident
optical intensity signal. In the far-field case, the channel response from trans-
mitted intensity, to the receive photocurrent, in Fig. 2.1 is well
approximated as

where denotes convolution‚ is the detector sensitivity in units of
D is the distance between transmitter and receiver‚ is the noise process
and is the channel response [20‚ 21‚ 11–1]. Without loss of generality‚ let
the factor be lumped with to yield

The additive noise‚ is modelled as additive‚ signal independent‚ white‚
Gaussian with zero mean and variance This model for the noise is realistic
for wide field-of-view point-to-point links and for diffuse links in the presence
of intense ambient illumination [2‚ 11].

As discussed in Section 2.2.1‚ LEDs and laser diodes above threshold perform
a near linear conversion between the input drive current and the output optical
intensity. The electro-optical conversion can be modelled as
where is the optical gain of the device in units of W/(A · sr). Substituting

into (3.1) gives

Without loss of generality‚ we may set to simplify analysis. In this
manner‚ the free space optical channel is represented by a baseband electrical
model.

As discussed in Section 2.1‚ the channel response is typically low-
pass due to photodiode capacitance and multipath distortion. In this model‚
it is assumed that if a signalling scheme is “essentially bandlimited” to the
frequency range [–W‚ W] Hz then the channel is non-distorting. Section 3.2
presents some bandwidth measures and their interpretations while Section 5.4
links the fractional-power bandwidth to signal dimensionality. Consequently‚
the received electrical signal can be written as
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Figure 3.1. Communication system model for optical intensity channel in Figure 2.1.

which is reflected in the communications model in Figure 3.1.
The physical characteristics of the optical intensity channel impose con-

straints on the amplitude of which can equivalently be viewed as constraints
on The amplitude non-negativity and average amplitude constraints of
(2.1) and (2.2) can be cast on the electrical transmit signal as

and

To summarize‚ the wireless optical channel is modelled as a baseband elec-
trical channel where signal is transmitted so that and the
average amplitude of is upper bounded. The received electrical signal

where is AWGN‚ can assume negative amplitude
values.

Note that this channel model applies not only to free-space optical channels
but also to fibre-optic links with negligible dispersion and signal independent‚
additive‚ white‚ Gaussian noise.

3.1.2 Vector Channel and Signal Space
In order to aid in the design and analysis of communication systems‚ the

signals transmitted are often represented in a geometric framework as vectors
in a linear space. This signal space is a convenient and compact means of
representing the signals. The operation of the channel can also be viewed
geometrically‚ and the impact of channel noise can be reflected in the same
linear space. This vector channel models communication on the channel as the
transmission of a vector and the reception of a corrupted vector in the same signal
space. Figure 3.2 presents the channel model for an additive white Gaussian
noise channel which models a wireless optical link corrupted by intense ambient
illumination.

At the transmitter‚ an information source outputs a message at a rate of 1/T
symbols per second. Without loss of generality‚ say that the message emitted
by the information source is taken from the finite set M = {1‚ 2‚...‚ M}. Each
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Figure 3.2. A vector channel model of the wireless optical link (following [19]).

transmitted information symbol‚ is associated with a unique optical intensity
signal‚ which is transmitted on the channel in response to message
Let be the set of transmitted optical intensity signals
and let be the common support of all functions in X.

In order to represent each of the transmitted signals in X geometrically‚ it
is necessary to define a signal space model. A signal space corresponding to
a set of optical intensity signals is an N-dimensional vector space‚ of real‚
square integrable functions of time with support set such that and

Notice that the condition is satisfied with equality‚ if and
only if the M elements of X are linearly independent. Define the index set
N = {1‚ 2‚…‚ N}. Furthermore‚ define an inner product on the space for
functions as‚

Since is a finite dimensional inner product space‚ there must exist a finite
basis set of orthonormal functions in which span the space. Let

be a set of N real orthonormal function in implying that Since
the basis functions are orthonormal they satisfy the condition‚

It is then possible to represent each as a linear combination of the
elements of as‚

for some real coordinates The vector of coordinates

with respect to the basis set is termed a signal vector and can then be used
to represent each transmitted signal waveform. The signal constellation‚ is
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defined as the collection of all the signal vectors‚

Notice that the square norm of

which is the electrical energy of the time signal. For each the
electrical energy of the signal can be written as‚

since the basis set is orthonormal. Thus‚ in the electrical energy of all trans-
mitted signals is represented geometrically as the square norm of the signal
vector.

Therefore‚ a modulation scheme can be described by the pair which
describes the set X of all possible emitted symbols. Unless otherwise stated‚ it
often implicitly assumed that all symbols are chosen independently and equally
likely over X.

3.1.3 Isolated Pulse Detection
Consider the transmission of a single isolated pulse from the set X. In Section

3.2 the case of multiple pulse transmission and bandwidth constraints is briefly
discussed. At the receiver the received photocurrent signal is‚

where is a white Gaussian random process with power spectral density
height The channel is modelled as having a wide bandwidth‚ to simplify
the comparison of various schemes‚ as is customary in other analyses of wireless
optical modulation schemes [11‚ 2‚ 77]. The corrupted pulse at the receiver‚

is detected using a bank of N matched filters with impulse response
Each matched filter has an impulse response “matched” to a basis function‚
namely‚

Assuming that the transmitter and receiver are synchronized‚ statistics on the
transmitted symbol are found by sampling the output of the matched filters at
the symbol rate to produce the vector
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It has been shown that this selection of filters is optimal in the sense of maximiz-
ing the sampled signal-to-noise ratio as well as providing sufficient statistics for
the transmitted signal [19‚ 45]. Alternatively‚ it is not difficult to show that
the sampled output of the matched filters can be interpreted as the projection
of received noisy signal‚ onto the signal basis defined by i.e.‚

By employing the signal space model‚ the channel from transmitted vector
to received vector for the isolated pulse can be modelled as the vector channel

where is a length N vector with independent Gaussian distributed components
with zero mean and variance An estimate of the sent symbol‚ is formed
based on the received vector y. The conditional distribution of given is
then‚

The-best decision rule to use‚ in the sense of minimizing the probability of
symbol error‚ is the maximum a posteriori (MAP) detector [45]. In the case that
the source selects the symbols with equal probability the MAP decision rule
is a maximum likelihood (ML) detector which chooses the to maximize the
posterior probability in (3.6). Equivalently‚ the ML detector assigns
for the which minimizes the Euclidean distance criterion In this
manner‚ ML decoding is equivalent to minimum-distance decoding [19].

The signal space construction allows for the modelling of the communica-
tions channel as a vector channel and represents the electrical energy of every
signal geometrically as the squared magnitude of the signal vector. Additionally‚
in the case of ML detection‚ the signal space provides a geometric interpretation
of detection as minimum distance decoding. However‚ this signal space con-
struction does not represent amplitude constraints nor the average amplitude of
the optical intensity waveforms. Although the signal space model is appropriate
for detection‚ since it is done in electrical domain‚ the channel constraints need
to be represented in the model geometrically as well. Chapter 4 presents and
extension to conventional electrical signal space models which allows for the
representation of the optical intensity amplitude constraints.

3.1.4 Probability of Error
The estimation of the probability of a symbol error occurring in the detection

process is a key parameter of any modulation scheme. The probability of symbol
error is defined as‚
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In practice‚ this quantity is difficult to calculate exactly‚ and bounds are used
to estimate its value. A common approximation on the probability of error is
found using a union bound approximation [19‚ 45]‚

where is the minimum Euclidean distance between two points in the signal
constellation‚ is the average number of constellation points away from
any point‚ and

is the standardized Gaussian tail function. In the case of equally likely sig-
nalling, maximum likelihood detection is optimal in the sense of probability of
symbol error and chooses the codeword with the minimum Euclidean distance
to the received vector. At high signal-to-noise ratios, the impact of on

is much larger than that of due to the exponential characteristics of
the Q(·) function. Chapter 5 presents a more rigorous argument to allow for
the comparison of optical intensity modulation schemes at high optical signal-
to-noise ratios.

In the comparison of various modulation schemes, the probability of bit error,
is a figure of merit. It is possible to determine from exactly in some

cases, while approximations must be made in others. A common approximation
is that Gray coding is used between adjacent symbols in the constellation. A
Gray coded constellation is labelled such that adjacent symbols differ by at
most a single bit. At high signal-to-noise ratios, or equivalently at low
a symbol error is with high probability associated with a single bit error, i.e., it
is most likely to make an error to a constellation point which is “closest” to the
transmitted vector. Since there are bits per symbol for an alphabet size
of M, the approximation yields [19],

3.1.5 Poisson Photon Counting Receiver
The Poisson photon counting channel models low intensity optical channels.

In this regime‚ the main impediment to communication is due to the discrete
nature of photons and electrons. As mentioned in Section 2.3‚ the random
arrival times of photons‚ the random motion of electrons across the potential
barrier include a random‚ yet signal dependent noise source in the link. In these
types of links‚ the receiver is modelled as an electron counter over discrete
intervals of time. If K is a random variable indicating the number of electrons
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received in a given interval‚ the probability of receiving electrons is modelled
as the Poisson distribution

where is the average number of received electrons per interval. Although the
Poisson channel model is more appropriate when applied to optical channels
in which the receive intensity is low‚ such as fiber optical links‚ nonetheless
it is an important related channel since it too suffers from similar amplitude
constraints as does the indoor wireless optical channel. Section 3.3.4 presents
some results on optimal signalling on Poisson channels.

3.1.6 Time-Disjoint Signalling
Consider the special case when is a set of optical

intensity signals satisfying for for some
positive symbol period T. Such an optical intensity set is termed time-disjoint
since symbol waveforms shifted by integer multiples of T do not overlap in
time. In the case where time-disjoint signals are sent independently‚ the optical
intensity signal can be formed as

where is an i.i.d. process over M.
Since the symbols do not overlap in time‚ the non-negativity constraint (3.3)

is equivalent to

The average optical power calculation in (3.4) can also be simplified in the
time-disjoint case as

which by the strong law of large numbers gives

with probability one‚ where is the probability of transmitting
Thus‚ the average optical power‚ P‚ of a scheme is the expected value of the
average amplitude of
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3.2 Bandwidth
3.2.1 Definition

Since communication systems are often modelled as linear dispersion chan-
nels‚ the bandwidth of the channel is a key figure of merit of any channel.
However‚ since the transmitted signals are modelled as being random‚ their
Fourier transforms and spectral characteristics are also random. For a wide-
sense stationary or wide-sense cyclostationary random process it is possible to
define a quantity called the power spectral density (psd). The psd is an averaged
second order statistic of a random process‚ and gives insight on the distribution
of power over frequency.

As discussed in Chapter 2‚ the electrical characteristics of the channel impose
the bandwidth penalty to the data bearing signal. Consider a modulation scheme

with transmitted waveform which is modelled as a cyclostationary
random process with power spectral density The power spectral density
consists of two components: a discrete spectrum‚ and a continuous

asspectrum‚

The discrete spectrum consists of a series of Dirac delta‚ functions at
various frequencies. Discrete spectral components are typically undesirable
since they do not carry any information but require electrical energy to be
transmitted. In the optical channel model‚ the discrete spectral component at

i.e.‚ at DC‚ represents the average optical power of while all other
discrete components of the spectrum represent zero average optical power. The
continuous spectrum is shaped by the distribution of the data symbols as well
as by the pulse shape itself. Line coding can be used to introduce nulls in
the spectrum‚ or to tailor the spectral response of the modulated signal to the
channel in question.

For digital modulation schemes where the signal transmitted can be described
as in (3.9) and the correlation from symbol to symbol can be described by a
Markovian model‚ the discrete and continuous portions of the power spectral
density take the form [78]

and
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where is the Fourier transform of signal is the steady

state probability of transmitting symbol and is the conditional
probability of transmitting symbol given the current symbol is The
power spectral density depends on two factors : the pulse shapes‚ through
the and on the correlation between symbols. Under the conditions of
independent and equally likely signalling‚ as in Chapter 5‚ the term can be
simplified as

where is the Kronecker delta function‚

The power spectral density in (3.12) can be simplified to yield

It should be noted that the electrical power of

is not equivalent to the optical power cost of the scheme. The power spectrum is
the distribution of electrical energy in the transmitted signal‚ in Figure 3.1‚
while the average optical power is the average signal amplitude. As discussed
in Section 3.1.1‚ the optical channel can be modelled as a baseband electrical
system with constraints on the amplitude of signals transmitted. As a result‚
the use of the bandwidth of the electrical signals is appropriate.

The bandwidth occupied by a modulation scheme is a measure of the amount
of spectral support needed for the transmission of the signal. Since all real
signals have even magnitude spectra‚ only positive frequencies are consid-
ered. However‚ in systems employing time-disjoint symbols or in general non-
bandlimited signals‚ the definition of the bandwidth of is non-trivial.
There are several definitions of bandwidth which are popular in literature. In
the electronics domain‚ the –3 dB bandwidth occurs at the frequency when
the psd is a factor lower than the peak value. The first-null bandwidth
is defined as the width in positive frequencies of the main lobe of the signal.
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Although most of the energy of the pulse is contained in the main lobe‚ this
measure does not penalize schemes with large side-lobe power. This bandwidth
measure has been used in many previous reference on optical intensity modula-
tion for wireless channels [79‚ 11‚ 2‚ 77]. This spectral measure is misleading
in the case of passband signals and generally useful only for lowpass signals.

The fractional power bandwidth is a superior measure of signal bandwidth
since it defines the signal bandwidth as the extent of frequencies where the
majority of the signal power is contained‚ as opposed to arbitrarily denoting the
position of a particular spectral feature as the bandwidth. Define the fractional
power bandwidth‚ as satisfying the expression‚

where is fixed to some value typically 0.99 or 0.999. The channel
model of Section 3.1.1 assumes that the frequency response of the channel
is flat and that signals are limited to a bandwidth of To a first
approximation‚ if K is chosen large enough‚ the energy outside of this band
lies below the noise floor of the channel and neglecting it introduces little error.
In this sense‚ is considered as being “essentially” bandlimited to the
channel bandwidth.

For example‚ for rectangular on-off keying‚ described in Section 3.3.1‚ with
symbol interval T and average optical power P‚ the power spectral density is

where

Notice that the discrete component at DC represents the average optical power
cost of the modulation scheme. If the continuous portion of the psd is used to
define the bandwidth‚ the –3 dB bandwidth is the 90% fractional
bandwidth is and the first-null bandwidth is

The bandwidth efficiency of a modulation scheme is given as the ratio of the
bit rate R in bits/second and bandwidth B in Hz‚ and is used as a figure of merit
in the comparison of modulation schemes. Chapter 5 discusses the use of this
metric and the relation to the dimension of the signal space.

The bandwidth of a signal can also be interpreted as a measure of the number
of degrees of freedom available or number of dimensions available. For exam-
ple‚ in the case of ideally bandlimited signals to bandwidth W = 1/2T Hz‚ the
channel permits a single degree of freedom‚ or dimension‚ every T seconds.
The Landau-Pollak dimension [80] of the set of signals formalizes and extends
this concept to cast a spectral constraint as an effective number of dimensions.
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Let denote the set of all finite energy signals with support contained in
[0‚T). Define the energy bandwidth‚ of a transmitted
symbol with Fourier transform as

where is fixed to some value‚ typically or This bandwidth
measure quantifies the frequency concentration of In practical terms‚
can be thought of as being effectively band-limited to Hz if is chosen
so that the out-of-band energy is below the noise floor of the channel [81].

A dimension for the signal can be defined through the frac-
tional energy bandwidth. Consider approximating as a linear
combination of some orthonormal basis functions. For a given and T‚
the best such basis‚ in the sense of minimizing the energy in the error of the
approximation‚ is the family of prolate spheroidal wave functions‚ [82].
The are functions strictly time-limited to [0‚ T) which have the maxi-
mum energy in of all unit energy functions [83]. The error
in the approximation can be upper bounded as [80]

In this sense the signal can be thought of as being indistinguishable from
some linear combination of prolate spheroidal basis functions. It can then
be said that is essentially dimensional with the error in the
approximation tending to zero as This definition will be used in Chapter
6 to allow for the interpretation of channel capacity results in terms of the
channel bandwidth.

3.2.2 Inter-Symbol Interference
In the case of isolated pulse transmission‚ treated in Section 3.1.3‚ no con-

sideration is given to the more realistic case of transmitting a train of pulse
symbols. In this case‚ the interaction between successive transmitted pulses
must be taken into consideration. In dispersive channels‚ transmitted pulses
are received‚ after matched filtering‚ with some inter-symbol interference (ISI).
That is‚ the sampled output of the matched filter depends not only on the symbol
sent at that time‚ but‚ in general‚ on all previous and future transmitted symbols.
Say that is the signal at the output of the matched filter in Figure 3.2‚ the
Nyquist condition for zero ISI is that the sampled output of the matched filter
satisfies‚
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where is the Kronecker delta function (3.13). This condition can be inter-
preted as ensuring that at a given sample time the output of the matched filter
depends on a single transmitted symbol. The zero-ISI condition can be written
in frequency domain as

The minimum bandwidth Nyquist pulse‚ which satisfies the zero-ISI condition
for bandwidth W is while the minimum bandwidth Nyquist pulse
subject to an amplitude non-negativity constraint is [5]. On low
pass channels‚ such as some wireless optical channels‚ the impact of ISI can
be reduced through the use of transmitted signals which have a significant
proportion of their energy in the passband of the channel.

In order to detect the transmitted signals a maximum likelihood sequence
detector (MLSE) is required‚ assuming all sequences are equally likely. In
general the complexity of such detectors is prohibitively high and a lower com-
plexity filtering process known as equalization is typically done. An equalizer
is a filter‚ either linear or non-linear‚ which mitigates the impact of ISI on the
performance of the system. Typically‚ a minimum mean-square error criterion
is used in the design of equalizers instead of the zero-ISI condition to reduce
undue noise enhancement. Section 3.3.4 presents some references on equaliza-
tion on wireless optical channels especially for schemes such rectangular OOK
and PPM which are optical power efficient but bandwidth inefficient.

This section has presented some of the key terminology‚ however‚ many
excellent references exist on the design and analysis of signalling and bandwidth
limited channels [19‚ 45‚ 84].

3.3 Example Modulation
Conventional wireless optical systems have been conceived using a variety

of binary and multi-level modulation formats. This section briefly overviews
several important multi-level modulation schemes in wireless optical channels.
The framework for analysis mirrors that used in previous work on signalling
design for wireless optical channels and is included for completeness [2].

3.3.1 Binary-Level Modulation
Most popular schemes in use on wired and wireless optical communication

systems rely on binary level modulation schemes. These modulation techniques
transmit information in each symbol period through the variation of two inten-
sity levels. An advantage of these schemes is that they typically have simple
and inexpensive implementations. This section presents an analysis of two
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well known modulation schemes on optical links‚ on-off keying (OOK) and
pulse position modulation (PPM).

On-Off Keying
On-Off keying is a popular modulation scheme not only in wireless infrared

links‚ but also in a wide variety of data communication applications. In many
conventional channels‚ this scheme is also known as non-return-to-zero (NRZ)
encoding.

On-Off keying is a binary level modulation scheme consisting of two sym-
bols. In each symbol interval one of the two symbols is chosen with equal
probability. The transmitted symbols consist of constant intensities of zero or
2P through the symbol time. The signal can be represented by the basis func-
tion for OOK‚ illustrated in Figure 3.3. This basis function is defined
as

where

Using this basis function‚ an expression for the time varying optical intensity is

where and chosen uniformly. Since the basis function is non-
negative in the symbol period‚ and since only non-negative multipliers are used‚

satisfies the non-negativity constraint. The average amplitude of is set
at P due to the distribution of the data symbols and the scaling of the multipliers.

The constellation for OOK consists of two points in a one dimensional space
as illustrated in Figure 3.3. The probability of a bit error can be determined
using the previously defined framework as

since the bit rate R = 1/T and in this case.
The power spectral density of OOK was calculated to determine the band-

width of the system. Using (3.14)‚ the power spectral density of OOK was
found to be

where sinc(·) is defined in (3.16). Figure 3.4 contains a plot of the continuous
portion of power spectral density of OOK. It is clear that the first-null band-
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Figure 3.3. Basis function (a) and constellation (b) of on-off keying.

Figure 3.4. The continuous portion of the power spectral density of on-off keying, for P = 1
and T = 1.

width, as defined earlier, is 1/T Hz. In this bandwidth measure, the bandwidth
efficiency of this scheme is thus R/B = 1 bit/s/Hz.

Pulse-Position Modulation

Pulse position modulation (PPM) is a standard modulation technique used in
optical communications. The IrDA specification for the 4 Mbps short distance
wireless infrared link specifies a 4-PPM modulation scheme [52, 85].

The family of M-PPM modulation schemes are M-ary modulation schemes
using two distinct intensity levels. Each symbol interval is divided into a series
of M subintervals, or chips. Information is sent by transmitting a non-zero
optical intensity in a single chip, while other chip intervals remain dark. Each
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Figure 3.5. Basis functions for 4-PPM.

of the chips is non-overlapping in time, and so each symbol is orthogonal to
all the others, i.e., the dimension of the signal space is M = N. An M-PPM
symbol can also be viewed as a block coded version of OOK defined over MT
seconds in which the output intensity is zero except for a single T interval which
assumes a fixed non-zero value. One possible basis set for M-PPM, for

takes the form

Figure 3.5 shows an example of the basis functions for 4-PPM.
The signal space of M-PPM is an M dimensional Euclidean space with a

single constellation point on each of the M axes. A time domain representation
of the intensity waveform as sent on the channel is

where chooses the symbol equiprobably in M. The pulses remain non-
negative for all time due to their construction. The average optical power of
each symbol is fixed at P by setting the peak value of each symbol to MP. The
information in this system is transmitted in the position of the pulse within the
symbol interval.

The probability of error for this modulation scheme can be calculated by
noting that each constellation point is orthogonal to all others and that each
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constellation point is equidistant to all the other points. Based on this geometry
the probability of symbol error can be found as

where is the symbol rate. Due to the orthogonality of all the points
in the space, and the fact they are equiprobable, the probability of symbol error
can be converted to a probability of bit error by multiplying by a factor of

[84]. Combining these results gives the probability of bit error as

since the bit rate in this case. Using (3.14), the power spectral
density of M-PPM is

Figure 3.6 contains an example of the continuous power spectral density for
4-PPM. This result can be generalized to show that the occupied first-null
bandwidth is Following this expression, the bandwidth
efficiency with the given bandwidth definition is given as

since

3.3.2 Multi-Level Modulation
Traditional approaches to modulation for the optical intensity channel center

on developing power efficient schemes. The bandwidth of the transmitted sym-
bols is not a critical issue due to the wide bandwidth available in fibre systems.
However, the wireless optical channel relies on the use of inexpensive devices
which are severely limited in available bandwidth, as shown in Chapter 2. As
a result, for wireless optical links, the bandwidth efficiency of the modulation
scheme is a parameter of critical importance.

Multilevel modulation techniques transmit symbols in which the intensity
values are continuous in a range or take on a set of values. The advantage of
these schemes is that they provide a higher bandwidth efficiency than binary
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Figure 3.6. The continuous portion of the power spectral density of 4-PPM, for P = 1 and
T = 1.

level techniques, since data is transmitted in the amplitude level as well as the
structure of the basis functions.

This section presents a brief analysis of two classical multilevel schemes
for the intensity modulated channel: pulse amplitude modulation (PAM) and
quadrature pulse amplitude modulation (QAM).

Pulse Amplitude Modulation

Pulse amplitude modulation is a classical modulation scheme which can be
adapted to operate on an intensity modulated optical channel. This scheme is a
generalization of on-off keying from a set of two symbols to a set of M symbols.
The basis function for rectangular M-PAM, as given in
(3.19). In fact, any non-negative pulse time-disjoint pulse can be chosen as a
basis function. The basis function for rectangular PAM and constellation are
illustrated in Figure 3.7.

In each symbol period one of M scaling factors are chosen with equal proba-
bility. These scaling factors are chosen so that for an equiprobable distribution
of transmitted symbols, the average output amplitude is fixed at P. Unlike
PPM, where the average of the modulation scheme is independent of the sym-
bols chosen, PAM requires prior knowledge of the data distribution in order to
ensure the average optical power is limited. The non-negativity constraint of
the optical intensity channel is met by choosing M non-negative scaling fac-
tors. The time varying intensity signal corresponding to PAM which satisfies
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Figure 3.7. Basis function (a) and constellation (b) of pulse amplitude modulation (where

the channel constraints is

where is uniform over M. Note that for M = 2 this expression is the same
as the intensity waveform specified in (3.20) for OOK. As a result, OOK is a
special case of rectangular PAM.

The probability of symbol error can be determined by constructing the con-
stellation for this modulation scheme. Since all signal points can be expressed
in terms of one basis function, the constellation is one dimensional. The M
constellation points are evenly spaced on the axis as is illustrated in Figure 3.7.
The probability of symbol error can be determined by assuming each symbol
is sent with equal probability as

Assuming Gray coding is used, the probability of bit error is approximately

since the bit rate
The power spectrum of PAM can be calculated using (3.14). Assuming

equiprobable symbol distribution the psd for M-PAM is
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Figure 3.8. The continuous portion of the power spectral density of 5-PAM, for P = 1 and
T = 1.

The continuous portion of the power spectral density of rectangular 5-PAM is
plotted in Figure 3.8. As is the case with all modulation schemes for the optical
intensity channel, the DC component is fixed at P. The first-null bandwidth of
this scheme is as was the case in OOK. The addition of multiple levels
per symbol allows for more than 1 bit of information per transmitted symbol.
The bandwidth efficiency of PAM on the intensity modulated channel is

Quadrature Pulse Amplitude Modulation

Quadrature pulse amplitude modulation (QAM) is a popular modulation
scheme in conventional channels such as high speed wired channels and radio
frequency radio channels. The basic structure of QAM is unaltered in the
wireless optical channel, however, changes must be made to ensure the channel
constraints are met.

The symbols of consist of an in-phase and quadrature com-
ponent basis function which are orthogonal to each other, as shown in Figure
3.9. The basis functions, and represent the in-phase and quadrature



Example Modulation 59

components of the data signal and take the form

for some integer In each symbol instant, independent data is used to
modulate the two basis functions. As a result, each basis function is multiplied
by a series of M amplitude values to comprise the symbols. Taking into
account the channel constraints, the transmitted signal is

for Since the basis
functions and take on negative amplitudes at intervals within the
symbol period, a DC bias must be added to ensure the non-negativity constraint
is met. Conventional QAM adds a fixed bias of P to every symbol. This added
DC bias is rejected by the matched filter front end since the basis functions have
an average value of zero. The addition of a fixed DC bias also ensures that the
average power constraint in (3.4) is met, independent of the data distribution.
The maximum amplitude value for the data is fixed at and the minimum
amplitude value for these symbols is 0. However, for symbols with smaller
swing values the minimum value of the symbol is greater than zero. This is
the condition of excess symbol power. Chapters 4 and 5 describe techniques in
which the symbol bias varies per symbol in order to improve the optical power
efficiency of QAM modulation.

The constellation of QAM is a two dimensional regular array of points, as
illustrated in Figure 3.9. The minimum spacing between the points is fixed by
the amount of DC bias added due to the non-negativity constraint. It can be
shown from (3.24), that

The probability of symbol error can be approximated by applying the union
bound approximation in (3.7). By computing the average number of neighbours

away from each constellation point, an estimate for can be formed
as
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Figure 3.9. Basis functions (a) and point constellation (b) of quadrature pulse
amplitude modulation (for ).

Using the Gray coding approximation, the probability of bit error for
is

where
The spectral characteristics of QAM can be investigated by computing the

power spectral density via (3.14). The power spectral density for the
signal in (3.24) is

Figure 3.10 illustrates an example of the continuous portion of the psd for 25-
QAM. Since QAM is a passband modulation scheme with little signal energy at
low frequencies it is robust in environments in which low frequency interferers
are dominant, such as the noise created by fluorescent lighting ballasts discussed
in Section 2.3.

The first-null bandwidth of as defined by the frequency of the first
spectral null, is Following this result, the bandwidth efficiency
of is
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Figure 3.10. The continuous portion of the power spectral density of 25-QAM, for P = 1 and
T = 1.

which is identical to the bandwidth efficiency of M-PAM in (3.22). Although
the bandwidth required for is double that of M-PAM, the amount
of information transmitted by the QAM symbols is double that of PAM, which
satisfies intuition.

Notice that for different values of in (3.23) that the resulting in-phase and
quadrature basis functions are orthonormal. A modulation scheme consisting of
the sum of QAM signals, each at different values of transmits information by
multiplexing in frequency domain. This type of modulation is termed multiple
sub-carrier modulation (MSM). The advantage of MSM is due to the ability to
multiplex many independent data streams in a single transmission. The impact
of frequency selective channels can also be mitigated through the use of many
narrow sub-carriers. Additionally, MSM shares the same benefit as QAM in the
ability to reject low frequency cyclostationary noise generated by fluorescent
light fixtures. However, it has been shown that the optical power efficiency
of MSM schemes is far lower than for OOK or PPM modulation [2, 11, 86].
Section 3.3.4 discusses some techniques which have been developed to improve
the average optical power efficiency of MSM techniques.

3.3.3 Discussion
In order to compare the modulation schemes discussed in this section, it is

necessary to consider both the optical power efficiency of each scheme and the
bandwidth efficiency. The optical power efficiency is measured by computing
the optical power gain over OOK if the of both schemes is equal. This is an
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Figure 3.11. Optical power gain over OOK versus bandwidth efficiency (first spectral null) for
conventional modulation schemes.

approximation of the relative optical power required by a given scheme versus
OOK. Section 5.2 formalizes this comparison technique and demonstrates that
it is the ratio of the constellation figure of merit of each scheme. The optical
power gain is plotted versus the bandwidth efficiency, as measured by the first-
null bandwidth. Figure 3.11 plots the comparison of optical power gain versus
bandwidth efficiency for the schemes discussed in this section, however, more
comprehensive comparisons using the first-null bandwidth as a metric have
been reported [2].

The optimal point for any modulation scheme destined for wireless optical
links would be in the upper right hand corner of the figure, where bandwidth
efficiency and power efficiency are maximized. Binary level techniques offer
the best power efficiency at the cost of reduced bandwidth efficiency. Multilevel
schemes provide the necessary bandwidth efficiency for wireless optical links
at the cost of power efficiency.

The characteristics of PPM are well suited to channels in which optical
power, and not bandwidth, efficiency are of primary importance such as in
fibre applications. Qualitatively, for a given average optical power, narrow
pulse techniques trade-off pulse width for increased electrical energy, which
improves detection. Optical power efficient PPM enjoys wide application in
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wireless and wired optical networks due to its high power efficiency. However,
the price paid for this power efficiency is a reduction in the bandwidth efficiency
of the scheme. Binary level schemes, although power efficient, do not provide
a high degree of bandwidth efficiency. However, multilevel schemes trade-off
power efficiency for bandwidth efficiency.

3.3.4 Previous Work
Although, studies into signalling over optical Poisson channels has been

active for some time [87, 88], the field of indoor wireless optical channels has
been an area of intense study since the landmark paper of Gfeller and Bapst [1].

Binary-level signalling is the simplest and most common modulation for op-
tical intensity channels. Under the conditions of high background illumination
and a constraint on the average optical power, it was shown in [87] that the
average-distance-maximizing binary scheme on the Poisson channel is 2-PPM
[87]. Later, the requirement for high background illumination was removed and
such pulses were shown to be optimal in the same sense on an optical Poisson
counting channel [88]. This result was confirmed for the case of the Gaussian
noise channel in the case of maximum likelihood detection in [5]. For M-ary
signalling, Gagliardi and Karp [89, 43] showed that pulse-position modulation
(PPM) is optimal in the same average distance measure, on a Poisson counting
channel for M > 2, but stopped short of declaring M-PPM as optimal for the
optical counting channel.

The most prominent modulation formats for wireless optical links are bi-
nary level PPM and on-off keying (OOK). Low cost, point-to-point modems
conforming to the IrDA standard utilize a 4-PPM scheme [85]. Due to the
bandwidth-restricted nature of the wireless optical channel and some guided-
wave optical systems, several variations of PPM have been developed; namely,
multiple PPM, overlapping PPM, differential PPM, pulse interval modulation
and edge position modulation. However, all remain binary level [90–92, 77,
11, 2, 93–95]. Due to the bandwidth inefficiency of high order PPM pulses
and rectangular OOK, coded modulation and equalization have also been ex-
tensively investigated on Poisson and wireless optical channels [96–102, 23].
These schemes are investigated to reduce the impact of ISI on signal detection as
well as to provide practical techniques to mitigate this interference, especially
on diffuse channels.

Multi-level signalling formats have been proposed for wireless optical and
photon counting channels [2, 103]. These schemes, in general, provide high
spectral efficiencies at the expense of a loss in power efficiency. Multi-level
adaptively biased QAM (AB-QAM) transmits data not only in the in-phase and
quadrature carriers but also in the DC bias of each symbol [104, 5]. The bias
of each AB-QAM symbol is minimized to improve optical power efficiency
and the received DC bias value is used to provide a degree of diversity at the
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receiver, improving error performance. Filtered modulation using Gaussian
pulse shapes for PPM symbols has also been proposed [105]. The use of sub-
carrier modulation has also been investigated for this channel as a bandwidth
efficient scheme to mitigate the effects of narrow band interferers at the expense
of power efficiency [86, 2, 11]. Average optical power reduction techniques for
multiple sub-carrier modulation have also been devised as a extension of the
AB-QAM biasing concept [106].

On the fibre-optic channel, multi-level signalling in the presence of channel
non-linearities was investigated in detail and shown to increase the link distance
of 10 Gb/s systems [107].

3.4 The Communication System Design Problem
The wireless optical channel presents unique and exciting possibilities for

signalling and modem design. Chapter 2 outlined some of the physical prop-
erties of point-to-point, diffuse and quasi-diffuse channel topologies. In this
chapter, the issues involved with signalling design have been introduced and
some popular signalling schemes have been discussed.

The wireless optical intensity channel imposes amplitude constraints on all
transmitted signals. Specifically, all emitted signals must be non-negative since
optical intensity modulators and direct detection receivers are employed. Ad-
ditionally, the average amplitude must also be constrained due to eye and skin
safety requirements. These amplitude constraints lie in contrast to the con-
straints on mean-square amplitude constraints in conventional electrical chan-
nels. As a result, it is often not efficient or even possible to apply electrical
signalling design techniques directly to the optical intensity channel.

An additional constraint shared by both optical intensity and electrical chan-
nels are bandwidth limitation. In the case of wireless optical channels these
bandwidth limitations arise due to optoelectronic response limitations as well
as due to multipath dispersion in diffuse links. In many popular modulation
techniques for wireless optical channels, optical power efficiency comes at the
price of low bandwidth efficiencies. Conversely, conventional bandwidth effi-
cient signalling improve potential data rates at the expense of power efficiency.

The communications design problem is then one of carefully designing a
pulse set in order to meet required amplitude constraint while at the same time
ensuring that power and bandwidth efficiency targets are met. The conventional
approach of adding a constant bias may lead to simple signalling, however, it can
also lead to significant loss in power efficiency. The use of narrow rectangular
pulse techniques, such as in PPM, yields large optical power gains, however,
requires the use of equalization techniques to overcome the limitation of the
bandlimited channel.

The following chapters discuss some solutions for the design of optical inten-
sity signalling sets which considers the non-negativity, average optical power
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and bandwidth constraints. The following chapters address the signal design
question by addressing how to represent optical intensity signals, how to design
modulation and coding and what the ultimate gain for a given pulse set is. Chap-
ter 4 presents a signal space model for optical intensity sets which represents
non-negativity and average optical power constraints geometrically. Chapter 5
presents a method to design optical intensity signalling sets and gives a means
to compare modulation schemes. Chapter 6 then addresses the fundamental
limits on communications subject to the amplitude and bandwidth constraints.
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Chapter 4

OPTICAL INTENSITY SIGNAL SPACE MODEL

In electrical modem design, a signal space model is conventionally defined
to represent the set of transmitted waveforms geometrically [19]. Each trans-
mitted waveform is represented as a linear combination of the elements of some
orthonormal basis set as described in Section 3.1.2. This is a powerful represen-
tation since the energy cost of each transmitted waveform is represented as the
square norm of each signal vector. Additionally, for additive white Gaussian
noise channels, the detection process acquires a rich geometric meaning. How-
ever, this construction does not represent amplitude constraints nor the average
amplitude of the set of transmitted waveforms. The model is appropriate since
detection is done in electrical domain.

This chapter presents a formal mathematical model for the optical intensity
channel [108]. A signal space model is described which represents the average
optical power cost and the amplitude constraints of the channel geometrically. In
this manner, all time-disjoint signalling schemes can be considered in a common
framework. The set of signals satisfying the non-negativity constraint are shown
to form a generalized N-cone termed the admissible region. In an analogous
fashion, a peak optical power bounding region is defined represents the set of
signal vectors satisfying a peak optical power constraint. The geometry of the
admissible region is then linked to the peak optical power of each transmittable
signal point. The chapter concludes with several examples of the signal space
for various choices of basis functions.

4.1 Signal Space of Optical Intensity Signals
As discussed in Section 3.1.1, the optical intensity channel can in some

cases be modelled as a baseband electrical channel subject to input amplitude
constraints. This section presents a signal space model which retains the same
structure of electrical signal spaces, since detection is done in electrical domain,
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but additionally represents the non-negativity and the average optical power cost
geometrically. The properties of the signal space are then explored and related
to the set of transmittable points and to the peak optical power of signal points.

4.1.1 Signal Space Model
Consider the case of time-disjoint signalling described in Section 3.1.6,

where the support set of all transmitted symbols is the interval [0, T) for
some T > 0. Using the notation of Section 3.1.2, the transmitter sends
one of M signals from the set X. A signal space can be defined by speci-
fying a set of N orthonormal functions, each time limited to
such that Each is represented by the vector

with respect to the basis set and the signal
constellation is defined as

The non-negativity constraint in (3.10) implies that the average amplitude
value of the signals transmitted must also be non-negative. In order to represent
the average optical cost geometrically, set the function

where

as a basis function for every time-disjoint intensity modulation scheme, as
shown in Figure 4.1. Note that by assigning the dimensionality of the
signal space is at most one larger than the dimension of Due to the orthog-
onality of the other basis functions,

The basis function represents the average amplitude of each symbol and
thus represents the average optical power of each symbol. In this manner, the
average optical power requirement is represented in a single dimension.

The average optical power of an intensity signalling set can then be computed
from (3.11) as

where is defined as
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Figure 4.1. The basis function.

Thus, P depends both on the symbol interval as well as the expected value of
the coordinate value in the direction. The term can be interpreted as the
component of P which depends solely on the constellation geometry.

Unlike the case of the electrical channel where the energy cost of a scheme is
completely contained in the geometry of the constellation, the average optical
power of an intensity signalling scheme depends on the symbol period. This is
due to the fact that defined in (4.1) is set to have unit electrical energy
because detection is done in the electrical domain. The cost constraint for
this channel, however, is on the average amplitude. As a result, the average
amplitude and hence average optical power depend on T.

4.1.2 Admissible Region
The non-negativity constraint (3.10) is not satisfied by all linear combinations

of the elements of The admissible region, of an optical intensity modula-
tion scheme is defined here as the set of all points satisfying the non-negativity
criterion. In terms of the signal space,

where for is defined as,

The set is closed, contains the origin and is convex. Convexity can be justified
since for any and any since it
describes a non-negative signal.

It is useful to consider cross-sections of for a given value or equivalently
in terms of points of equal average optical power. For any fixed
define the set,

as the set of all signal points with a fixed average optical power of Each
of the cross-sections forms an equivalence class or shell of transmittable
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symbols. This is directly analogous the to spherical shells of equal energy in
the conventional electrical constellations [109]. The admissible region can be
written in terms of this partition as

The set of signals represented in the set can also be considered without their
common component by defining the projection map that
maps to Theorem 4.1 summarizes the
key properties of

THEOREM 4.1  Let denote the admissible region of points defined in (4.4).

1

2

3

4

For

is closed, convex and bounded.

If denotes the set of boundary points of then

(i)

(ii)

and

5 is the convex hull of a generalized N-cone with vertex at the origin,
opening about the and limited to

Proof : (the details can be omitted without loss of continuity)
Property 1. The collection of signals is a set of pulses with average
optical power So, Similarly, which
implies that
Property 2. Follows directly from (4.6) and Property 1.

The signals in have zero average amplitude in [0, T), by definition
(4.2). The set is closed and contains the origin. Consider

such that for some If there is no such point, then
is contained within ball of radius since convex. Otherwise,

Property 3. The set is closed by (4.4). For and the
average optical amplitude value of is Hence,

implies is convex.
A set in is bounded if it is contained in an N-ball of finite radius. The
region is
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for is contained in an N-ball of
radius greater than The union of all such N-balls for all

contains implying that is bounded. Since
the coordinate of all points in is the same, bounded implies
is bounded.
Property 4. Denote the set of boundary points of as An (N – 1)-ball
of radius in exists about the origin since otherwise it would
imply that a signal point were either non-negative or
non-positive, which is impossible due to the construction of the signal space in
(4.2). Therefore,

4.1.3 Peak Optical Power Bounding Region
In wireless optical channels, the average optical power constraint typically

dominates the peak power constraint, as discuss in Section 2.1.2. However, in
any practical system the peak optical power must also be limited.

The peak optical power bounding region, is defined as the set of points
corresponding to signals that have amplitudes bounded above by That
is, for some

where for is defined as,

From Property 3, for for
The boundary points are those for which is maximized.

The set is the set of extremal points with minimum amplitude equal
to Using the inverse map, is the set of points in with minimum
amplitude equal to zero.
Property 5. A generalized N-cone is defined as a surface in which is
parameterized as where is a fixed vector called the
vertex of the cone and is a curve in and and are parameters [110].
Using Properties 1 and 2, can be written as for The
set of boundary points satisfies the definition and is a generalized cone with
vertex at the origin opening about the Since is the convex hull
of is the convex hull of a generalized cone limited to the half-space

Figure 4.2 presents a plot of a portion of the admissible region for 3-dimensional
raised-QAM scheme defined in Section 4.2. Notice that the region forms a 3-
dimensional cone with disc shaped cross-sections in satisfying the properties
of Theorem 4.1.
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Figure 4.2. Three-dimensional admissible region, for the raised-QAM example in Section
4.2.

Interestingly, and are closely related and their explicit relation is illus-
trated in the following theorem.

THEOREM 4.2 The peak optical power bounding region
where is a unit vector in the direction.

Proof: By definition (4.4), is the set of signals with non-negative amplitudes.
The set is the set of signals for which the maximum possible amplitude is

Since differs from by an affine transform, it is clear that
is also the convex hull of an N-dimensional generalized cone with vertex at

and opening about the negative Figure 4.3 illustrates
a portion of the peak bounding region for the 3-D raised-QAM example in
Section 4.2.

zero. Since is constant in a symbol period, the addition of
to each signal in yields the set of signals with maximum at most
The region is then given as
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Figure 4.3. Three dimensional peak bounding region, for the raised-QAM example in
Section 4.2.

4.1.4 Peak Optical Power per Symbol
Although we are able to specify the region of points which satisfy the peak

constraint, this set does not reveal any details about the peak amplitude
of the signal in the set. In the construction of modulation schemes, it would be
useful to have some knowledge of which points have high optical peak values.

The region can be completely characterized by looking at a single cross-
section as shown in Property 2 of Theorem 4.1. Therefore, finding the peak
values of signals in will give the peak values of all points in through
scaling. As discussed earlier, the signals with the maximum peak amplitudes
in must lie in

For by Theorem 4.1. The signal
Define the vector

such that
has and
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Figure 4.4. Determining the peak amplitude values of elements in for 3-D PAM
bases.

for a unique Because then
however, Therefore,

Using (4.9) the above simplifies to

which exists since Equation (4.10) implies that
Figure 4.4 illustrates the scenario in (4.11) for the 3-D PAM basis defined in
Section 4.2. From the figure, it is possible to deduce that has a larger
peak value than and that by observing the relative
magnitudes of the vectors. Since is convex, the peak optical power
values for all signals in differ from those in (4.11) by a scaling factor
in the interval [0,1].

The peak optical power of the points in is
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The peak-to-average optical power ratio, (PAR), for all can be com-
puted using (4.11) and (4.12) as

with as defined in (4.9). Maximization is done over points in since
the signal with the largest peak value must be in

The peak optical power related to the signal vectors in is found by scaling
the peak values found for The PAR of points in will be the same
as (4.13) since the average and peak optical power scale by the factor

4.1.5 Peak-Symmetric Signalling Schemes
A basis set is termed peak-symmetric if is closed under inversion.

From the point of view of signal amplitudes, using (4.9) and (4.11), this condi-
tion implies that and for and
hence the term peak-symmetric. Furthermore, for a peak-symmetric scheme,
using (4.12), for

As discussed in Section 4.1.4, this maximum amplitude is achieved for
Note that the 3-D PAM scheme in Figure 4.4 is not peak-symmetric. Sec-

tion 4.2.2 presents examples of the of 3-D peak-symmetric schemes.
Peak-symmetric schemes are desirable in the sense that the maximum am-

plitude value in is achieved by all points in Maximization over all
points in is not required in the calculation of the PAR (4.13) since
it is satisfied at every point. Thus, peak-symmetric signalling schemes fully
exploit a given peak constraint by maximizing the number of points achieving
the peak limit.

4.2 Examples
4.2.1 Definition of Example Schemes

As noted in Section 4.1.1 and in [88], the performance of optical intensity
modulation techniques depends not only on the electrical energy of the pulses
(i.e., the geometry of the signal space), but also on the pulse shapes chosen to
define the space. This section defines the basis functions used to form signals
in the example schemes considered. Note that all symbols are limited to the
interval and is specified as in (4.1).

Quadrature pulse amplitude modulation (QAM) is a familiar modulation
scheme in wireless communications. Here we define the optical intensity mod-
ulation scheme raised-QAM as a 3-dimensional modulation scheme with basis
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Figure 4.5. Basis functions for raised-QAM.

functions

Figure 4.5 plots the basis function for raised-QAM. These bases are similar to
the QAM bases presented in Section 3.3.2 with however, in raised-QAM
there is no assumption that the average amplitude is fixed over all transmitted
symbols.

Adaptively-biased QAM (AB-QAM) [104, 5] is a three dimensional modu-
lation scheme which is defined using the basis functions

More generally, these functions are Walsh functions. This characterization is
especially useful in light of the signal space definition in Section 4.1.1, since
the basis functions of AB-QAM are scaled and shifted versions of the first three
Walsh functions [111]. Figure 4.6(a) plots the basis functions for AB-QAM.
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Figure 4.6. Basis functions for (a) AB-QAM and (b) 3-dimensional rectangular pulse scheme.

A 3-D PAM scheme can be constructed by transmitting three one-dimensional
rectangular pulse shaped PAM symbols. This construction is analogous to the
techniques used in conventional lattice coding literature [112] and is the case
considered in earlier optical lattice coding work [79]. The basis functions for
this 3-dimensional scheme, according to the signal space model defined in Sec-
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Figure 4.7. Example cross-sections of 3-D admissible regions, for (a) raised-QAM,
(b) AB-QAM (c) 3-D PAM scheme.

tion 4.1.1, are

Figure 4.6(b) plots the basis functions for the 3-dimensional rectangular pulse
scheme.

A popular signalling scheme in optical communications is pulse position
modulation (PPM), described in Section 3.3.1. For L-PPM the symbol interval
is divided into series of L subintervals. A series of L symbols are formed
by transmitting an optical intensity in only one of the L subintervals while
the optical intensity is set to zero in the other subintervals. These schemes
were originally conceived for the photon-counting channel and achieve high
power efficiency at the expense of bandwidth efficiency [113]. Note that a
PPM modulation scheme can be thought of as a coded version of the 3-D PAM
scheme discussed earlier.

4.2.2 Geometric Properties
Figure 4.7 contains plots of the regions of the example bases defined

in Section 4.2.1. As predicted by Property 3 of Theorem 4.1 the regions are all
closed, convex and bounded.
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In the case of raised-QAM, every point in represents a sinusoid
time limited to [0, T) with amplitude determined by the square distance from the
origin. Since sinusoids of the same energy have the same amplitude, regardless
of phase, all points equidistant from the origin have the same amplitude. As a
result, a 2-D disc naturally results as the region In the case of 3-D
PAM, is an equilateral triangle with sides of length It is easy to
show that the signals corresponding to a 3-PPM scheme are represented by the
vertices of the triangle. In this manner, PPM can be seen as a special case of
the 3-D PAM scheme.

Note that the raised-QAM and AB-QAM scheme, (a) and (b) in Figure 4.7,
both represent peak-symmetric signalling schemes. While the regions
for these two modulation schemes are different, the peak-to-average amplitude
value of the signals represented is 2 in both cases as given in (4.14). The 3-D
PAM scheme is not peak-symmetric. The largest peak values occur for the
points at the vertices of the triangle in Figure 4.4) to give a PAR of 3 for

4.3 Conclusions
In this chapter a signal space model is defined for time-disjoint signalling

schemes on the wireless optical intensity channel. This channel model rep-
resents the non-negativity constraint geometrically as an admissible region of
points. This set is shown to be the convex hull of a generalized cone. Similarly,
the set of points satisfying a peak optical power constraint are also shown to
reside within a similar generalized cone. A key feature of the model is that it
represents the average optical power of each symbol as the coordinate value
in a given direction. This feature allows for the construction of modulation
subject to an optical power limitation to be done based on the geometry of the
signal space. Some example basis sets are defined and the associated regions
presented.

In Chapters 5 and 6 this signal space model will be used to define modulation
schemes as well as to compute bounds on the capacity for a given basis set.
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Chapter 5

LATTICE CODES

The construction of multi-level, multi-dimensional constellations for band-
width limited electrical channels using the formalism of lattice codes has been
explored extensively in the literature [114, 115, 112, 116, 117, 109, 118, 119].
However, the study of lattice codes on optical intensity channels has received
considerably less attention.

Fiber optical channels are typically considered as being power-limited rather
than bandwidth-limited. The case of signalling over bandwidth limited optical
channels, such as some wireless optical links, has not received much attention.
Pioneering work in signalling design for the optical intensity channels noted
that unlike the electrical channels, where the energy of the signals is important,
the shape of the pulses used in transmission as well as the energy determine the
performance of optical intensity schemes [88]. Shiu and Kahn developed the
initial work on lattice codes for wireless optical intensity channels by construct-
ing higher dimensional modulation schemes from a series of one-dimensional
constituent constellations of rectangular on-off keying [79]. However, they used
the first-null measure of bandwidth and the effects of constellation shaping on
this bandwidth were not considered.

This chapter uses the signal space model of Chapter 4 to construct lattice
codes satisfying the amplitude constraints of the optical intensity channel [108].
An optical constellation figure of merit is defined and optical power gain with
respect to a baseline is computed. Optimal shaping regions in the sense of
minimum average optical power are derived and optical power gain is com-
puted. The impact of a peak optical power constraint is investigated and gains
computed. This chapter concludes with a comparison of designed lattice codes
on an idealized point-to-point link. Spectrally efficient modulation is shown to
outperform rectangular PPM for short range links.
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5.1 Definition of Lattice Codes
5.1.1 Background

As discussed in Chapter 3, for high SNR channels, the minimum Euclidean
distance, is an important metric in determining the error performance of
a signalling scheme. Also, recall that when an orthonormal basis is selected
for the signal space that the squared-norm of any signal vector is the energy of
the signal. In electrical channels, the goal of constellation design is, for a given
basis set, to find a constellation which for a given minimizes the average
energy of the modulation scheme. This problem is equivalent to finding an
arrangement or packing for a set of N-dimensional spheres of radius so
that they are packed as tightly as possible around the origin without intersecting.
To the knowledge of the author, the densest or most efficient packings have only
been found for spaces of dimension at most 3 and the problem of finding the
densest packing in higher dimensions remains an open problem [120].

A lattice, is type of packing which includes the origin and if there are
points then and In other words, is an additive
group which is also a sub-group of Figure 5.1 illustrates the integer,
and the hexagonal, lattice packings. Every lattice has a fundamental region.
The fundamental region is such that if it is repeated such that a single lattice
point is in each region, it complete covers, or tessellates, the space. The hexagon
in Figure 5.1 is a fundamental region for Note that the fundamental region
is not unique, however, the volume of any fundamental region, is the
same regardless of how the fundamental region is chosen. Some other common
measures of a lattice are the minimum square Euclidean distance between
any two lattice points, and the “kissing-number” or the number of nearest
neighbors to any given lattice point. A normalized lattice packing density known
as Hermite’s parameter,  [120], can also be defined and takes the form,

This satisfies intuition, since for a given dense lattices minimize the
volume of the fundamental region assigned to each lattice point. The densest
lattices in one and two dimensions are and respectively.

An N-dimensional lattice code is constructed by intersecting a lattice or in
general a translate of a lattice, with a shaping region, which selects a
finite number of points, i.e.,

where is some vector. The lattice is chosen to provide a set of points with
large minimum distance for a given fundamental volume, i.e., large whereas
the shaping region is designed so as to minimize to cost of the subset of points
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Figure 5.1. Example one-dimensional integer lattice and two-dimensional hexagonal lattice.

Figure 5.2. Construction of a lattice code.

chosen [109]. Figure 5.2 illustrates the construction of a lattice code in which
points inside the shaping region are selected as the constellation. The optimum
shaping region, in the sense of minimizing the average energy of the constella-
tion is an N-sphere. However, as N grows large, the size of the two-dimensional
sub-constellations used to construct the N dimensional constellation grows as
N. The optimum trade-off between this constellation expansion and shaping
gain results in a truncated polydisc shaping region [118].

5.1.2 Lattice Codes for Optical Intensity Channels
The definition of lattice codes in the electrical case does not take into account

the amplitude constraints of the optical intensity channel. Lattice codes satis-
fying the constraints of the optical intensity channel, however, can be defined
for a given basis set using the signal space model in Section 4.1.1.

The shaping region, is defined so that is bounded. An
N-dimensional lattice constellation is formed through the intersection of an
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Figure 5.3. Construction of a lattice code for the optical intensity channel.

N-dimensional lattice translate and the region to give,

as illustrated in Figure 5.3. It is assumed in this chapter that the symbols
are selected independently and equiprobably from symbol period to symbol
period. At the receiver, N matched filters are employed for detection. The
channel decomposes into an N-dimensional vector channel, following (3.5), as

where and is Gaussian distributed with independent components and
variance per dimension. As discussed in Section 3.1.2, the pair is
used to denote a modulation scheme since it describes the set × of transmittable
signals.

In the following sections the performance of optical lattice codes is related
to selection of the sets of and

5.2 Constellation Figure of Merit, Gain
The constellation figure of merit (CFM) is a popular measure of the energy

efficiency of a signalling scheme in electrical channels and is defined as

where is the minimum Euclidean distance between constellation points
and is average energy of the constellation [112]. It is desirable for an
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to possess a large CFM, that is, for a given to have a small average energy
cost. It is important to note that the CFM for electrical channels depends solely
on the geometry of the constellation.

An analogous measure for optical intensity channels which quantifies the
optical power efficiency of the scheme is [5, 79]

where is average optical power (4.3). The CFM in (5.3) is invariant to
scaling of the constellation as in the case in electrical channels [112]. The optical
CFM is unaffected by L-fold Cartesian product of so long as the symbol
period also increases L-fold, i.e., The CFM
in electrical channels is invariant under orthogonal transformations of [121],
whereas is invariant under a subset of orthogonal transformations
which leave the coordinate unaffected. Additionally, the CFM in (5.3)
depends on T via (4.3) and is not unitless as is the case in conventional electrical
channels.

The CFM provides a means to computed the optical power gain of one scheme
versus another. The probability of a symbol error, can be approximated for
a given constellation as

as discussed in (3.7). Let evaluate to the required to
achieve a symbol error rate of The optical power gain, of with
respect to some baseline with symbol period operating over the
same channel and at the same probability of symbol error, is given by the
ratio or

The asymptotic optical power gain of over in the limit as
can be shown to be

which is independent of the error coefficients and noise variance [109].
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5.3 Baseline Constellation
In order to compute a gain, a common baseline must be taken for comparison.

An M-PAM constellation, with a rectangular basis function is taken as the
baseline. This constellation can be formed following (5.2) where

and The resulting modulation
scheme is denoted where the single basis function in is
(4.1) with symbol period Under the assumption that all constellation points
are chosen equiprobably the baseline CFM is,

The constellation is formed through the L-fold Cartesian product of
with itself and can be realized by transmitting a series of L symbols of
each of fixed symbol period Since
and there is no asymptotic optical power gain.

The asymptotic optical power gain of signalling scheme over this
baseline can then be computed as

5.4 Spectral Considerations
In an comparison of signalling schemes, the spectral properties of each must

be considered. Two schemes are compared on the basis of having equal band-
width efficiencies,

where is the bit rate of the data source in bits per second and
W is a measure of the bandwidth support required by the scheme, as discussed
in Section 3.2.

In the case of lattice codes for electrical channels, it is assumed that the N-
dimensional constellations under consideration are formed by a series of N/2
constituent 2-dimensional QAM symbols. Furthermore, each constituent QAM
symbol is assumed to be shaped using ideal Nyquist pulse shaping, which yields
a strictly bandlimited power spectral density with bandwidth W = 1/T Hz,
for a symbol interval of (N /2)T. Thus, assuming equiprobable signalling, the
bandwidth efficiency of reduces to
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This is often referred to as the normalized bit rate per two dimensions [112, 109].
To compare two schemes, it is necessary to equate their normalized bit rates. It
should be noted that the spectral characteristics of have been completely
represented in terms of the geometry of the constellation, and are independent of
the signalling interval or bandwidth. The impact of constellation shaping on the
power spectral density of a scheme, at a given rate, is typically not considered.
Indeed, in the case of block-coded modulation, using constituent 2-D QAM
symbols, sufficient conditions on the constituent codes for no spectral shaping
have been derived [122].

In general, the power spectral density (3.12), depends on two factors : the
pulse shapes, through the and on the correlation between symbols. In
the case of bandlimited the resulting must necessarily be ban-
dlimited since it arises due to the sum of a set of similarly bandlimited functions
in (3.12). Thus, if bandlimited basis functions are used, the resulting power
spectral density will be bandlimited independent of the shaping or coding.

As discussed in Section 3.1.6, the definition of the bandwidth for time-
disjoint signalling is not obvious. In previous work on modulation schemes
and lattice codes for optical intensity channels, the first spectral null of the
power spectral density was used as a bandwidth measure [79, 11, 77]. In this
chapter the fractional power bandwidth (3.15) is used to define the bandwidth of
signalling schemes. This bandwidth measure is chosen since it better captures
the impact of coding and shaping on the spectral characteristics of the channel.

To compare optical intensity schemes versus the band-
width efficiencies must be equal.

Since the average optical power depends on T, as shown in (4.3), changes
in T will change the average optical power, P, but leave the constellation
geometry unaffected because the basis functions are scaled to have unit electrical
energy independent of T. Thus, unlike electrical channels, the geometry of the
constellation does not completely represent the average optical power of the
scheme. It is therefore necessary to fix both the bandwidth and the bit rate of

and to be equal in order to have a fair comparison.
Fixing the rate of the schemes,

Define for and define where is the
fractional power bandwidth of the baseline scheme. Writing and in
terms of and and equating them gives the definition
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Combining the results of (5.7) and (5.8) gives,

The term can be interpreted as the “essential” dimension of where
signals are time-limited to [0, T) and the fractional power bandwidth is
This dimension is analogous to the Landau-Pollak dimension, defined in Section
3.2, for time-limited signals. Although this analogy is not rigorous in the case
of power spectra, nonetheless, it provides interesting insight into the resulting
expressions.

If is interpreted as the effective dimension of the parameter in (5.8)
is then the effective number of dimensions of with respect to the baseline.
Equation (5.9) can then be interpreted as the effective normalized rate in units
of bits per effective baseline dimension. This interpretation is analogous to the
conventional expression of normalized bit rate in (5.6). Since, in general, the
power spectrum of a scheme depends on shaping, must be determined for
every choice of and

5.5 Gain versus a Baseline Constellation
Using the definition of effective dimension (5.8) and the effective normal-

ized rate (5.9), the optical power gain in (5.4) can be simplified to

Note that the gain is independent of the value of T and as in the conventional
case. However, in the optical intensity case, the gain depends on the effective
dimension as opposed to the dimension of the Euclidean space, N, as in
the conventional case. For large, or more precisely for a large effective
normalized rates, the term and can be neglected.

5.6 Continuous Approximation to Optical Power Gain
The continuous approximation [112] replaces discrete sums of a function

evaluated at every by normalized integrals of the function over the
region For which is Riemann-integrable over
[109],

This approximation is valid when where the notation V( · )
evaluates to the volume of the region. In practical terms, this condition holds
when operating at a high effective normalized rates.
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By the continuous approximation, (4.3) is approximated as

Similarly, is approximately

Since the continuous approximation is valid when is large, in (5.10) the
term

Since (5.10) is well approximated by

where the coding gain is given as

and the shaping gain is

5.7 Coding Gain
In electrical channels, the coding gain is measured by Hermite’s parameter

introduced in (5.1). The electrical coding gain depends solely on the geometric
properties of the lattice. In optical intensity channels, the coding gain(5.14) can
be written in terms of as

Through the optical coding gain depends on and Thus, the
densest lattice in N-dimensions, as measured by may not maximize the
optical coding gain in (5.14).

If transmitting at high effective normalized rates, Appendix 5.A demonstrates
that the continuous approximation can be used to yield an estimate of the effec-
tive dimension, independent of For a given and substituting

in (5.16) leaves as the only term dependent on the lattice chosen.
As a result, for large the densest lattice in N-dimensions which maximizes

also maximizes the optical coding gain,
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5.8 Shaping Gain
The purpose of shaping is to reduce the average optical power requirement

of a scheme at a given rate. In electrical channels, the shaping gain depends
on the geometry of the constellation. As is the case with the shaping
gain for the optical intensity channel (5.15) is a function of the region
as well as In general, determining the which maximizes is
difficult and will depend on the specific basis functions selected.

5.8.1 Optimal Shaping Regions
It is possible to approximate as independent of in certain cases. If the

have K% fractional energy bandwidth which are all approximately the
same and then every symbol occupies essentially the same bandwidth.
In this case, the bandwidth of the scheme, and hence will be independent of

Raised-QAM is shown to satisfy this approximation in Section 5.12.
If is independent of then the rate depends on the volume

The optimal choice of in the sense of average optical power, is one which for
a given volume, or rate, minimizes the average optical power The optimum
shaping region which maximizes shaping gain is the half-space

for some fixed so that the desired volume is achieved. The proof
of this assertion rests on noting that all points with equal components in the

have the same average optical power. For a given volume, i.e.,
rate, and the optimal shaping region can be formed in a greedy fashion by
successively adjoining points of the smallest possible average optical energy
until the volume is achieved. It is clear that the region in (5.17) will result. This
result is different than the case of electrical channels where the N-sphere is the
optimal shaping region in an average energy sense.

As mentioned in Chapter 2, wireless optical channels are typically dominated
by the average and not the peak optical power. However, in practical systems
both constraints must be met. For a given pulse set, peak optical power
and rate, the optimum region which maximizes shaping gain is

for (5.17) and as defined in (4.7). The form of this region can
be justified in an identical manner as the previous case, except that here the
points selected such that they satisfy both non-negativity and peak amplitude
constraints. Figure 5.4 presents an example of such a region for raised-QAM
defined in Section 4.2.
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Figure 5.4. The region for raised-QAM with

5.9 Shaping Gain: Expression
For constellations defined as the shaping gain in

(5.15) can be simplified by exploiting the symmetries of By Property 1 of
Theorem 4.1, the are directly similar and scale linearly in As a result, the
volume of each of the scales as

for an N-dimensional signal space. The volume of can then be
computed simply as

The computation of average optical power (5.12) is simplified by exploiting
the symmetry of the geometry and can be computed as an integral over the
direction only. Noting that and substituting
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(5.19) and (5.20) into (5.12) gives

The continuous approximation can also be applied to the computation of
Appendix 5.A demonstrates a continuous approximation to can be

computed based solely on the region The expression for the shaping
gain is computed from and by substituting (5.20) and (5.21) into (5.15) to
yield

Unlike the electrical case where the shaping gain is invariant to scaling of
the region, depends on since the dimension of the
defined signal space is not equal to the effective dimension of

5.10 Shaping Gain: Peak-Symmetric Schemes
As demonstrated in Theorem 4.2, In the case of peak-

symmetric schemes, defined in Section 4.1.5, since is closed under
inversion is a reflection of in the hyperplane As a
result of this additional degree of symmetry, the cross-sections of and
in the coincide for In other words, the cross-sections of

for a given value are all directly similar to Figure
5.4 presents the region for a peak-symmetric, raised-QAM
example defined in Section 4.2.

For peak-symmetric pulse sets with
The peak-symmetry of the scheme requires that all points in

have a maximum amplitude of by (4.14). Thus, for
all points in have peak amplitude less than

In the case of the volume and of the resulting region are,

and
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Substituting into (5.15) gives the shaping gain for peak-constrained regions.
Note also that peak optical power in the case of these regions is and
gives a PAR of

which is independent of the symbol interval.

5.11 Opportunistic Secondary Channels
Opportunistic secondary channels arise when there exists a degree of freedom

in the selection of a constellation point. Say it is required to transmit bits of
data per symbol. If then there is a choice as to which signal point to
transmit. By the proper exploitation of this choice it is possible to transmit data
on this secondary channel. This increase in the size of the constellation will
normally come at the expense of increased average energy [112].

For optical intensity lattice codes, this secondary channel can be exploited
without increasing the average optical power. For the optimal shaping region

the maximum optical power shell is in general not com-
pletely filled. All the lattice points in are equivalent from an average
optical power cost and the additional points in this shell can be selected without
impact on the optical power of the scheme. This degree of freedom in selecting
constellation points can be used to transmit additional data, introduce spectral
shaping or add a tone to the transmit spectrum for timing recovery purposes.

5.12 Example Lattice Codes
5.12.1 Gain of Example Codes

The optical power gain versus the bandwidth efficiency is plotted for PPM
and raised-QAM modulation schemes in Figure 5.5.

Ten discrete raised-QAM constellations were constructed as

by selecting the appropriate to have each carrying from 1 to 10 bits per
symbol. The power spectral density for each scheme is computed symbolically
via (3.14) using a symbolic mathematics software package [123] and integrated
numerically to determine and for a fixed T. These results were
then used to computed for each The power spectral density of the
baseline scheme is trivial to compute, and numerical integration yields

for and for The effective dimension of
the constellations are presented in Table 5.1. The same procedure was repeated
for discrete PPM constellations of size 2 through 8. Table 5.2 presents the
values computed for these constellations.

For both the raised-QAM and PPM schemes, in Tables 5.1 and 5.2 are
essentially independent of the value of K in This suggests that is not
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Figure 5.5. Gain over baseline versus bandwidth efficiency. Note that points indicated with
and represent discrete PPM and raised-QAM constellations respectively while the solid lines
represent results using the continuous approximation.
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sensitive to the choice of K for values of Note also that increases as
for the PPM constellations since each signal point is orthogonal to all others.

In the case of raised-QAM, the effective dimension remains approximately
constant as increases.

The gain of the raised-QAM and PPM examples was computed using (5.10)
and the derived from the Note that the raised-QAM schemes in Figure
5.5 provide large optical power gain over the baseline scheme while operating
at high bandwidth efficiencies, while the PPM schemes provide small gain at
low bandwidth efficiencies.

Using the optical power gain as a figure of merit can be deceptive since it
depends on the baseline scheme chosen. The raised-QAM and PPM examples
operate at different bandwidth efficiencies and a direct comparison of their
performance is not possible using this measure. Indeed, Figure 5.5 suggests that
PPM and raised-QAM are suited for operation under highly different channel
conditions. In Section 5.12.2 a comparison technique based on an idealized
point-to-point link is presents which illustrates the conditions under which PPM
or raised-QAM are appropriate.

It is often difficult if not impossible to directly compute the power spectral
density to find To verify the asymptotic accuracy of the continuous ap-
proximation gain in (5.13), was computed for the raised-QAM examples.
The continuous approximation to the psd was computed symbolically using
(5.A.1) and then integrated numerically to get an estimate of Table 5.1
presents the estimated value of effective dimension. The gain using the con-
tinuous approximation for is included in Figure 5.5 and demonstrate that for
large constellations that the continuous approximation to the optical power gain
approaches the discrete case.

For the 3-dimensional PAM bases, defined in Section 4.2.1, the continuous
approximation of gain was computed in an identical fashion to give
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and is also plotted in Figure 5.5. It is somewhat surprising that the baseline is
more power efficient than the 3-D PAM scheme in spite of the fact that the 3-D
PAM constellation arises as a shaped version of the baseline using
This is due to the fact that depends on The effective dimension for the
shaped case is larger than the baseline value of 3 which eliminates any shaping
gain. The approximation that the bandwidth of each symbol is approximately
constant is not good for the 3-D PAM example, and thus the interpretation of

as optimal in average optical power at a given rate is not true.

The role of coding is investigated by forming a 24-dimensional constellation
by specifying symbols consisting of blocks of 8 consecutive 3-dimensional
raised-QAM symbols. The resulting was intersected with the Leech lattice,

to form a constellation. Using the continuous approximation, the optical
power gain was calculated. The effective dimension was approximated by
integrating over the 24-dimensional region symbolically to give
The optical gain using this coding is plotted in Figure 5.5 for comparison. The
use of over gives a coding gain of approximately 3 dB in optical power
which is less than the 6 dB nominal electrical coding gain [120]. This reduction
is coding gain arises since, as alluded to in (5.16), the optical coding gain
depends on the square root of Hermite’s parameter. Qualitatively, an electrical
coding gain corresponds to a reduction in the mean square value of the signal
while an optical coding gain corresponds to the reduction in the mean value of
the signal.

5.12.2 Idealized Point-to-Point Link

Using the gain over a baseline as a metric for comparison on modulation
schemes can often be misleading. The optical power gain is highly dependent
on the baseline scheme that is chosen. In order to have a more consistent
comparison between PPM and raised-QAM schemes, the distance over which
scheme could transmit over an idealized eye-safe, point-to-point wireless optical
channel operating at a given symbol error rate and data rate was taken as a
measure of optical power efficiency. Figure 5.6 presents a block diagram of
the idealized link. The receiver and transmitter are assumed to be aligned
and a distance D cm apart. The average transmitter intensity is constrained
to which is the eye-safety limit of a commercially
available wireless infrared transceiver [124]. The detector sensitivity is taken
to be over an area of and the channel noise standard
deviation both of which have been reported for
a similar experimental link [125]. The symbol error rate in all cases was set
to which corresponds to the IrDA Fast IR specification [85]. Assuming
operation in the far-field case, the transmission distance under these constraints
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Figure 5.6. Block diagram of an idealized point-to-point link.

is

where which is set by the symbol error rate.
Figure 5.7 presents the distance of the point-to-point link versus bandwidth

for the discrete uncoded examples presented in Section 5.12.1 and Figure 5.5
with a fixed symbol error rate and for a variety of data rates. The bandwidth
measure is For a given constellation, the data rate is varied by varying
T. For both schemes increasing the rate for a given constellation causes a
reduction in the distance. This reduction in range arises due to the fact that P
(4.3) is inversely proportional to Increasing the data rate by decreasing T
for a given constellation then increases the optical power required to achieve the
given symbol error rate and hence reduces transmission range. As discussed in
Section 4.1.1 this is due to the unit energy normalization of basis functions in
the signal space.

The idealized point-to-point link also indicates that pulse position modulation
schemes are appropriate for long-range transmission at the price of increased
bandwidth while raised-QAM schemes are appropriate for high data rate, short
distance links. Long-range links are limited by the amount of power which
can be collected at the receiver. As a result, power efficient PPM scheme
must be employed at the cost of bandwidth expansion or equivalently rate loss.
Small cardinality PPM signalling sets (of size 2 or 3) have limited use since the
optical power efficiency is small compared to the required bandwidth. Figure
5.7 demonstrates that PPM constellations of cardinality 4 or more allow for a
trade-off between rate and link distance. As the link distance becomes smaller,
the amount of power collected increases. In this case, bandwidth efficient,
multi-level, raised-QAM techniques can be employed to increase the link data
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Figure 5.7. Idealized point-to-point link length versus bandwidth for the discrete uncoded PPM
and raised-QAM constellations of Figure 5.5 with

rate. The idealized point-to-point link comparison technique quantifies the rate
versus link distance trade-off in the design of wireless optical links.

The results of the idealized point-to-point link in Figure 5.7 also provide a
design guide for the construction of modulation schemes. If we assume that an
industry standard IrDA Fast IR link using 4-PPM and operating at 4 Mbps is
taken as the operating point, using the 99% fractional power bandwidth, the link
bandwidth is 100 MHz. For the sake of comparison, the first-null bandwidth
for rectangular PAM in this case is approximately 9.7 MHz. This link is able
to support a data rate of 4 Mbps at the specified symbol error rate. If the
same physical link is required to transmit at 125 cm, a 2-raised-QAM scheme
can be used to achieve rates of 8 Mbps. If the distance is reduced to 75 cm, rates
of up to 16 Mbps are possible using 4-raised-QAM. Data rates of 32 Mbps over
60 cm using 32-raised-QAM and 64 Mbps over 40 cm using 256-raised-QAM
constellations are possible. Thus, for a given set of optoelectronics, which
determine the channel bandwidth, the data rate can be optimized by the proper
selection of modulation scheme. Power-efficient schemes operate over longer
distances at low data rates while bandwidth efficient schemes offer high data
rates over shorter distances.

Note that for raised-QAM in Figure 5.5 the gain of increases with while
in Figure 5.7 the link distance decreases with This is because the optical
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power requirement of the baseline scheme increases more quickly than raised-
QAM at high bandwidth efficiencies. The use of link distance is a more practical
means of computing relative performance of signalling schemes.

5.12.3 Peak Optical Power
The peak optical power of the example schemes was thus far not considered.

Here, the impact of shaping with on fractional power bandwidth
and on average optical power are investigated.

The values for raised-QAM constellations shaped with are
presented in Table 5.3. For a given and scaling of the region
does not alter and so the set of regions can be parameterized by
It can be shown that the symbols are all nearly bandlimited in the sense of Section
5.8.1, the effective dimension is approximated as being nearly independent of

Thus, for the raised-QAM example and under the assumptions stated
in Section 5.8.1, and are optimal in the average optical
power sense.

At a given rate, the use of shaping region reduces the peak optical
power of a scheme at the cost of increasing average power over the case using
shaping region For the raised-QAM bases, form the constellations

and  for some fixed
and for Under the assumption that is approximately
independent of fixing defined in
(5.20) and (5.23), fixes the rates of the schemes to be equal. The peak constraint
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incurs an excess average optical power penalty,

which can be computed via (5.21) and (5.24). The normalized peak optical
power of with respect to is defined as

where the peak optical power of is defined in (4.14).
The trade-off between the peak and average optical power at a given rate

for the uncoded raised-QAM example is presented in Figure 5.8. The indepen-
dence of and is illustrated in the figure since results using the approximation
and results in which was computed numerically nearly coincide. Addition-
ally, Figure 5.8 demonstrates that the peak value of the constellation can be
reduced by approximately 1 dB over the case of at a cost of less than
0.25 dB increase in average optical power. It is often important to reduce peak
amplitudes in practical systems since schemes with high peak optical ampli-
tudes is more vulnerable to channel nonlinearities and requires more complex
modulation circuitry.

5.13 Conclusions
The signalling design problem for wireless optical intensity channels is sig-

nificantly different than for the conventional electrical channel. Whereas in
electrical channels the constraint is on the mean square value of the transmitted
signal, the optical intensity channel imposes the constraint that all signals are
non-negative and that the average signal amplitude is limited. Here a further
constraint is imposed on the bandwidth of the channel since wireless optical
channels are typically bandwidth constrained. A further constraint on the peak
optical power is also considered and the trade-off between average and peak
optical power is quantified.

Popular PPM schemes provide a means to trade-off optical power efficiency
for bandwidth efficiency. In point-to-point links, this manifests itself as a trade-
off between transmission distance and data rate. Bandwidth efficient multi-level
schemes, such as raised-QAM, provide higher data rates at the expense of a
greater required optical power. In this chapter, the linearity of the transmit
and receive optoelectronics is not considered. Indeed, in practical links the
non-linearity, especially in some laser diodes, may limit the implementation of
multi-level modulation schemes.

It must be emphasized that the use of optical power gain versus the baseline
is only useful when comparing two schemes at a given bandwidth efficiency.
This technique was used to determine the optical power coding gain for a 24-
dimensional Leech lattice example. To compare modulation schemes with
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Figure 5.8. Peak optical power versus excess average optical power (at same rate). Solid line
represents case where is assumed independent of and points indicate values for which

in Table 5.3, was computed numerically.

widely differing bandwidth efficiencies the baseline comparison method is not
longer effective and comparisons must using idealized point-to-point link.

This chapter has further demonstrated that coding alone, although necessary
to approach capacity, provides relatively limited optical power gain. The optical
coding gain is shown to be proportional to the square root of the electrical coding
gain. In the design of modems for such a channel, physical improvements to
improve the optical power efficiency should first be exploited before complex
coding schemes are considered. Chapter 9 briefly discusses the use of optical
concentrators and long wavelength devices increases the receive optical SNR
and allows for the use of high-data rate spectrally efficient modulation.

Although a number of example pulse sets and coding schemes are treated in
this chapter, the question of the maximum achievable data rate for a given pulse
set remains open. Chapter 6 answers this question by computing bounds on
the capacity of optical intensity pulse sets subject to an average optical power
constraint.
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APPENDIX 5.A: Continuous Approximation of the
Power Spectral Density

This appendix presents an approximation of the power spectral density based on the contin-
uous approximation (5.11).

Section 3.2 discusses the computation of the power spectral density for sources which are ac-
curately modelled as Markov sources. In the case of independent and equally likely transmission,
the expressions to compute the power spectral density are significantly simplified.

The summations in the definition of in (3.14) can be simplified using the continuous
approximation (5.11). The continuous approximation to power spectral density, can be
written in terms of the Fourier transforms of the basis functions, as

where * denotes conjugation and

Therefore, in order to calculate the continuous approximation for the power spectral density the
first and all second order moments of the N-dimensional random vector uniformly distributed
over must be determined.

Figure 5.A. 1 plots along with the power spectral density calculated symbolically via
(3.14) for various sizes of discrete, optimally shaped, uncoded raised-QAM examples in Section
5.12. As the rate increases, it is apparent that approaches the true power spectral density
(3.14).

An approximation to in (5.8) can be computed by estimating the fractional power bandwidth
of a scheme via numerical integration of (5.A. 1) to yield The accuracy of this approximation
improves of the rate of the scheme increases, as is evident in Figure 5.A.1.
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Figure 5.A.1. Power spectral density of uncoded, discrete raised-QAM constellations (solid
line) versus the continuous approximation for the power spectral density (dashed line, T = 1 in
all cases).
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Chapter 6

CHANNEL CAPACITY

There has been much work in the investigation of the capacity of optical chan-
nels in which the dominant noise source is quantum in nature. These Poisson
photon counting channels, discussed in Section 3.1.5, are good models when
the receiver is illuminated with low intensity light. Wireless optical channels,
as described in Chapter 2, are subjected to intense background illumination
which dominates the quantum noise in the channel.

This chapter investigates the fundamental limits on communication in wire-
less optical channels [126]. Asymptotically exact upper and lower bounds on
the capacity of optical intensity channels are presented on the vector additive
white Gaussian noise channel. These capacity bounds are not restricted to rect-
angular pulse sets, but use the signal space model of Chapter 4 to represent all
time-disjoint schemes. The chapter concludes with the derivation of capacity
bounds for a number of basis sets and concludes that spectrally efficient pulse
selection is critical in obtaining high spectral efficiencies.

6.1 Background
6.1.1 What is Channel Capacity?

The channel capacity is a fundamental measure of the maximum amount of
information which can be conveyed through a channel reliably [127]. Shan-
non’s discovery that it was possible to have arbitrarily reliable communication
at non-zero rates revolutionized communication system design practices and es-
tablished the areas of information theory and error control coding. The capacity,
C, of a discrete memoryless vector channel from X to Y is
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where I (X, Y ) is the mutual information between input and output vectors
in a sample space and is the source distribution [128]. The set is
the collection of all distributions that satisfy some cost constraint. A typical
example of a cost constraint would be the set of all distributions with a given
variance or electrical power constraint. For example, a Gaussian noise channel,
with variance where is the set of all distributions on the real line with
variance at most has capacity,

where the capacity achieving source distribution is normal with zero mean
and variance Shannon proved in his channel coding theorem [127] that a
necessary and sufficient condition for the existence of a coding scheme which
can operate at an arbitrarily low probability of decoding error is that the rate
of information transmission is no larger than the channel capacity. Thus, the
capacity of a channel is a fundamental measure of performance and represents
the ultimate rate at which information can be conveyed reliably. There any many
excellent references on information theory which outline the basic concepts and
practices in greater detail [128–130].

6.1.2 Previous Work
Historically, the optical intensity channel has been modelled as a Poisson

counting channel in which photon counts at the receiver are corrupted by the
quantum nature of the channel as well as by external noise sources. In the
absence of external noise, Gordon and Pierce demonstrated that the capacity
of such photon counting channels (in units of nats/photon) under an average
optical power limit is unbounded [131, 132]. In fact, M-ary PPM can achieve
arbitrarily small probability of error for any rate [132, 113]. Under an addi-
tional constraint of fixed peak optical power, Davis and Wyner determined the
capacity of this channel and showed that binary level modulation schemes were
capacity-achieving [133, 134]. These channel capacity results, however, do not
impose an explicit bandwidth constraint on the signals transmitted. Indeed,
McEliece demonstrated that schemes based on photon counting in discrete in-
tervals require an exponential increase in bandwidth as a function of the rate (in
nats/photon) for reliable communication [113]. In the case of rectangular PAM
signals confined to discrete time intervals of length T and with a given peak
and average optical power, Shamai showed that the capacity achieving input
distribution is discrete with a finite number of levels increasing with T [135].
For high bandwidth cases, as the binary level techniques found ear-
lier are capacity achieving, however, lower bandwidth schemes require a larger
number of levels. In the case of intense ambient lighting, where the noise can
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be modelled as being Gaussian distributed, it has been demonstrated that the
capacity achieving distribution for multi-dimensional signalling subject to a
peak and average optical power constraints is always in some sense “discrete”,
i.e., is defined on a set of measure zero [136]. It still remains difficult, however,
to find the capacity achieving distribution in all but the case of one dimensional
signalling.

The maximum rate of multiple PPM on photon counting channels was com-
puted for channels with no inter-symbol interference [92]. In the case of mul-
tipath wireless optical channels, the maximum rate for MPPM was computed
in the presence of inter-symbol interference [137]. In the case of multiple sub-
carrier modulation for wireless optical channels, an upper bound on the channel
capacity was computed subject to an average optical power constraint under the
assumption that the average optical power per symbol was fixed [138]. The
bounds derived in this chapter differ significantly in that they do not assume a
pulse shape and they allow the average optical amplitude to vary from symbol
to symbol.

6.2 Problem Definition
As in Chapters 4 and 5, consider transmitting symbols formed as linear

combinations of the N basis functions in the set With N matched filters at
the receiver, the channel can be modelled as the vector channel (3.5),

where each term is an N-dimensional random vector with probability densities
and respectively and Z is an N-dimensional Gaussian

random vector with independent components of mean zero and variance per
dimension.

The transmitted vector X must represent a signal which satisfies the ampli-
tude constraints of the optical intensity channel. The set of source distributions,

in (6.1) must contain distributions which have support only for those values
which correspond to non-negative output amplitudes and satisfy average (and
perhaps peak) amplitude constraints. That is, in the signal space introduced in
Chapter 4.1.1, all of the distributions in have support on Explicitly, for

in order to satisfy the non-negativity constraint, for
To the knowledge of the author, no closed form solution for the capacity

of wireless optical intensity channel which are modelled in this manner.
The average optical power constraint requires that for every
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for a given bounded value of P. Note that this is analogous to the definition in
(4.3) except that need not be discrete as was the case in Chapter 5.

The problem of finding the maximum rate at which reliable communication
can take place in the optical intensity case is

in units of bits per channel use were is the set of source distributions satisfying
the amplitude constraints. This capacity is the maximum achievable rate when
the transmitted waveforms are restricted to be linear combinations of a particular
basis set This result is analogous to the case of strictly bandlimited electrical
channel where all transmitted signals are a scaled version of the basis function

and the channel capacity is

where W is the channel bandwidth and SNR is the signal-to-noise ratio [128].
This chapter finds bounds on the maximum rate at which reliable communi-

cation can take place under non-negativity and average optical power constraints
for a family of channel models determined by the choice of

6.3 Bandwidth Constraint
Capacity results on photon counting channels indicated that the rate is un-

bounded if the average optical power is the only constraint [131, 132]. It is
possible to show that arbitrarily narrow rectangular pulses in a symbol inter-
val of T at a given average optical power causes the capacity in (6.4) to grow
without bound. However, previous work also noted that this unbounded rate
necessarily comes at the cost of an infinite bandwidth and amplitude require-
ment [113]. Therefore, it is necessary to specify a bandwidth constraint on
the set of transmitted signals in order to have a consistent notion of channel
capacity.

There any many notions of bandwidth, some of which are discussed in Sec-
tion 3.2. In the previous chapter on lattice codes, Section 5.4, a bandwidth
constraint on a constellation was interpreted as an effective dimension due to
an analogy with electrical bandlimited modem design. Unlike the case treated in
Chapter 5, where specific signal sets were considered, the capacity computation
is a maximization over all possible signalling sets.

In this case, a bandwidth constraint is imposed on the set of transmitted sig-
nals by way of the Landau-Pollak dimension, presented in Section 3.2. It was
shown, for an energy signal with energy bandwidth of

and symbol period T that approximately orthonormal prolate
spheroidal wave functions were required to describe An effective dimen-
sion of the signal space associated with optical intensity basis can be defined
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as,

This definition is equivalent to fixing T and specifying the available chan-
nel bandwidth, as the largest bandwidth of any transmittable signal, i.e.,

This channel bandwidth definition ensures that the channel is
able to support the transmission of at most dimensions per symbol. Since
each transmitted waveform is at most dimensional, the received signals
are uncorrupted by the channel, i.e., on a noiseless channel, the received signals
are indistinguishable from the transmitted signals in the sense of (3.18).

It is often difficult to compute for a given basis set Practically,
is computed by fixing T and maximizing the bandwidth over all transmittable
signals. Without loss of generality, consider an which is unit
energy. The bandwidth can be approximated by expanding in terms
of the basis as

where is the Fourier transform of and This approxi-
mation holds for large W or equivalently for small when the approximation

is valid for This approximation is used in several of the examples
presented in Section 6.6.

6.4 Upper bound on Channel Capacity
An upper-bound on the capacity of the Gaussian-noise-corrupted wireless

optical intensity channel can be obtained by considering a sphere-packing ar-
gument in the set of all received codewords while imposing the amplitude
constraints of the channel. This analysis is done in the same spirit as Shannon’s
sphere packing argument for channels subject to an average electrical power
constraint [139, 140]. To find this upper bound, the volume of the set of received
codewords be computed for a given average optical power limit.

6.4.1 Background
Consider transmitting a codeword  formed from a series of L, N-dimensional

symbols drawn from a constituent constellation. In order for to be transmit-
table, where is the L-fold Cartesian product of with itself.
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As discussed in Section 4.1, the admissible region, of any time-disjoint
signalling scheme is the convex hull of a generalized cone. The Cartesian
product represents a set of signals which satisfy the non-negativity constraint
and are time limited. Therefore, represents a time-limited optical intensity
scheme and must therefore be the convex hull of a generalized cone with vertex
at the origin.

An LN-dimensional transmitted vector, is drawn from the set

where the shaping region is a hyperplane defined to ensure that the power
constraint (6.3) is satisfied. The region can be expressed in terms of the
signal space as

where the are the components ofeach of the L constituent constellations.
Given that is transmitted, the received vector, Y, is normally

distributed with independent components of variance per dimension about
mean vector Denote the set of all possible received vectors by By
the law of large numbers, with high probability Y will lie near the surface of
a sphere of radius where can be made arbitrarily small by
increasing L [140]. A codeword is decoded by assigning all vectors contained
inside the sphere to the given codeword.

Define as

where

and is the LN-dimensional unit ball. For all which arise from
the transmission of and any given positive and the inequality

can be satisfied for sufficiently large L by the weak law of large numbers. Thus,
for large enough L the distance between any and the corresponding

tends to with probability arbitrarily close to one. In other
words, for large enough L the probability that does not lie in can be made
arbitrarily small. Since the capacity calculations depend on the asymptotic
behavior of in L, the properties of must be determined in order to
determine an upper bound.

Figure 6.1 presents an example of a two-dimensional cross-section of
and
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Figure 6.1. Cross-section of and upper bound

6.4.2 Upper bound Computation
The channel capacity in bits/symbol for a given optical intensity basis set,

can be upper bounded using the sphere packing argument developed for
electrical power constrained channels [139]. The sphere-packing argument is
used to upper bound channel capacity by finding an upper bound on the number
of non-overlapping “message spheres” of radius that can be place in
as The spheres are non-overlapping since, qualitatively, any overlap
will yield confusion about which message was transmitted and arbitrarily low
probability of error cannot be achieved. These concepts can be formalized
rigorously in Gaussian channels [140].

Using the previously defined regions,

The computation of the volume of is in general very difficult due to the
geometry of the region, however, it is possible to upper bound the region. It is
possible to show [126] that

for some constants and as illustrated in Figure 6.1. Therefore, can
be further upper bounded as
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where the volume of the LN-ball can be written as

It can be shown that [126],

and that the asymptotic value of is

Substituting into the upper bound gives,

Using Stirling’s formula [141] to bound the factorial functions,

and simplifying the expressions, the number of codewords can be upper bounded
as

where
Substituting into (6.10), replacing with the average optical power through

(6.3) and taking the limit as yields the upper bound,

for symbol period T. The upper bound depends on the pulse set chosen through
the volume of the admissible region The selection of pulse shapes to maxi-
mize achievable rates is treated in Section 6.6.4 for a given bandwidth and over
signal-to-noise ratio.
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As discussed earlier, in order to have a consistent measure of maximum rate
a spectral constraint must be imposed on the set of signals. The capacity can
be expressed as a maximum spectral efficiency in units of bits/second/Hertz,

as opposed to in(6.11), which is in units of bits/symbol. Spectral
efficiency is an appropriate measure of the fundamental limits of this channel
of since it combines important and practical channel performance measures of
data rate and bandwidth. For a channel bandwidth of using the effective
dimension (6.5), the maximum spectral efficiency is bounded as,

where

In the bound above, the effective dimension of each signal in must be com-
puted in order to find Notice that this is different than in bandlimited
channels where the dimension of each basis signal is unity. The factor
can be interpreted as a measure of dimensional efficiency of a given model since
N is the dimension of the signal space while is the maximum effective
dimension of the set of signals determined by using a energy
bandwidth measure.

The maximum spectral efficiency, does not depend on T unlike
For example, signalling techniques using time-disjoint rectangular

pulses is a subset of the Cartesian product of one dimensional rectangular PAM.
That is, PPM can be considered as a coded version of rectangular PAM. For
a given T, consider forming another rectangular pulse signalling scheme by
transmitting L time disjoint pulses per period each with extent T/L seconds.
As pulse width goes to zero for a fixed average optical power, can be
shown to be unbounded while in (6.12) which is unaffected by the time
extent of each of the constituent pulses. By imposing a bandwidth constraint a
consistent measure of the maximum data rate of the channel is obtained inde-
pendent of the particular T chosen.

6.5 Lower bound on Channel Capacity
It is possible to find a lower bound on the channel capacity of the optical in-

tensity channel by computing the mutual information between input and output
for any source distribution satisfying the amplitude constraints of the channel.
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In other word, the capacity is at least as good as the mutual information between
X and Y in (6.4) with source distribution Consider defining a
lower bound by selecting the maxentropic source distribution, The
distribution maximizes the differential entropy of the source subject to
both the non-negativity and average optical amplitude restrictions.

For a fixed T, the average optical power depends solely on the mean of the
coordinate value, as shown in (4.3). By the maximum entropy principle, the

maxentropic source distribution subject to this average constraint must take the
form for and for some K, [128].  The
constants K and can be found by solving

to yield

for For X * distributed as the differential
entropy of X* is

Notice that is a function of solely average optical power constraint, that
is, the coordinate in the direction. Conditioned on a given value of
the distribution is uniform over cross-section which is entropy-maximizing
in the absence of constraints.

Therefore, a lower bound on the channel capacity can be written as

where A closed form solution on this lower bound, however,
is in general difficult to derive. A closed form on a looser lower bound on the
channel capacity can be found by expanding the mutual information as
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where evaluates to the differential entropy. A lower bound on I (X*; Y)
arises by

where (6.17) arises since conditioning reduces differential entropy and (6.18)
since translation does not alter the differential entropy.

Combining (6.14), (6.15) and (6.18) and applying the effective dimension
spectral constraint (6.5) gives a lower bound on the spectral efficiency,

where

The asymptotic behavior of the bounds (6.12) and (6.19) can be investigated
at high optical SNR, when becomes large. For a fixed value of average
optical power, P, the optical SNR can be increased arbitrarily by letting
in which case it can be shown that

that is, the bounds are asymptotically exact as optical SNR tends to infinity. Note
that is only tight at high optical SNRs and that numerical computation
of I (X*; Y) provides a better lower bound at low optical SNR.

The relationship between and the bounds derived is summarized as,

6.6 Examples and Discussion
6.6.1 Rectangular PAM

As described in Section 3.3.2, rectangular M-PAM pulses are formed by
scaling a rectangular pulse shape (4.1) so that The ef-
fective dimension using a 0.99-fractional energy bandwidth is

and is computed by numerical integration of the basis



118 Channel Capacity

Figure 6.2. Capacity bounds and mutual information curves for rectangular PAM schemes.

function in frequency domain [123]. The cross-section in this case is a
point and the volume is taken as 1 which allows all previous derivations to
hold, and is presented in Table 6.1.

The upper and lower bounds on are presented in Figure 6.2 as
well as spectral efficiency curves for discrete uniform 2, 4, 8 and 16 point con-
stellations versus optical SNR. The spectral efficiency curves for the uniformly
distributed examples were computed by a well known numerical technique by
Ungerboeck to compute the mutual information [142].
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The upper bound on capacity (6.12) is,

In order to determine the lower bounds, the received distribution, can
be computed as,

where is defined in (3.8). Since does not have a closed form,
computing I (X *, Y) in closed form is not possible. The lower bound in Figure
6.2 was computed numerically at a number of optical SNR values [123]. As
shown earlier, at high SNR the lower and upper bounds approach each other.

The bounds are illustrated again in Figure 6.3 at low SNR. Spectral efficiency
curves for popular M-PPM, discussed in Section 3.3.1, are also included for
comparison. The spectral efficiency curves for a channel model based on M-
PPM are computed via Monte Carlo simulation [142] and plotted for N = 2,4,8
in Figure 6.3. It is interesting to note that PPM schemes approach the lower
bound for capacity at low optical SNR. These results also mirror previous results
on PPM channels which demonstrated that higher cardinality PPM constella-
tions asymptotically have better performance than lower size constellations as
SNR decreases [113].

6.6.2 Raised-QAM
Upper and lower bounds on the capacity of raised-QAM, defined in Section

4.2.1, are plotted in Figure 6.4. The upper bound (6.12) for raised-QAM is,

The effective dimension was computed for using (6.6) and by noting
that The effective dimension of can be shown to be

and is achieved by points on the boundary of The
cross-section is a circular disc of radius as shown in Figure 4.7, and
hence volume which is presented in Table 6.1.

As is the case with PAM, no closed from for exists and the lower
bound was approximated using a discretized version of (6.13) using a
well know numerical technique [142]. As was the case for rectangular PAM, the
bounds approach one another at high optical SNRs. Spectral efficiency curves
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Figure 6.3. Capacity bounds for rectangular PAM with mutual information curves for 2-PAM
and M-PPM schemes at low optical SNR.

for a variety of uniformly distributed raised-QAM schemes was determined
using the same numerical techniques as in the PAM case [142] and are also
presented in the Figure 6.4.

6.6.3 Prolate Spheroidal Wave Function Bases
Due to the use of the Landau-Pollak dimension, defined in Section 3.2, as a

means to impose a bandwidth constraint, it seems natural to consider forming
an optical intensity signalling scheme using the family of prolate spheroidal
wave functions.

Figure 6.5(a) presents of plot of the and for
The wave functions are approximated by highly over-sampled discrete prolate
spheroidal sequences generated by a popular numerical mathematics package
[143]. It can be shown that as the sampling rate goes to infinity the discrete se-
quence converges point-wise to the associated prolate spheroidal wave function
[144].

An optical intensity signal space can be formed as described in Chapter
4 by setting as in (4.1) with The remaining
basis functions are chosen so that for The
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Figure 6.4. Capacity bounds for raised-QAM schemes with mutual information curves for 4,
16, 64 and 256 point constellations.

effective dimension, can be approximated by fixing T and maximizing
the bandwidth over all transmittable signals via (6.6). In this case, it can be
shown that the basis function has the maximum effective dimension of
any unit energy signal. As a result, the effective dimension of such optical
intensity sets is

An M-prolate spheroidal wave function (PSWF) optical intensity basis set
is specified by performing the Gram-Schmidt orthogonalization pro-

cedure with and for at a time-bandwidth
product of Denote these basis functions as and The
cross-sectional volume, for 2 and 3-PSWF were computed numerically
[126] and the values are given in Table 6.1. Figure 6.5(b) plots the
for the 3-PSWF scheme.

Using the computed values, the upper (6.12) and lower (6.19) bounds on
the spectral efficiency was computed and is presented in Figure 6.6 along with
those for rectangular PAM and raised-QAM.
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Figure 6.5. (a) Prolate spheroidal wave functions and for
and (b) the corresponding region.
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Figure 6.6. Upper and lower bounds on the spectral efficiency of rectangular PAM, raised-
QAM and upper bounds for 2 and 3-PSWF (solid and dashed lines are upper and lower bounds
respectively).

6.6.4 Discussion
A comparison of the capacity bounds are illustrated in Figure 6.6 for the

examples considered in this chapter. At high optical SNRs, bandwidth efficient
signalling schemes have a greater than twice the maximum spectral efficien-
cies of rectangular PAM. At low SNR, when the available spectral efficiencies
are small, rectangular pulse techniques are be attractive due to their ease of
implementation.

The key parameters used in the computation of the capacity bounds are
presented in Table 6.1. For a given effective dimension, the upper bound
in 6.12) is maximized by the basis set which simultaneously maximizes
the dimensional efficiency, and cross-sectional volume The
raised-QAM basis set realizes higher spectral efficiencies by increasing the
dimension of each symbol for a modest increase in the effective dimension.
In the case of 2 and 3-PSWF schemes, the effective dimension is fixed to be

however, the additional bases improve the dimensional efficiency
and thus allow for larger maximum spectral efficiencies. The impact of
on the spectral efficiency, although logarithmic, can be significant. Since the
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cross-sectional volume depends on the amplitude characteristics of it is not
guaranteed that M-PSWF optical intensity schemes will necessarily support
higher spectral efficiencies as N increases.

It should be emphasized that is the maximum achievable spectral ef-
ficiency for the given pulse set The pulse set which maximizes for
a given spectral constraint is still unknown. Some early work on the photon
counting channel demonstrated that narrow pulse position techniques were op-
timal pulse techniques in the sense of a given average distance measure [87, 88].
Capacity results for the Poisson photon counting channel assume that rectan-
gular pulse techniques are employed and, as a result, do not generalize to other
pulse shapes.

The classical capacity result (6.2) in the electrical, variance constrained chan-
nel is really the maximum achievable rate for and
[139]. In other words, in relating the vector channel to a waveform channel, the
capacity is computed for a given channel model, which includes the basis set

under an energy and bandwidth constraint, as is done in a similar context in
this chapter for the optical intensity channel.

6.7 Conclusions
This chapter presents asymptotically exact capacity bounds for the opti-

cal intensity channel with average optical power and bandwidth constraints in
Gaussian noise. These results are complementary to previous work on Poisson
photon counting channels, since we consider the case of high intensity opti-
cal channels in which the noise can be modelled as being Gaussian and signal
independent. The derived capacity bounds demonstrate that optical intensity
signalling schemes based on rectangular basis sets have significantly lower
achievable maximum spectral efficiencies than bandwidth efficient techniques.
In particular, significant rate gains can be obtained by using raised-QAM or pro-
late spheroidal wave function pulse set over rectangular PAM at high optical
signal-to-noise ratios.

This chapter has addressed the use of spectrally efficient modulation to
achieve high dimensional efficiency, however, the use of spatial dimensions are
not considered. The following chapter considers the use of spatial dimensions
to provide a degree of diversity at the receiver and proposes a novel wireless
optical channel architecture, the pixelated wireless optical channel, in which
spatial dimensions are exploited to yield gains in spectral efficiency.
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MULTI-ELEMENT TECHNIQUES
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Chapter 7

THE MULTIPLE-INPUT / MULTIPLE-OUTPUT
WIRELESS OPTICAL CHANNEL

The lattice codes and capacity bounds derived in Chapters 5 and 6 demon-
strate the requirement of spectral efficiency in bandlimited wireless optical
channels. They have shown that when the channel has a high optical SNR, the
careful selection of pulse sets is a key factor in improving spectral efficiency
or equivalently the dimensional efficiency. In single-transmit-element, single-
receive-element systems, modulation and coding must be designed to fully
exploit the number of independent dimensions available for a given bandwidth
constraint.

This chapter describes the multiple-input/multiple-output (MIMO) wireless
optical channel in which the spatial dimensions are used to improve the reli-
ability and spectral efficiency of point-to-point links. This approach mirrors
work done in radio frequency channels, except that instead of considering at
most 16 transmit and receive elements, the MIMO optical channel extends the
concept to an extreme dimensionality. In Chapter 8 an experimental channel
is presented using on the order of transmit elements and receive ele-
ments to achieve large gains in spectral efficiency. Techniques developed for
RF channels cannot be applied directly to the wireless optical channel due to
the amplitude constraints. This chapter presents a brief survey of current multi-
element techniques for communications and storage applications. The basic
channel topology of point-to-point MIMO wireless optical links is presented
along with a discussion on potential transmitter and receiver elements. Point-
to-point wireless optical MIMO channels are discussed in greater detail and
differentiated depending on the availability of spatial synchronization. Esti-
mates on the capacity of spatially aligned, “pixel-matched”, and more general
pixelated wireless optical channels [145, 146] are presented.
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7.1 Previous Work

The use of multiple optical transmitters to improve data throughput has been
used in a number of wireless optical, chip-to-chip interconnect and holographic
storage applications. The use of multiple light sources allows the transmitter to
produce a number of spatially separated channels which can be used to improve
channel characteristics, as in the quasi-diffuse channel of Section 2.4.3, or to
improve spectral efficiency when coupled with multiple receivers, as shown in
Section 7.5. Multiple receive elements afford a level of spatial diversity to the
receiver. The spatial diversity allows the receiver to reject spatially localized
noise sources and to separate multipath components spatially which can be used
to improve channel reliability [147].

One method to realize multi-element links is to construct multiple discrete
transmitters and receivers. An experimental angle diversity system was con-
structed with 8 transmitters and 9 receivers oriented in different directions. The
resulting link operated at rates of 70 Mb/s over a 4 m horizontal range [73]. In
recent work, holographic mirrors have been considered for each imager to im-
prove the collection of optical radiation at the receiver [72]. The disadvantage
of using discrete transmitters and receivers is the cost and bulk associated with
each transceiver.

An alternate method to implement multi-element-receiver links is to use
imaging optics. In this configuration a number of receive elements share the
same imaging optics. In the original work on quasi-diffuse channels, a single
fly-eye optical concentrator was used with a number of receive elements [71].
On point-to-point links, imaging receivers have been shown to have theoretical
optical power gains of 13 dB over single receive element systems if the number
of receive pixels is on the order of 1000 [148, 147].

Coding has also been applied to quasi-diffuse channels to improve channel
reliability. A punctured Reed-Solomon code was used with PPM modulation
and maximal ratio combining receivers to yield theoretical bit error rates of less
that at 100 Mb/s for transmitted optical powers less than a watt [149].
Punctured convolutional codes have also been applied using a code combining
receiver, which performs maximum ratio combining followed by maximum
likelihood sequence detection, to yield similar results [150]. It should be noted,
however, that in both cases the coding is performed in time only and identical
data is transmitted in all spatial directions.

Space division multiplexing, described in Section 2.4.1, employs multiple
narrow beams to transmit data at high rates to various points in a room. This
system can be thought of as a MIMO optical channel in which different infor-
mation is transmitted in different directions. In this case, a gain the aggregate
spectral efficiency is gained at the expense of requiring acquisition and tracking
mechanisms.
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Multi-element links have also been proposed for long range wireless optical
channels. These channels differ significantly from the short-range links consid-
ered here in that they are subject to fading due to fluctuations in the refractive
index of air. This fading is particularly severe at ranges of over 1 km. Space-
time codes have been considered for this channel in the case of heterodyne
optical detection where the phase and amplitude of the optical carrier can be
measured [151, 152]. These techniques are not directly applicable to inexpen-
sive short-range links since the optoelectronics permit only the modulation and
detection of the intensity envelope. Multiple receive elements have also been
considered to mitigate the impact of fading in long-range links [153]. These
techniques, however, are not designed for short-range links, which are free of
fading, and do not provide any gains in spectral efficiency.

Optical chip-to-chip and optical backplane applications are an instance of
multi-element wireless optical links operating over distances of at most 1 m.
Two-dimensional interconnects have been constructed with 256 vertical cavity
surface emitting lasers (VCSELs) and 256 photodiodes, although only two links
could be used simultaneously at 50 Mb/s due to technical limitations [154]. A
512 element link was also recently reported to illustrate optical design and
packaging issues [155]. A common problem in all interconnects of this type is
the alignment between transmitter and receiver since each pixel of the receiver
is assumed to carry independent data from the transmitter [156].

Error control coding has been applied to these links with success. Reed-
Solomon codes have been proposed to code each pixel in a two-dimensional
array and are shown to reduce the sensitivity of the link to misalignment and
improve the channel data rate and spatial density [157]. The use of lower
complexity, multidimensional parity check codes has also been proposed for
this channel with a resulting theoretical improvement in bandwidth efficiency
when coupled with an automatic repeat request protocol [158]. Analyses have
recently been extended to incorporate the effects of varying channel quality
and confirm link improvement by coding each pixel with Golay as well as BCH
codes [159]. A common thread through all of these studies is that the cross-talk
between receive pixels is viewed as noise independent of the received values at
each pixel and is not exploited in system design.

A related optical system is page-oriented optical storage or holographic op-
tical storage. In holographic storage systems the interference pattern between
a reference beam and a spatially modulated coherent source is stored in a pho-
torefractive crystal. When the crystal is illuminated by the same reference beam
the identical interference pattern is produced which is detected by an imaging
array. In the typical configuration, the Fourier transform of the binary-level
spatial light modulator output is stored in the medium by using lens system.
Apertures are typically used to spatially low-pass filter the images before stor-
age, essentially accomplishing a crude form of image compression. At the
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receiver, the inverse Fourier transform is accomplished by a similar lens system
[160, 161].

In holographic storage systems strict spatial alignment is usually present so
that each receive element images a single transmit pixel [162, 163]. These
“pixel-matched” systems, however, are very sensitive to misalignment errors.
Additionally, small deviations in the reference beam during reconstruction can
lead to errors in the output image. The primary channel impairment in volumet-
ric holographic storage is due to cross-talk between pages as well as medium
non-linearities [164]. A number of algorithms have been developed for these
two-dimensional channels such as spatial equalization [165], partial response
[166], interpolation [167, 168] and coding schemes [169, 170]. These algo-
rithms, although designed for a different medium, may also be applicable to the
pixelated wireless optical channel defined in Section 7.5.

7.2 The MIMO Wireless Optical Channel

7.2.1 Background
Traditional modem practice for the optical intensity channel consists of the

design of time-varying signals which efficiently satisfy the channel constraints.
The spatial distribution of the optical intensity at the transmitter and receiver is
not exploited to improve the spectral efficiency of the link.

In traditional point-to-point links, discussed in Section 2.4.1, the spatial
dimensions inherent in the channel cannot be exploited due to the directed
nature of the channel. Diffuse and quasi-diffuse links, described in Sections
2.4.2 and 2.4.3, transmit the same signals to all locations and act as an inefficient
repetition code in space.

The MIMO wireless optical channel optical channel is a multi-element link
which exploits spatial dimensions to achieve gains in reliability and spectral
efficiency. These gains are achieved by implementing a transmitter which re-
places the spatial repetition code with a more efficient code. The receiver is
composed of a number of receive elements which detect the radiant optical
power from a number of spatial modes. The gains in spectral efficiency can
be realized by considering coding in time and in space, i.e., spatio-temporal
coding. Thus, the problem of modem design becomes one of designing a series
of time-varying images which are detected by an array of receive elements.

The transmitter, in the most general terms, is a spatial light modulator which
produces an output optical intensity spatial distribution which is controlled by
optical or electrical addressing [171]. In other words, the transmitter outputs a
time-varying optical intensity image which is transmitted in free-space. Two-
dimension examples of such transmitters are liquid crystal displays and arrays
of light emitting diodes. Section 7.2.2 presents some examples of possible
transmitting elements.
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The receiver produces an output signal representing the spatial distribution
of optical power impinging on the device. In most practical implementations,
this device can be thought of as a temporal and spatial optical intensity sampler.
Typical two-dimensional examples of such receivers are charge-coupled device
(CCD) cameras as well as arrays of photodiodes. Some examples of these
receivers are presented in Section 7.2.3.

The point-to-point MIMO wireless optical channel differs from the holo-
graphic storage channel, described in Section 7.1. The MIMO wireless opti-
cal systems considered here operate under incoherent illumination and are not
affected by medium non-linearities as are holographic storage systems. Ad-
ditionally, the requirement for strict spatial alignment between the pixels of
the transmitter and the receiver is not present in the pixelated wireless optical
channel of Section 7.5. The primary noise source in MIMO wireless optical
channels is due to ambient light sources and is signal dependent, as measured
in Section 8.2, whereas holographic storage suffers from inter-page cross-talk.
However, holographic systems, like MIMO wireless optical links, are page ori-
ented devices which transmit and receive data in two-dimensional arrays. As a
result, algorithms developed for point-to-point MIMO wireless optical channels
may also be applicable to holographic storage systems.

Figure 7.1 presents an example of a point-to-point MIMO wireless optical
channel. In this example, the transmitter produces a planar two-dimensional
intensity wavefront from an array of light emitting diodes. This transmitter
forms a series of spatially discretized images by assigning intensity values to the
individual pixels of the transmit array. Each transmitted image can be viewed
as a codeword taken from the spatio-temporal codebook. The transmitter is
positioned so that its optical intensity field is in the field of view of the receiver.
The receiver, potentially an array of photo-sensitive devices, samples the optical
field over the field-of-view. The received information is processed and decoded.

The point-to-point MIMO wireless optical channel topology can also be
applied in a quasi-diffuse application as shown in Figure 7.2. The transmitter
forms an image on the ceiling of the room in question. The receiver is oriented
so as to capture the image projected on the ceiling. In this manner, a link can be
established without need for a line-of-sight between transmitter and receiver.

7.2.2 Potential Transmitters
The transmit spatial light modulator can be realized in a number of present

day technologies.
Liquid crystal display (LCD) panels have been used for some time in dis-

play applications. These devices modulate light through the electrical control
of the polarization of a liquid crystal sandwiched between two oppositely ori-
ented polarizers [171]. For display applications which operate in discrete-time,
1280 × 1024 pixel arrays are available operating at 24 bits/pixel color depth
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Figure 7.1. A point-to-point pixelated wireless optical channel.

Figure 7.2. A quasi-diffuse pixelated wireless optical channel.

at a maximum frame rate of less than 100 Hz. The pixel elements can also be
modulated continuously in time.

Deformable mirror devices (DMD) are a new class of spatial light modula-
tor. These devices fall into a wider class of devices known as micro-electro-
mechanical (MEM) devices. They consist of an array of mirrors which can be
deflected electrostatically to modulate a constant light source. These discrete-
time modulators can operate at switching speeds of approximately 100 kHz with
array sizes of up to 2048 × 1152 pixels [172]. Typically applications include
high-definition television units.

The spatial light modulator used in the definition of the MIMO wireless
optical channel need not be planar. Organic polymer light emitting diodes
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(OLEDs) and electronic ink (E-INK) technologies allow flexible transmitters
to be realized. OLEDs are emissive transmitters printed on flexible sheets of
plastic using commercial printing processes. A 15-inch prototype display was
manufactured with 1280 × 720 pixels with a microsecond switching time [173].
E-INK is a reflective display technology which offers high output resolution
at low frame rates. An E-INK display with a 160 × 240 pixel array and a
thickness of 0.3 mm was recently fabricated. The display can be bent to a radius
of curvature of 1.5 cm with no degradation in performance. Switching speed,
however, is limited to 250 ms per page [174]. Future hemispherical optical
transmitters formed using OLED and E-INK devices with a large number of
pixels can be envisioned for communications purposes.

Wireless optical communication need not only take place at infrared wave-
lengths. Indeed, others have proposed using visible illumination devices in a
dual role as communications devices [16, 17]. The potential exists, however,
to use arrays of white illumination LEDs to construct multi-element optical
wireless links.

The use of arrays of lasers for high-speed chip-to-chip communications,
discussed in Section 7.1, has been considered to improve data rates [175, 176].
This multi-transmitter/receiver link can be thought of as a pixelated wireless
optical channel. Potential rates are approximately 500 Mbps per pixel on an
array of 3×3 pixels [175]. Arrays as large as 512 elements have been constructed
to demonstrate fabrication and packaging issues [155].

7.2.3 Potential Receivers
The receiver is composed of an array of photodetective elements. The sim-

plest implementation of such a structure can be accomplished by an array of
photodiodes each with their own imaging optics [71, 73]. Although simple,
the disadvantage of this approach is that relatively few receive elements can be
used due to the cost and large size of the optical concentrators.

Angle diversity receivers, described in Section 7.1, integrate a planar array of
photodetectors together with a common single optical imaging system. Viewed
differently, these receivers can be used as the multi-element receivers required
for the pixelated optical channel.

A charge-coupled device (CCD) imager is a popular architecture for imaging
arrays. This sensor is divided into an array of pixels. Each pixel contains
a metal-oxide-semiconductor capacitor which is biased to form a depletion
region under the gate. The impinging optical intensity field photo-generates a
charge in this region proportional to the number of arriving photons. After a
predetermined integration time, known as the frame interval, the charge from
all pixels is transferred serially to a small number of voltage-sense amplifiers
which convert the charge in each pixel to a voltage level. This device is termed
charge-coupled since the charge is shifted from pixel-to-pixel with the use
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of properly phased clock signals [177]. High quality imagers can be formed
with the CCD architecture. Typical video imaging array (Sony ICX074AL)
operates with approximately 330 kpixels at a frame rates in excess of 60 frames
per second [178].

Imaging arrays have also been constructed using commodity CMOS silicon
processing techniques. These arrays allow data to be read from the photosensing
array in a random fashion, much like reading from memory. It is also possible
to integrate signal processing within each of the pixel elements to improve
image quality. A 64 × 64 pixel array operating at 2.5 Mbps was constructed
incorporating transimpedance amplifier, filtering, gain control and thresholding
per pixel [179]. An imaging 7-pixel receiver with integrated optics and control
electronics has been constructed for a 155 Mb/s point-to-point wireless optical
link [180]. Another example is a 352 × 288 pixel imager that was constructed
with single slope 8-bit analog-to-digital conversion at each pixel while operating
at 10 kframes per second [181]. The main disadvantage of these sensors is that
in order to achieve a certain fill-factor these devices require large pixel sizes.
These problems will decrease as CMOS technology continues to scale smaller
in feature size [182].

7.2.4 Assumptions and Channel Model
A prototypical MIMO wireless optical channel is illustrated in Figure 7.3.

Here it is assumed that the transmitter has identically shaped transmit pixels
distributed and a square grid at intervals of Due to the amplitude
constraints of the channel, at time instant the transmitted amplitude must
satisfy The transmitted optical intensity image at time is
defined as

where is the optical intensity distribution associated with each transmit
pixel, is two-dimensional convolution and is defined by

For simplicity, assume that the time modulation for each pixel is a rectangular
PAM signal with symbol interval T, i.e., for then

This time modulation format is compatible with the transmitters
and receivers discussed in Sections 7.2.2 and 7.2.3. Additionally, it is possible to
transmit multiple images in each symbol interval by multiplexing over different
wavelengths. In this chapter, however, the basic case of transmission using the
intensity of a single wavelength channel is considered.
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Figure 7.3. Block Diagram of a point-to-point MIMO Wireless Optical Channel.

The receiver is positioned to collect the transmitted optical intensity im-
age and outputs a signal representing the spatial distribution of optical power
impinging on the device in each symbol interval. Denote the receive optical in-
tensity image at time as In this channel model, the receiver consists
of pixels of shape spaced at on a square grid of size
with intervals of size The receiver outputs samples, in time
and in space of the optical intensity distribution. At each symbol interval, the
receive array produces the sampled output of spatial intensity integrator which
can be represented as,

where is the noise process at each received pixel. It is not uncommon
for these noise sources vary over the array as a result of device tolerances and
non-uniform optical response of the pixels [177]. The noise in this channel
is also well modelled as being Gaussian due to the intense background illu-
mination and is characterized for an experimental channel in Section 8.2.3.
Additionally, perfect temporal synchronization between the receiver and trans-
mitter is assumed and temporal inter-symbol interference is also neglected. An
optical imaging element is required to produce a focused image on the surface
of the detector array.

The transmitter and receiver are at fixed positions and the channel charac-
teristics are assumed to be static in time. This is a realistic assumption for
free-space optical backplane applications or when the varies slowly and can be
tracked accurately. To simplify analysis, it is assumed that the optical axes of
the transmitter and the receiver are aligned. This on-axis configuration produces
a received image which is an orthographic projection of the transmitted image
free of perspective distortion [183]. If the distance between the transmitter and
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receiver planes is then in the on-axis case,

for some constants To summarize, the on-axis point-to-point
channel produces a received image which is a scaled and compressed version
of the transmitted image in space. Let be the apparent size
of each transmit pixel on the receiver array plane. The on-axis assumption is
appropriate for applications such as optical interconnect in which the positions
of the receiver and transmitter are known a priori. In the off-axis imaging,
commercial chips exists in video applications to pre-distort the transmitted
image to minimize the projective distortion in the projected image [184].

A spatially invariant channel is characterized by a point-spread function,
which is the response of the channel to a spatial impulse [185]. Section 8.2.1
presents measurements on a experimental channel which demonstrate that the
point-spread function is approximately spatially invariant and low-pass in spa-
tial frequency domain. Let denote the point-spread function from the
transmitter to the receiver plane to account for linear systems given in (7.1),
(7.2) and (7.3) to yield,

which simplifies to

The point-spread function, will also include the impact due to lens
abberations and diffraction effects in addition to the factors mentioned here
[185].

7.3 Design Challenges
This section presents the primary challenges that a modem for the MIMO

wireless optical channel must overcome. These challenges arise due to the
channel impairments, discussed in Section 7.2.4, as well as due to practical
issues such as temporal and spatial synchronization. Chapter 8 presents a chan-
nel model which measures these impairments in an experimental channel to
construct a simulation model.

7.3.1 Spatial Frequency Response
For spatially invariant systems, the point-spread function is independent of

the location of the intensity point source. The Fourier transform of the point-
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spread function is called the optical transfer function and determines the spatial
frequency response of the system [185, 186].

The spatial frequency response of any optical system is fundamentally limited
by diffraction. Diffraction is the tendency of light to bend when passing through
opaque apertures or near sharp edges. Other non-idealities also limit the spatial
frequency response. Aberrations in the lens optics and focusing errors increase
the size of the point-spread function [185]. Additionally, the spatial averaging
of the CCD array will limit the spatial frequency response which will result in
an overall low-pass response.

The channel spatial frequency response, measured in Section 8.2.1, imposes
a limit on the maximum rate at which the transmitted spatial image can vary.
The channel response introduces spatial inter-symbol interference (ISI) in the
received image which appears as a blurring or smearing of the image with
respect to the transmitted image.

A more severe form of distortion arises due to aliasing distortion at the re-
ceiver. If the input signal from the channel is not bandlimited, the sampled
output of the CCD sensor will be corrupted by spatial frequency aliasing dis-
tortion. In general, to guarantee that the input to the CCD sampler is spatially
bandlimited, a spatial low-pass filter should be applied to the input. An inco-
herent spatial low-pass filter can be implemented using a transparency applied
before the receive lens, using focusing error or in the frequency domain [185].

7.3.2 Channel Distortion

Cathode ray tubes and LCD panels have a non-linear relationship between the
input level to be transmitted and the optical intensity output. This non-linearity
is commonly referred to as gamma distortion [177]. Typical commercial video
cameras have gamma correction circuitry to linearize the optical intensity re-
sponse of the channel. The channel can be linearized by predistorting the
transmit image with the inverse non-linearity, assuming that the transmitter has
knowledge of this function. Section 8.2 measures this non-linear distortion
using commercial video equipment.

Noise in CCD imagers is due to a variety of sources including shot noise and
amplifier noise. These noise sources are also non-uniform in space as a result
of electronics tolerances and non-uniform photo-response of the array [177].
These noise sources manifest themselves as fluctuations in the grey-level value
that is output from the sensor. The field-of-view of each pixel is small and,
as mentioned in Section 2.3, the assumption of signal independence due to the
background illumination is no longer valid. The distribution of this noise is
typically taken as being Gaussian and signal dependent, and is measured in
Section 8.2. In addition to this noise, quantization noise is also present due to
the receive quantizer.



138 The Multiple-Input / Multiple-Output Wireless Optical Channel

In this channel the primary constraint on the transmitted optical power arises
due to the peak limitation of the transmitter. This is in contrast to the wireless
optical channel treated earlier. This peak restriction arises due to the compo-
nents selected to form the link.

7.3.3 Spatial Registration and Synchronization
In order to be able to detect the incoming images, the receiver must locate

the transmitted in the field-of-view. The process of determining the location of
an object in the field-of-view of a camera with respect to the camera coordinate
system is known as registration. Image registration is typically done in machine
vision applications during camera calibration [183]. Registration is typically
done with the aid of special calibration symbols, known as , which are known
a priori at the receiver. Fiducial markings are typically added to printed circuit
boards to aid in component placement and in very-large scale integrated circuit
manufacture to align masks. The design of fiducials which allow for sub-pixel
accuracy has been investigated [187, 188].

It must be noted, however, that although the receiver can infer the position
and orientation of the transmitter from the captured images, it is not possible to
adjust the phase or frequency of the spatial sampling. In other words, spatial
synchronization is not possible since the sampling phase and frequency are
determined by the pixel size of the CCD and the separation of transmitter and
receiver.

7.3.4 Temporal Synchronization
In order to have a functional link, the receiver must be synchronized to

the transmitter in time as well as in space. A simple technique to accomplish
temporal synchronization is to transmit the frame clock as part of the transmitted
image. Although this technique is simple to implement, it is an inefficient use
of the transmit pixel. Well known inductive and deductive timing recovery
techniques can be applied to the received data signal to extract the clock at the
expense of greater complexity [45].

7.4 Pixel-Matched System
The simplest MIMO wireless optical system is one in which each transmit

element corresponds to a unique receive pixel. This channel is termed pixel-
matched and consists of a series of parallel and independent channels. Consider
the case when and



Pixel-Matched System 139

The channel model (7.4) simplifies to

and the MIMO optical channel is a collection of sub-channels with no
inter-channel interference. For the sake of computation, let the noise process

be independent identically distributed Gaussian random variables.
Let each pixel in the transmitted be modulated with an M-PAM signalling

scheme, as defined in Section 3.3.2, independent of all other transmit pixels.
Additionally assume that the average optical power limit is at most P and that,
due to symmetry, each sub-channel is allocated an average optical power limit
of If the size of the array is fixed, increasing implies that the
area of each receive element decreases as If the illumination is intense then
the channel is operating shot-noise limited mode and the variance of the photo-
generated noise in each sub-channel is proportional to the area of the pixel, i.e.,

where is the variance of the sum over all noise components
pixels [2].

As discussed in Chapter 6, the capacity of each sub-channel is not known in
closed form. The capacity of each sub-channel was estimated in this case by
an electrical channel of the same variance as the optical intensity constellation.
The signal-to-noise ratio in each M-PAM sub-channel is related to the average
optical power as,

where W and are defined in Chapter 5. The capacity of the pixel matched
system can be approximated as the sum of the capacities of the individual sub-
channels as,

As

where OSNR is defined as Therefore, as the number of pixels
increases the capacity grows quadratically with the OSNR. Figure 7.4 plots the
capacity estimate in (7.6) for M = 2 and OSNR=10 dB along with the results
by numerically computing the mutual information of the optical constellation
for uniform signalling. The figure indicates that a significant gain in spectral
efficiency can be realized by using multiple pixels.

This conclusion mirrors a similar result in fading-free radio channels in which
spatial multiplexing gains are realized by distributing the power constraint over
a large number of spatial degrees of freedom [189, 190].
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Figure 7.4. Capacity (in bits/s/Hz) as a function of number of pixels for OSNR=10 dB, 2-PAM
pixel-matched system. (solid line is (7.6) points indicated by are generated by numerically
computing the mutual information).

The pixel-matched channel can realize significant gains in spectral efficiency
over single element case by using the large number of degrees of freedom
available. These gains in spectral efficiency, however, are only significant when
the OSNR is significantly large.

The OSNR in typical systems is limited due to safety consideration, however,
short-range links have less losses than High-OSNR channels occur in short-
range wireless optical links which limit geometric losses. Typical examples of
short-range links include board-to-board and optical backplane applications and
interconnection applications. Alternatively, the eye safety limit is significantly
relaxed at wavelengths over range allowing an increase in the transmitted
optical power over conventional devices, as mentioned in Section 2.1.2.

7.5 The Pixelated Wireless Optical Channel
The pixel-matched MIMO wireless optical channel provides gains in spectral

efficiency at the expense of requiring exact alignment between the transmit and
receive elements. Furthermore, practical pixel-matched systems always suffer
from some inter-channel interference and the number of pixels that can be used
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Figure 7.5. Block diagram of SDMT system.

is typically limited by this interference. In this section we consider the more
general case of the point-to-point pixelated wireless optical channel [145, 146]
in which the spatial response of the channel is taken into account and spatial
alignment is not required.

7.5.1 Spatial Discrete Multitone Modulation
In frequency selective channels, discrete multitone (DMT) modulation is a

popular signalling scheme, especially for digital subscriber lines [191–193]. In
this modulation scheme, the frequency spectrum is divided into a number of
non-overlapping bins. These bins can be viewed as a set of parallel Gaussian
channels. Subject to a total electrical power constraint, the optimal power
allocation across the bins is given by a “water-pouring” spectrum [128]. In
electrical systems, QAM constellations are transmitted in each frequency bin
with power in each bin dictated by the optimal power allocation.

Define spatial discrete multitone (SDMT) modulation as an extension to the
DMT in which data is transmitted by modulating in the spatial frequency do-
main. A block diagram of the SDMT system is presented in Figure 7.5. The
data is encoded and loaded into spatial frequency bins depending on the SNR
in each sub-channel. A training period must preceding data transmission to
characterize the channel and to allow the receiver to feed back channel infor-
mation to the transmitter. The transmitter computes a power allocation based
on the channel spatial characteristics and loads the spatial frequency bins ap-
propriately. In Section 8.4 a power allocation is presented for an experimental
channel.

The transmitted image is formed by performing the inverse fast Fourier trans-
form (IFFT) of the image in spatial frequency domain. A cyclic
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extension is appended around the edges of the transmitted frame in order ease
the task of equalization and is analogous to the cyclic prefix in conventional
DMT systems [192]. If it is assumed that in (7.4) can be well modelled
by a finite impulse response model, a cyclic extension of size at least half of the
channel memory will ensure that the finite extent of the image does not violate
the periodicity assumption of the FFT. In this case, the linear convolution of the
channel response with the image is equivalent to a circular convolution and so
equalization at the receiver is a matter of a single complex multiplication per
bin. Figure 8.17 in Section 8.4 illustrates a typical SDMT symbol with cyclic
extension. The transmitted image often exhibits large peak-to-average ampli-
tudes, as in conventional DMT systems [193], and conventional techniques exist
to compress the dynamic range through coding or by exploiting unused spatial
frequency bins. A dynamic range compression algorithm for SDMT transmit
images is described in Section 8.4.2.

At the receiver, the imaging array samples the incoming intensity signal in
space. Although the transmitted signal is designed to be bandlimited to the
Nyquist region [194] of the spatial sampler, aliasing is an impairment at the
front end of the receiver due to the clipping and quantization noise generated
in the transmitter. A point fast Fourier transform (FFT) is used
to place the received image into frequency domain. The resulting frequency
bins are equalized, decoded and unloaded. Thus, SDMT modulation provides
a basis for the set of signals spatially bandlimited to the Nyquist region of the
imaging array and tailors the transmitted image to minimize the impact of the
spatial distortion of the channel.

7.5.2 Spatial Synchronization for SDMT

The spacing of the receive imager specifies the spatial bandwidth region of
signals detected by the receiver. The transmitted image, is designed
so that the data lies within the Nyquist region of the receiver. Therefore, in a non-
distorting channel it possible to recover the transmitted data from the received
signal, In conventional bandlimited channels, it is not necessary to
have the frequency or phase of the receiver sampler synchronized to that of the
transmitter, a free-running oscillator operating above the Nyquist rate is enough
to ensure no information is lost [195]. In this section, this result it explored in
the case of SDMT to demonstrate that strict alignment of transmit and receive
pixels is not required to eliminate inter-channel interference.

Consider a pixel image with complex frequency domain coef-
ficients and let be the sampled Fourier spectrum of the point-
spread function Assuming the use of a cyclic extension, the resulting
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received image can be modelled as the periodic image,

Since the impact of receive pixel shape is considered in the receive
imager is modelled as a rectangular “bed-of-nails” spatial sampler. The sampled
received signal takes then takes the form,

Taking the point FFT of yields the signal in
frequency domain,

Expanding the sum over

where Notice that the last two terms in (7.7) can be
interpreted as and discrete Fourier transforms respectively. If
the conditions,

then

Since the transmit signal is bandlimited to the Nyquist region of the receive
spatial sampler, i.e., for
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then

The conditions in (7.8) ensure that the frequency resolutions of the transmitter
rand receiver are identical are identical, and if they are not satisfied inter-channel
interference (ICI) is unavoidable. The spatial synchronization problem now
reduces to one of ensuring conditions (7.8) are met, i.e., that the dimensions of
the projected transmit image are an integer number of receive imager sampling
instants. In the case of transmitting a square array, the conditions
(7.8) are equivalent. The scale of the transmitted image in the receive plan can
be adjusted to satisfy (7.8) if a multi-focal length lens is available at the receiver
camera. Alternatively, if the data is restricted to a bandwidth region contained
inside the Nyquist region, it is possible to interpolate such that the condition
is satisfied. A consequence interpolation is that the cyclic extension appended
to the image must be increased by half of the size of the interpolation filter
memory.

7.5.3 Capacity Estimate
As is the case in any practical system, the MIMO wireless optical channel

is both peak- and average-amplitude limited. A closed form expression for the
capacity of such links is not yet know, however, we resort to approximating
the capacity using an additive white Gaussian noise channel, as was done in
Section 7.4. Define an electrical power constraint, for average
optical power constraint, P and constant K > 0. The DC spatial frequency bin
of every transmitted frame is set to be the constant,

so that the average amplitude constraint is satisfied for every frame. This as-
sumption ensures that the average optical power constraint is met, however, it is
pessimistic since it has been demonstrated in single element systems that vary-
ing the optical bias per symbol can lead to significant gains in OSNR [104].
The constant K is chosen to ensure that the clipping distortion of the chan-
nel is minimized. Any remaining clipping distortion is considered as noise in
the power allocation. In Section 8.4, a specific value of K is chosen for an
experimental prototype setup.

Shot-noise, electronics noise as well as spatially aliased noise due to the
clipping and quantization distortion contribute to the noise in each spatial fre-
quency bin. These noise components are signal-dependent and correlated. In
Section 8.2, the signal dependent noise is characterized over a number of spatial
frequency bins. In order to estimate the capacity, assume that the noise variance
in each bin, is the maximum possible over all input signals. This is
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a pessimistic assumption, however, it models the noise in each bin as signal
independent and allows for analysis.

If a cyclic extension is appended and spatial synchronization is performed, as
discussed in Section 7.5.2, the channel is a series independent Gaussian spatial
frequency channels. The capacity of this electrical channel is well known to be
[128],

where the power allocation per spatial frequency bin is

for a constant such that

The optimal power allocation over the spatial frequency bins is arrived at by
“water-pouring” the electrical power constraint over the bins to occupy those
spatial frequency bins with the lowest Again, this result
is analogous to results in MIMO RF channels, in which the power constraint is
distributed over the singular values of the channel matrix [189, 190]

Since will vary depending on the link configuration, it is difficult
to draw general conclusions about the capacity of the MIMO wireless optical
channel. Consider the instructive but unrealizable example of a flat, strictly
spatially bandlimited channel

where is constant over all frequency bins. The power allocation (7.10)
for this optical transfer function will distribute the power equally over all bins.
Notice then, that this example is a pixel-matched channel in spatial frequency
domain. The number of spatial channels available in the channel is limited
by and the spatial bandwidth of the channel. Consider the case when
the spatial bandwidth of the channel is less than the Nyquist frequency of the
receive array such that,

A channel in this regime of operation is termed spatially bandwidth limited,
since for a fixed imaging array size, increasing the number of receive elements
such that
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does not add any new spatial channels within the Nyquist region. Conversely,
if

then the channel is termed pixel limited, since increasing increases the
number of spatial channels.

As the link distance reduces, the OSNR and the spatial bandwidth of point-
to-point pixelated channels increase as can be seen in (7.3). The design goal
is, for a given distance, to increase the number degrees of freedom until the
channel enters the spatially bandwidth limited regime. Short-range pixelated
optical channels provide significant improvements in spectral efficiency, as is
the case with pixel-matched systems, by fully exploiting the spatial degrees
of freedom provided by the channel. However, unlike pixel-matched systems,
the pixelated channel takes into account the spatial frequency response of the
channel in the design of signalling. It is important to note that these gains in
spectral efficiency are only significant in channels with sufficient OSNR such
as in interconnection and short-range links.

7.6 Conclusions
The MIMO wireless optical channel exploits spatial degrees of freedom in-

herent in the channel to provide gains in spectral efficiency. Pixel-matched
systems provide a spatial multiplexing gain at the expense of requiring that
all transmitters and receivers be in perfect alignment. The pixelated wireless
optical channel with SDMT spatial modulation provides a means to generate
spatial modulation which is well suited to the spatial frequency constraint. Ad-
ditionally, the use of these bases eliminates the need for exact spatial alignment
of the transmit and receive pixels and requires only that the spatial frequency
resolutions be matched.

The gain in using MIMO wireless optical links over single element links
arises only at high optical SNRs. Potential applications for the pixelated wire-
less optical channel are in the areas of high-speed, short range links where this
high SNR condition exists. One example is optical backplane applications con-
necting a number of circuit boards. High OSNR wireless channels also exist
in a host of inter-device connection applications to provide a high-rate, secure,
fixed wireless link between a portable computer and host network. For example,
a pixelated wireless optical link could be designed to improve the data rate of
present day links to all for the transfer gigabytes of data, video and high-quality
audio to hand-held computing devices, while providing a secure link free of
mechanical wear and interface issues.

In next chapter, an experimental channel is characterized to produce a chan-
nel model for computer simulation studies. The capacity of a number of spa-
tial bases is computed for uncoded and SDMT modulated spatial signalling.
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Some candidate spatio-temporal coding schemes are considered for the pix-
elated wireless optical channels to quantify the gains available by using this
channel topology.
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Chapter 8

PROTOTYPE MIMO OPTICAL CHANNEL:
MODELLING AND SPATIO-TEMPORAL CODING

The previous chapter introduced the pixelated wireless optical channel as a
space-time link which exploits spatial diversity to achieve increases in spectral
efficiency. Multiple transmitter and receiver space-time codes have been pro-
posed for radio frequency channels to improve spectral efficiency [196–198].
These codes, however, are not directly applicable to the optical intensity chan-
nel. As a result, the channel model for the pixelated optical channel differs
fundamentally from the radio channel.

This chapter describes the construction of an experimental prototype point-
to-point pixelated wireless optical channel [4]. Channel measurements are
presented along with a channel model amenable to computer simulation. This
chapter also presents signalling and coding strategies for the pixelated wireless
optical channel which demonstrate the potential of this channel topology to
achieve high spectral efficiencies. This chapter considers SDMT modulation
and estimates the capacity of a given channel realization by way of the water-
pouring spectrum. Multi-level coding coupled with multi-stage decoding is also
implemented in simulation to approach the capacity with realizable algorithms.
The resulting communications link achieves rates of approximately 17.1 kbits
per frame in simulation which is 76% of the estimated channel capacity.

The pixelated wireless optical channel is thus demonstrated to be a space-
time channel capable of achieving high spectral efficiencies using available
coding techniques.

8.1 Experimental Prototype
In order to determine the nature of the pixelated optical channel, an ex-

perimental point-to-point link, as shown in Figure 7.1, was constructed. The
constructed link operates in the visible range of wavelengths using commer-
cially available components. The goal of this study is to gain insight into the
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impairments of the channel as well as issues involved in the design of such
links. This section describes the components of the link as well as the link
configuration.

8.1.1 Transmit Array

The transmit array was realized using the LCD panel of an NEC Versa
6050MX laptop computer. The LCD panel measures 12.1” on the diagonal
with 1024 × 768 pixels at a dot pitch of 0.24 mm. The video card is based on
the Chips & Technologies 65550 chip set with 2MB of video RAM. The CPU
is an Intel Pentium 150 MHz processor with 32 MB of system memory [199].
The laptop computer was used to generate test data and control the LCD panel
for the purposes of implementing the link.

In order to implement control of the display, a graphics driver was written for
the laptop video hardware. The channel response under a variety of transmitted
optical intensities is characterized by transmitting static frames as well as a
series of frames at a given frame rate, as described in Section 8.2.

8.1.2 Receive Array

The array of light receivers is implemented by way of the Basler A301f
CCD camera [200]. Typical applications for this camera are for manufacturing
inspection and quality control. This camera has a resolution of 640x480 pixels
of size and can operate at frame rates of 60 frames per second.
The camera outputs an uncompressed 8-bit grey-scale value for each pixel in
the array. The camera interfaces to the external devices via an IEEE 1394
(Firewire) interface. This inexpensive industry standard interface provides a
peak rate of 400 Mbps out of the camera.

Coupled to the camera is a fixed-focal-length lens manufactured by Tamron
Inc. [201]. This lens has a fixed focal length of 25mm. Typical applications for
this device are for closed-circuit television and some machine vision systems.

An IEEE 1394 PC card was installed in a 1 GHz Pentium III desktop computer
with 256 MB of memory to interface with the camera. Software was then
written on the host to control the camera and to store the received frames.
Interface to the camera was accomplished using the Matrox Image Library
(MIL-Lite) version 7.1 [202]. These routines allowed for camera initialization
and interface. Grabbed frames were transmitted to the host computer and stored
in host memory. Once a number of frames was acquired, the frames were saved
to the hard drive as bit-mapped images. Processing of the images was performed
off-line using Matlab [203].
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Figure 8.1. Diagram of experimental prototype.

8.1.3 Prototype Configuration
Figure 8.1 pictorially depicts the configuration of the experimental prototype

link. The channel is configured so that the optical axis of the transmitter and
the receiver are aligned. In this case, the received image is an orthographic
projection of the transmitted image, as discussed in Section 7.2.4. The distance
between transmitter and receiver was set at 2 m and no relative motion between
ends of the link was present. The lens was manually focused on the LCD panel
and the aperture was set to f/1.6 for all measurements to minimize detector
saturation.

The transmit image is assumed to be divided into two regions: the data block
and the timing bars. Figure 8.2 presents a photograph of a typical transmit
frame in the case of a binary level modulator. The data block is a 512 × 512 set
of transmit pixels which form the data-bearing portion of the transmitted image.
The timing bars on either side of the data block change from the maximum to the
minimum intensity at each frame transmission. In this manner the frame clock
is transmitted to the receiver. As discussed in Section 7.3.4, conventional timing
recovery techniques can be applied to these timing bars once the registration
has been acquired.

At the receiver an intensity image is formed which is a scaled version of the
transmitted image corrupted by spatial ISI and noise. There is no temporal ISI
in this experimental channel since there is not multipath component and the
frame rate was far below the bandwidth of the electronics. At the receiver, the
sampled intensity image has dimensions 154 × 154 pixels. Figure 8.3 presents a
comparison of a transmitted binary spatial repetition coded test frame, described
in Section 8.3, along with the corresponding received image. Notice that the
received image is distorted relative to the transmit image due to the channel low
pass spatial frequency response as well as noise sources. It is the task of the
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Figure 8.2. A captured image of a single frame of binary level test system.

Figure 8.3. Example of a transmitted frame and corresponding measured received frame.

receiver to synchronize itself in time and space to the transmitted image and to
detect the received data block image. The channel model presented in the next
section is developed to characterize these impairments to allow for signalling
design.



Channel Model 153

Figure 8.4. Estimating of size of receive array from the geometry of the configuration.

8.2 Channel Model
This section describes a series of measurements made on the experimental

channel of Section 8.1.3. The ultimate goal of these measurements is to produce
a channel model which is amenable to computer simulation and which provides
insight into the channel impairments present.

8.2.1 Point-Spread Function
The array is composed of 512 × 512 pixels centered in the middle of the

LCD panel. At the receiver, the size of the receive image was measured to be
154 × 154 pixels. Figure 8.4 illustrates the geometry of the link. The transmitter
array has 512 elements per side and the dot pitch is 0.24 mm, as described in
Section 8.1.1, which gives an approximate size of 122.86 mm per side.

Using the thin-lens equation [185] with focal length

to give Using similar triangles and the geometry of Figure 8.4
gives

which gives Since the size of each receive pixel is approximately
as described in Section 8.1.2, the number of receive pixels per

side is approximately 155 which is close to the measured value of 154.
In order to characterize the response of the link, point sources at maxi-

mum intensity were transmitted at five locations in the array. Five point-spread
functions were measured due to single illuminated pixels at transmitter pixel
locations (256,256), (128,128), (128,384), (384,128), (384,384) and are termed
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Figure 8.5. Magnitude of Optical Transfer function for center point.

center, top left, top right, bottom left and bottom right respectively. For each
response, 10000 frames were averaged to produce the resulting point-spread
function. The zero-input response of the channel was also sampled and aver-
aged over 10000 frames and subtracted from the point-spread functions. This
was done to reduce the offset caused by glare or systematic spatial variation
across the LCD panel. Figures 8.5 and 8.6 present plots of the average magni-
tude of the optical transfer functions for these five cases.

A common assumption present in most optical systems is that the point-
spread function is circularly symmetric [185]. In this special case the Fourier
transform is known as the Hankel transform and the optical transfer function
is real and circularly symmetric. Under this assumption, the measured point-
spread functions should be real with some complex exponential term accounting
for the spatial shift. Assuming that the spatial frequency response is real and
non-negative, taking the magnitude of the received responses removes this spa-
tial shift component allowing for comparison of the responses.

Table 8.1 presents the percent difference in energy between the central pulse
and the corner pulses. By this metric there is some spatial dependence in the
impulse responses, however, the assumption of spatial invariance hold approx-
imately in this case. Since the variations are relatively small the channel is
modelled as being spatially invariant.
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Figure 8.6. Magnitude of Optical Transfer function for (a) top left, (b) top right, (c) bottom
left, (d) bottom right.

The sampled central optical transfer function, is then taken as
the prototypical response of the channel. A common optical transfer func-
tion, used in the characterization of some optical systems is the two-
dimensional Gaussian pulse [186]

for some constant K. The Gaussian response was fit to by computing
the center of mass of in the coordinate as
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and similarly in the spatial frequency axis. In order to fit the variances in
the two dimensions, a calculation of the moment of inertia of would
yield biased results due to aliasing in the frequency domain. Instead, was
determined by assigning its value so that the of has the same
amplitude as the corresponding marginal of that is,

where is the closest value of to An analogous computation was carried
out for the other spatial frequency dimension. The value of the constant K can
then be determined by ensuring that the volumes under and
are the same to give

where is volume associated with each sample point. Table 8.2 presents
the parameters of the fit. Note that and are taken with respect to the
discrete spatial frequency domain and correspond to the DC value. Thus the
optical transfer function can be approximated by a Gaussian pulse about the
origin. Figure 8.7 shows the resulting fit for a given cross-section of
and

With a closed form expression for the optical transfer function, the inverse
Fourier transform of was taken analytically to obtain the point-spread
function,

where

are the normalized variances in spatial frequency domain.
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Figure 8.7. Gaussian fit to for a single cross-section for

8.2.2 Non-Linear Distortion
In order to measure the gamma distortion for the display used in the link‚

the transmit image was set to be a constant grey value between 0 and 255. The
noise at the receiver can be assumed to be zero mean without loss of gener-
ality since any non-zero mean will be incorporated into the gamma distortion
measurement. The receive images are averaged over 1000 frames to produce
an estimate of the received intensity value in the absence of noise. Figure 8.8
presents the output 8-bit value received as a function of the 8-bit grey-scale
value transmitted. The gamma distortion is measured for five pixel locations
in the 154 × 154 element receive array: (38‚38)‚ (38‚117)‚ (77‚77)‚ (117‚38)‚
(117‚117)‚ termed top left‚ top right‚ center‚ bottom left and bottom right re-
spectively. Notice that the non-linear distortion is a function of position. It is
also important to note that for input values greater than 190‚ the output received
level is saturated to 255 by the quantizer at the receiver.

8.2.3 Noise
The temporal noise source in each pixel is due to a wide variety of physical

phenomena. The distribution of this noise is typically taken as being Gaussian
and signal dependent [182]. Figure 8.9 presents normalized histograms for the
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Figure 8.8. Receive average amplitude level versus transmitted level under normal illumination.

receive levels for a variety of transmit levels. The measurements were done by
transmitting a constant value at each pixel of the LCD. The histogram presented
is for the center pixel of the receive array and normalized so that the sum of the
frequency observations is unity. Both the mean and variance of the observed
signals are clearly signal dependent and both increase as does the transmit level.

These histograms were collected for the five locations on the receive array
under conditions of low and normal background illumination. The low illumi-
nation state was achieved by performing the measurements in a room where
all illumination was turned off and external light sources minimized. Normal
illumination refers to measurements taken when background illumination was
present. The measurements were done in these two environments to determine
the impact of the signal dependent component of the noise.

Under conditions of low illumination the histograms were collected for the
five sample points over 1000 frames. The sample average was computed from
these measurements and is presented in Section 8.2.2. This average received
value is proportional to the received optical intensity as discussed in Section
2.1.2. The sample variance was also computed and plotted versus the received
optical intensity (i.e.‚ the mean value) in Figure 8.10. Note that at high re-
ceived values‚ the quantizer saturates the receive value and the variance goes
to zero. The noise distribution is conventionally modelled as being Gaussian
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Figure 8.9. Estimate of the distribution of receive values over a range of transmit levels.

with variance linearly related to the receive optical intensity [182]. The signal
dependence can be justified by noting that each receive pixel is in essence a
narrow field-of-view device where the impact of the receive optical intensity
on the noise can not be neglected‚ as described in Section 2.3. The variance of
the noise is fit to the linear model

where is the mean received level. The parameter quantifies the signal
dependence of the noise while is the background noise term used thus far. As
a result‚ the previous case of signal independent noise is a special case of this
model. Table 8.3 presents the linear fit values as well as the statistic of fit‚
where close to 1 indicates a good fit to the linear model [204]. An identical
procedure was carried out in the case of normal background illumination and
the results are presented in Figure 8.11 and Table 8.4.

In both cases‚ there is significant spatial variation in the received variance
values. A linear model for the variance variation is also appropriate due to
the relatively good fit in the two cases. It should be noticed‚ however‚ that
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Figure 8.10. Variance of receive values as a function of receive intensity and position along
with least squares linear fit (Low illumination).

in the case of low and normal illumination the values for signal dependence
parameter in (8.3) do not change a great deal‚ whereas the values of change
significantly. Thus‚ the impact of ambient light on noise variance is captured in
the parameter while the signal dependence of the noise is captured in the
parameter. In single-element links with signal independent noise‚ considered
in earlier chapters‚ the term is modelled as being insignificant with respect
to the parameter. In the narrow field-of-view case present in the pixelated
wireless optical channel‚ this assumption is no longer valid.
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Figure 8.11.  Variance of receive values as a function of receive intensity and position along
with least squares linear fit (Normal illumination).

8.2.4 Simulation Model
Figure 8.12 presents a block diagram of the simulation model developed for

this point-to-point pixelated wireless optical channel.
The input image is at a resolution of 512 × 512 pixels which corresponds to

the transmit array. The input image is assumed to be a grey-scale image with
input values between 0 and 255.
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Figure 8.12. Block diagram of the channel model for the point-to-point pixelated wireless
optical channel.

In order to represent the gamma distortion of the channel‚ the five responses
measured in Figure 8.8 are averaged to produce a representative response. Using
a non-linear regression tool [203]‚ the average response was least-squares fitted
to the classical power form of gamma distribution [177] to yield

where is the input image and is the corresponding output. Figure
8.13 illustrates the average response as well as the fitted response. To incorpo-
rate the gamma distortion into the channel model‚ the response (8.4) is scaled
by the DC gain of the low-pass linear channel distortion. This allows the model
to reflect the measured response accurately.

The point-spread function (8.2) is sampled at the high spatial rate of the
transmitted 512 × 512 pixel image to yield a point-spread function to be used
for simulation. The resulting upsampled point-spread function is shown in
Figure 8.14 and is used in the simulation model. The filtering is done in spatial
domain using the upsampled point-spread function.

The resulting image is resampled to a resolution of 154 × 154 using bilinear
interpolation to determine non-integer sample points [194].

The noise is modelled as being independent both in space and in time. This
is taken as a worst case model for the array since any correlation in the noise
can be exploited to improve transmission. Additionally‚ the noise is modelled
as being zero mean. The average value of the and parameters in (8.3) are
taken over all cases of normal illumination to be and
for every pixel in the receive array. The received signal is then quantized to the
integer values between 0 and 255.

A comparison between 100 transmitted frames constructed with the binary
modulation described in Section 7.3 versus the output of the model gives rise
to a 5.4% error in terms of the energy of the difference divided by the energy
of the channel measurement. Although not insignificant‚ the error between
the measured data is small enough to suggest that the salient properties of the
channel are represented in the model and that the model is appropriate for
modem design purposes.
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Figure 8.13. Average gamma distortion along with least squares fit.

The parameters used in the defining the simulation model are summarized
in Table 8.5.
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Figure 8.14. Resampled point-spread function used for simulation.

8.3 Pixel-Matched Systems
As discussed in Section 7.4‚ pixel-matched systems implement a simple

spatial signalling technique in order to realize a multiplexing gain. However‚
in the previous analysis the impact of the spatial response of the channel was
not considered in the performance of such systems.

Consider implementing a pixel-matched spatial modulation scheme by par-
titioning the transmit array into a series of square regions‚ termed macropixels‚
each with an integral number of transmit pixels of the LCD display. Each trans-
mit pixel assigned to a given macropixel transmits an identical PAM signal at
the frame rate. Thus‚ a spatial repetition code is employed in every macropixel.
Figure 8.3 presents an example of such a system in which macropixels consist
of 10 × 10 arrays of transmit pixels and binary level PAM is used for each
macropixel.

The analysis in Section 7.4 estimated the increase in spectral efficiency in
pixel-matched systems in which the spatial response of the channel was flat over
all frequencies. As discussed in Section 7.3.1‚ the pixelated wireless optical
channel has a low pass spatial frequency response. As a result‚ the assumption
that adjacent pixels are independent channels becomes increasingly worse as
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the macropixel size decreases. In order to provide a more realistic view of
the impact of spatial frequency response on the transmission rate‚ the capacity
was estimated when binary level images were transmitted through the channel
model derived in Section 8.2 for a variety of macropixel sizes. In each case in-
dependent‚ equally likely data was transmitted in each macropixel and perfect
spatial registration was assumed. Since spatial synchronization is not possi-
ble‚ spatial matched filter detection would require that a filter be designed for
each macropixel. Matched filter detection was approximated by using a single
response and linearly interpolating between the samples of the filter output to
provide the correct sampling instant. An approximated Wiener spatial equalizer
[194] was implemented on the matched filter outputs by assuming the noise and
signal power spectral densities are white and by measuring the variance over a
number of test frames. Figure 8.15 presents normalized histograms represent-
ing the distribution of the receive amplitudes given a zero or a one is transmitted
in the case of 10 × 10 sized macropixels. The figure also presents a Gaussian
fit to the histograms. Using the Gaussian fit to the conditional distributions‚ the
capacity of each macropixel channel is estimated using a well known numerical
technique [142]. Figure 8.16 plots the capacity of the pixelated link in units of
bits per frame for a number of macropixels. Notice that‚ as in Figure 7.4‚ the
rate of the channel increases with the number of macropixels. However‚ in this
case‚ as the number of macropixels increases further‚ i.e. as the size of each
macropixel decreases‚ the residual ISI remaining in the received signal reduces
the transmission rate of the link. In this simulation example‚ the maximum data
rate is less than 3 kbits/frame.

Pixel-matched systems for the point-to-point wireless optical channel are
simple to construct but suffer from several key disadvantages. Sending inde-
pendent data in each macropixel does not take into account the spatial frequency
response of the channel and suffers from aliasing distortion. The lack of spatial
synchronization makes detection and equalization difficult since filters must
ideally be designed for each macropixel. In spite of these difficulties‚ sim-
ulations indicate that this spatial modulation still provides gains in spectral
efficiency over single element links which are limited by the spatial response of
the channel. The following sections use SDMT based spatio-temporal coding
which takes into account the spatial frequency response of the channel to further
improve the spectral efficiency further.

8.4 Pixelated Wireless Optical Channel

In this section‚ the capacity of the point-to-point wireless optical channel
with SDMT spatial modulation‚ presented in Section 7.5‚ is estimated using the
derived channel model. In order to investigate the feasibility of achieving this
promised rate‚ multi-level codes as well as multi-stage decoding are applied to
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Figure 8.15. Normalized histograms of received amplitudes given a zero or one is transmitted
for 10 × 10 sized macropixels along with Gaussian density fit.

the channel to provide a realizable system which‚ in simulation‚ achieves rates
of 76% of the channel capacity.

8.4.1 System Overview
The system model for the SDMT channel is identical to that of Figure 7.5 with

and It is assumed that the transmitter
is able to pre-distort the transmitted image in order compensate for the gamma
distortion of the display. Additionally, it is assumed that spatial registration has
taken place, i.e., the receiver knows the coordinates of the transmit pixels in the
receive plane.

In order to compute a power allocation, the receiver must feed back the chan-
nel characteristics to the transmitter. A simple technique to accomplish this is
to fit the channel point-spread function to a family of Gaussian functions rep-
resented by the parameters K, and defined in Section 8.2.1. The
receiver can then feed back the point-spread function parameters along with an
estimate of the worst case noise to the transmitter using simple and robust on-off
keying. With this information, the transmitter can compute a power allocation
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Figure 8.16. Approximate capacity in bits per frame versus the number of macropixels.

and load the spatial frequency bins appropriately. Section 8.4.3 illustrates an
example of this power allocation for the system under consideration.

The transmitted image is formed by taking the inverse fast Fourier transform
(IFFT) on the 512 × 512 pixel image. As discussed in Section 7.5‚ a cyclic
extension is appended around the transmitted frame to ease equalization at the
receiver. Figure 8.17 illustrates a typical SDMT symbol with cyclic extension.

At the receiver‚ the 154 × 154 pixel received image is sampled in time and
in space and put in spatial frequency domain using a FFT. It is assumed that
the temporal synchronization is exact and that the timing bars of Section 8.1.3
are used. Additionally‚ it is assumed that there is no temporal ISI present in
the channel. Following spatial sampling an interpolation step may need to
take place to aid in spatial synchronization‚ as discussed in Section 7.5.2. The
frequency bins are equalized‚ decoded and unloaded.

8.4.2 Dynamic Range Compression
In DMT systems the output signal is the sum of a large collection of indepen-

dent sinusoids. The amplitude distribution of these signals is nearly Gaussian
and they exhibit large peak-to-average ratios [193]. Indeed‚ the SDMT sys-
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Figure 8.17. An SDMT symbol with cyclic extension.

tem‚ being a generalization of conventional DMT‚ also exhibits this undesirable
property.

In the case of SDMT‚ there are a large number of unused spatial frequency
bins in which no data is set since the SNR is too low. These bins‚ however‚
present a degree of freedom and may be assigned to reduce the peak amplitude of
the output signal. To assign these unused bins‚ an iterative projection technique
[205] was employed. Figure 8.18 illustrates the operation of the algorithm. The
algorithm starts by assigning the data symbols to the allocated spatial frequency
bins and setting all other bins to zero. The resulting image is transformed to
spatial domain using the IFFT‚ clipped to satisfy the peak constraint and placed
back in spatial frequency domain using the FFT. The algorithm then assigns
the data symbols to the frequency bins which are allocated and leaves all other
bins untouched. This process iterates a fixed number of times. This algorithm
can be viewed as an iterative projection between the set of signals satisfying
the peak constraint and the set of signals carrying the required data. Since the
two sets are convex‚ it can be shown that the algorithm will find a point in the
intersection of the sets‚ if such a point exists [205].
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Figure 8.18. Block diagram of dynamic range compression algorithm.

Figure 8.19 shows the average reduction in the dynamic range versus the
number of iterations when applied to SDMT with the power allocation found in
Section 8.4.3. As the number of iterations increases‚ the dynamic range is also
reduced at the cost of increased processing delay. For this link the algorithm
was set to operate with five iterations where the reduction in dynamic range is
nearly 30%.

By assigning values to unused bins‚ care must be taken that significant energy
is not placed above the Nyquist band of the receiver which would add to aliasing
noise. After five iterations‚ the resulting spectrum has less than 1% of the signal
power outside of the Nyquist band. Note that these high spatial frequency bins
will be additionally attenuated by the channel response before they are sampled
at the receiver. This aliasing distortion impacts spatial frequency bins close to
the Nyquist rate and results in a significant reduction in the dynamic range and
the broad-band spatial clipping noise.

8.4.3 Signal Design and Capacity
The pixelated wireless optical channel considered here is a peak-limited

channel. In general‚ it is difficult to use this constraint directly in frequency
domain. It is clear‚ however‚ that imposing a limit on the maximum and mini-
mum amplitudes restricts the electrical power which is transmitted per frame.
This section computes an estimate of the capacity of the SDMT system on the
channel model using the electrical water-pouring technique discussed in Section
7.5.3.

Figure 8.8 illustrates that ambient light produces a DC shift in the received
intensities. As a result‚ the average amplitude of the image was set to P = 117.5
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Figure 8.19. Reduction in dynamic range versus iteration.

units. In order to arrive at a value for K in (7.11)‚ each pixel was modelled
as an independent random‚ Gaussian-distributed amplitude of mean P. Any
amplitudes exceeding the range [0‚ 255] are clipped by the transmitter. In order
that the probability of clipping error was sufficiently small (less than the
value of was taken.

The noise characteristics of the channel are signal-dependent‚ as character-
ized in Section 8.2.3. The noise is also composed of clipping and quantization
noise. In this capacity estimate‚ the signal dependent characteristic of the noise
sources are not considered directly. Rather‚ the noise spectrum per bin is es-
timated by running 50 frames through the system when the power allocation
is set to spread E over all bins equally. The noise power received in each fre-
quency bin within the Nyquist region of the receiver is then averaged to form
an estimate of the noise spatial frequency distribution‚

With an estimate of the noise variance in each bin‚ an electrical power allo-
cation can be made amongst the spatial frequency bins in the Nyquist region
of the receiver using the well-known water-pouring spectrum shown in (7.10)
[45‚ 128]. Figure 8.20 presents a plot of the water-pouring “bowl” for the chan-
nel optical transfer function The power allocation can be viewed as a
process in which the constraint E is poured into the bowl and occupies those
channels with the lowest It should be noted that not all
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Figure 8.20. Water-pouring “bowl” for the SDMT channel.

spatial frequency points in the Nyquist band of receiver have power allocated
to them. The vertical axis in Figure 8.20 is truncated to allow for plotting.

The capacity of the SDMT system can be estimated as the sum of a series of
parallel Gaussian noise channels as in (7.9). Using the estimated noise variance
per bin along with the computed power allocation the capacity of the channel
is estimated to be 22.4 kbits/frame. This capacity does not explicitly take into
account the peak constraint of the channel‚ but rather models the channel as an
electrical channel with added Gaussian-distributed clipping noise.

8.4.4 Code Design
The capacity of the SDMT pixelated channel represents the maximum achiev-

able rate per channel use (i.e‚ per frame)‚ however‚ it does not suggest any realiz-
able method to achieve it. In this section‚ a near-capacity achieving multi-level
coding and multi-stage decoding scheme for DMT channels is applied to the
SDMT channel [206].

Multi-level codes are a coded modulation scheme which use binary codes to
improve the reliability of multi-level QAM constellations [207]. For constella-
tions of size M address bits‚ are required to label
each constellation point. A multi-level coding scheme assigns a binary code‚

to each depending on the “quality” of the given bit channel. Formally‚
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if Y is the received variable‚ the mutual information for channel input to out-
put is equal to I(Y; B) since the map from B to the constellation points is a
one-to-one correspondence. Using the chain rule of mutual information‚

Thus‚ data transmission on this channel can then be viewed as communication
on M parallel bit channels‚ assuming are known [208]. A
code can be designed for each channel according to the conditional mutual
information. Clearly‚ the conditional mutual information in each bit channel is
highly dependent on the labelling of the constellation points. If Ungerboeck
labelling by set partitioning [142] is used then [208]

As a result‚ the rate of codes selected should increase for higher bits. At the
decoder‚ a multi-stage decoding algorithm is applied in which each is decoded
conditioned on knowing the decoder output for lower bits It can be
shown that if each code is capacity achieving‚ then the total channel capacity
is achieved using multi-level coding and multi-stage decoding [208].

In the context of DMT channels‚ it has been found that the use of multi-level
codes can approach the channel capacity over a wide class of channels [206].
For the SDMT channel described in Section 8.4.3‚ multi-level codes are applied
to approach the computed channel capacity.

Following [206]‚ the bit loading algorithm selects the smallest constellation
for each frequency bin so that the rate loss is at most 0.2 bits/symbol. The
constellations are of size for Figures 8.21 and 8.22 present
block diagrams of the multi-level coder and multi-stage decoder used for the
SDMT channel. Bits and in each bin are Gray labelled and treated as
a single symbol. Subject to the loading algorithm‚ the average capacity of

over all the frequency bins was computed to be 0.5563 bits/symbol. The
intuition is that since there are a large number of frequency bins a long‚ powerful
code with rate near the average capacity of will perform well. These two
bits in each spatial frequency bin are coded with a near capacity achieving‚
irregular rate-1/2 low density parity check code (LDPC) with block length
[206]. Simulations indicate that this code converges under the channel bin
SNRs derived in Section 8.4.3. At the decoder‚ the log-likelihood ratios for
each of these bits can be computed over all constellation points and fed to the
LDPC decoder.

The higher level bits are labelled using Ungerboeck’s set partitioning la-
belling where for each bit the intra-set distance increases. In order to design
codes for the upper bits‚ a target bit-error rate of was set. The upper bit
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Figure 8.21. Multi-level coder block diagram for SDMT channel.

Figure 8.22. Multi-stage decoder for the SDMT channel.

channels are modelled as binary symmetric channels (BSCs) and hard decision
Reed-Solomon codes of block length 255 were applied to correct enough errors
to ensure that the target bit-error rate was met. Table 8.6 presents the average
conditional probability of error for the higher order bits along with the capacity
of the associated BSCs. For and higher label bits‚ the bit channel is good
enough to allow for uncoded transmission while satisfying the bit-error rate tar-
get. For and the Reed-Solomon codes designed operate a rates close
to the capacities of the binary symmetric channels.

After applying multi-level codes‚ the resulting rate over all frequency bins
was computed to be kbits/frame or approximately 76% of the es-
timated channel capacity. Normalized to the number of transmit and receive
pixels‚ the transmission rate can also be stated as 0.061 bits/transmit pixel (in-
cluding the cyclic extension) or 0.72 bits/receive pixel.

The spectral efficiency provides a metric of system performance which in-
cludes the temporal signalling constraints of the system. The spectral efficiency
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of the system‚ in (5.5)‚ is dependent on the pulse shape used for the underlying
PAM modulation for each pixel. The spectral efficiency of this SDMT scheme
can be written as where is the K%-fractional power bandwidth
of the PAM pulse (3.15) and T is the frame interval. Using rectangular PAM
modulation was employed for each pixel and a 99% fractional power definition
of bandwidth the ultimate spectral efficiency achieved is 1.7 kbits/s/Hz.

Although the spectral efficiency which is attained is larger‚ the complexity
of performing the required signal processing in an actual system has not been
taken into account. However‚ this result does suggest that the available gains
from this channel topology merit further study.

Thus‚ the multi-level code coupled with the multi-stage decoder implements
a spatio-temporal coding scheme for the SDMT channel which approaches
the channel capacity. The pixelated wireless optical channel is then shown to
achieve high spectral efficiencies of approximately 1.7 kbits/s/Hz in a point-to-
point configuration using a transmitter with 512 × 512 elements and a receiver
with 154 × 154 elements over a range of 2 m.

8.5 Conclusions
The pixelated wireless optical channel is capable of providing large gains in

spectral efficiency by leveraging the spatial diversity inherent to arrays of opti-
cal emitters and detectors. A channel model was developed based on channel
measurements on a prototype channel. In simulation using the model‚ pixel-
matched systems can achieve data rates of approximately 3 kbits/frame and
does not consider the spatial frequency response of the channel. As a result‚
this technique suffer from severe ISI and is sensitive to spatial synchronization.
This chapter discusses SDMT spatial modulation to combat the low pass spatial
channel. A dynamic range compression technique was applied to exploit un-
used spatial frequency bins to reduce the peak value of output signals‚ thereby
reducing clipping noise. A near-capacity achieving coding scheme‚ originally
conceived for DMT systems‚ was applied to the SDMT channel. This spatio-
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temporal code achieves rates of approximately 17.1 kbits/frame in simulation
which is 76% of the estimated channel capacity.

Although spatially invariant channels are discussed here‚ SDMT may also
be appropriate on channels with some spatial variation. Consider the case of
two-dimensional arrays of lasers and photodiodes for chip-to-chip signalling.
Often deterministic variation of the gain of these devices over the array is
present due to manufacturing errors [155]. Indeed‚ certain pixels may be totally
inoperative. In conventional systems‚ where each transmit pixel is sensed by
a single receive pixel‚ this distortion can cause erasures in the received data.
If the spatial variation of these gains was know a priori at the transmitter‚ say
during a calibration stage in manufacture‚ they could be taken into account
in the power allocation algorithm. Thus‚ SDMT provides a degree of spatial
redundancy which can accommodate a systematic spatial variation over the
transmitter array.

In this chapter‚ the design of modulation and coding for a given pixelated
wireless optical channel is considered. For systems in which the orthographic
projection assumption holds‚ it is expected that the capacity of the system will
be highly dependent on the range between transmitter and receiver. As the range
increases‚ the spatial frequency response of the link drops. This assertion can be
justified by assuming that a given image is transmitted and the range is increased.
With reference to the receive imager‚ the sampling rate remains the same and the
size of the received image scales down with increasing range implying a relative
increase in the spatial frequency of the received image. However‚ as range
increase a smaller number of receive pixels are illuminated. With a CMOS
imager‚ the frame rate can be increased as the number of illuminated pixels
reduces [182]. Thus‚ although the number of receiver pixels has decreased
the signalling rate has improved. The trade-off between spatial and temporal
bandwidth in this link is currently not well understood. Additionally‚ this work
has not considered the impact of projective distortion on the capacity of the
link.
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Chapter 9

CONCLUSIONS AND FUTURE DIRECTIONS

9.1 Conclusions

This work has presented techniques for improving the spectral efficiency of
wireless optical links. Existing signal design methods for electrical channels
are extended and generalized to the optical intensity channel. Unlike previous
wireless optical topologies‚ spatial diversity is exploited to improve the spectral
efficiency of the channel.

A signal-space framework has been proposed which geometrically represents
both amplitude constraints as well as the average optical power constraint. An
additional peak constraint is also considered and represented in the signal space.
Unlike previous techniques‚ this model is not confined to a given set of pulse
shapes but treats all time disjoint signalling schemes in a common framework.

Lattice codes are defined using the signal space model. Conventional lat-
tice coding techniques are extended to include the amplitude and average cost
constraints of the optical intensity channel. A bandwidth constraint is imposed
which represents the impact of shaping on the spectral characteristics of the
modulation scheme. An idealized point-to-point link is used to compare the
range over which modulation schemes can transmit subject to a constraint of
bit-error rate and channel bandwidth. Spectrally efficient modulation is shown
to provide significant rate increase for short distance channels.

In order to show the necessity of spectrally efficient modulation at high SNR‚
capacity bounds were computed for given pulse sets by exploiting the geometry
of the signal space. The upper and lower bounds are shown to asymptotically
exact at high optical signal-to-noise ratios. The bounds indicate that conven-
tional rectangular PAM schemes used in optical channels suffer a large rate loss
over bandwidth efficient techniques.
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The MIMO wireless optical channel is defined as a general case of current
angle diversity and quasi-diffuse channel structures. The spatial response of
the channel is considered directly in the pixelated optical case and gains in
spectral efficiency are had by transmitting information in both space and time.
A prototype link is constructed using a commercial CCD camera and an LCD
panel. Channel measurements are taken to characterize the channel impairments
and a simulation model is defined for design work.

Spatial discrete multitone modulation is defined as a spatial signalling scheme
which can adapt to the spatial bandwidth limitation of the channel. Spatial
synchronization in this case is also shown to be easier than in the case of pixel-
matched systems. A simulation study is performed to estimate the capacity
of the channel and to propose coding to approach this capacity. Multi-level
codes coupled with multi-stage decoders are applied to this channel and are
shown to achieve 76% of the theoretical channel capacity and provide spectral
efficiencies of approximately 1.7 kbits/s/Hz.

9.2 Future Work
In order to improve the range of wireless optical links the physical compo-

nents of the link can be optimized in a number of ways. Optical concentrators‚
such as mirrors and lenses‚ can be used to increase the receive power at the
price of higher implementation cost [2‚ 3]. Recently‚ holographic mirrors have
been shown as a promising concentrator architecture [72]. At longer wave-
lengths (in the and range) the human eye is nearly opaque. As
a result‚ an order of magnitude increase in the optical power transmitted can
be realized at the price of costlier optoelectronics [11]. Using such techniques‚
the range over which high data rate spectrally efficient modulation schemes are
appropriate can be extended at the expense of greater implementation cost.

Through the use of such techniques it is possible to engineer an optical
channel which offers a significantly improved optical power at the receiver.
Bandwidth efficient raised-QAM type modulation can then be applied in this
new channel to provide improved data rates over the given transmission distance.
Thus‚ these physical techniques increase the range of transmission distances in
which high-rate‚ bandwidth efficient modulation is appropriate.

The signal space model of Chapter 4 represents only time-disjoint signals
and their average cost. Since the channel is bandwidth constrained‚ the use
of bandlimited pulses should be considered for this channel. A geometric
representation of the amplitude constraint in the case of time-overlapping pulses
is necessary to aid in signal design for this channel. Although some time-
disjoint schemes are considered here‚ difficulty arises when considering high
dimensional schemes due to the requirement that the cross-section be known.
Bounds on the volume of for a given pulse set should be developed to allow
the gain to be estimated for these cases.
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Coding and shaping gain of lattice codes in Chapter 5 differs from the conven-
tional results for electrical channels. The optical coding gain is not necessarily
maximized by the densest lattice. It would be interesting to determine if the
optical coding gain has an interpretation as the packing of some other geomet-
ric form. The lattice maximizing this packing is also an open topic. The use
of opportunistic side channels is also proposed in the Chapter 5. It would be
interesting to see if practical side channels can be constructed to aid in timing
synchronization or to transmit additional information. The noise model of the
wireless optical channel is also simplified and holds only at high background in-
tensities. At lower background intensities the noise characteristics are certainly
signal dependent. This situation may arise in chip-to-chip links where ambient
light can be occluded as well as in narrow field-of-view links such as some
MIMO wireless optical channels of Chapter 7. The design of signalling‚ and
specifically lattice codes‚ subject to this distortion is also a promising avenue
of future work.

The capacity of optical intensity signalling sets remains an open topic for
investigation. Although asymptotically exact bounds are given here for a given
basis‚ these results are not directly applicable in the synthesis of pulse sets.
The basis set which maximizes the channel capacity subject to bandwidth and
amplitude constraints still remains an open question. Studies into the capacity
of MIMO channels corrupted by spatial distortions and signal dependent noise
also show promise for future investigation.

The study of MIMO wireless optical channels presented in Chapters 7 and
8 present only an introduction to this area. Significant work still needs to
be done in order to characterize these signalling schemes in the presence of
more realistic distortion. However‚ this work has demonstrated that MIMO
techniques‚ when applied to wireless optical channels‚ can yield impressive
gains in spectral efficiency.

The MIMO wireless optical channel proposed in Chapter 7 can be realized
in a wide range of configurations. The demonstration of this link using a larger
number of transmit and receive elements and projection systems is of interest
for future work. Non-planar flexible displays are also a potential implementa-
tion which would couple both the pixelated concept with a degree of angular
diversity. The simulation model constructed is appropriate for the given fixed
point-to-point link proposed. More general channel models should be formu-
lated under a variety of channel configurations. The role of projective distortion
should also be included in a more comprehensive channel model. Additionally‚
the spatial variation of the point-spread function and of noise should be more
accurately modelled.

Spatial discrete multitone‚ investigated in simulation in Chapter 8‚ is shown
to be a powerful extension of conventional DMT systems. Future work should
include implementing this modulation scheme on a channel to verify the sim-
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ulated performance. Additional work is also required to develop spatial regis-
tration and spatial synchronization algorithms which are critically important to
the functioning of this link. Lower complexity spatial modulation should also
be considered for this link. Two-dimensional partial response techniques [166]
should be studied in greater detail for MIMO wireless optical channels and the
available spectral efficiencies determined.
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