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Preface

The variability of power output exhibited by many renewable electricity
sources represents something of a challenge to maintaining secure supplies in
the integrated electricity systems of industrialized countries – especially if, as
widely anticipated, the contribution of renewables to national grids rises to
very substantial levels.  But is this a major – or even an insuperable – challenge,
or one that is readily amenable to solution? This is the key question this book
attempts to address. It also raises a host of other important issues. 

How do electricity systems currently cope with the hourly, daily and
seasonal variability of demand, and with the sudden interruptions to supply
that occasionally occur, for example due to the failure of a major conventional
power plant? Are renewable sources ‘intermittent’, or is it more accurate to
describe them as ‘variable’?

How much ‘dispatchable’ generating capacity (fossil-fuelled or renewable)
is required to provide supplementary ‘backup’ power for variable renewables?
And how should ‘backup’ be defined? Is it principally for power, to provide
short-term control of grid frequency; or is it principally for energy, to contri-
bute to annual supply or long-term supply reserve requirements? To what
extent can variable renewables such as wind contribute to ‘firm power’ and be
accorded a ‘capacity credit’; and how does such capacity credit vary with the
proportion of renewables in the system? 

How much backup capacity already exists on conventional electricity
systems, and how much more will need to be added as the proportion of vari-
able renewables increases? How much are these backup supplies likely to cost?

What kinds of backup supplies will be required in the renewables-intensive
electricity systems of the future? To what extent can existing backup supplies
be adapted to cope with a greater contribution from renewables? Are new,
more flexible, forms of generation required? And what role might there be for
various storage technologies, both existing and emerging?  

What is the potential role of wind power forecasting, over the short and
medium term, in enabling electricity system operators to adjust the output of
other power sources to match the variability of wind? To what extent can the
variability of wind be mitigated in future by contributions from other renew-
ables, such as wave or tidal power? And to what extent could wide
geographical dispersal, across the UK and over the rest of Europe, reduce the
overall variability of renewable sources such as wind? 

Should electricity demand management play a more important role in the
‘informated’ electricity grids of the future? And is it possible to envisage a
future electricity system in which an extremely high proportion – perhaps 95
per cent – of electricity comes from renewables?
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These questions, and many more, were originally addressed by the contrib-
utors to this book at a major conference held at the Open University in 2006.
They have each expanded their conference presentations to produce the
detailed and thoughtful analyses that follow. As might be expected, there are
occasional differences of view, and of emphasis, between authors, and some
areas of controversy remain to be resolved. But there appears to be a broad
consensus that the variability of renewables is a not a substantial problem at
present levels of grid penetration; and that, as the proportion of renewable
generation rises in future, the problems that arise should be amenable to solu-
tion, as electricity grids, generating technologies and load management
techniques evolve into more flexible, more sophisticated and more sustainable
forms.

Godfrey Boyle
The Open University

July 2007
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Variable Renewables and the Grid: 
An Overview

Michael Laughton

INTRODUCTION

In all national electricity supply systems, the power demand varies over the
course of a day; there is a rise and fall every 24 hours, with usually a night-
time minimum and a daily maximum. In order to assess the contribution that
renewable or other sources of energy can make to electricity supply, the
distinction between energy and power has to be kept clearly in mind. Whereas
the commercial operation of each generation plant is measured against total
energy delivered, in the UK the central grid control operated by the National
Grid Electricity Transmission plc (National Grid), acting in its role as Great
Britain System Operator (GBSO), has to ensure that the power generated (the
rate of delivery of energy) balances the power demand at all times, otherwise
the system fails. 

Ensuring power supply security requires a deeper understanding of grid-
related issues than those related to energy supply availability. Naturally varying
renewable energy sources certainly provide secure quantities of energy when
considered over, say, a year, but of themselves do not necessarily guarantee the
secure delivery of power as and when needed. The significance of the separation
of requirements for energy delivery and power delivery (which seems to escape
many commentators and advocates in the energy field) gives rise to separate
power supply-related questions, such as those concerning plant capacity,
generation load factors, system capacity planning margins, probabilistic
measures of system power supply security, and backup plant requirements. 

These questions will be considered further in this chapter from the view-
point of guaranteeing grid security of power supply. Although difficulties and
constraints are highlighted, it is taken for granted that renewable energy forms
an important component in future energy supplies for the electricity supply
industry, the more so in the UK with increasing dependence upon imported gas
and the future retirement of coal and nuclear stations. Problems raised, there-
fore, should be seen as problems to be solved – in some cases by more research,
and in others by the development of technology. 
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RENEWABLE ENERGY SOURCE VARIABILITY

Renewable energy sources

Table 1.1 lists the main renewable energy sources used for electrical power
generation, along with the distinctive types of development for energy conver-
sion and extraction. Apart from the production of heat or chemicals, the
generation of electrical energy is the main purpose. 

Table 1.1 Renewable energy sources for electrical power generation

Renewable resource

Municipal solid waste (MSW) 

Hydro:
• large scale
• small scale

Wind: 
• onshore
• offshore

Biofuels:
• energy crops
• forestry wastes
• agricultural wastes

Wave: 
• shoreline
• near shore
• offshore

Tidal: 
• stream
• barrage

Solar:
• photovoltaic 

Source: Tyndall Centre (2003)

From the viewpoint of a power system operator, some of the difficulties asso-
ciated with renewable source variability affecting the delivery of electrical
power are as follows:

• uncertainties in predictions of power available at any given time, leading to
scheduling difficulties, although obviously the degrees of uncertainty vary
with the length of forecasting horizon;

• magnitude of fluctuations in power output, where small fluctuations can be
accommodated easily, but larger fluctuations require special countermea-
sures;

2 Renewable Electricity and the Grid
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• speed of fluctuations, where slow changes in resource availability and,
hence, power output are usually predictable, but fast changes are less so.

In addition, there are generating plant performance abilities to be considered,
such as power conversion limits where generating plant can operate efficiently
only within certain limits of energy availability. 

Variability of power generation

The characteristics of the varying electrical power outputs obtained from these
respective resources vary considerably.

Tidal energy captured either from tidal streams of water or by storage and
subsequent release in barrages is the most predictable of variable renewable
energy forms. Tidal cycles lasting just less than 12.5 hours each day allow
generation on either the ebb tide or on both the ebb and flood tides.
Generation on the ebb tide with additional pumping at high tide is a further
option, as shown in Figure 1.1. Studies of a potential barrage in the Severn
Estuary show generation is possible for five to six hours during spring tides
and for about three hours during neap tides. Thus, a tidal barrage produces
two totally predictable but intermittent blocks of energy each day, the size and
timing of which follow the lunar cycle.

Variable Renewables and the Grid: An Overview 3

Note: A = filling; B = pumping; C = holding; D = generating; E = holding.
Source: Laughton (1990)

Figure 1.1 Tidal cycle and electricity generation periods for a barrage with
additional pumping at high tide
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Wave power is, at present, a relatively undeveloped and underemployed tech-
nology; therefore, without hard data the variability of power output from
wave farms can only be surmised. It is known, however, that the variability
depends upon both local and distant weather conditions. Wave power gives
rise to further problems connected with plant limitations, apart from
unpredictability. Figure 1.2 shows a typical probability relationship for wave
power measured in kilowatts per metre (kW m−1) of wave front for sea condi-
tions in northern UK waters. Note the logarithmic scale. To design power
take-off devices to capture the power in low-probability high-power waves
would be too expensive; therefore, such devices are sized to cope with only a
limited range of wave power levels that have a higher probability of occur-
rence. However, to withstand extreme conditions without being destroyed, the
structure has to be designed to withstand such extreme events, regardless of
their low probability.

Photovoltaic (PV): the power and energy output of any PV array depends
upon the irradiance, which, in turn, depends upon the time of day and the time
of year, the maximum power generated, and the length of operation achieved
in summer. Local weather conditions result in individual array power outputs
with many spikes and troughs, although the overall daily power output from
several arrays spaced across the country should follow approximately a bell-
shaped curve centred on midday, with a spread depending upon the length of
daylight. In the UK, midsummer irradiance could last, for example, from
05.00hrs to 21.00hrs, but with levels falling from 100 per cent at 12.00hrs to
70 per cent at 16.30hrs, and then steeply to less than 20 per cent by 18.00hrs.

4 Renewable Electricity and the Grid

Source: Select Committee on the European Communities (1988)

Figure 1.2 Typical annual variation in wave power levels
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PV energy generation, therefore, is in the form of one block of energy each day
during daylight hours with power levels achieved being both seasonally and
weather dependent.

Wind power, like wave power, requires the generating plant to withstand
extreme conditions without being destroyed. Wind turbines are currently
designed to withstand maximum wind speeds of usually around 25 metres per
second (m s−1), at which level the turbines are switched off for protection. Figure
1.3 illustrates a typical power output characteristic for a wind generator showing
output rising from a cut-in wind speed of about 4m s−1 to 5m s−1, to a maximum
output at about 13m s−1 to 14m s−1 and a shut down speed at 25m s−1.

Three sources of variability are apparent. First, there is zero output below
cut-in wind speeds; second, between cut-in and maximum output, varying
wind speeds can cause large changes in output, although these would tend to
be smoothed out with many turbines covering a wide area; and, third, the
turbine is switched off in storm conditions.

This last circumstance is illustrated in Figure 1.4, showing spot prices in
the Danish electricity market during the first week of January 2005. Parti-
cularly strong winds during this time first of all produced ample supplies of
wind power that sent the spot (marginal) prices to zero, followed by rapid rises
in price as wind conditions strengthened beyond 25m s−1 wind speed and many
wind turbines were shut down. Such fast fluctuations in output may be antic-
ipated but are difficult to predict accurately, both in degree and in time,
without knowledge of the extent and progress of the particular storm circum-
stances.

Variable Renewables and the Grid: An Overview 5

Source: Boyle (2004)

Figure 1.3 Wind turbine output characteristics

3189 J&J Renew Electricity Grid  6/8/07  7:34 PM  Page 5



More usually, the total wind power output from a number of wind farms
across a region is subject to slowly occurring large fluctuations caused by the
changing regional weather patterns. Figure 1.5 shows such variability at the
end of April and beginning of May 2004 in the E.ON Netz system in North
Germany (E.ON Netz, 2004). Although the changes in wind power output
represent some 80 per cent of installed capacity, such variations are more easily
predicted than the sudden storm disconnections. The problem faced by E.ON
Netz is more to do with the measures that need to be taken to ensure that
system frequency is controlled and power flows in a coordinated manner
across the transmission network.

Care should be taken in drawing parallels, however, between experiences
in Germany and Denmark and the situation elsewhere, such as in the UK.
Wind conditions over the whole British electricity supply system should be
assumed to be different unless proved otherwise. Differences in latitude and
longitude, the presence of oceans, as well as the area covered by the wind
power generation industry make comparisons difficult. The British wind
industry, for example, has a longer north–south footprint than in Denmark,
while in Germany the wind farms have a strong east–west configuration. In
addition, both Denmark and Germany operate a feed-in tariff system of
support that allows wind generation to be determined entirely by the wind
conditions and tariff levels – hence the uncontrolled Danish spot prices. Such
support is common within the European Union (EU), but is not in the UK or

6 Renewable Electricity and the Grid

Note: DKr = Danish Kroner.
Source: www.nordpool.com/nordpool/spot/index.html

Figure 1.4 Influence of storm conditions on spot electricity prices in Danish
Kroners per megawatt hour in West Denmark during the first week of

January 2005
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in the Republic of Ireland, Belgium, Italy and Sweden, where renewable energy
is supported through the use of regulated volumes.

A different and rather curious long-term variation in wind power, and one
needing, perhaps, greater study, was illustrated at a Colloquium held in 1987
at the Electrical Engineering Department, Imperial College, London, on
Economic and Operational Assessment of Intermittent Generation Sources on
Power Systems. This variability relates not to days, weeks or seasons, but to
observed changes in wind strengths over several decades. Figure 1.6 shows the
cubed values of annual mean wind speeds at a wind recording station at
Southport Marshside, which are proportional to wind turbine power output.
The smoothed curve demonstrates the effect of applying a 15-term Gaussian
filter to suppress the short-term fluctuations. Evidently, there are longer-term
changing atmospheric circulation patterns present that modulate annual wind
speeds (Palutikof and Watkins, 1987). 

In this example, it is interesting to note that the energy output in a poor
year would be less than half that in a high wind speed year; that high and low
wind speed years also occur in spells; and that substantial variations about the
average annual wind speeds can occur at all times. Perhaps of more concern is
that such long-term mean annual wind speed variations may cause average
power output – and, hence, average annual energy contributions – to differ
substantially from predicted levels. This would be a matter of some conse-
quence for both wind farm owners and system planners. More work needs to
be done in defining these long-term cycles so that average annual wind condi-
tions converted to hypothetical wind power over the last 50 years can be
determined and anticipated in the future for, say, 2010, 2015, 2020 and 2025
– that is, during the lifetimes of present wind turbines.

Variable Renewables and the Grid: An Overview 7

Source: E.ON Netz (2004)

Figure 1.5 Large fluctuations in wind output in the E.ON Netz network in
Germany
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Notwithstanding these long-term considerations, the effects of wind variability
on the British grid have been studied in some detail over the past 30 years, and
some of the conclusions are presented in the following sections. 

Anticyclones and large-scale variability 

The major questions concerning the relationships between variability of energy
sources and grid power supplies occur when small-scale random local vari-
ability gives way over longer time periods to large-scale changes affecting much
of the grid system supply from wind. Such large-scale variability would occur
for wind and wave power when a substantial high-pressure weather system
(anticyclone) moves in over the whole country or a large part of it and – with
little or no wind – wind power output (and, potentially also, wave power
generation) drops to near zero. The same large-scale intermittency would occur
for PV generation at night or for the output of the Severn Barrage twice per day.
Borrowing a descriptive term used in the analysis of electronic systems where a
single reason is the cause of multiple circuit or equipment failures, this single
phenomenon causing a general reduction of power generated from many
geographically distributed sources may be termed common mode failure
(Laughton, 2002).

Large anticyclones with little wind pass over the country throughout the
year (see Wetterzentrale, undated) Those occurring in the winter are invariably
accompanied by low temperatures, frost and, maybe, fog – the occasions when
heating and lighting loads can also be at maximum (i.e. at winter peak load
times). In the summer, similar conditions are invariably associated with clear

8 Renewable Electricity and the Grid

Source: Palutikof and Watkins (1987)

Figure 1.6 Example of longer-term changes in average annual wind speeds
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skies and high temperatures when increased demand for cooling and air condi-
tioning result. 

An example of such winter conditions is shown in the Table 1.2 (Meteor-
ological Office, 2006). The data summarizes the wind speeds, temperature
conditions and atmospheric readings at some 66 Meteorological Office record-
ing stations covering Scotland, north-west England, north-east England,
Wales, the Midlands, East Anglia, south-east England and south-west England.

Although the north-west of Scotland is generally the windiest area of
Britain, in this example the stronger winds, on average, were in the south of the
country. 

Variable Renewables and the Grid: An Overview 9

Table 1.2 Winter anticyclone conditions on Wednesday, 28 December 2005,
at 18:00 GMT

Region and Wind Average Temperature Average Pressure Average
number of speed wind range  temperature range pressure
Meteorological range speed (˚C) (˚C) at mean at MSL
Office stations (knots) (knots) seal level (mb)

(MSL) (mb)

Scotland 0 to 9 3 –7 to 3 –2 1020 to 1023 1022
(mainland)
13 stations 

North-west 0 to 9 3 –4 to –2 –3 1020 to 1021 1021
England
5 stations 

North-east 0 to 6 4 –3 to 0 –2 1020 to 1022 1021
England
6 stations

Wales 0 to 3 2 –5 to –1 –3 1020 to 1021 1021
6 stations 

Midlands 0 to 9 6 –3 to 0 –1 1018 to 1021 1020
10 stations 

East Anglia 7 to 11 9 –2 to 0 –1 1017 to 1018 1018
4 stations 

South-east 2 to 9 7 –3 to 1 –1 1017 to 1020 1019
England
13 stations

South-west 0 to 9 5 –3 to 0 –2 1020 to 1021 1020
England
11 stations 

Note: Wind speeds are measured in knots. 1 knot = 1.15 miles per hour (mph) = 0.514m s–1.
mb = millibars.
Source: www.metoffice.com/education/archive/uk
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The average wind speed measured at all stations across the country is about 5
knots. Nevertheless, this is a somewhat meaningless measure: because of the
non-linearity of wind turbine power output as shown in Figure 1.3, the total
power generated depends mainly upon the number of sites with higher wind
speeds. Here the relationship between the number of sites and wind speeds is
shown in Figure 1.7.

It is important to note that although there are some stations recording zero
wind speeds, overall there are winds across other parts of the country, albeit
light winds. The zero wind condition affecting the whole country is a hypo-
thetical possibility; but studies show that this is a very rare occurrence and may
be ignored. For purposes of relating wind conditions to power generation, the
light wind conditions provide the determining circumstances that render any
consideration of even lower wind speeds irrelevant.

With regard to the typical power output/wind speed characteristic shown in
Figure 1.3, for the purposes of the analysis here, wind turbines may be
considered to start up at approximately 9 knots (4.63m s–1), reaching full output
somewhere above 22 knots and shutting down at approximately 50 knots.

According to these criteria, it would appear in the above example that only
one station would be recording sufficient wind speed where power output
could be obtained. It should be noted, however, that:

• Many Meteorological Office stations are geographically irrelevant for judg-
ing wind power potential in Great Britain (i.e. at airports instead of on
hilltops).

10 Renewable Electricity and the Grid

Source: www.metoffice.com/education/archive/uk

Figure 1.7 Wind data for mainland Britain on Wednesday, 28 December
2005, at 18:00 GMT: Light winds with cold anticyclone weather 
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• Meteorological Office data is collected at lower heights than hub heights;
thus, wind speeds at Met Office station monitoring heights need to be
increased to account for variation of speed with height.

• More complex rules have been developed; but a simple rule is:

Vz = Vh (z/h)a [1]

where Vz and Vh are wind speeds at heights z and h, and where h > z, with
a = 0.16 (Palutikof and Watkins, 1987).

Applying this height correction factor between a recording height of 30m and
a hub height of 80m, recorded wind speeds of 9 knots could be about 11 knots
at hub height, sufficient for a small amount of wind generation, but well below
the maximum outputs achieved at over 20 knots.

GRID OPERATIONAL REQUIREMENTS

Power demand and supply: Daily load curves 

In the British system covering England, Wales and Scotland, the total daily
power demand varies between a minimum summer load of about 22.4 giga-
watts (GW) and a winter peak above 59.4GW (National Grid, 2006). Figure
1.8 illustrates the demands during the two days, with minimum and maximum
demands, respectively, over the 12-month period of 1 July 2005 to 30 June
2006, the areas under the curves representing daily energy demands/supplies
and the heights of the curves representing the average half-hourly power
demands. Here, the annual base load can be seen to be of the order of 22GW;
but, with peak load occurring during the winter, the daily base loads would
have higher values over the periods during the winter months.

To meet the continuously changing power demands, a mixture of different
types of generation plant with varying degrees of responsiveness is needed to
meet the base load, mid range and peak loads. Large predictable daily changes
in demand or variable output from renewable generation plant are met by
scheduling and contracting the conventional generation as appropriate.
However, the load also fluctuates continuously in a random manner on a much
smaller scale within a few percentage of the expected value. Generation of
power, including all the variability of the power output of renewable sources,
has to equal load plus losses at all times. As a result, balancing generation from
spare plant has to be brought in and out of the system by the National Grid as
required. Some of this spare capacity would be on ‘hot standby’ (i.e. connected
to the network and operating at part load to ensure a stability of connection,
as in the case of steam plant) or available for instant start-up and connection
(as is the case for hydro, gas turbine and standby diesel plant). 

Variable Renewables and the Grid: An Overview 11
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Power quality

The system frequency at 50 hertz (Hz) has to be controlled within the specified
limits of +0.5Hz by balancing power supply and demand. Exact balancing is
not possible at all times, leading to changes in frequency as variations in the
total energy flow are absorbed and returned by the large reservoir of energy
afforded by the combined rotating masses of the large turbine-generating plant
in the conventional power stations. This plant, locked together in synchro-
nism, rotates at 3000 revolutions per minute (rpm) +30rpm and provides the
flexibility necessary for the instantaneous balancing of supply and demand.
Unlike other interconnected continental power systems, the British system is an
island system connected only by high voltage direct current (HVDC) links to
neighbouring systems. HVDC links do not provide frequency control; thus,
frequency control has to be exercised entirely within the national system. 

Frequency control is but one aspect of guaranteeing power supply quality
and is an important but seldom debated aspect of the power supply security
question. Increasing levels of variable renewable generation capacity will bring
both advantages and disadvantages for the maintenance of good power qual-
ity, although much remains to be learned in this respect. The importance of
maintaining good power supply quality without voltage dips, surges, harmon-
ics, frequency variations or interruptions in supply, even for milliseconds, does
not feature in debates on the future of the industry; yet, without high-quality
electrical power supplies, the operation of a modern industrialized society is

12 Renewable Electricity and the Grid

Source: www.nationalgrid.com/uk/Electricity/Data

Figure 1.8 Daily load variation on the UK National Grid system showing
maximum and minimum demand days from 1 July 2005 to 30 June 2006
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not possible (Stones, 2003). Poor power quality can have large detrimental
effects on industrial processes and in the commercial sector, with substantial
costs associated with machine downtime, clean-up costs, product quality and
equipment failure. Since this is a subject of specialist interest, however, it is not
included for further discussion here. 

Security of power supply and planning margins 

Historically, in the development of national electricity supply industries, the
planning process has sought to ensure that sufficient spare generation capacity is
available, over and above that needed to meet the maximum peak load demand,
in order to account for contingencies. To do so requires having sufficient spare
capacity in order to meet not only expected generating plant outages for repair
and maintenance, but also unexpected events causing breakdown of plant and,
thus, non-availability of generating capacity. 

This practice ensures that security of power supplies, as measured by loss-
of-load probabilities, stays within the historic norms. It is also central to the
determination of conventional generating plant capacity requirements where
substantial variable renewable generation capacity is added to a system.

With variable renewable power supplies added to the system, all analyses
show that wind generation plant, for example, can contribute to the security
of supply to a certain extent, despite the arbitrary nature of the prevailing wind
speeds. There is a suggested reliable capacity credit factor, determined by using
known existing conventional plant reliability statistics combined with simu-
lated wind turbine output based on measured meteorological office wind speed
data. This capacity credit factor is simply an indication of the amount of exist-
ing conventional base-load capacity that could be displaced for various levels
of wind penetration without degrading the overall system reliability standards.
It is, therefore, also an important indication of the acceptable decrease in
conventional capacity in the planning margin. 

Before privatization of the UK electricity supply industry in 1989, the
Central Electricity Generating Board (CEGB) used a planning margin of 24 per
cent to provide generation security when planning the need for future genera-
tion installed capacity. After privatization, under the initial electricity ‘pool’
trading arrangements, which in the UK preceded the New Electricity Trading
Arrangements (NETA), capacity payments were paid with regard to available
generation capacity. These capacity payments, which were a function of loss of
load probability (LOLP), were intended to provide a signal of capacity require-
ments. Under NETA – and now its successor, the British Electricity Trading
and Transmission Arrangements (BETTA) – the plant capacity margins are
currently determined solely by market forces.

The present planning margin in the UK advocated by the National Grid is
now around 19 to 20 per cent at times of peak load, based on known conven-
tional plant outage rates and the short construction times required by
combined-cycle gas turbine (CCGT) stations. This margin equates to approxi-
mately 11.5GW, or a generator availability of about 71GW, at the time of peak
load during the period of 1 July 2005 to 30 June 2006.

Variable Renewables and the Grid: An Overview 13
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This spare capacity is, of course, a planning figure relating to a target for
investment in capacity. The actual generation available and the margin over
and above demand during the year, accounting for outages, vary considerably,
as shown in Figure 1.9 (National Grid, 2006) and, in terms of the percentage
margin relative to demand, in Figure 1.10. The difference between generation
availability and national surplus accommodates other needs for capacity that
might be called on, such as for control or contingency requirements. 

The graphs show that although the peak demand of 59,632MW occurred
in week 22 (21–27 November) when the generation available margin was 21
per cent, the minimum generation available margin of 5 per cent occurred in
week 34, when the peak demand was 57,123MW. The consistency of the peak
demand levels is also shown: the weekly peak demand did not fall below
57,000MW from week 18 to week 34.

BASE-LOAD CAPACITY DISPLACEMENT WITH
INCREASING WIND PENETRATION

National wind characteristics and power generation

Studies of wind speeds in Great Britain show that there are significant periods
in an average year when demand is high and wind output over the whole coun-
try is low. In particular, a typical year would have over 1600 hours when
wind-generated output would be less than 10 per cent of maximum rated
installed wind-generation capacity, including 450 hours when demand is
between 70 to 100 per cent of peak demand (OXERA, 2003). Although the
risk of system failure is greatest when demand is at its absolute peak, the risk
is still significant for demands within a few percentage of the peak, say within
2GW to 4GW of peak in the system of the National Grid. Previous studies
noted that thermal plant output may have a standard deviation of between
1GW and 2GW around the peak availability (Grubb, 1988).

Generally, in Great Britain stronger winds occur in winter; thus, during the
winter season the average winter wind power available exceeds the mean
annual level. Previous studies (Grubb, 1988) have shown, however, that the
correlation with the peak 1 per cent of demand is negative, suggesting a
tendency for the very highest levels of demand to be associated with less wind
energy than might be expected. This lends support to the belief that the high-
est demands can (but not necessarily) occur on cold calm days (Grubb, 1988).
The same conclusion can be drawn from Figure 1.11 from the data of hourly
load factor and peak demand, derived from ten years of Great Britain electric-
ity demand data and ten years of simulated wind-generation data, with each
actual hour of wind speed matched against each actual hour of demand
(OXERA, 2003). The graph shown in Figure 1.11 confirms that higher load
factors (i.e. higher wind speeds) occur with higher percentage peak demands
(i.e. winter demands). The significant section of the characteristic is in the
droop shown in the load factors as peak demands approach the highest values.
While not confirming that peak demands are always associated with the calm
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Source: www.nationalgrid.com/uk/Electricity/Data

Figure 1.9 National Grid demand and generation capacity available
for the 12 months from 1 July 2005, with reference to the weekly

system peak load demands (SPLDs)

Source: www.nationalgrid.com/uk/Electricity/Data

Figure 1.10 Percentage generation availability margin relative to
demand from 1 July 2005 
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cold weather accompanying winter anticyclones as illustrated in Table 1.2, the
graph nevertheless indicates their increasing presence at such times.

Although attention is focused on variations in the overall national supply
of wind power, it must not be forgotten that significant variations in supply
could also come from more limited geographic areas if a large number of wind
farms were contained therein. Significantly large concentrations of wind power
generation capacity are being developed in Great Britain, both onshore and
offshore; therefore, a two-year history of the output of a group of wind gener-
ators having rated capacities of 99MW in the Scottish Power Transmission
area (southern Scotland) serves as a guide. These wind generators are geo-
graphically well distributed across the region; yet, between April 2003 and
March 2005, for a total of 20.3 per cent of the half-hour periods, the aggre-
gate output of all the wind farms was less than 5 per cent of the total capacity.
Furthermore, for 12.6 per cent of the half hours, the output was less than 2 per
cent of capacity, and in 2.2 per cent of the half hours there was no output at
all (Bell et al, 2006). There is insufficient capacity in this example to have any
significant impact on grid operations; nevertheless, the principle is clear that a
region of the country with potential for considerable wind farm development
can also experience large decreases in wind power output that should be evalu-
ated in relation to the grid capacity requirements.

The relationship between hypothetical wind capacity and energy generated
per annum for Great Britain can be seen in Figure 1.12. Again, a study of
several years of hourly wind data gathered from Meteorological Office sites
around the country, when processed through typical wind turbine power
output versus wind speed characteristics, produced an annual probability
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Source: OXERA (2003)

Figure 1.11 Relationship between percentage of Great Britain peak demand
and overall percentage hourly wind plant load factor
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distribution as shown (National Grid, 2002). Similar data distributions have
been found for other countries.

Figure 1.12 shows the probability of achieving various power output levels
from wind turbines over the whole country, given a theoretical total wind
turbine-installed nameplate capacity of 7600MW. It is seen that the total aver-
age hourly power output calculated from Met Office wind data covering the
country for every hour over the last five years can vary from 7300MW to prac-
tically zero. The mean output is 2270MW, which over a year would provide
approximately 20 terawatt hours (TWh) of energy, or about 5 per cent of fore-
cast national electrical energy demand in 2010, and would meet half of the
government target for electrical energy generated from renewables.

Figure 1.12 is of fundamental importance in understanding the reasoning
behind capacity credit estimates for various levels of wind penetration without
resorting to mathematical explanations.

Wind capacity credit 

In various studies (Grubb, 1986; Grubb, 1987; ILEX Energy Consulting, 2002)
an historic security of supply standard of 9 per cent is commonly applied to the
statistical probability of peak winter demand exceeding available supplies.
Typically, these simulations of generation reliability use generic 500MW gener-
ating units with a probability of 85 per cent availability and wind power data
obtained either from recorded wind speeds translated through manufacturers’
power curves or, more accurately, from half-hourly metered generation from
UK wind farms. Assuming no correlation between failures of conventional
generating units, the behaviour of conventional plant and wind-generating
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Source: National Grid (2002)

Figure 1.12 Probability distribution of total Great Britain wind power gener-
ation from 7600MW of dispersed wind turbines
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plant is statistically combined, enabling the risk of peak demand exceeding
available generation to be found. The minimum number of conventional
generating units necessary to ensure that the loss of load probability, or risk of
loss of supply, is less than 9 per cent is then determined; as a result, the capacity
credit of wind is found (i.e. the ability of wind to displace conventional capacity
for various levels of wind penetration).

Small capacity shortages have a much higher probability of occurring than
large shortages, but have little effect on security of supply. The total wind
power available in Great Britain over a short period of time (e.g. one to three
hours) will vary randomly; but these variations are small, of the order of a few
hundred megawatts, and are capable of being balanced out by the National
Grid Company (NGC) using its existing controls and available plant. As the
capacity of wind in the system increases, however, the consequences of occa-
sional large decreases in wind output are of increasing concern.

Implications for conventional plant capacity needed

All study results indicate that for low levels of penetration, the firm power capa-
city displaced equals the mean power delivered by wind generation (i.e.
measured by the total wind generation average load factor), but decreases with
increasing penetration of wind (Rockingham, 1980; Halliday et al, 1983;
Grubb, 1986, 1988; Swift-Hook, 1987). This diminishing return in the value of
wind capacity reflects the increasing importance of the possibility of little
output from all sources of wind generation. 

This effect of a declining influence of wind on power system security of
supply with increasing levels of wind-generation capacity installed is shown in
Figure 1.13. These charts show the results of a further study by the National
Grid combining the outputs illustrated in Figure 1.12 with National Grid oper-
ational models of conventional plant availability for various levels of wind
capacity on the system. The peak demand shown here is 50,000MW; when
repeated for 70,000MW, the study gave the same results.

The question posed in the study is: given a probability distribution of wind
power generated nationally, how much conventional base-load plant capacity
can be removed from the system without compromising system security, as
measured by the LOLP criteria of not being able to meet demand more than
ten years in a century?

Figure 1.13 shows power output probability distributions for 500MW,
7500MW and 25,000MW of hypothetical wind-generation capacity, respec-
tively, spread around the system (National Grid, 2003). In these charts, zero
represents generation balancing load. The areas under the curves to the left of
the zero represent the probability of loss of supply where load demand exceeds
generation capacity; the area to the right represents the probability represent-
ing generation capacity exceeding load demand. With the LOLP value chosen,
the area to the left of zero is 9 per cent of the total area under the curve for
any wind capacity chosen. In practice, the conventional plant capacity is
adjusted so that the probability that demand exceeds available supply is 9 per
cent (i.e. nine winters per century, the CEGB Generation Security Standard).
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The importance of the shape of the curve in Figure 1.12 is now apparent, with
the left skewing towards lower values of power output prohibiting the
replacement of a larger amount of conventional generation. Starting with a
conventional capacity of 59,500MW, the conventional capacity displaced by
wind generation is seen successively as 500MW, 2500MW and 4500MW: these
are the capacity credit values calculated here for the penetration levels of wind
of 500MW, 7500MW and 25,000MW, respectively, in the British National Grid
system.

One important factor to note is the increase in the system’s total capacity
over and above that needed to meet the load. With only 500MW of wind
installed, the excess capacity is 9.5GW, or 19 per cent of peak load, which is in
line with the National Grid planning margin. With 25,000MW of wind
capacity installed, however, which would provide some 16 per cent of the
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Note: Zero indicates generation balances load. The area to the left of zero is the probability of not meeting
50,000MW peak demand nine winters per century.
Source: National Grid (2003)

Figure 1.13 Probability distributions of total generation capacity 
for secure supply
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national demand for electrical energy, the excess capacity rises to 30GW, or 60
per cent of the peak load. How a liberalized market would accommodate the
needs of financial return with the need for security of supply in such circum-
stances remains to be seen.

Other studies have produced the same results for the system in England and
Wales (Grubb, 1987) and for Great Britain (ILEX, 2002). Collectively, the
estimates of the increases of wind capacity credit with increasing wind capacity
installed are shown in Figure 1.14. The curve showing Grubb’s (1987) results
represents a central value: his estimates deviate both above and below the solid
curve depending upon different regional concentrations of wind farms. 

To a first approximation for the British system: 

Wind capacity credit = (GW of wind capacity installed)N [2]

where, for a central value, N = 0.5.
Or: 

GW of capacity credit = √(GW of wind installed) [3]

or, with regional variations, 0.43 < N < 0.6.

Demand growth scenarios with various penetration levels of
wind energy by 2020 

As already referred to, the problem to be faced in the future is how to accom-
modate high levels of variable wind capacity in a power supply system if
security of supply considerations (i.e. capacity credit limitations) do not allow
the release of alternative conventional generation capacity. This situation is
illustrated in the results of a study for the UK Department of Trade and
Industry (DTI) (ILEX Energy Consulting, 2002), in which future demands
were postulated along with a high degree of penetration of wind power capac-
ity. The results are shown in Table 1.3.

Table 1.3 High electricity demand growth scenarios considered for Great
Britain with various penetration levels of wind energy by 2020

Peak demand Energy Installed Conventional Other Excess Excess
(MW) from wind capacity* renewable capacity capacity

wind capacity required capacity (MW) margin
(MW) (MW; margin) (MW) 

75,700 0% 0 90,083 = 19% 1600 15,983 21% 

75,700 10% 9900 86,800 = 15% 1600 22,600 30% 

75,700 20% 24,000 84,000 = 11% 1600 33,900 45% 

75,700 30% 38,000 82,500 = 9% 1600 46,400 61% 

Note: * Includes combined heat and power (CHP).
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The study assumed a fixed peak demand of 75.7GW on the Great Britain
system by 2020 and a fixed non-wind renewable capacity of 1.6GW. It then
examined the consequences, while maintaining reliability of supply, of adding
to the system increasing amounts of wind-generation megawatt capacity. In
this study, capacity remix was considered by adding support plant, such as
open-cycle gas turbines (OCGTs), for purposes of maintaining adequate
response and reserve requirements. 

Here again the observation emerges from these results that irrespective of
the accuracy of the assumptions concerning peak demand or energy required,
nominal capacity margins increase dramatically (i.e. wind-generated electrical
energy replaces other energy from other generators, but does not fully obviate
the need for other generating capacity). Furthermore, the original conventional
plant capacity planning margin of 19 per cent is never reduced to less than 9
per cent (i.e. this percentage of conventional plant capacity has to be main-
tained to exceed peak demand).

Backup capacity and security of supply

Unfortunately, the term ‘backup capacity’ has many meanings, and this has led
to a great deal of misunderstanding (see Chapters 3 and 4 in this volume). It is
applied, respectively, to both the need for capacities to support power require-
ments and the need for capacities to support energy requirements. Unfortunately,
these two capacity needs are different, hence the muddle, especially since one is
large and the other, if it exists at all, is small. 
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Figure 1.14 Wind capacity credit in Great Britain relative to the National
Grid security of supply standards
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One major cause of some confusion is what to call the extra capacity in the
system that has not been replaced by the added wind capacity, and which
would run in parallel with wind generation. Various terms have been used and
are still being applied to this retained capacity, such as ‘backup capacity’,
which has caused perplexity (Laughton, 2002; Royal Academy of Engineering,
2002), or ‘shadow capacity’ (E.ON Netz, 2004). Other terms include ‘compen-
sating capacity’ and ‘balancing capacity’. Even ‘spare capacity’ is used,
although this can be misleading because the capacity is not spare in the sense
of being redundant and will certainly need replacing when it reaches the end
of its life. Interpreting the meaning of ‘backup capacity’ in the literature or
debate, therefore, requires an understanding of the definition to be used.

For any given demand, new conventional thermal plant capacity added can
replace existing conventional plant capacity on a one-for-one basis; but obvi-
ously with a variable source such as wind, this equality relationship does not
hold. In the last case shown in Figure 1.13, for example, although 25,000MW
of wind capacity were added to the system, only 4500MW were retired and
20,500MW of conventional thermal plant were retained. These figures were
calculated from simulations and based on a probabilistic risk assessment; but,
as with all simulated results, they may or may not be valid.

Recent simulated power generation results for 25GW of wind generation
across Britain (Renewable Energy Foundation, 2006) have been based on
Renewable Obligation Certificate (ROC) data from the office of the electricity
industry regulator, Ofgem, and correlated with historic wind data
(Meteorological Office). The results indicate that over the period of 1995 to
2006, on average, wind power in January would have varied by 94 per cent of
installed capacity, with power swings of 70 per cent of capacity over 30 hours
being commonplace. On average, the minimum output would be only 3.7 per
cent. Of more significance here are the maximum changes of national output
of 99 per cent of capacity in 1998 and 1999, and the minimum outputs of 0.6
per cent of capacity in 1999 and 1 per cent of capacity in 2006. In such circum-
stances, what should be the level of conventional plant retained for power
backup purposes – 100 per cent of the wind capacity or less?

Suffice it to say that for all practical purposes, there is a need for conven-
tional backup capacity appropriate to the risks assumed regarding the
acceptability of loss of supply of either power or energy. If the risk of loss of
supply of power is captured, measured and effectively removed from further
consideration by the use of a probabilistic ‘capacity credit’, as described above,
whatever the practical shortcomings of such an analysis, then ‘backup capac-
ity’ can be associated entirely with matching the potential loss of supply of
energy. It is only in this latter connection that the requirements for backup
capacity are explored further here; thus, in this chapter ‘backup capacity’
means that capacity required to ensure annual energy requirements are met. A
similar restricted use of meaning is found elsewhere (UKERC, 2006) 

Backup capacity and grid energy demand requirements

Conventional generation can be considered to provide two services: energy
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production and power capacity. If wind generation displaces conventional base-
load plant power capacity by reference to capacity credit and probabilistic
security of power supply standards, as described, then the provision of energy
also has to be re-examined, and backup capacity to ensure energy supply must
be provided if needed. 

The relationship between security of supply, wind penetration, plant load
factors and backup capacity may be mapped, as follows, using a simplified
approach set out in Annex D of the System Costs of Additional Renewables
(SCAR) report (ILEX Energy Consulting, 2002): 

If wind can provide no contribution to the required system capac-
ity, then to be equivalent to the conventional generation, wind
would require backup from generation equal to the conventional
generation. This capacity could come from a number of sources,
including old conventional generation or new open-cycle gas
turbines (OCGTs). If, however, wind does contribute to system
security, albeit at a lower rate than conventional capacity, then
the above backup capacity requirement is reduced by the level of
that contribution.

Suppose in the example shown in Figure 1.13 the 25GW of wind were added
to the system with a market expectation of supplying energy over 8760 hours
per year and operating, on average, according to an historic load factor – say,
the national annual load factor for onshore wind power of 30 per cent: 

Load factor = (MWh generated pa)/
(MW nameplate capacity � 8760 hrs). [4]

In Figure 1.13, the 25GW of wind power installed would be expected to yield
25 � 8.76 � 0.3 = 65.7TWh to add to the total provided by the existing
system.

The same annual generation of electrical energy could be provided by
8.8GW of conventional plant operating at an average 0.85 load factor.

If no capacity contribution is attributed to wind, then to ensure that the
annual 65.7TWh would be delivered, the (energy) backup capacity equivalent
to the conventional capacity would be 8.8GW. Such a circumstance would be
akin to providing 100 per cent backup capacity (i.e. 100 per cent of the equiv-
alent thermal plant capacity) and could arise in circumstances where the
social and economic consequences of load exceeding supply are considered as
the guiding rule, not the probabilities (LOLP) of such events.

Alternatively, if the 25GW of wind contributes 4.5GW of capacity to the
system, then the additional backup capacity requirement is reduced by this
amount and now becomes 8.8GW – 4.5GW = 4.3GW.

Assuming that any economically feasible existing generation would already
be utilized on the system, then for the purposes of calculating standby plant
costs, this extra capacity required would be, for example, OCGT plant (ILEX
Energy Consulting, 2002).
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The calculation can be summarized as follows:

X1 = wind capacity installed (GW) = 25
X2 = wind capacity credit (GW) = 4.5
X3 = wind load factor, LF(w), = 0.3 [5]
X4 = thermal plant load factor, LF(th), = 0.85
X5 = thermal capacity equivalent of wind (GW) = X1 � X3/X4 

= 25 � 0.3/0.85
= 8.8GW

X6 = required backup thermal capacity (GW) = X5 � X2
= 8.8 � 4.5
= 4.3GW.

In this example, therefore, an additional 4.3GW of backup plant would be
needed to guarantee delivery of energy over the year. The security of power
supply standard has already been met by reference to the capacity credit, so this
extra backup capacity would add further to the security of power supply.

The relationship shown between wind capacity installed and wind capacity
credit, as shown in Figure 1.14, affords further insights into the related energy-
supply backup capacity requirements.

Assuming that the wind capacity credit = √(GW of wind installed) as an
approximation of the relationships shown in Figure 1.14, then the above calcu-
lation may be expressed as follows.

The required backup thermal capacity (Y) is the thermal capacity equiva-
lent of the wind capacity minus the wind capacity credit, or:

Y= [X1 � X3/X4] – √X1. [6]

In the limit, when this required backup capacity is zero, Y = 0 and:

X1 � X3/X4 = √X1 [7]
or:

X1 = [X4/X3]2. [8]

The number of installed gigawatts of wind capacity when backup = 0 is
represented by:

[LF(th)/LF(w)]2. [9]

Figure 1.15 shows this last relationship between wind load factors and
installed wind capacity for various thermal load factors. The curves denote
combinations of wind capacity and wind load factors where no backup capac-
ity is required. Of interest is the division of the space into areas where no
backup capacity is needed below the curves, and vice-versa above the curves.
Figure 1.16 shows the added relationships with annual wind energy generated
at various load factors. By way of example, it is indicated that for an average
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Figure 1.15 Graphs of zero backup capacity separating the regions where
extra backup capacity is not required (left) and backup capacity is required

(right)

Figure 1.16 Wind generation (TWh) and corresponding wind capacity for
different load factors
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annual wind load factor of 30 per cent, any installed wind capacity above
about 11GW will require extra backup capacity to be installed. The level of
generation corresponding to the zero backup condition is about 30TWh, as
seen in Figure 1.16, or approximately 7.5 per cent of national demand. The
level of backup capacity and, hence, cost increases both with the wind capac-
ity installed and with wind load factor for any given wind capacity. 

The curve for a hypothetical thermal plant load factor of 1.0 represents a
limiting condition above which it is not possible to operate without extra
backup capacity. With the curves moving to the left with decreasing thermal
plant load factor, and the backup capacity requirements increasing with the
distance above the curves, this curve represents the boundary for the minimum
backup capacity in the system, if any.

The backup capacities can be calculated now from Equation 6 for a range
of possible installed wind capacities, all measured in gigawatts. From Equation
6 it can be seen that the ratio of the wind load factor to the thermal plant load
factor is an important parameter determining the thermal plant equivalent
capacity and, thus, the backup capacity. Figure 1.17 shows the different
backup capacities needed for different installed wind capacities and different
ratios of load factors from 0.25 to 0.375.

A feature of this graph is that for low wind capacities, here below 7GW,
no backup capacity is required. Indeed, the addition of such wind capacity
increases security of supply without detracting from the energy supply commit-
ment. Above these levels, however, depending upon the wind and displaced
thermal plant load factors, the backup capacity requirement increases with
increasing installed wind capacity. 
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Figure 1.17 Relationship between backup capacity and installed wind 
capacity for different ratios of wind load factor to thermal plant load factor
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The backup capacity needed can be seen to decrease as the ratios decrease (i.e.
as the wind load factor decreases or the displaced thermal plant load factor
increases). In some ways, this result may seem to be counterintuitive; however,
it should be remembered that backup capacity is linked primarily to the
supplying of energy, not to providing extra capacity for security of power
supply. Wind capacity is added to the system with an expectation of energy
supply determined according to the historic wind speeds reflected in the annual
load factors. The lower the wind power load factor, the less generation is
anticipated. As a result, the displaced thermal plant equivalent capacity is
lower and, in turn, less backup capacity is required.

Shown also in Figure 1.17 is the capacity credit (i.e. the displaced thermal
plant capacity), calculated using the approximate rule of the square root of the
installed wind capacity in gigawatts. This depicts the general convergence of
displaced thermal plant and added backup plant capacities with increasing
levels of installed wind capacity.

CONCLUSIONS

Renewable energy forms an important component in future energy supplies for
the electricity supply industry, the more so in the UK with increasing depend-
ence upon imported gas and the retirement of coal and nuclear stations.
Integrating renewable sources within the electricity supply system, however,
requires special attention being paid to the specific variable power character-
istics relevant to each respective source of energy and to the degree of pene-
tration in meeting the system demand.

Inevitably, within the mix of renewable technologies in the future, a major
role for wind generation is anticipated. The understanding of the nature and
effects of the variability of wind power generation is therefore an important
issue in ensuring both security of electrical power supply and security of elec-
trical energy supply, two very different but linked problems.

The comprehensive studies referred to in this chapter examining the inter-
action of wind power with the UK grid system of supply produce some
interesting results that may be summarized as follows: 

• For the purposes of preserving security of power supply standards (defined
in terms of loss of load probability, or LOLP) as wind capacity is installed
in the system, the conventional planning margin capacity required is
reduced by the capacity credit of wind generation. 

• Detailed simulation and reliability analyses show that the capacity credit
will never be more than the planning margin. This means that the total
conventional plant capacity will never be less than the peak load irrespec-
tive of the amount of added wind capacity (a surprising result).

• As a consequence of the variable output, it is seen that wind power – and, by
implication, the outputs of other renewable sources as well – can replace
energy supplied from conventional sources, but not the need for most of
their capacity. This will be a central problem for future studies and research.

Variable Renewables and the Grid: An Overview 27

3189 J&J Renew Electricity Grid  6/8/07  7:34 PM  Page 27



• The immediate conclusion is that until new solutions emerge that will add
substantially to the overall capacity credit of a more varied combination of
variable energy sources, perhaps including very substantial energy storage
capacities, much otherwise uneconomic conventional plant will need to be
retained or replaced, either running on low or minimum output, or to be
replaced by plant capable of frequent rapid start and ramping of output, such
as (aero-derivative) OCGT generators (see also Chapter 6 in this volume).

These conclusions place an especially onerous security of supply requirement
on market-driven investment and are perhaps not widely appreciated. They
also represent a challenge to devising new methods for reducing the impact of
the variability of renewable sources connected to the grid. 
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2

Wind Power on the Grid

David Milborrow

INTRODUCTION

This chapter assesses the impact of wind on electricity networks, drawing upon
information from around the world. It considers, first, how integrated electri-
city systems are managed, and notes that thermal power sources are not 100 per
cent reliable. The characteristics of wind power are then discussed, and the way
in which geographical diversity smoothes the output from wind farms is
quantified.

It is shown that modest amounts of input from sources such as wind into a
network pose no operational difficulties because they do not add significantly
to the uncertainties in the prediction of the supply–demand balance. A review
of integration studies, worldwide, suggests that the additional costs of inte-
grating wind are around UK£2 per megawatt hour (MWh) with 10 per cent
wind, rising to UK£3/MWh with 20 per cent wind. The role of storage, as a
possible means of backup, is discussed. 

The chapter also describes the consensus that wind plant has a ‘capacity
credit’ and therefore can displace thermal plant. However, this credit declines –
as a percentage of the wind capacity – as the penetration level increases, and this
must be taken into account when evaluating the overall or ‘total system’ costs
of assimilating wind. Estimates of these are made for a range of gas prices.

Most analyses of the impacts of wind energy have considered penetration
levels below 20 per cent; but there is no reason why higher levels cannot be
accommodated. The implications and costs of assimilating wind up to 100 per
cent level are therefore examined. 

Most of the supporting data is drawn from Britain and Denmark; but it is
emphasized that most of the conclusions are also valid in the US and elsewhere.
There is a brief discussion of factors that influence the costs of coping with
variability and that affect the level of capacity credit.

ELECTRICITY SYSTEM OPERATION

‘What happens when the wind stops blowing?’ is a perennial question. It is often
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suggested that operating an electricity system with inputs from variable
renewable sources, such as wind, is difficult. In a nutshell, that is incorrect.
Nobody seems to ask: ‘What happens when a nuclear power station suddenly
shuts down?’

Numerous studies have examined the feasibility of operating power
systems with the so-called ‘intermittent’ sources of renewable energy, usually
wind, in the UK, Europe, Australia, the US and elsewhere. The first point to be
made, however, is that wind is ‘variable’, not ‘intermittent’. It is the output
from ‘conventional’ sources of power that is intermittent. Although their char-
acteristics vary considerably, problems with mechanical and electrical
equipment, or with instrumentation, mean that sudden shutdowns – when up
to 1000 megawatts (MW) or more of generation trips offline more or less
instantaneously – are not uncommon. To illustrate the point, Figure 2.1 shows
data from the cross-channel link between England and France. Between
January and June 2005, there were five trips with ‘cause unknown’, and outage
times, which cover both planned and unplanned maintenance, varied between
zero (in February and March) and 14,000 minutes in April. An electricity util-
ity can expect a thermal plant to be out of action for about 170 hours a year
due to unforeseen circumstances, while planned maintenance accounts, in
addition, for about 600 hours. The figures vary between plant types and loca-
tion; but typical data is quoted by the Danish Energy Authority (2005).
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Source: www.ucte.org

Figure 2.1 Outages on the cross-Channel link (two 1000MW circuits)
between England and France
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Figure 2.1 makes the point that there is no such thing as an electricity-gener-
ating plant that is 100 per cent reliable. Wind power output, in contrast to the
output from a thermal plant, varies. Changes in wind speed never cause the
power output from all the wind farms in a region or country to change by 100
per cent – up or down – instantaneously. Exactly how it does vary is discussed
later. However, in order to appreciate the issues surrounding the integration of
wind energy within an electricity network, it is necessary, first, to consider
some key characteristics of integrated electricity networks. Next, the charac-
teristics of wind energy systems are examined and, finally, the implications of
operating electricity networks with wind.

The importance of aggregation

The effective operation of integrated electricity systems depends upon the
aggregation of demand and generation. At one end of the spectrum, the mini-
mum demand from a single house is a few watts; the average is about 0.5
kilowatts (kW) in the UK; and the maximum is 5kW to 10kW – 10 to 20 times
the average. If each household met its own maximum demand (e.g. 5kW), 100
gigawatts (GW) of plant would be needed for this sector alone. Aggregation,
however, smoothes variations in demand from all sectors; therefore, nationally,
the maximum demand is around 60GW, about 1.5 times the average demand.
As demands are added and smoothed, savings in generating plant are realized
and load prediction becomes easier.

Aggregation can be illustrated using random number strings to simulate
consumer demands. The ‘demand’ from one of ten consumers, together with the
total, is illustrated in Figure 2.2. The single consumer’s demand varies between
1kW and 9kW; but, when added together, ten consumers combine to produce
fluctuations between 40kW and 70kW. 
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Figure 2.2 Simple example of how aggregation promotes smoothing
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This discussion illustrates that the most efficient way of operating large elec-
tricity networks is to consider the integrated totality of the system. It does not
make sense to consider any particular consumer demand in isolation or the
output from any particular generation source. ‘Levelling the output’ of wind
plants is often advocated; but this simply does not make sense if costs are to
be minimized. To quote an American study (Hirst, 2001):

A key feature of the present analysis [of the effects of variability]
is its integration of wind with the overall electrical system. The
uncontrollable, unpredictable and variable nature of wind output
is not analysed in isolation. Rather, as is true for all loads and
resources, the wind output is aggregated with all the other
resources and loads to analyse the net effects of wind on the
power system. Aggregation is a powerful mechanism used by the
electricity industry to lower costs to all consumers. Such aggre-
gation means that the system operator need not offset wind
output on a megawatt-for-megawatt basis. Rather, all the opera-
tor need do, when unscheduled wind output appears on its
system, is maintain its average reliability performance at the same
level it would have been without the wind resource.

Managing uncertainty

Just as electricity networks must cope with unpredictable generating plants,
they must also cope with unpredictable consumers. Although consumer
demands from industry, commerce and the domestic sector can be forecast with
reasonable accuracy, there is always the possibility of error. Television program-
mes may turn out to be more popular than expected, resulting in demand surges
during the commercial breaks. Sudden changes in the weather can also cause
unexpected surges – or drops – in demand.

The uncertainties in output from thermal plants and the uncertainties of
consumer demand can be combined to produce a ‘demand prediction error’, or
‘scheduling error’. The magnitude of the error depends upon how far ahead the
prediction is made. The further into the future, the greater the error; but for
one hour ahead, a typical scheduling error might be just over 1 per cent.
Therefore, a system operator with a network similar in size to that managed
by the California Independent System Operator might have a forecast demand
for one hour ahead of, say, 25,000MW, +300MW. That is the ‘central estimate’
of the error. It might be +600MW, but with a lower probability, or +900MW
(three times the standard error), with an even lower probability. Most system
operators schedule reserves in order to cover likely errors up to three or four
times the standard error. So the operator would schedule 25,000MW of gener-
ation, plus about 900MW of reserve. These reserves are discussed later in this
section.

The average daily errors in demand in a typical week on the English system
are shown in Figure 2.3. During this period the maximum error in prediction
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was just under 4 per cent, and during 15 days it was less than 1 per cent. The
standard error during this week was 1.6 per cent; since the average demand
was about 32GW, this corresponds to about 500MW.

Power system defences 
Large interconnected electricity systems have a number of robust defences
against unexpected changes in the balance between demand and generation,
including: 

• Inertia of the generating plant. The mechanical and thermal inertia in the
boilers and turbines of coal and nuclear power stations help to keep the
power system stable. The contribution is small and passive, and is the first
line of defence.

• ‘Frequency response’ plants. These plants respond to frequency changes,
automatically increasing or reducing output.

• Reserve. This refers to various types of plant. Some are operating at part
load; some are off-line, but are able to start up within a short time:
•• Pumped storage plant. These can respond very rapidly to counteract any

loss of generation or surge in demand. The UK power system, for exam-
ple, has rapid response output from two such systems, with a maximum
output of 2160MW. 

•• ‘Hot standby’ plant. This plant is able to provide generation on time
scales ranging from a few minutes (in the case of gas turbines) to a few
hours (in the case of a steam plant).
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Source: Electricity Pool

Figure 2.3 Typical scheduling errors on the network in England 
and Wales
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•• ‘Standing reserve’. This plant is available, if necessary, on a longer time
scale and, as the name implies, is not necessarily operational all the time.

• Voltage changes. System voltage, like system frequency, is rarely ‘spot on’
its prescribed value, but varies within controlled limits. One response to a
loss of generation, which may occur automatically or due to manual inter-
vention, is a reduction of system voltage. 

Voltage and frequency reductions can cope with demand or generation changes
up to around 7.5 per cent, although only in exceptional circumstances would
both be allowed to reach their minimum or maximum values. 

The levels of reserve required at any given time depend partly upon uncer-
tainties in the predictions of demand, but also upon the need to deal with the
sudden loss of substantial amounts of generation, either due to power station
faults or the loss of transmission circuits. In Britain, for example, key criteria
are the possible loss of one circuit of the cross-Channel link (1000MW) or of
Sizewell B nuclear power station (1200MW). 

When scheduling reserves, system operators take into account the uncer-
tainties in demand and generation on various time scales. Uncertainty increases
with the time horizon; but, broadly speaking, the costs of the appropriate
reserve decrease. Fast response plants may cost up to UK£5/MWh or more; but
standing reserves may cost around UK£1/MWh.

WIND CHARACTERISTICS

Although the wind varies quite rapidly at any given location, wind turbines are
excellent averaging devices since they react to the average wind over the whole
of the blade circle. Groups of wind turbines in wind farms average the wind
fluctuations over the whole of the wind farm; but network operators ‘see’ wind
power fluctuations that are averaged over an even larger area. The greater the
distances involved, the greater the smoothing as the correlation between wind
speeds from different sites decreases with distance.

While the loss of the largest thermal unit on a power system (1200MW in
the UK, but 400MW in Denmark) is a real risk, it is inconceivable that
400MW to 1000MW of dispersed wind generation will disappear instanta-
neously due to wind variations. The more wind-generating capacity that is
installed, the more widely it is spread, and sudden changes of wind output
across the whole country simply do not occur.

The way in which increased geographical spread reduces wind fluctuations
is illustrated in Figure 2.4, which compares the output from a single 1000MW
wind farm over a period of 24 hours with the output from 1000MW of wind
distributed over England and Wales. Of necessity, this is based on a simulation
(Holt et al, 1990).

A more rigorous way of presenting the data on fluctuation levels is shown in
Figure 2.5 (Milborrow, 2001). This compares the percentage of time taken up by
power changes within one hour recorded in western Denmark over a typical year,
with the corresponding power changes recorded from a 5MW wind farm.
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Source: Holt et al (1990)

Figure 2.4 The smoothing effects of geographical dispersion (the ‘single farm’
and the ‘distributed farms’ both have 1000MW of capacity)

Source: Milborrow (2001)

Figure 2.5 Comparison between the changes in output within an hour
measured on a single wind farm and over the whole of western Denmark, 

in the first quarter of 2001
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Figures 2.4 and 2.5 illustrate the dramatic impact of geographical diversity. The
data from western Denmark in Figure 2.5 shows that, for 78 per cent of the
time, the power changes within one hour by less than +3 per cent of its initial
value. At the other end of the scale, the output from a single wind farm may,
very occasionally, change by 100 per cent within an hour. In western Denmark,
on the other hand, there were never any changes greater than 18 per cent. A very
similar pattern of fluctuations has been observed in Germany (ISET, 2005). 

This discussion has focused on power changes within an hour since these
tend to have the strongest influence on the ‘costs of variability’. System oper-
ators also take into account the additional uncertainty on longer time scales.

In the UK, the system operator National Grid Transco (NGT) has sum-
marized the key issues relating to ‘smoothing’ as follows (National Grid
Transco, 2004):

However, based on recent analysis of the incidence and variation
of wind speed, we have found that the expected intermittency of
wind does not pose such a major problem for stability and we are
confident that this can be adequately managed . . . It is a property
of the interconnected transmission system that individual and
local independent fluctuations in output are diversified and aver-
aged out across the system. 

NGT also discussed the implications of assimilating wind for the need for more
reserve (National Grid Transco, 2004):

Moreover, we do, and will continue to, carry frequency response
such that frequency is contained within statutory limits for
specified load and generation events… The interconnected trans-
mission system enables this to be carried out more economically
than would otherwise be the case. 

We believe that current levels of frequency response are sufficient
even if the government’s 2010 goal of 10 per cent of electricity
supplies sourced from renewable fuels were all to be met by, say,
wind technologies. In any event, should more response and
reserve services be required, then our ancillary service market
arrangements should encourage their cost-effective provision. We
do not, therefore, foresee any significant technical problems aris-
ing from accommodating the government’s targets for renewables
and CHP [combined heat and power] by 2010. 

MANAGING A NETWORK WITH WIND

The National Grid Transco quotation summarizes many of the key issues asso-
ciated with assimilating wind on a network. 

Modest amounts of wind cause few problems (or costs) for system opera-
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tors since the extra uncertainty imposed on a system operator by wind energy
is not equal to the uncertainty of the wind generation, but to the combined
uncertainty of wind, demand and thermal generation. This combined uncer-
tainty is determined from a ‘sum of squares’ calculation:

�2 (total) = �2 (demand/generation) � �2 (wind). [1]

To illustrate the point, the requirement for reserve in England and Wales at the
winter peak is about 3500MW, based on uncertainties in demand and
generation four hours ahead (Ofgem, 2004). Since system operators tend to
schedule reserve by taking into account ‘worst-case’ scenarios, this figure is
likely to be based on three times the standard deviation of the uncertainty (i.e.
around 1200MW). The corresponding standard deviation in the uncertainty of
wind generation, four hours ahead, is around 6 per cent; therefore, when Britain
has 5000MW of wind generation, the standard error, four hours ahead, will be
around 300MW. It follows that the additional standard error at periods of peak
demand – using the sum of squares calculation in Equation 1 – will be around
37MW. It will clearly be higher at times of lower demand, but still modest.

Extra reserve and costs

The characteristics of most large electricity systems tend to be similar; there-
fore, estimates of the extra reserve needed to cope with wind energy are also
similar. With wind supplying 10 per cent of the electricity, estimates of the
additional reserve capacity are in the range 3 to 6 per cent of the rated capac-
ity of wind plant. With 20 per cent wind, the range is approximately 4 to 8 per
cent. Estimates of the ‘extra costs of intermittency’ are mostly close to
National Grid’s figures: accommodating 10 per cent wind on the UK system
would increase balancing costs by UK£40 million per annum (UK£2/MWh of
wind generation), and 20 per cent of wind generation would increase those
costs by around UK£200 million per annum (UK£3/MWh of wind generation)
(National Grid Transco, 2004). This data is shown in Figure 2.6, together with
data from another UK study by ILEX Energy Consulting Ltd (2002) and four
American studies (Coatney, 2003; Electrotek Concepts, 2003; Seck, 2003;
EnerNex Corporation, 2004).

Since the data in Figure 2.6 is drawn from four American studies, the costs
are quoted in US$/MWh of wind generation. Although there is some scatter, it
may be noted that the additional cost is in the range US$1.6/MWh to
US$3.5/MWh with 5 per cent wind energy, rising to between US$2.6 /MWh
and US$4.6/MWh with 10 per cent wind energy. Since the generation cost of
wind energy is now around US$60/MWh, the extra costs of variability at the
10 per cent level add less than 10 per cent to the overall generation cost.

Storage
When it comes to sourcing the most economic method of providing reserve,
system operators choose the least cost options, provided that they meet their
technical requirements. Storage has no intrinsic merits for coupling with wind
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energy, as an early analysis by Farmer et al (1980) made clear: ‘there is no
operational necessity in associating storage plant with wind-power generation,
up to a wind output capacity of at least 20 per cent of system peak demand’. 

This quote implicitly deals with the idea that storage might help to ‘level
the output’ from intermittent renewables. This is possible; but it simply adds
to wind’s costs – unless the added value exceeds the extra cost. Storage may or
may not be the most effective way of providing additional spinning reserve for
the system – this, again, depends upon its costs. 

The breakeven cost for storage is controlled by the pattern of electricity
prices, the lifetime of the device and the rate of return required by the
owner. The higher the difference between peak and off-peak electricity
prices, the more one can afford to pay for storage. A UK study has
suggested that the breakeven cost is in the range UK£500/kW to
UK£800/kW – possibly higher if the technology can provide a range of
services (Strbac and Black, 2004). 

There was considerable interest in a new reversible ‘flow battery’ concept,
pioneered by Innogy. This, it was claimed, had the potential to bring about a
revolution in the power industry (Milborrow, 2000). Regenesys, as it was
termed, was a reversible fuel cell, and the first commercial plant was to have a
power output of 15MW and a storage capacity of 120MWh. Innogy expected
the cost of its first commercial prototype to be around UK£1000/kW, some-
what higher than the ‘target’ cost quoted in the previous paragraph. Although
work on the project has now halted, the technology has recently been sold. The
concept is attractive since it holds out the prospect of ‘utility-scale’ storage. In
most of the developed world, new sites for pumped storage are difficult to find.
Although there are some prospects for compressed air storage, this has yet to
become established to any significant degree. And although conventional
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batteries may be suitable for very small-scale systems, their capabilities are
limited. 

Demand-side management
Demand-side management has a similar role as storage: it may be the most
economical way for system operators to provide reserve. It is an area of
increasing interest, and ideas for remote control of non-essential consumer
loads are being investigated. As with storage, there may be opportunities for
links with wind energy developments, depending upon the economics. It may
be a viable way of increasing the amount of wind generation that can be
accepted onto a weak network (Econnect, 1996). 

CAPACITY CREDITS

An issue that affects economic appraisals of variable renewable sources is the
concept of ‘capacity credit’. The capacity credit of any power plant may be
defined as a measure of the ability of the plant to contribute to the peak
demands of a power system. Capacity credit here is defined as the ratio of
capacity of thermal plant displaced to rated output of wind plant. 

Numerous studies of the UK network have concluded that wind plant has
a capacity credit. An early study, already cited (Farmer et al, 1980), concluded:

If a definition of capacity credit is adopted that maintains the
existing level of security of supply, it can be shown that for low
levels of wind-power penetration, a substantial proportion of the
output can be ascribed as firm power. . . even at higher levels of
penetration, the capacity credit could approach 20 per cent of the
rated output. 

More recently, the UK system operator has estimated that 8000MW of wind
might displace about 3000MW of conventional (gas-fired) plant, and
26,000MW of wind (20 per cent penetration) would displace about 5000MW
of such plant. 

It should be noted that, strictly speaking, the reference plant should be
specified. Thermal plant is not 100 per cent reliable, and so the ‘firm power’
equivalent of such plant depends upon the technology and may vary between
utilities. If 1000MW of wind can provide, say, 340MW of firm capacity, this
is equivalent to 400MW of combined-cycle gas turbine (CCGT) plant if the
peak period availability of that plant is 0.85. If the reference plant was coal,
with lower peak availability, the capacity credit might be higher. 

Power system operations depend upon assessments of risk, and this plays
an important role in the evaluation of capacity credit. No system is risk free;
but plant is scheduled to keep these risks within defined boundaries. The
most rigorous method of assessing the capacity credit of wind is to look at a
power system with a known loss of load expectation (LOLE), which is the
integrated value of the loss of load probability (LOLP) over a year, and add
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a time series that is representative of typical wind power output. This
reduces the LOLE so that ‘firm power’ can be subtracted to restore it to its
original value. Firm power divided by peak time availability of conventional
plant equals the capacity credit. In practice, LOLE is heavily influenced by
the loss of load probability at the time of system peak demand; therefore,
acceptable accuracy in calculating capacity credit is often obtained simply by
looking at the availability of wind power at this time – preferably over a
period of many years. If wind and demand are not correlated, the average
power output at any time (not just the winter peak) will be proportional to
the capacity factor. 

Theoretical treatment

For first-order accuracy, a simple mathematical analysis shows that the contri-
bution of any item of power plant to firm capacity is equal to the average
power that it can generate (Swift-Hook, 1987). This conclusion is only valid if
there is no correlation between wind and electricity demand. Dale et al (2004)
discussed this latter point and concluded that the assumption is reasonable. In
most of northern Europe, the average capacity factor realized during the
winter quarter, when peak demands occur, is slightly higher than the year-
round average. As a result, values of capacity credit reflect this.

Several studies of the impacts of wind have addressed the issue in more
detail, and their conclusions are succinctly summarized in a study carried out
for the European Commission (Holt et al, 1990): ‘At low [energy] penetration
the firm power that can be assigned to wind energy will vary in direct propor-
tion with the expected output at [the] time of system risk.’ In practice, this
statement is true for any energy source, whether it is renewable or not. ‘Firm
power’ is not the same as ‘capacity credit’, as noted earlier; but the two are
readily linked.

Estimates of the decline of capacity credit with increased levels of the inter-
mittent renewable sources need further information about the characteristics
of those sources and the electricity systems to which they are connected
(Rockingham, 1979). 

Effect of calms

It is often suggested that large high-pressure weather systems may prevent
wind generation over the whole of a country during times of peak demand.
This, it is argued, means that substantial amounts of backup are required to
replace the ‘missing’ wind generation.

Focusing on Great Britain, there are two weaknesses in this hypothesis:

1 There does not appear to be any evidence that the whole country is regularly
becalmed at times of peak demand. On the contrary, work carried out at the
University of East Anglia (Palutikof et al, 1990) suggests that ‘peak demand
times occur when cold weather is compounded by a wind chill factor, and
low temperature alone appears insufficient to produce the highest demand of
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the year’. Other work carried out at Oxford University has reached similar
conclusions (Sinden, 2005; see also Chapter 3 in this volume).

2 System operators with wind on their networks never rely on the full rated
output of wind plant being available. Its expected contribution to peak
demand is quantified by its ‘capacity credit’, which is the amount of
thermal plant that can be displaced, leaving the power system with the
same reliability. Roughly speaking, 1000MW of wind in the UK has a
capacity credit of about 400MW. On average, roughly that amount of
wind will be available at times of peak demand. On some occasions it will
be less; on others will be more. This is no different from the approach to
the capacity credit of, say, a nuclear plant. On average, the availability of
this plant at times of peak demand is around 85 per cent of its rated
output. On some occasions, however, it will be less; on others, more.

Results of analysis

Numerous studies have shown that, statistically, wind can be expected to
contribute to peak demands. The evidence is very robust and there are several
approaches: 

• The statistical approach, as formulated by Swift-Hook (1987) and others,
assumes that winds are random in nature with respect to electricity
demand, a point discussed above.

• Analyses of wind turbine output: the work at the University of East Anglia,
cited above, is very relevant. Using just four sites, they showed that the
summed average wind turbine outputs during eight winter peak-demand
periods were about 32 per cent of rated output. National Wind Power has
similarly found that ‘wind farm capacity factors during periods of peak
demand are typically 50 per cent higher than average all-year capacity
factors’ (Warren et al, 1995). 

• Power system simulations include those of the Central Electricity
Generating Board (CEGB) (Gardner and Thorpe, 1983; Holt et al, 1990,
which used 12 meteorological sites), as well as more recent work by
National Grid Transco (National Grid, 2001). 

The UK studies have all yielded similar results, pointing to wind having a
capacity credit roughly equal to the ‘winter quarter’ capacity factor, (around
30 to 40 per cent) at low penetrations. Thereafter, it decreases, reaching
around 20 per cent, with 20 per cent wind on the network. Increased use of
offshore wind, with higher wind speeds and greater geographical diversity, is
likely to increase the firm power contribution. 

Although similar results have come from other studies elsewhere, the find-
ings are not universal, and higher or lower values of capacity credit are
reported as they depend upon wind strengths and the correlation between
wind and demand. The capacity credit of wind generation in most of northern
Europe is roughly equal to the capacity factor in the winter quarter (Mil-
borrow, 1996). Results from ten European studies are compared in Figure 2.7,
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Figure 2.7 Comparison of results from ten utility studies of capacity credit
(note that some made arbitrary assumptions)

Note: The data labelled System Costs of Additional Renewables (SCAR) is derived from ILEX Energy
Consulting Ltd (2002).

Figure 2.8 Normalized values of capacity credit from three studies of the
National Grid Company (NGC) system
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showing credits declining from 20 to 40 per cent at low wind penetrations, to
10 to 20 per cent with 15 per cent wind. 

In order to facilitate comparisons between UK studies, Figure 2.8 com-
pares normalized values of capacity credit and shows a good measure of
agreement. With modest contributions of wind energy, the capacity credit is
about 40 per cent greater than the annual capacity factor; therefore, if the aver-
age capacity factor across the country was 35 per cent, then 1000MW of wind
would displace 490MW of thermal plant. At higher wind energy penetrations,
the capacity credit declines so that, with 20 per cent wind, the credit is about
half the capacity factor.

Wind-induced demands: The cooling power of the wind 

It is known that a rise in wind speed may be accompanied by rising demand,
and one estimate for the link between heating load and wind velocity suggests
a linear relationship (Lacey, 1951). If so, this would enhance the value of
wind energy. However, predictions of increased heating loads due to wind are
empirical in nature. The difficulty of establishing precise estimates for rates of
air leakage, together with the variations between different types of building,
means that it is not practical to devise rigorous theoretical estimates; but the
form of the equation used by the UK electricity industry suggests a square
root relationship. This is broadly consistent with what might be expected
from an examination of the underlying physical processes. Although some
authors have failed to find evidence of a correlation, this does not necessarily
imply that the phenomenon does not exist. One recent study appears to indi-
cate that some correlations can be detected at the local level (South Western
Electricity plc, 1994). 

TOTAL EXTRA COSTS OF WIND ENERGY

The total extra costs of operating an electricity network with increasing
amounts of wind are now of considerable interest due to the recent increases
in the price of gas. The differences between the generation costs from wind and
those from gas are narrowing, and it is quite likely that wind energy might
become cheaper. The total extra costs of wind energy take into account the
following:

• extra costs associated with variability, as discussed in the previous sections;
• extra generation costs (if any); 
• extra costs of transmission and distribution.

During the last two or three years, several analyses have appeared that quantify
the additional costs (if any) to electricity consumers of increasing the amount of
renewables – especially wind energy – in the generation mix. Examples include
an analysis for the UK (Dale et al, 2004), and for Pennsylvania (Black and
Veatch Corporation, 2004). The latter suggested that a 10 per cent renewables
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portfolio by 2015 would increase costs by US$0.4/MWh. Wind contributed
about 65 per cent of the renewables mix. The UK analysis suggested that the
extra cost to the electricity consumer of providing 20 per cent of supplies from
wind energy would be about UK£3/MWh. In the light of recent gas price rises,
this estimate is now very pessimistic: as the price of gas goes up, so the ‘fuel
saving value’ of wind energy also goes up. Dale et al (2004) used a UK-delivered
gas price of about 19 pence per therm (p/therm). It is now difficult to quote
future gas prices with any certainty, and a question mark hangs over estimates
of future wind plant costs due to increases in wind turbine prices during 2005
and 2006. To deal with this uncertainty, Figure 2.9 shows breakeven installed
costs for a range of gas prices, as well as wind energy penetration levels of 5, 7.5
and 10 per cent. 

It should be noted that these breakeven prices assume that there are equal
amounts of onshore and offshore wind energy. Figure 2.9 shows, for example,
that for an onshore installed cost of UK£800/kW – roughly the average level
in 2005 – the breakeven gas price is about UK£0.5/therm. During 2005, the
average gas price was just under UK£0.3/therm, and the corresponding
onshore wind cost (at the breakeven point) was just under UK£600/kW
(offshore UK£900/kW). However, if the development of offshore wind contin-
ues to be slow and its contribution is negligible by the time a 5 per cent
contribution is achieved, the breakeven gas price is UK£0.3/therm – the aver-
age UK price in 2005.
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Figure 2.9 Breakeven wind costs for a range of gas prices

Note: Offshore/onshore split: equal; offshore cost 50% higher.
35% capacity factors.
Carbon dioxide: €24/tonne (Oct 2005).
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Wind predictability

In general, wind is perceived as unpredictable; but this is not strictly true.
Weather forecasting techniques enable average wind speeds to be predicted
with reasonable accuracy, but not necessarily the hour-by-hour variations. In
some parts of the world, however, such as the Californian passes, the winds
do have an established diurnal cycle, which benefits system operators.
Although there are significant differences in the way in which electricity
jurisdictions operate, there is a reasonable consensus on the savings that can
be realized through good forecasting. These savings accrue since the uncer-
tainties that system operators face when handling wind energy are
significantly reduced, and this enables them to lower the amount of extra
reserve plant that is scheduled. Although the monetary savings depend upon
the costs of reserve, a recent American study (Milligan, 2003) suggested that
the requirements for backup reserve capacity, when the wind capacity
amounts to 22.6 per cent of peak demand, might be reduced, through fore-
casting, from 7.6 per cent of the wind capacity to 2.6 per cent. This suggests
that the costs of extra balancing might be lowered by a factor of about three,
although a realistic target may be a halving of capacity requirements and
costs. There is a considerable amount of worldwide activity aimed at
improving forecasting accuracy for wind plant (Kariniotakis et al, 2003; see
also Chapter 5 in this volume).

WIND ENERGY PENETRATION LEVELS
ABOVE 20 PER CENT

Although the British and Danish system operators have both stated that the
limits to wind energy penetration are economic rather than technical, this has
gone largely unnoticed. There is still a feeling that high wind energy penetra-
tions will cause severe technical problems; but this is simply not the case. Extra
costs are incurred; but these can be quantified. A recent Danish study
(Pedersen et al, 2006) has suggested that these extra costs reach a maximum
value of around €15/MWh of wind. If markets can be found for the surplus
wind (when wind output exceeds consumer demands), then that figure comes
down. 

The overall message is very clear. High wind energy penetrations can be
accommodated on electricity networks without any ‘step changes’ in additional
costs being incurred. The results from the Danish analysis (Pedersen et al, 2006)
have been set alongside an analysis for the UK system using the methods of Dale
et al (2004). The results from the two studies show a good measure of agreement.
Even with 60 per cent wind, the ‘variability premium’ may be completely offset
by cheaper wind energy generation costs (Milborrow, 2006).

As the wind energy penetration rises above 20 per cent, there will be
occasions when the wind power output exceeds the electricity demand. Various
options are then possible. It may be possible to sell the power to a neighbouring
utility or, at some time in the future, use it to generate hydrogen for road
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transport. Alternatively, it may make sense to charge a storage facility, whether
that is pumped storage, a flow battery or a compressed air store. However, the
storage option demands a critical look at the economics. The storage facility
must be paid for, and so the electricity sent out from the store has a higher cost
than the electricity used to charge it. The efficiency of the storage device must
also be taken into account. If the higher cost of the electricity leaving the store is
still economically attractive to the electricity network, then storage can be used.
If not, and if no other option is available, then the output from wind turbines
may need to be curtailed.

The point at which surplus wind power may need to be rejected or diverted
to other markets will depend upon the capacity factor of the wind and the elec-
tricity demand pattern. This situation is being observed, very occasionally, in
western Denmark now that the penetration level has reached 23 per cent. The
surplus wind energy increases from 0.5 per cent with 30 per cent wind, to 3.5
per cent with 50 per cent wind, 17.5 per cent with 80 per cent wind, and 30
per cent with 100 per cent wind. Because of the surplus wind energy, the nomi-
nal ‘100 per cent wind’ case actually delivers only 70 per cent wind to
consumers. It would, in theory, be possible to increase the wind capacity even
further; but the economics become progressively less attractive and so this is
not regarded as realistic.

Despite the existence of the surplus, the total carbon dioxide (CO2) emis-
sions from electricity generation fall steadily as more wind is added. By the
time the (nominal) 100 per cent wind penetration level is reached, the emis-
sions are around 30 per cent of the ‘no wind’ level. 

Counting the cost at high penetrations

The key question to be addressed is the cost of variability. This is simply the
cost of the extra balancing, plus the extra generating costs of the thermal
plant due to its reduced load factor. The results from the Danish study may
be compared with an analysis using the UK methodology of Dale et al
(2004). The UK analysis assumed that 26,000MW of wind (20 per cent pene-
tration) would have a capacity credit of 5000MW. The Energinet study
(Pedersen et al, 2006), by contrast, assumed a significantly lower capacity
credit – about 300MW maximum – and this accounts for most of the differ-
ence between the final results, shown in Figure 2.10. With 10 per cent wind
penetration, the UK methodology predicts a ‘cost of variability’ of €4/MWh
of wind, compared with Energinet’s figure of €10/MWh. The disparity
narrows at higher wind energy penetrations. With 50 per cent wind, the UK
analysis suggests €11/ MWh, which compares with €14.5/ MWh from the
Danish analysis. With 100 per cent wind, the figures are €13.3/MWh and
€14.8/MWh, respectively. 

Possible roles for storage and hydrogen
There are three possible options for dealing with the wind energy that is
surplus to requirements. The wind turbines may simply have their output
curtailed or, if the electricity system has links with other networks, it may be
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possible to export it. This option is certainly possible in the case of western
Denmark, although it may not be possible to export all the power at very high
penetration levels if the magnitude of the surplus power exceeds the capacity
of the links. The third option is to divert the surplus energy into new markets.
The lower the price at which the surplus electricity is sold, the greater the
chances of finding a market. Energinet assumed a modest value of €13.3/MWh
for the surplus, which reduced the maximum cost of the variability penalty
from €15/MWh to around €13.5/MWh (with 50 per cent wind), falling to
€9/MWh with 100 per cent wind.

Energinet does not suggest using hydrogen as a storage medium with a
view to feeding electricity back into the system; but it could be used for trans-
port. That would necessitate additional plant, such as fuel cells, and incur
significant losses; so it is unlikely that it would be economic. 

If electricity markets with high wind penetration do become established,
the prospects for storage technologies, such as flow batteries and compressed
air, may improve. It is doubtful whether it would often make economic sense
to ‘level the output’ of wind power simply because the additional value is
unlikely to exceed the additional cost. On the other hand, a storage system that
can be charged with electricity at below market cost can possibly be used for
arbitrage – releasing electricity into the system when market prices are high.
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THE INFLUENCE OF NATIONAL AND REGIONAL
DIFFERENCES

The effects of wind speed and scheduling procedures

The characteristics of wind tend to be similar the world over and the same
applies to electricity networks – but there are some differences. The extra costs
of reserve in Great Britain and a number of American electricity jurisdictions
are similar (see Figure 2.6); but significantly higher figures are quoted for
Germany. This is due partly to the way in which the electricity network is oper-
ated, and partly to the lower wind speeds that prevail there. In Germany, as
well as in some other electricity jurisdictions, wind tends to be treated in the
same way as gas or coal-fired plant and is required to forecast its output
several hours ahead. If the plant schedules lack flexibility, it is quite likely that
the output from the wind plant will change after the commitment is made. This
may mean that balancing power must be purchased to make up any power
deficits or, alternatively, surplus wind may need to be sold for a low price. The
more flexibility that is built into plant scheduling, the more efficiently the
system can be operated.

The other reason why balancing costs for wind in Germany tend to be
higher than elsewhere is that wind speeds are quite low. The average capacity
factor of German wind generation is about 15 per cent, which compares with
25 per cent in Denmark and 30 per cent in Britain. This means that the wind
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plant capacity needed to generate a given amount of energy in Germany is
roughly twice the capacity needed in Britain. The magnitude of the power
swings from the plant in Germany will therefore be higher than those in
Britain, and the additional uncertainty means that the system operator needs
to schedule more reserve. The impact of capacity factor on extra reserve costs
is illustrated in Figure 2.11. This shows that the additional costs associated
with 5 per cent wind energy penetration are around €2/MWh in a region
where the capacity factor is 30 per cent, but nearly €6/MWh in a region where
the capacity factor is 15 per cent. A very thorough analysis of the impacts of
wind on the German network was completed in 2005 (DENA, 2005). 

Predictable winds

While predictable diurnal variations may reduce the costs of additional
reserve, as noted earlier, they do not necessarily enhance the overall value of
wind energy. That is because peak wind power may systematically occur at
times that are not consistent with peak consumer demands. On the other hand,
if the reverse is true, this increases the capacity credit of wind plant, and one
Californian study suggested that the capacity credit of one of the early
machines was about 80 per cent of its rated power (Pacific Gas and Electric
Company, 1989). At the other end of the spectrum, a study for the North West
Power Pool suggested a value for that region of only 5 per cent (Flaim and
Hock, 1984).

Transmission issues

One factor that tends to be very specific to particular utilities comprises the
transmission constraint and reinforcement costs. Not only do connections need
to be provided for new wind plant, but there is also the possibility that extra
reinforcements may be needed to cope with transmission congestion. This
occurs when significant amounts of wind are concentrated in the windiest
regions, with the result that there is insufficient capacity to transmit all the
wind power when it is operating at or near peak output. These issues can only
be studied on a case-by-case basis.

CONCLUSIONS

Although the impacts of wind variability are sometimes controversial, it is
doubtful whether any compelling evidence has been provided to invalidate the
substantial amount of work that has been carried out on this topic. This chap-
ter only draws on a fraction of the references that were cited in a very thorough
literature survey completed recently (Gross et al, 2006; see also Chapter 4 in
this volume), and more information has been published since the report was
completed. The conclusions are unchanged: wind variability can be managed,
technically and at modest cost. The cost amounts to around UK£2/MWh for
10 per cent wind and may fall as better wind forecasting techniques emerge.
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This is only a small fraction (about 5 to 10 per cent) of the generation cost of
wind energy, so that the impact of changes in fuel price on backup costs are
unlikely to have a substantial impact on the cost-competitiveness of wind
energy.

The recent increases in the price of gas have made a substantial difference
to the ‘total extra cost’ of operating the power systems with wind energy.
Although future gas price trends are very difficult to predict, it is quite likely
that the overall cost to electricity consumers in systems with substantial
amounts of wind energy will be small and possibly negative – in other words,
savings will be made due to the lower generating costs of wind energy.

As more experience is gained in operating electricity networks with wind
energy, it is likely that the additional costs associated with variability will fall.
In addition, improved techniques of demand-site management are likely to
reduce the costs of managing electricity networks and, as a consequence, the
additional costs of managing variability. Last, but not least, worldwide
research into improved methods of wind predictability are also likely to reduce
the costs of integrating wind energy.
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3

Renewable Resource Characteristics
and Network Integration

Graham Sinden

INTRODUCTION

The large-scale development of renewable electricity generation in the UK will
require the integration of renewable electricity supplies within electricity
networks, and robust analysis of the impact of such supplies is critical to evalu-
ating the requirements and evolution of electricity networks into the future.
Central to such analysis is an accurate understanding of the characteristics of
renewable resources and, as a consequence, the characteristics of the electricity
supply that they provide. 

Key issues surrounding renewables include the seasonal distribution of the
resource, availability during times of peak demand, the variability of the elec-
tricity supply pattern over time,1 and the ability of renewables to provide
capacity on electricity networks. These characteristics are resource specific,
and it is important to understand the properties of different renewable
resources. In the same way as there are large differences in the operation of
different conventional resources (e.g. coal, gas and nuclear), there are differ-
ences in the characteristics of renewable sources of electricity generation. 

This chapter commences with an analysis of the current make-up of renew-
able electricity generation in the UK and the expected direction of the sector’s
evolution in terms of energy contributions from different resources. Key char-
acteristics of three renewable energy resources in the UK – wind power, wave
power and tidal stream power – are presented, and the chapter concludes with
an analysis of recent claims regarding the capacity credit of renewables (in
particular, wind power). 

RENEWABLE ELECTRICITY GENERATION IN THE UK

Renewable electricity production in the UK utilizes a wide range of energy
resources as fuels for the generation of electricity, from methane (from landfill
gas), biomass and waste, to wind and (in the future) waves and tidal currents.
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Accompanying this range of renewable resources is a range of resource-specific
characteristics: for example, the ability to store biomass and waste before
conversion to electricity provides a high degree of control over the timing of
electricity production. By contrast, energy from tidal currents is very
predictable; however, it is not possible to control the timing of tides and, there-
fore, the pattern of electricity production at individual tidal sites. 

By assessing the underlying resource properties, renewable electricity
generators can be broadly classified into two categories: those such as landfill
gas, biomass or hydro, where their pattern of electricity generation can be
controlled (dispatchable capacity); and those such as wind, wave, tidal and
solar resources, where the pattern of generation is dependent upon external
factors (non-dispatchable or variable-output capacity). The ability to control
the electricity generation of dispatchable renewables is analogous to the oper-
ation of conventional generating capacity, such as coal, gas and nuclear
capacity. Variable generation represents a departure from this conventional
operation of generating capacity since it is the speed of the wind (or height and
period of the waves, velocity of the tidal current, etc.) that determines the level
of generation at any particular time. 

The UK’s renewable electricity portfolio currently includes a combination
of both dispatchable and variable-output renewables, with dispatchable
renewables being responsible for over 75 per cent of renewable electricity
generation (see Figure 3.1). While wind power, both onshore and offshore,
provides almost all variable generation from renewables, it is currently
responsible for less than one quarter of total renewable energy production.
Given that renewable electricity (including large-scale hydro) accounted for
around 4 per cent of UK electricity, variable-output renewables were
responsible for less than 1 per cent of UK electricity generation in 2005 (DTI,
2006a). 

The contribution of variable-output renewables to renewable electricity
generation, and to overall electricity supply in the UK, is expected to increase
into the future. The Renewables Obligation currently supports a renewable
electricity target of 15.4 per cent electricity generation by 2015, with support
for renewable electricity generation continuing until 2027 (UK Parliament,
2006). However, it has been proposed that the Renewables Obligation be
expanded to 20 per cent of electricity generation by 2020 and potentially
modified to include targeted support for under-represented resources through
a ‘banding’ mechanism (DTI, 2006b). Forecasts for 2020 suggest that wind
power will represent around 70 per cent of renewable electricity generation
(see Figure 3.2), while the inclusion of electricity generation from wave and
tidal stream resources will see total variable-output renewable electricity
supply account for over three-quarters of renewable electricity, and around 15
per cent of total electricity generation (The Carbon Trust and DTI, 2003). 

Given such scenarios for future renewable electricity generation, and the
desire of government to target funding at emerging renewable technologies, it
will become increasingly important for the electricity supply properties of
variable-output renewables to be known. And while wind power is forecast to
dominate this sector of renewable generation, the emergence of other variable-
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Figure 3.1 Contribution of different renewable resources to total renewable
electricity generation in the UK in 2005 (excludes large-scale hydro)
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Source: The Carbon Trust and DTI (2003) 

Figure 3.2 Forecast contribution of different renewable resources to total
renewable electricity generation in the UK in 2020 (excludes large-scale

hydro)
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output technologies suggests that the characteristics and interaction of a
diversified portfolio of variable-output renewables will be valuable in under-
standing their interaction with demand patterns and network integration.

CHARACTERISTICS

The electricity production characteristics of variable renewables reflect the
availability, or change in availability, of the underlying ‘fuel’ being used to
generate electricity. In the UK, wind power is expected to develop rapidly into
the dominant method for supplying renewable energy, meaning that the UK
wind resource will be important in determining the characteristics of electricity
supplied by this resource. Much of the network modelling work carried out on
the UK electricity network has reflected this expectation by evaluating the
impact of a 20 per cent wind power scenario (Dale et al, 2004; Mott
MacDonald, 2004; Anderson, 2006). With the emergence of wave and tidal
power systems, an understanding of the underlying characteristics of these
resources will also be required. 

This chapter presents an overview of the patterns of energy production from
UK wind, wave and tidal stream renewable resources, the variability of supply
associated with each resource, the relationship between electricity generation
and demand patterns, and the impact that large-scale electricity generation
could have on the net electricity demand pattern to be met by conventional
generators. 

Patterns and variability of renewable energy availability

The availability of renewable energy varies over time, with location and with
the resource being exploited. The pattern of energy availability will also
change depending upon the time scale being considered. For example, tidal
stream energy shows very little change in energy production from year to year
or month to month; however, large changes in output can occur from hour to
hour. Contrast this with wave power, where output tends to change less than
tidal stream at the hourly level, but there are significant differences at the
monthly time scale – although these are small at an inter-annual time scale (see
Table 3.1).

The variability of a resource is also affected by the level of diversification
in its development. By exploiting a resource such as wind power at a range of
sites, the variability exhibited by the aggregate output from all wind develop-
ments would be reduced. This arises as the correlation between power output
patterns at different sites decreases as the distance between the sites increases
(Giebel, 2000; Sinden, 2007). With different sites experiencing different wind
conditions at any one time, changes in power output at one site (such as an
increase in power output in response to increasing wind speed) may be
partially offset by a decrease in power output at another site on the same
network.
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Table 3.1 Relative variability of wind, wave and tidal resources 
over different time periods

Resource Annual Monthly Hourly 

Wind Low Medium (over the year) Low 

Wave Low Medium/high (over the year) Very low 

Tidal stream* Very low Very low Very high 

Note: * The spring-neap tide cycle results in large changes in power output over a two-week period. However,
these changes are smoothed at the monthly time step, resulting in low variability in tidal stream electricity
production from month to month. 

This smoothing characteristic is particularly apparent at short time scales (such
as hour-to-hour generation patterns): diversification is unlikely to affect the
seasonal variability of wind power unless the area over which developments
can occur is exceptionally large. At the monthly time scale, the long-term avail-
ability of renewable resources differs significantly between wind, wave and
tidal stream resources (see Figure 3.3). Wave power shows the greatest
extremes in monthly output, with energy delivery peaking in January and
February, and reaching a minimum in July. Monthly energy production from
wave power over winter is typically more than five times the average monthly
energy generation during summer months. Wind power follows a similar
seasonal pattern – an expected result, given that ocean waves form as a result
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Figure 3.3 Percentage of annual electricity generation by wind, wave 
and tidal power systems occurring during each month, with long-term UK

electricity demand distribution shown for comparison (normalized to account
for differing days per month)
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of the action of wind. However, the seasonal differences in wind power are not
as extreme as those found in the wave record. Energy production from wind
power is again dominated by the winter months, with minimum production
occurring during the summer months – typical winter month energy produc-
tion is around 1.8 times higher than summer month production. Tidal stream
energy shows a very different distribution of energy production over the year,
with average monthly energy production essentially constant across the year. 

The monthly trend in electrical energy demand for the UK (see Figure 3.3)
shows some similarity to the distribution of energy production from wind and
wave power systems across the year, with higher demand in winter months and
lower demand during summer months. While this trend is encouraging, elec-
tricity networks need to keep electricity supply and demand in constant
balance. The section on ‘Renewable electricity supply and demand patterns’
considers the relationship between electricity demand and energy production
from variable-output renewables. 

Hour-to-hour variation in output

A key aspect of variable-output renewable resources is the rate of change in
power output over time. The rate of change in output of a wave, wind or tidal
stream electricity generator depends upon two factors – the sensitivity of the
device to changes in environmental conditions and the degree to which envir-
onmental conditions change. 
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Figure 3.4 Power transform curve for a typical large wind turbine
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Consider the power transform curve for a Nordex N80 wind turbine (see
Figure 3.4): power output is most sensitive to changes in wind speed between
8 metres per second (m s–1) and 12m s–1, while outside this range the sensitiv-
ity of the wind turbine to changes in wind speed reduces. Changes in wind
speed below 4m s–1 do not result in any change in power output since there is
no energy production; at the other extreme, changes in wind speed between
14m s–1 and 25m s–1 do not result in changes to output as the device operates
at rated capacity across this wind speed range. Almost 90 per cent of hours
experience wind speeds between 4ms–1 and 14ms–1, the speed range associated
with changes in wind power output. While the development of a diversified
wind power sector will slightly reduce the sensitivity of power output to
changes in wind speed (Sinden, 2007), it remains the case that changes in wind
speed within this range will result in changes in power output. The second
component of power-output variability is the degree to which the resource
availability changes – for example, while a change in wind speed from 8ms–1 to
12ms–1 would result in a significant increase in power output from a wind
turbine, it is the frequency with which such changes occur that ultimately
determines the variability of the electricity supply.

The power output from wave and tidal stream energy devices is similarly
related to the sensitivity of the device and the degree to which the underlying
resource (i.e. wave height and period for wave power, or current velocity for
tidal stream power) fluctuates from hour to hour; however, the hour-to-hour
variability of tidal stream power output is highly dependent upon the location
and degree of resource development. In some regions, such as the Channel
Isles, the characteristics of the tidal stream resource allow for significant
smoothing of the power production pattern since the timing of peaks and mini-
mums in tidal stream current velocities varies between the different sites (see
Figure 3.5). However, other regions, such as the Pentland Firth, offer very
limited opportunities for diversification to smooth output variability as the
power production patterns from the different sites within the region are all
highly correlated (Sinden, 2005). 

The difference in power output from one hour to the next for wind and
wave power output at the one-hour time step is shown in Figure 3.6 (note that
tidal stream power is not included in this graph due to the site-specific nature
of variability for this resource). Wave power shows a lower level of variability
than wind power in the UK, with a higher frequency of little or no change in
power output occurring from one hour to the next. The graph in Figure 3.6
has been truncated to show the frequency of hourly power output changes
between ±20 per cent of installed capacity – for wind power, 99.95 per cent of
all hourly changes in power output were less than 15 per cent of the installed
wind power capacity, with 46 per cent of hourly changes being equivalent to
less than 1 per cent of the installed wind power capacity. Wave power showed
a greater concentration of low-change hours, with 61 per cent of changes in
power output being equal to less than 1 per cent of the installed wave power
capacity, and with 99.975 per cent of all hourly changes in power output being
between ±20 per cent of installed capacity. 
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Note: Results are based on full development of the identified tidal resource at each site (see Black and Veatch,
2005).

Figure 3.5 Relative timing and contribution to renewable output from indi-
vidual tidal stream sites in the Channel Isles

Note: The graph is truncated to ±20 per cent of installed capacity; this shows more than 99.95 per cent of all
hourly changes. 

Figure 3.6 Variability of wind and wave power output at the one-hour time
step
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RENEWABLE ELECTRICITY SUPPLY AND DEMAND
PATTERNS

Relationship between renewable energy availability and demand

While there is a natural correlation in the UK between the availability of wind
and wave power and electricity demand at a monthly time scale (see Figure
3.1), this degree of aggregation removes the inter-day variability that is present
in both demand and supply. By determining the availability of renewable
resources at an hourly time scale and comparing this availability to hourly elec-
tricity demand, a more detailed view of the availability of renewables during
different demand periods can be gained. 

In the UK, wind and wave power deliver more energy during times of high
electricity demand, with periods of low electricity demand typically being asso-
ciated with significantly lower wind power output (see Figure 3.7). Wave
power shows higher average energy production during peak demand periods
than does wind power; however, this energy production tends to drop quickly
in hours with lower demand. Average energy production from tidal stream
power (see Figure 3.7) is essentially uniform across all demand hours. This
tendency for different average energy production levels at different demand
levels is highlighted in Figure 3.8, which shows the degree to which renewable
production from wind and wave power, together with demand, deviate from
the long-term average. 
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Note: Average annual capacity factor is ~28 per cent for both wind and wave power, and 38 per cent for tidal
stream power.

Figure 3.7 Average wind and wave power availability (as capacity factor) 
at different levels of demand
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Figure 3.8 Deviation of wind power, wave power and demand from annual
average production (and demand) levels

Source: Sinden (2007)

Figure 3.9 Distribution of hourly wind power output during peak 
electricity demand
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These results do not mean that all high demand hours will experience higher
than average power output from wind and wave resources as there remains
considerable variability in the hourly output of wind power during high elec-
tricity demand hours. The actual power output that may be experienced from
these resources varies across a wide range. However, during high electricity
demand hours (the top 20 per cent of demand hours), the occurrence of low
power-output events is less than the long-term average, while medium and high
power events occur more frequently than the long-term average (see Figures
3.9 and 3.10).

Impact of renewables on demand variability

While the long-term availability of wind and wave power is broadly corre-
lated to changes in electricity demand, output variability from these resources,
together with tidal stream power, will affect the net electricity demand pattern
to be met by conventional generators. At the hourly level of demand fluctu-
ation, the development of significant renewable electricity generating capacity
will increase the hour-to-hour change in demand to be met by conventional
generators (see Figure 3.11). This impact varies both with the size of the
renewable resource development and with the composition of the renewable
capacity: where renewables deliver 5 per cent or less of total energy to the
electricity network over a year, there is little impact on net demand variability,
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Source: Sinden (2007)

Figure 3.10 Distribution of hourly wave power output during 
peak electricity demand
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Figure 3.11 Hour-to-hour variability in demand to be met by conventional
capacity with an increasing proportion of renewable electricity generation

Figure 3.12 Impact of 20 per cent of electricity demand met by wind power
on the magnitude and frequency of demand changes to be met by

conventional capacity
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irrespective of the composition of renewable resources. However, increasing
the total renewable electricity contribution beyond 5 per cent results in both
increased net demand variability and a clear distinction between the level of
impact arising from different portfolios of renewables. A wind-only scenario
results in the highest net-demand variability, while a portfolio comprising
equal energy production from wind, wave and other dispatchable renewable
generation has the lowest impact on net demand variability. Under a 20 per
cent renewable energy scenario, a diversified wind–wave dispatchable
renewables portfolio would have less than one third the impact on the hour-
to-hour change in demand compared with that seen for a wind-only scenario,
while a combined wind–wave portfolio would result in a 37 per cent
reduction in net demand variability compared to the wind-only scenario (see
Figure 3.11). 

These changes in demand variability would be most commonly felt as a
reduction in the proportion of hours each year experiencing very low change
in demand levels from one hour to the next (see Figure 3.12). In the example
shown, the reduced frequency of small changes (±2 per cent of peak demand)
from one hour to the next is balanced by the increased frequency of hourly
changes in the range of ±2 to 4 per cent of peak demand. 

The results presented in this chapter quantify some of the impacts that the
development of variable output renewables would have on electricity
networks. They also demonstrate the importance of resource type in assessing
the impacts of renewables – while wave and wind power both show a similar
distribution of energy production with demand level, a combined wind–wave
renewables portfolio will have a lower impact on existing electricity-demand
patterns than a wind-only scenario. 

THE ROLE OF WIND POWER IN PROVIDING CAPACITY
ON ELECTRICITY NETWORKS

The total available capacity on a network should always exceed the peak
demand met by the network, and this difference is known as the plant margin
(or backup). A plant margin is required to ensure that demand will be met to
a specified level of reliability: as no generating capacity is 100 per cent reliable,
the provision of more capacity than is needed to meet demand is essential for
the long-term reliable performance of the electricity network. The size of the
plant margin is related to the electricity-demand pattern, the reliability of the
generating plant, the required overall reliability level of the network, and other
network parameters. 

While dispatchable renewables already provide capacity on electricity
networks, the impact of the variable electricity supply profile of renewables
such as wind and wave power needs to be considered. There has been exten-
sive discussion regarding the plant margin that is required on the UK electricity
network, and the degree to which renewable generating capacity provides
capacity credit (the amount of conventional generating capacity that can be
removed from a network due to the addition of renewable generating capacity,
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while maintaining the same level of security of supply) on a network. In assess-
ing the capacity credit of renewables, two key principles apply:

1 Maximum conventional capacity requirement. With the addition of renew-
able generating capacity, the total conventional capacity requirement can
only stay the same or fall; it cannot increase. For example, if wind power
is added to a network that currently requires 84 gigawatts (GW) of plant
to meet demand; the total conventional plant requirement will not exceed
84GW because of the development of wind power. 

2 Actual conventional capacity requirement. The actual conventional plant
requirement will fall if the performance of the renewable capacity contri-
butes to operational security. For example, the addition of 1GW of
dispatchable renewable capacity such as landfill gas would result in 1GW
less conventional plant being required since it has the same (or better) reli-
ability of supply than the conventional plant that it is replacing. 

In the example above, the landfill gas capacity would have a capacity credit of
100 per cent since it has substituted directly for an equivalent amount of
conventional capacity on the network. Variable-output renewables such as
wind power have a limited capacity credit as their probability of generation at
times of peak demand is lower than that for conventional or dispatchable
renewable capacity. Two recent studies have attempted to clarify the question
of whether wind power provides capacity on electricity networks: one review-
ing 29 separate studies (UKERC, 2006, summarized in Chapter 4 of this
volume) and the other reviewing over 50 studies (Giebel 2006). Both reviews
come to the same conclusion: every study into the capacity credit of wind
power shows that it does have a capacity credit. There are, of course, differ-
ences in the absolute amount of capacity credit attributable to wind power;
however, this is not surprising given that the capacity credit of wind power
(and other renewables) is affected by the assumed size of the development in
relation to the network, the demand pattern to be met and the site-specific
characteristics of the resource. 

Determination of capacity credit

The capacity credit of renewable capacity on an electricity network is an
outcome of reliability assessments typically carried out through a technique
known as loss of load probability (LOLP) analysis. Under this method, the
probability that a given demand will be met by the available generating capacity
is determined. In recent studies (Dale et al, 2004; Anderson, 2006), it has been
assumed that conventional generators have an availability of around 85 per
cent. By statistically combining these individual generating units, a distribution
of available capacity is determined and the probability of demand exceeding
available capacity (i.e. loss of load) is calculated. 

An example of two future electricity networks, one comprised solely of
conventional generators and one where 20 per cent of the energy demand of
the network is met by wind power, is presented by Dale et al (2004). Under the
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first scenario, a future UK electricity network has a peak demand of 70GW
and energy demand of 400 terawatt hours per year (TWh y-1); demand is met
by generators with an availability of 85 per cent; and in order to achieve a
specified reliability of supply, around 84GW of plant are needed in total (as
determined by a probability analysis). A second alternative future UK electric-
ity network has 20 per cent (80TWh y–1) of its electricity coming from wind
power, generated by 26GW of wind capacity (with a 35 per cent annual capac-
ity factor), with 79GW of conventional capacity required on the network.
Thus, the development of wind power on the network has led to a 5GW reduc-
tion in conventional capacity requirement – a wind capacity credit of 5GW –
while achieving the same level of security of supply.

Wind power and backup

Concern has been expressed regarding ‘backup’ or the additional plant that is
needed to offset the variability of renewables, such as wind power. Some
authors have suggested that backup equal to 65 per cent of the installed capac-
ity of wind power (PB Power and RAE, 2003), or even 100 per cent of the
capacity of wind power (Laughton, 2002; Fells Associates, 2004), would be
required to be installed in response to the development of wind power on an
electricity network. 

One method of quantifying the ‘backup’ requirement of wind power is to
compare the capacity credit of wind power to the potential maximum reduc-
tion in conventional capacity due to the development of the wind resource.
Following on from the scenario presented by Dale et al (2004), a 20 per cent
wind power scenario would yield around 80TWh y–1 of wind energy: on an
equal-generation basis, 80TWh y–1 would be generated by 10.7GW of conven-
tional plant. Ideally, the wind plant would substitute directly for the
conventional plant, meaning that around 73.3GW of conventional plant
would be needed. However, this does not happen. Instead, around 79GW of
conventional plant are required to achieve the same level of reliability (security
of supply). This difference of 5.7GW represents the additional capacity
required due to variability of wind power. 

In this example, the wind capacity has an additional backup requirement
due to the variability of wind power of around 22 per cent (5.7GW expressed
as a percentage of the 26GW of installed wind capacity). By contrast, a 65 per
cent backup scenario suggests 16.9GW of additional generating capacity
would be required to accompany a 26GW wind power development, while a
100 per cent backup scenario would see an additional 26GW of thermal plant
constructed due to the variability of wind power. Following the above exam-
ple, a 100 per cent backup scenario would see a conventional system that
requires 84GW of generating capacity to reliably meet demand have its
conventional capacity requirement reduced by 10.7GW (thermal capacity
equivalent of the new wind capacity in energy production), and in its place
would be developed 26GW of wind power and an additional 26GW of
conventional capacity as backup for the wind capacity. The result is a network
with 99.3GW of conventional capacity (84GW – 10.7GW + 26GW) plus
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26GW wind capacity, a curious result given that the maximum conventional
capacity requirement would not exceed the original 84GW even if the 26GW
of wind power produced no energy for the entire year. These different backup
scenarios are compared against the conventional capacity-only scenario in
Figure 3.13. 

Other variable output renewables

The discussion of capacity credit and backup presented here uses wind power
as the sole source of renewable electricity generation on the network. However,
this is not the case, at present, for the UK, and while wind power is forecast to
dominate renewable electricity production in the medium term (The Carbon
Trust and DTI, 2003), non-wind renewable capacity will continue to contri-
bute to aggregate UK renewable electricity generation. One recent study (ILEX
and Strbac, 2002) has presented an analysis of combined wind and biomass
renewable capacity on the UK electricity network, while results by Sinden
(2006) suggest that it is possible to improve the capacity credit of variable
output renewables by developing a diversified portfolio of renewable
resources. Given the diversity of renewable resources available for develop-
ment, and current indications that UK renewable-energy support policies may
directly target additional types of renewable resources, the role of diversity in
the renewables sector is likely to become an important area of debate.
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Note: The 65 and 100 per cent backup scenarios result in a higher conventional capacity requirement than the
original network without wind power.

Figure 3.13 Total capacity implication for a conventional capacity network
and three alternative estimates of the conventional capacity required due to

wind power
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CONCLUSIONS

The characteristics of renewable resources are central to the large-scale inte-
gration of renewables within electricity networks. These characteristics are
both site specific and resource specific, with markedly different power produc-
tion patterns arising from different resources and locations. This chapter has
presented a summary of characteristics relating to the UK wind, wave and tidal
stream resource, including the relationship between long-term resource avail-
ability and electricity demand patterns, and the effect that large-scale
development of renewables may have on the residual demand pattern to be met
by conventional capacity.

The role that renewables can play in reducing the conventional capacity
requirement of an electricity network has been discussed with reference to
studies that demonstrate that wind power has the effect of reducing the con-
ventional capacity requirement of the network. Alternative views of the impact
of large-scale renewable development on capacity requirements have been
presented; however, it was argued that these do not provide a reliable assess-
ment of the impact of wind power on network capacity requirements. Finally,
it was argued that future analyses of renewable resources on electricity
networks may have to increasingly take account of the different characteristics
of the renewable resources themselves.
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NOTE

1 Variability has sometimes been referred to as ‘intermittency’; however, this termi-
nology may mislead as it implies that a resource is either present or absent. For
resources such as wind power, it is changes in wind speed rather than the presence
or absence of wind that are the key feature of the resource. The term intermittency
may be more applicable to conventional generators, particularly base-load genera-
tors such as nuclear, which typically exhibit a presence (operation at rated capacity)
and absence (zero output due to maintenance or mechanical failure) pattern of elec-
tricity generation. 
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4

The UK Energy Research Centre
Review of the Costs and Impacts of

Intermittency

Robert Gross, Philip Heptonstall, Matthew Leach, 
Jim Skea, Dennis Anderson and Tim Green 

INTRODUCTION

This chapter is based upon work undertaken by the UK Energy Research Centre
(UKERC) and reported in The Costs and Impacts of Intermittency: An Assess-
ment of the Evidence on the Costs and Impacts of Intermittent Generation on
the British Electricity Network (Gross et al, 2006). The study sought to provide
a detailed review of the current state of understanding of the engineering and
economic aspects of intermittent/variable generation.1 The approach adopted
was inspired by a range of techniques referred to as evidence-based policy and
practice, including the practice of systematic review, common in policy areas
such as healthcare and education. These seek to inform policy by examining the
research data in a transparent and replicable way. There are limitations on the
application of such techniques to the energy policy arena (Sorrell, 2007), but a
systematized and transparent approach to evidence-gathering offers consider-
able benefits, particularly where the topic is controversial.

A systematic search for every report and paper related to the costs and
impacts of intermittent generation was undertaken. This revealed over 200
reports and papers on the subject, each of which was categorized and assessed,
to draw out the methodologies and data employed, and the relevance to the
UK situation. UKERC also sought consensus through the convening of an
expert group with diverse views and consultation with stakeholders.

A degree of confusion appears to surround the use of terminology, and a
number of misconceptions are regularly aired in the mainstream media. The
UKERC report therefore also explains the principles that underpin the inte-
gration of intermittent renewables and aims to explore and explain popular
misconceptions. 

This chapter first provides an overview of the key concepts of relevance to
power system reliability and operation, and explains what changes when
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intermittent generation is introduced. Some popular misconceptions are
revisited. The final section presents and discusses the quantitative findings of
the UKERC review.

POWER SYSTEM RELIABILITY AND OPERATION

Managing electricity networks without intermittent generation

The impacts of intermittency cannot be considered in isolation from the main
principles of electricity system operation. Electricity demand changes continu-
ously. It fluctuates from second to second and goes through very large swings
over a few hours. While the general direction of demand each day and at
different times of the year is well understood, demand can still change unex-
pectedly. Large power stations also experience occasional unexpected faults. 

Currently, in the UK, matching of demand and supply is handled through
the operation of regulated markets. The UK market (excluding Northern
Ireland) is governed by the British Electricity Trading and Transmission
Arrangements (BETTA). The system operator (National Grid) works with the
market mechanisms and, through a range of specific interventions, stimulates
increased electricity generation as demand increases, as well as reductions as
demand falls.2 A thoroughgoing explanation of how the UK system is balanced
and how reliability is maintained is provided in Gross et al (2006). We high-
light some key facets relevant to the integration of renewable resources below.

Short-term system balancing requirements
A range of services referred to as system balancing reserves are purchased by
the system operator in order to help deal with unexpected short-term fluctua-
tions (seconds to hours). These can be caused by either demand changes or
faults at power stations or power lines. The amount of reserve needed to
handle unpredicted short-term variations is calculated or simulated using
statistical principles. The objective is to ensure that reserves are available that
can deal with almost all the unpredicted fluctuations envisaged. 

Longer-term system reliability requirements
In addition to the short-term reserves, a larger ‘system margin’3 of maximum
possible supply over peak demand is provided for when planning the develop-
ment of a power system. UK practice before liberalization was to plan for and
invest in installed capacity approximately 20 per cent larger than expected
peak demand. Current practice by the system operator is to monitor and report
on this margin, and to allow the market to respond to any perceived lack of
system margin.

The aim is to ensure that a specific measure of reliability is sustained, with
only a small risk of demand being unmet. The measures most often used when
assessing the impact of generation reliability on customers are related to loss
of load. Loss of load probability (LOLP) expresses the risk that some load will
need to be shed because insufficient generation is present. This is expressed as
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a percentage corresponding to the maximum number of years per century in
which load shedding may occur (e.g. the LOLP of the pre-privatized electricity
system in Great Britain was planned not to exceed 9 per cent: nine loss-of-load
events per century). 

The distinction between the system margin required for longer-term reli-
ability and reserves required for short-term balancing is illuminated by the
comparative size of the two quantities. In the UK, balancing reserves are
purchased by the National Grid Company (the transmission system operator)
and comprise around 2.5 gigawatts (GW).4 System margin is much larger than
dedicated reserve and is not contracted for: National Grid’s indicative level of
adequate system margin is around 20 per cent above peak demand, or 12GW
to 14GW.5

What changes when intermittent generation is added?

While all plant will suffer occasional outages, intermittent renewables fluctu-
ate to a much greater degree, and this may increase the need for balancing by
the system operator. Their output also may or may not be available during
peak demand periods; the extent to which it can be relied upon at peak varies
according to resource type and location. Availability during demand peaks
affects the amount of system margin needed to maintain a given measure of
reliability. Hence, both system balancing and system reliability can be affected
by the introduction of renewable sources.

Impact on short-term system balancing requirements
Additional short-run fluctuations in output will increase the use of reserve
capacity – for example, the utilization of automatic controls on the output of
conventional power stations. It may also be necessary to have more part-
loaded plant running that can rapidly increase or decrease its output. Three
interrelated factors determine the amount of extra reserve required when inter-
mittent generation is added to the system:

1 The extent of unpredicted variations in intermittent plant output, which has
two aspects: first, how rapidly the outputs of different types of intermittent
plant will fluctuate; and, second, the possible scale of total system-wide
changes in a given period. This requires a representation of the aggregated
behaviour of individual intermittent plants, based on weather data, size of
units, inertia, and the scope for ‘smoothing’ of outputs – for example, by
geographical dispersion. This data provides an indication of the variability
of intermittent supplies.

2 How accurately fluctuations over the seconds-to-hours time scale can be
forecast. The more accurate the forecasting, the greater the opportunity to
use (lower-cost) planned changes as opposed to holding reserve plant in
readiness, which can be costly and less efficient. In market terms, the
effects of predicted fluctuations can be contractually committed prior to
‘gate closure’ (which in the UK is the point one hour ahead of real time
when bilateral electricity contract positions must be notified to the system
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operator). This should permit the market to reveal the most cost-effective
means of managing these variations. Again, it is the prediction accuracy of
total aggregated intermittent generation that is relevant; forecasting for a
large amount of distributed resources reduces forecast errors.

3 How the timing of demand variations compares with that of intermittent
output. If, for example, load and output are highly correlated, their vari-
ations may act to cancel each other out and to reduce reserve requirements. 

In all cases, analysis requires a statistical treatment of both demand and
intermittent generation since we are dealing with probabilities rather than
determinate functions.

Two factors are notable: first, that even for a relatively unpredictable inter-
mittent source such as wind power the standard deviation6 (and the variance)7

of fluctuations in the period from minutes to a few hours is relatively modest.
This is because there is considerable smoothing of outputs in the sub-hourly
timeframe and considerable prediction accuracy over a few hours. Second,
variance of intermittent fluctuations must be combined statistically with the
variance of demand and conventional supply. 

Impact on longer-term system reliability requirements
The extent to which intermittent generation can replace thermal plant without
compromising system reliability is referred to as its capacity credit, where a
credit of 100 per cent denotes one-for-one substitution without loss of relia-
bility, and 0 per cent indicates that the intermittent source can displace no
conventional capacity. It is important to note that capacity credit is a derived
term because it can only be calculated in the context of a more general assess-
ment of reliability across peaks.8

It might be thought that intermittent plant cannot contribute to reliability
at all since, in most cases, we cannot be certain that it will be available at any
specific time, including at system peaks. However, there is a possibility that any
plant on the system will fail unexpectedly and reliability is always calculated
using probabilities. Intermittent plant can contribute to reliability provided
that there is some probability that it will be operational during peak periods.
The key determinants of capacity credit are as follows:

• The degree of correlation between demand peaks and intermittent output: the
greater the correlation, the greater the capacity credit. For example,
photovoltaics (PV) have zero capacity credit in the UK because demand peaks
occur during winter evenings, when it is dark. But PV can have a high
capacity credit in sunnier regions where demand peaks are driven by air-
conditioning loads that are highly correlated with PV output. 

• The average level of output: a higher level of average output over peak peri-
ods will tend to increase capacity credit. Taking UK wind as an example,
there is little correlation between wind output and demand in the hourly
and daily timeframes. However, wind farm outputs are generally higher in
winter than they are in summer. For this reason, analysts use winter-quarter
wind output to calculate capacity credit.
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• The range of intermittent outputs: where demand and intermittent output
are largely uncorrelated, a decrease in the range of intermittent output
levels will tend to increase capacity credit because the variance decreases.
More consistent wind regimes decrease variance and increase capacity
credit. Geographical dispersion of plants can smooth outputs and decrease
overall variation, as can increasing the variety of types of intermittent plant
on a system.

Capacity credit is determined by considering the total variance of both supply
and demand, including intermittent options on the supply side, and then
comparing this to a ‘without intermittency’ case. Because the variance at peak
demand is larger than for conventional stations, the capacity credit of inter-
mittent sources tends to be lower than their availability, and at larger
penetrations is also less than capacity factor. The range of capacity credits, the
reasons for the range, and the implications for system costs are explored in the
section on ‘Quantitative findings on impacts and costs’.

MISCONCEPTIONS AND SOURCES OF CONTROVERSY

Terminology

Terminology can give rise to two important areas of misunderstanding. The
first problem is often associated with the use of terms such as ‘backup’ or
‘standby’ generation. Confusion arises when these terms become linked with
the idea that intermittent sources need dedicated backup. This is incorrect for
the following reasons:

• Actions to manage short-term fluctuations and to maintain reliability of
electrical networks should be assessed on the basis of plants interconnected
and operated as a system. Dedicated backup is not required (in the same
way that individual conventional power stations do not require dedicated
backup to cope with unexpected failures). Rather, intermittent plants may
increase the amount of reserves and response needed for balancing the
system, may affect the efficiency of other plants, and may increase the
amount of capacity on the system that is required to maintain reliability.

• The additional actions needed to manage fluctuations from intermittent
plants are also affected by the nature of fluctuations resulting from demand
changes and the reliability of conventional stations on the system (the extent
being dependent upon their relative magnitudes and correlations). Failure to
assess these requirements in a systemic fashion would only be consistent if it
were applied to all generation since all experience unplanned outages.

The second problem is associated with the use of the term ‘reserves’. The term
is used for quite different types of function on different time scales. Two broad
categories of usage can be found in the literature:
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1 Reserves has a strict and narrow sense, restricted to the requirements for
fast responding reserves for short-term system balancing that are
contracted for by the system operator. These are the only reserve services
that the system operator directly purchases in the UK.

2 A broader definition also encompasses the additional capacity that may
be required to ensure reliability when viewed from a long-term, or
planning, time horizon. System margin is the current terminology used to
refer to this capacity, and in Britain there is no mechanism for direct
procurement of system margin. Yet, historically, under centrally planned
systems, capacity over and above peak demand has also been referred to
as capacity reserves.

This can mean that comparisons are drawn between studies that are using the
term differently. For example, some studies of the cost of intermittency in fact
only quantify the cost of additional system balancing – the capacity to main-
tain reliability may be neglected or may not be directly addressed. This may
give rise to a ‘reserve cost’ estimate that understates the full cost of intermit-
tency. However, where the term ‘reserves’ is used to refer to both capacity
provision to maintain reliability and short-term reserves, this, too, can create
confusion since it leads to cost estimates considerably larger than those
directly attributable only to the reserve services actually purchased by the
system operator.

Misconceptions

Two related assertions that receive regular airings in the mainstream media are
paraphrased below:9

1 ‘Wind turbines only operate 30 per cent of the time; therefore, we must
provide 70 per cent backup.’

2 ‘Wind turbines need backup, so they don’t save any carbon dioxide (CO2).’

Both these assertions are incorrect. In both, the use of the term ‘backup’ may,
in itself, give rise to misunderstanding for the reasons outlined above. But irre-
spective of terminological issues, the assertions are in error for the following
reasons:

• The former assertion confuses the capacity factor that might be achieved by
a typical UK wind farm (which would, indeed, be around 30 per cent on an
annual basis in a UK location with good wind conditions) with the amount
of time during which it is operational. In fact, most wind turbines will be
operational for around 80 per cent of the time – but usually operating at
less than their rated capacity. This is because the rated capacity of a wind
turbine is its maximum output, which is typically associated with wind
speeds from in excess of 11 metres per second (m s–1) to 15 m s–1 (40km h–1

to 54km h–1). Yet, most wind turbines operate in a range of wind speeds
from around 4m s–1 to around 25m s–1.
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• The capacity factor of renewable energy does not tell us anything about
‘backup’ requirements. The capacity factor simply provides an indication of
the amount of energy, on average, that a given capacity of renewable plant
would be expected to provide per year. As described in the section on
‘Power system reliability and operation’, the scale of actions needed to
manage intermittency is derived statistically.

• However, capacity factor does indicate the theoretical maximum size of
the comparator plant against which intermittent generators should be
assessed when determining what is required to maintain reliability. A 1000
megawatt (MW) wind farm with a 30 per cent capacity factor delivers the
same energy as a 350MW modern gas power station, allowing for the 15
per cent outage rate typical of such generators. Hence, in energy terms, the
maximum amount of conventional generation that such a wind farm
would displace is 350MW. Even if the wind farm cannot contribute
anything to reliability, its ‘backup’ requirement cannot exceed the amount
of conventional generation it displaces (i.e. 350MW/1000MW = 35 per
cent of its installed capacity). This is why claims that renewable generators
need 100 per cent (or even 60 or 70 per cent) ‘backup’ per megawatt
installed are muddled and incorrect.

• The latter assertion conflates energy and power. Intermittent sources are
unlikely to be able to provide the same level of reliable power output during
demand peaks as a conventional generator. This will usually give rise to a
need for additional capacity to maintain reliability, particularly at larger
penetrations of intermittent sources. However, CO2 reductions are a func-
tion of the total energy provided by intermittent stations and, hence, fossil
fuel use avoided, not output at peak demand periods.

• Confusion arises because the share of total energy provided by an intermit-
tent station may be larger than its contribution to reliability. In fact, even if
the contribution of an intermittent source at peak periods is expected to be
zero (as would be the case for PV power in the UK, for example), its contri-
bution to CO2 savings are still a direct function of its energy output.

• Actual CO2 savings are dependent upon what fossil fuel plant is displaced.
These savings are reduced by efficiency losses in thermal plant affected by
intermittency and additional use of reserve and response services. In prac-
tice, these losses are a small proportion of the energy provided. CO2 savings
are, within a few percentage points, directly linked to the energy that
renewable stations generate (Gross et al, 2006).

QUANTITATIVE FINDINGS ON IMPACTS AND COSTS

History of research on intermittency

Early studies: 1970s and 1980s
Many of the studies from the late 1970s to the late 1980s were carried out by,
or for, what were then state-owned utilities and in response to the Organ-
ization of the Petroleum Exporting Countries (OPEC)-induced oil price shocks,
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with a large number focusing on the basic principles of how to represent inter-
mittent generators on an integrated network. Most are concerned with
transmission system-level reliability, reserve and supply–demand balancing
issues, with a particular emphasis on the role of wind and other renewables as
‘fuel savers’. In all cases, the context was very different from that of today: the
centralized operation of electricity networks was then still in existence in all
countries. As a result, optimization of networks with intermittent sources was
conceptualized in rather different terms than it is currently, although the tech-
nical issues are largely unchanged. Many reports are concerned with the
development of methodological principles and apply these only to relatively
simple – and obviously at that time hypothetical – scenarios of renewables
penetration (a full list of references to these early studies, and to more recent
work, is included in Gross et al, 2006). 

Methodological refinement: The 1990s
During the 1990s, there was a marked decrease in the number of utility stud-
ies compared to the early 1980s, although academic work continued in the US,
UK and Nordic countries. One notable addition to the body of knowledge
during this period was a series of ten country studies sponsored by the
European Commission. In addition, the breakup of national monopolies is
possibly reflected in a marked reduction in emphasis on the benefits of wind
and other renewables (e.g. fuel saving and system optimization). Instead, work
during this period has a noticeable focus on detailed methodological issues
and, in particular, on costs of system balancing and calculation of capacity
margin and other measures of system reliability. Several studies pay attention
to methodological refinement and development through, for example, incor-
poration of stochastic variables into simulation models.

Recent research
The beginning of the 21st century saw a very significant increase in research
activity on intermittency. More than 70 per cent of the references in the
UKERC database date from the year 2000 onwards. While most utilities have
been privatized, system operators, regulators and governments have funded a
significant number of studies. Attention to methodological issues has been
sustained and extended. In addition, an increasing amount of empirical data
has been combined with increasingly sophisticated scenarios of wind power
and other intermittent generation installation.

General observations on findings

In what follows, we provide a brief review of UKERC’s findings related to
additional system balancing requirements and the associated costs, and the
range of capacity credits attributed to intermittent sources. We consider why
controversy can arise when considering the costs of maintaining reliability, and
present UKERC’s approach to reconciling this. 

The UKERC report also considers a range of other system balancing
impacts, such as energy spilling and efficiency losses for market participants.
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In general, these impacts are shown to be small and are not discussed in this
chapter. 

Nearly all the studies reviewed focused exclusively on wind generation,
reflecting the relatively advanced penetration of wind power.

Findings for additional system balancing requirements

The principal range of findings of additional reserve and response require-
ments attributable to intermittency are presented in Figure 4.1. Note that this
figure only presents findings that used a common metric for the measures of
system balancing requirements. Studies that use different approaches are docu-
mented separately in Gross et al (2006).

The high outliers are from a German study (E.ON Netz, 2004). It is not
clear whether the E.ON Netz reserve requirements refer to balancing services
only or also include an element of capacity provision that reflects the relatively
low capacity credit of German wind farms.11 Moreover, particular difficulties
are faced within the E.ON Netz region, which has extensive wind energy devel-
opments:

• factors that tend to exacerbate the scale of swings in output: low average
wind speeds and, thus, low capacity factor for wind output, and substan-
tial ‘clustering’ of wind farms in the north-west of the control area;

• limited interconnection with regions to the east and west;
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Source: 51: Mott MacDonald (2003); 57: E.ON Netz (2004); 67: Holttinen (2004); 74: DENA Project Steering
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during the course of the study

Figure 4.1 Range of findings related to additional reserve requirement with
increasing penetration of intermittent supplies10
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• ‘gate closure’ 24 hours ahead of real time – compared to 1 hour in the UK
– which means that the forecasting error that must be managed by reserve
plants is much larger than in countries with shorter periods between sched-
uled generation unit commitment and real time.

It is worth noting that different analysts use different definitions of ‘reserves’,
which means that a range of impacts are captured. For example, some studies
look exclusively at spinning reserve (part-loaded plant) and so have not included
the impact of intermittent generation on other system balancing services, such as
the level of standing reserve. Others identify figures for frequency control and
load following reserve, but do not analyse the impact on generating unit commit-
ment (the requirement to instruct plant in advance of when it is required to allow
sufficient time for it to be brought into operation). These factors can account for
some of the differences in findings between studies.

Findings for additional system balancing costs

Twenty-three studies provide quantitative evidence on costs associated with
additional reserve and response requirements attributable to the addition of
intermittency. The main findings are represented in Figure 4.2. The shaded
area on Figure 4.2 represents the range of values taken from UK studies.

There are three very high outliers on Figure 4.2. The first, UK£8.1 per
megawatt hour (MWh) (Milborrow, 2005), presents data from the E.ON Netz
2004 report, which lead to high estimates for the reasons discussed with refer-
ence to Figure 4.1. The other two high outliers of UK£5.6/MWh and
£8.4/MWh are both from a Danish study that appears to amalgamate balan-
cing and system reliability costs (Bach, 2004). By contrast, a Danish study
focused on balancing cost alone provides a much lower estimate of cost
(Pedersen et al, 2002). The other relatively high figure of UK£4.3/MWh to
£4.8/MWh (Fabbri et al, 2005) is from a study that considers the price of indi-
vidual wind farm operators procuring electricity in the Spanish balancing
market to cover their positions. This reflects the difference between predicted
and actual generation from individual wind plant, rather than the cost of
system-level balancing.

All the studies that show a range of penetration levels find that reserve costs
tend to rise as penetration level increases; but the range of costs across studies
is broadly similar at each penetration level (i.e. there is no appreciable conver
gence or divergence as penetration rises). The difference between individual
studies is typically larger than the increase in costs within each study resulting
from increasing penetration levels, which suggests that the reserve cost is
particularly sensitive to assumptions about system characteristics, existing
reserves, and what is included within the definition of reserve requirements.

Findings for additional capacity requirements to ensure reliability

Twenty-nine studies provide quantitative evidence on the capacity credit of
intermittent generators. All use a statistical or simulation approach based upon
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a measure of reliability such as LOLP. The main findings are represented in
Figure 4.3. The shaded area on Figure 4.3 covers the range of values taken
from UK studies.

The findings demonstrate the sensitivity of the capacity credit to resource
availability and the degree of correlation between resource availability and
periods of high demand. Capacity credit values are adversely affected where
there is a low degree of correlation between resource availability and peak
loads. Studies relevant to British conditions, all of which focus on wind power,
indicate that output and demand are largely uncorrelated on a diurnal basis
(even though wind speeds are generally higher in winter). 

The relationship between resource and capacity credit is also demonstrated
by studies using data from operating wind farms in a region with low average
wind speeds. For example, two German studies (DENA Project Steering
Group, 2005; E.ON Netz, 2005) show the effect that the relatively weak wind
resource in Germany has on the capacity credit value.

Additional capacity costs

System balancing services are purchased by the transmission system operator
through advance contracts and are also provided through actions taken by the
system operator in the balancing market. As such, the costs of these impacts
are readily quantified and not subject to much controversy.
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Source: 51: Mott MacDonald (2003); 67: Holttinen (2004); 79: Dale et al (2003); 83: ILEX and Strbac (2002);
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UKERC team during the course of the study

Figure 4.2 Range of findings on the cost of additional reserve requirements12
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Reliability costs are less straightforward. In many cases, adding intermittent
generators to an electricity network will tend to increase the total amount of
plant required on the system to provide a given measure of reliability relative
to delivering the same energy with all thermal plant. This is because the capac-
ity credit of intermittent generation tends to be smaller than the contribution
to reliability of thermal generation that delivers the same energy output.
However, in Britain at least, no direct payment is made for ‘reliability reserves’.
System margin emerges from an aggregated set of investment decisions made
by market participants. Unlike the additional reserve and response services
that intermittency might give rise to, the system operator does not contract for
plant in order to maintain system margin or to act as ‘backup’ to intermittent
generators. How, then, can one calculate the costs of maintaining reliable
supplies?

Two distinct lines of thought may be found in the literature. The first is
concerned only with the total change in costs for a ‘with-intermittent’ system
relative to a ‘no-intermittent’ comparator (Dale et al, 2003). This is calculated
by comparing a system that contains intermittent generators with one that
meets the same reliability criteria without those intermittent generators –
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Source: 17: Watson (2001); 51: Mott MacDonald (2003); 74: DENA Project Steering Group (2005); 79: Dale et
al (2003); 83: ILEX and Strbac (2002); 121: Giebel (2000); 160: Holt et al (1990); 204: Grubb (1991); 238:
Martin and Carlin (1983); 240: Commission of the European Union (1992b); 241: Danish Energy Ministry
(1983); 242: Commission of the European Union (1992d); 243: Commission of the European Union (1992a);
244: Commission of the European Union (1992g); 246: E.ON Netz (2005); 247: Sinden (2005); 248:
Commission of the European Union (1992f); 249: Commission of the European Union (1992e); 250:
Commission of the European Union (1992c). The code number assigned to each source refers to entries in the
database built up by the UKERC team during the course of the study

Figure 4.3 Range of findings on capacity credit of intermittent generation13
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assuming that both systems have the same energy output. More plant is required
than would be the case in the absence of intermittent stations since the
contribution of the intermittent generators to reliability (such as LOLP; see the
earlier section on ‘Power system reliability and operation’) is lower than that of
thermal generators. However, this approach does not attempt to directly
attribute a cost of capacity reserves due to intermittent stations (Milborrow,
2001; Dale et al, 2003). The reason for this is that there is no explicit market
for, or central procurer of, such services. The main advantage of this approach
is that it is perfectly consistent with current market arrangements. Its principal
disadvantage is that it does not readily permit a like-with-like comparison
between the generating costs of different types of generator (e.g. wind versus
coal) that includes an explicit cost of intermittency.14

A second line of thought directly costs the additional ‘capacity reserve’ put
in place to ensure reliability (ILEX and Strbac, 2002). ‘Backup’ or ‘capacity
reserve’ sufficient to close any gap between the capacity credit of intermittent
stations and that of conventional generation which would provide the same
amount of energy is explicitly costed. The principal problem with this approach
is that it depends upon an assumption about what form of generation is to
provide the backup. Costs will vary depending upon the nature of this
assumption. It is also not clear that we can know the long-run marginal cost of
such capacity as this will be a product of future system optimization (market
based or otherwise), which will be affected by new technologies or practices.

A simple algebraic exposition was developed for the UKERC report that
allows both techniques to be reconciled.15 An identity can be derived for esti-
mating the capacity credit-related cost of intermittency. This shows that the
system reliability cost of intermittency = fixed cost of energy-equivalent ther-
mal plant16 minus fixed cost of thermal plant displaced by capacity credit of the
intermittent plant.

This approach allows the capacity credit-related costs associated with
adding intermittent plant to the system to be made explicit in a way that is
consistent with systemic principles, making no judgement about the nature of
the plant that actually provides capacity to maintain reliability. All that is
required is determination of the least cost energy equivalent comparator (i.e.
the thermal plant that would supply the same energy in the absence of inter-
mittent generation).

Table 4.1 takes a range of capacity credits for 10 and 20 per cent penetra-
tion of wind energy based upon the range of UK-relevant findings in Figure
4.3. We combined this range of capacity credits with fixed data for total system
size, thermal-equivalent capacity costs, thermal-equivalent capacity factor, and
wind capacity factor. These data represent a future Great Britain electricity
system with a least-cost thermal generation comparator and wind generation.17

In each illustration, the only figures changed are the capacity credit and total
energy contribution from wind.18

If capacity credit were zero (which would imply that there was a zero prob-
ability of wind power being available during periods of peak demand), and all
other characteristics held as per Table 4.1, the costs of maintaining reliability
would rise to UK£9/MWh of wind energy.
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SUMMARY OF FINDINGS AND CONCLUSIONS

General comments

Unless the assumptions and characteristics of the system being analysed are
very clearly understood, there is a danger that the results will be misinterpreted
or that invalid comparisons will be drawn. It is apparent from an analysis of
each study that the results of any individual work are sensitive to a set of
system characteristics:

• the existing generation mix (in particular, the degree of flexibility of exist-
ing plant and suitability for part loading, and the rate at which existing
plant can increase or decrease output);

• existing requirements for reserve services for system balancing;
• the spatial distribution of intermittent generation plant;
• the mix of intermittent generation technologies;
• transmission network constraints and the size of links to other networks;
• the absolute level of renewable resource available and the degree of corre-

lation of resource availability with demand peaks and troughs;
• generating unit commitment time horizon and accuracy of renewable

resource forecasting;
• the overall system reliability/security target level.
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Table 4.1 Relationship between capacity credit and reliability cost, Great
Britain-relevant capacity credits and system characteristics

Wind energy penetration level Capacity Reliability cost 
credit range (UK£/MWh of wind)

10% (40TWh of wind energy; 13GW of 
wind installed) 19.4% £4.76

30.0% £2.44  

20% (80TWh of wind energy; 26.1GW of 
wind installed) 19.1% £4.82

26.0% £3.32  

System characteristics19

Total system energy 400TWh yr –1

Wind capacity factor 35%  

Thermal-equivalent capacity factor20 85%  

Thermal-equivalent capacity cost £67,000/MW/year  

Source: Gross et al (2006)
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It is important to note that data limitations, methodological details and the
scope of impacts/costs may differ between studies. It is only possible for this
chapter to highlight significant outliers and general trends. 

Relevance of simulation and empirical studies

The majority of the studies reviewed use simulated data, real data extrapolated
or real data run through a range of models. The main exception is experience
from Germany’s E.ON Netz, which tends to show relatively high costs for
reserves. Moreover, it has been contended that experience in Denmark and
Germany suggests that simulation studies in the UK may have failed to capture
the extent of prospective fluctuations.21 However, it is also important to note
that experience cannot supersede simulation if the experience is not directly
relevant. We would not conclude, for example, that PV should have a signifi-
cant capacity credit in the UK because of experience with solar plants in
California. It is also important to note that there are important differences
between Denmark, Germany and the UK:

• Denmark is a small country and the scope for geographical dispersion is
limited. The system must also integrate output from heat demand-
constrained combined heat and power (CHP) plant, and has a very high
penetration level of wind energy (Pedersen et al, 2002; Bach, 2004;
Holttinen, 2004).

• Denmark is heavily interconnected to both the Nordel and German elec-
tricity systems and, hence, is able to manage intermittency in ways that are
unavailable to the UK.

• We have discussed some of the differences between Britain and Germany
(most notably, the lower capacity factor of German wind farms), and the
specific issues that relate to the geography and operating practices of the
E.ON Netz region. It is also clear that the DENA grid study (2005), which
looks at a wider geographical area, takes a more optimistic view than E.ON
Netz (2005).

It is important that key problems are not ‘assumed away’. Some existing stud-
ies explicitly explore key effects, such as regional concentration of some
renewables (ILEX and Strbac, 2002). However, others have assumed that wind
energy will be geographically dispersed and, hence, may have failed to identify
an important prospective cost. It has been suggested that wind developments
tend to cluster in areas with good wind resources and that, in the future, large
individual offshore developments may present problems for system operators.22

These impacts must be explored in analytic research and monitored as empir-
ical evidence increases.

The estimates presented below assume that intermittent generation is
primarily wind, that it is geographically widespread, and that it accounts for
no more than about 20 per cent of electricity supply. At current penetration
levels, costs are much lower since the costs of intermittency rise as penetrations
increase. If intermittent generation were clustered geographically, or if the

Review of the Costs and Impacts of Intermittency 87

3189 J&J Renew Electricity Grid  6/8/07  7:35 PM  Page 87



market share were to rise above 20 per cent, intermittency costs would rise
above these estimates and/or more radical changes would be needed in order
to accommodate renewables.

System balancing requirements

The majority of the studies that are applicable to the UK find that, up to an
intermittent generation penetration level of 20 per cent, the additional reserve
requirements imposed on the system are generally less than 10 per cent of the
installed capacity of the intermittent generators. The studies that present
higher reserve requirements either represent systems which are not directly
comparable to the UK or use a methodological approach that is not consistent
with widely accepted practice. 

Over 80 per cent of the studies concluded that the cost of providing addi-
tional reserves would be less (and, in many cases, substantially less) than
UK£5/MWh of intermittent generation at intermittent generation penetration
levels up to, and in some cases exceeding, 20 per cent. Studies with assump-
tions relevant to the British electricity system fall into the range of UK£2/MWh
to £3/MWh. Those remaining studies that present higher costs relate either to
systems with much higher penetration levels, or to where resource availability
is not comparable with Britain, or are based on methodology that is inconsis-
tent with UK regulatory and system operation practices.

System reliability requirements

Capacity credit is a measure of the contribution that intermittent generation
can make to reliability. It is usually expressed as a percentage of the installed
capacity of the intermittent generators. There is a range of estimates for
capacity credits in the literature and the reasons for there being a range are
well understood. The range of findings relevant to British conditions is
approximately 20 to 30 per cent of installed capacity when up to 20 per cent
of electricity is sourced from intermittent supplies (usually assumed to be
wind power). Capacity credit as a percentage of installed intermittent
capacity declines as the share of electricity supplied by intermittent sources
increases.

Using the capacity credit values applicable to the British electricity system
and weather conditions, and the formula described earlier (system reliability
cost of intermittency = fixed cost of energy-equivalent thermal plant minus
fixed cost of thermal plant displaced by capacity credit of the intermittent
plant), the costs of maintaining reliability fall into the range of UK£3/MWh to
£5/MWh for penetrations of up to 20 per cent.

Total costs

The total additional cost that intermittency imposes is the sum of system
balancing costs plus the costs of maintaining reliability. The weight of evidence
suggests that in Britain, these costs are likely to lie in the range of UK£5/MWh
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to £8/MWh (0.5 pence/kWh to 0.8 pence/kWh) of intermittent output. If
shared between all electricity consumers, the impact on electricity prices would
be of the order of 0.1 pence/kWh to 0.15 pence/kWh, at a time when retail
electricity prices are around 9 pence/kWh.

Implications and recommendations for policy and further
research

It is important that policy-makers and regulators continuously monitor the
effect of intermittent generation on system margin, the nature of other new
plant, and the location and concentration of renewables development. To keep
costs low, policy needs to encourage:

• wide geographical dispersion of renewables;
• a diversity of renewables;
• investment in flexible and reliable generation and more demand-response

capability; 
• ongoing monitoring of measures of reliability;
• ongoing research is also needed into a range of issues related to such things

as the impact of regional clustering, measures of reliability, the need for
policy to ensure reliability, and long-term options for managing intermit-
tent output.

NOTES

1 Terminology differs between authors, and many analysts advocate the use of ‘vari-
able’ in preference to ‘intermittent’, noting that all power sources are interruptible
and, hence, intermittent. UKERC acknowledged the semantic difficulties and chose
a pragmatic course of adopting what is at the time of writing the most widely used,
albeit potentially inaccurate, term.

2 Supply-side adjustments are the current norm because most consumers are not
under the control of system operators or direct participants in wholesale electricity
markets. Some very large consumers (such as steel works or chemical plants) can
participate in wholesale markets and reduce demands in response to high prices, or
contract to respond to requests from the system operator.

3 System margin is the current UK Grid Code term. The concept has been referred to
historically as ‘capacity margin’, ‘system reserves’ and ‘plant margin’.

4 See National Grid plc (2005/2006) Winter Outlook Report, www.ofgem.gov.uk/
temp/ofgem/cache/cmsattach/12493_214_05.pdf?wtfrom=/ofgem/index.jsp.

5 National Grid anticipated that excess generation over average weekly peak winter
demand is 12GW to 14GW; see National Grid plc (2005/2006) Winter Outlook
Report, www.ofgem.gov.uk/temp/ofgem/cache/cmsattach/12493_214_05.pdf?
wtfrom=/ofgem/index.jsp.

6 Standard deviation is a measure of how tightly clustered a set of values are around
the mean value of the set of data (i.e. it is a measure of the spread of the data).

7 Variance is the square of the standard deviation.
8 Some commentators have noted that although the risk of capacity shortages is

highest at times of peak demand, it may not be much lower within a few gigawatts
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of peak because the standard deviation of available thermal capacity at peak can be
nearly 2GW.

9 For example, ‘wind turbines are completely effete because they need backup all the
time and help to produce CO2, not reduce it’ (David Bellamy, BBC Radio 4 ‘Today’
programme, 18 November 2005); see also www.countryguardian.net/ for further
examples.

10 In this figure we present findings that estimate additions to reserves in two ways,
or metrics: 
1 as a percentage of installed intermittent generation capacity at given levels of

intermittent generation penetration, and where penetration level is expressed
as the percentage of total system energy provided from intermittent generation
(these appear as a point or series of points in Figure 4.1); 

2 as a percentage of installed intermittent generation capacity, but no penetra-
tion level given (these appear as a horizontal line in Figure 4.1).

11 E.ON Netz introduce the term ‘shadow capacity’, which is not used in any other
literature and its precise meaning is unclear.

12 Costs have been converted to UK sterling using exchange rates at the date of publi-
cation and values inflated to 2005 using producer price index. All values are per
megawatt hour of intermittent output. In this figure we present findings that used
the following approach: cost per megawatt hour of electricity from intermittent
generation at given levels of intermittent generation penetration, where penetration
level is expressed as the percentage of total system energy provided from intermit-
tent generation. Fifteen studies used this approach.

13 In this figure we present findings where capacity credit is expressed as a percentage
of installed intermittent generation capacity at given levels of penetration, with
penetration level expressed as the percentage of total system energy provided from
intermittent generation. Nineteen studies used this approach.

14 It is possible to derive the cost of maintaining reliability using the above approach
by assessing the impact on system load factors (Dale et al, 2003). This is because
one effect of adding intermittent generators is that the load factor of the remaining
conventional stations on the system will fall since additional capacity is needed to
provide a given energy output.

15 See UKERC working paper ‘Methods for reporting costs related to the capacity
credit of intermittent generation relative to conventional generation’ at
www.ukerc.ac.uk/content/view/332/233.

16 This is the capacity of thermal plant, operated at maximum load factor, which
would provide the same amount of energy as the intermittent stations under inves-
tigation.

17 The data are derived from a recent and widely cited UK study (Dale et al, 2003).
18 This is a simplification since capacity factor and capacity credit are related vari-

ables. Nevertheless, the range of capacity credits in Table 4.1 is consistent with the
capacity factors and other characteristics reported in the table. It is illustrative of
the likely range relevant to UK conditions and assumes that the predominant inter-
mittent source is wind power.

19 Assumptions taken from Dale et al (2003) and seeking to represent a future Great
Britain electricity system with demand of 400TWh yr-1, a mix of onshore and
offshore wind, and where combined-cycle gas turbine (CCGT) continues to provide
the least-cost form of new electricity generation plant.

20 A key principle of this approach is that comparator plant is assumed to be lowest-
cost new generation. Such plant would be operated at maximum capacity factor
(CF) and is assumed here to be CCGT. We use 85 per cent CF as an approxima-
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tion; in fact, some new plant exceeds this. Availability at peak demand is probably
higher (above 90 per cent; see National Grid plc (2005/2006) Winter Outlook
Report, www.ofgem.gov.uk/temp/ofgem/cache/cmsattach/12493_214_05.pdf?wt
from=/ofgem/index.jsp), while system load factor (typically around 58 per cent) or
the load factor of the entire fleet of CCGT, as operated at present (typically around
60 per cent and affected by gas prices and other market factors), are both lower.
The methodology is predicated on a ‘like-with-like’ comparison between a new
thermal station and intermittent plant, both of which operate at maximum output.

21 Hugh Sharman, presentation to the UKERC Stakeholder Workshop, available at
www.ukerc.ac.uk/content/view/332/233.

22 Hugh Sharman, presentation to the UKERC Stakeholder Workshop, available at
www.ukerc.ac.uk/content/view/332/233, and personal communication with
Hannele Holttinen, 2006.
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5

Wind Power Forecasting

Bernhard Lange, Kurt Rohrig, Florian Schlögl, 
Ümit Cali and Rene Jursa

INTRODUCTION

Electricity generated from wind power will play an important role in future
energy supply in many countries. This implies the need to integrate this power
within the existing electricity supply system, which was mainly designed for
large units of fossil fuel and nuclear power stations. Wind power has different
characteristics; therefore, this integration leads to some important challenges
from the viewpoint of the electricity system.

The availability of power supply generated from wind energy varies funda-
mentally from that generated conventionally from fossil fuels. The most
important difference is that wind power generation depends upon the avail-
ability of wind (i.e. it is weather dependent). In contrast to conventional power
plants, which are controlled to produce power according to demand, wind
power is usually produced according to the available wind. This also means
that the power output fluctuates with wind variations. In the electricity system,
supply and demand must be equal at all times. Thus, in an electricity system
with an important share of wind power, new methods of balancing supply and
demand are needed.

Wind power forecasting plays a key role in tackling this challenge. It is the
prerequisite for integrating a large share of wind power in an electricity system
since it links weather-dependent production with the scheduled production of
conventional power plants and forecasts of electricity demand, the latter being
predictable with reasonable accuracy. This is illustrated in the following
example.

Figure 5.1 shows the electricity demand in Germany for one week as an
example (upper curve). The first day was a public holiday, with a relatively low
electricity demand, compared to that of day four, which was a Sunday.
Saturday shows a slightly higher demand and also a different temporal course.
The load was again slightly higher on the Friday between the holiday and the
weekend. The last three days show the typical weekday load curves. This load
curve is readily predictable, even for a rather atypical week, as shown in the
example, and the conventional power plants are scheduled such that their
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production follows the predicted load curve. Deviations of the actual from the
predicted load are equalized by using balancing power.

The dark band shown in Figure 5.1 was the share of electricity generated
by wind power in Germany during this week. The wind power production
varied between almost zero on the last day and up to about 10 gigawatts (GW)
on day three. Conventional power plants had to supply only the share of the
load shown by the lower curve. If wind power generation was not predicted,
it would appear as an additional and unknown ‘negative load’ and would
require an extremely large use of balancing energy. This is technically and
economically undesirable. Instead, the forecast power output from wind power
is used together with the load forecast to schedule the conventional power
plants. In this way, only the errors in the forecasts have to be balanced by
balancing energy. This also clearly shows that the forecast error determines the
need of balancing energy in order to integrate wind power.

A wind power forecast is indispensable for system operation and security.
Its accuracy is directly connected to the need for balancing energy and, hence,
to the cost of wind power integration. Consequently, a large amount of
research has been directed towards developing high-quality and reliable wind
power forecasts during recent years, and many different forecasting systems
with different approaches have been developed. In countries with a substantial
share of wind power in the electricity system, such as Denmark, Germany or
Spain, wind power forecasting systems are already an essential part of grid and
system control. 

96 Renewable Electricity and the Grid

Figure 5.1 Load and wind power generation for one week in Germany
(2003)
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APPLICATIONS OF WIND POWER FORECASTING

The most important application for wind power forecasting is to reduce the
need for balancing energy and reserve power, which are needed to integrate
wind power within the balancing of supply and demand in the electricity
supply system (i.e. to optimize power plant scheduling). This leads to lower
integration costs for wind power, lower emissions from the power plants used
for balancing, and, subsequently, to a higher value of wind power. 

A second application is to provide forecasts of wind power feed-in for grid
operation and grid security evaluation. To assess the security of the grid and to
operate it (e.g. for maintenance and repair), the grid operator needs to know
the current and future wind power feed-in at each grid connection point.

The objectives of a wind power forecast therefore depend upon the appli-
cation:

• For optimized power plant scheduling and power balancing, an accurate
forecast of the wind power generation for the whole control zone is needed.
The relevant time horizon depends upon the technical and regulatory
framework (e.g. the types of conventional power plants in the system and
the trading closure times).

• For determining the reserve power that has to be held ready to provide
balancing energy, a prediction of the accuracy of the forecast is needed.
Since the largest forecast errors determine the need for reserve power, these
have to be minimized. In Germany, the relevant forecast horizon is usually
rather long (i.e. predicted one day ahead).

• For grid operation, the current and forecast wind power generation in each
grid area or grid connection point is needed. This requires a forecast for
small regions or even single wind farms. For grid management, shorter time
horizons are often relevant. Switching and other grid operations do not
have a long lead time and therefore a higher accuracy of short-term fore-
casts is more important. 

STEPS IN A FORECASTING SYSTEM

In producing a wind power forecast, different steps can be distinguished:

• numerical weather prediction; 
• wind power output forecast;
• regional upscaling.

As the first step, a weather prediction, including the forecast of the wind speed
and possibly some other meteorological parameters, is needed for a wind power
forecast. This is provided by numerical weather prediction (NWP) models.
Most often, two or more hierarchical levels with different NWP models and
increasing resolution are used (see the section on ‘Numerical weather
prediction’). Very simple systems use as a substitute for NWP models measured
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wind speeds from a location in the direction of the mean pressure systems
movement. It is possible to compute forecasts without weather prediction from
actual measurements of power output, but only for very short forecast horizons. 

The NWP data is used as input to the next step: the wind farm power-
output forecasting. This takes into account the local meteorological influences
on the wind speed and direction, the power conversion characteristics of the
turbine, wind farm shading, and other effects that influence the power output.
Different approaches and combinations of approaches have been developed
and are in use (see the section on ‘Different approaches to the power output
forecast’). For forecasts with a shorter forecast horizon, online measured wind
speeds and/or wind farm power output are used as additional input to the fore-
casting (see the section on ‘Forecast horizon’).

If the forecast is needed for a larger region with very many wind farms or
wind turbines, forecasts are compiled only for some representative wind farms
and the results from these are scaled up to regional forecasts as a third step (see
the section on ‘Regional upscaling’).

NUMERICAL WEATHER PREDICTION

Weather forecasts from numerical weather prediction models (NWP models)
are the most essential input needed for almost all wind power forecast models.
Usually a model chain of hierarchical levels with different NWP models and
increasing resolution is used. 

The model chain starts with meteorological measurements and observa-
tions all over the globe, performed by meteorologists, weather stations,
satellites and so on. All available data are used as input to a global NWP
model, which models the atmosphere of the entire Earth. The NWP model
calculates the future state of the atmosphere from the physical laws governing
the weather. Since these calculations are very computationally expensive, the
resolution of a global model has to be rather coarse (see Figure 5.2, left).
Global models are in operation at only about 15 weather services. 

To provide more accurate weather forecasts, local area models (LAMs) are
used, which cover only a small part of the Earth but can be run with a much
higher resolution (see Figure 5.2, right). These models use the forecasts of the
global model as input and calculate a weather forecast, taking into account the
local characteristics of the terrain. 

NWP models are usually run operationally by national weather services.
Most of these only run a LAM for their region of interest and use data from
other global models as input. Some commercial companies also run NWP
models, and dedicated service companies also operate NWP models especially
for wind power forecasting. 

One example of a LAM is the LME model (Doms and Schättler, 1999). It
covers central Europe with 325 � 325 grid cells. This leads to a horizontal
resolution of about 7 � 7km. The forecast horizon of the operational model is
48 hours and the resolution is 1 hour. Model runs are started thrice daily at 00
coordinated universal time (UTC), 12 UTC and 8 UTC.

98 Renewable Electricity and the Grid
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In some model systems, a third step is performed using a high resolution meso-
scale model with an even higher resolution. This is especially important if the
LAM available has low resolution and the terrain is complex. The meso-scale
models can either be run by the provider) of the weather prediction data (i.e.
a weather service provider or as part of the wind power forecast model. 

In practical applications, different NWP model data are often available for
a wind power forecast. Important criteria for the selection of the most appro-
priate NWP model(s) are:

• area covered;
• spatial and temporal resolution;
• forecast horizon;
• accuracy; 
• number of runs and their calculation time.

DIFFERENT APPROACHES TO THE POWER OUTPUT
FORECAST

The aim of a wind power forecast is to link the wind prediction of the NWP model
to the power output of the wind farm. Three fundamentally different approaches
can be distinguished:
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Source: Reproduced with kind permission of the DWD (German Weather Service)

Figure 5.2 Horizontal grid of a global numerical weather prediction model
and enlarged area covered by a local area model
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1 The physical approach aims to describe the physical process of converting
wind to power, and models each of the steps involved. 

2 The statistical approach aims at describing the connection between
predicted wind and power output directly by statistical analysis of time
series from data in the past.

3 Finally, the learning approach uses artificial intelligence (AI) methods to
learn the relationship between predicted wind and power output from time
series of the past.

In practical applications, the methods are sometimes combined or mixed.
Models with a physical approach almost always use data from the past to tune
their models or use model output statistics (MOS) for a correction of the result.
On the other hand, models using statistical or AI methods often use knowledge
of the physical processes, such as the shape of the power curve, in designing
their models.

The physical approach contains a chain of models of the different physical
processes involved:

• wind conditions at the site and hub height of the turbines;
• wind farm shading effects;
• turbine power curve;
• model output statistics (MOS).

The wind prediction of a NWP model represents a mean wind speed over the
area of one grid cell of the model at a certain height. As a first step, the site-
specific wind speed and direction at hub height of the turbines has to be
calculated. The models used for this are either micrometeorological models,
such as the WAsP model (Mortensen et al, 1993) and/or flow models, usually
meso-scale models such as MM5 (Grell et al, 1994). These models take into
account the influence of the vertical wind speed profile, the orography of the
terrain, the surface roughness and thermal effects. In a second step, wind farm
shading effects are calculated by a wind farm model, such as PARK (PARK,
1993) or FLaP (FLaP, 2002). The turbine power curve is then used to convert
the wind speed at each turbine into the expected power output. Finally, model
output statistics are used to correct the results for systematic deviations caused
either by uncertainties in the information needed by the models or by inaccu-
racies in the models. MOS is a statistical correction method based on time
series of the past. It is essential for the good forecasting quality of a physical
model since the physical processes are highly complex and the information
needed for the models often has limited accuracy. The models require detailed
knowledge about the wind farms to be forecast (e.g. the terrain around the
wind farm, the layout of the farm and the power curve of the turbines). 

Statistical approaches analyse the connection between weather forecasts
and power production from time series of the past and describe this connec-
tion in a way that enables it to be used for the future. 

Like statistical models, artificial intelligence methods also describe the
connection between input data (the predictions of the NWP model) and output
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data (wind farm power output). But instead of an explicit statistical analysis,
they use algorithms that are able to implicitly describe non-linear and highly
complex relations between this data. Different methods are used for this, such
as:

• artificial neural networks;
• support vector machines;
• nearest neighbour search.

For both the statistical and AI approach, long and high-quality past time series
of weather predictions and power output are of essential importance. 

Each of these approaches is used in practical applications. The physical
approach is, for example, used in the Prediktor (Landberg, 1994, 2001) and
Previento (Focken et al, 2001; Focken et al, 2002) models. The WPPT (Nielsen
and Madsen, 1997; Nielsen et al, 2002) model uses a statistical approach,
while the WPMS (Rohrig and Ernst, 2000; Lange et al, 2006) model uses an
artificial intelligence approach. For an overview of different models, see
Landberg et al (2003), Giebel et al (2003) and Lange and Focken (2005). The
main advantages and drawbacks of different approaches for the power output
forecasts are summarized in Table 5.1. 

Table 5.1 Summary of the main advantages and drawbacks of different
approaches for a power output forecast

Statistical and artificial intelligence Physical approach
approaches

+ No physical insight necessary + Chance to understand physical behaviour

+ Fast calculation + Measurement data less important

– Depends upon high-quality and – Needs extensive information about 
long-term measurement data wind farms

– Situations with limited numbers of – Great effort in the set-up
observations are difficult 

FORECAST HORIZON

The forecast horizon is the time period between the time at which the forecast
is available and the forecast point in time. Different forecasts are used for
different purposes and their forecast horizons depend upon the requirements
of the user, stemming from technical and regulatory conditions, and upon the
feasibility of forecasting. 

From the meteorological and climatological point of view, one can distin-
guish long-term or seasonal forecasts with a forecast horizon of several
months, medium-term forecasts with a range of up to two weeks, short-term
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forecasts for the next few days, and very short-term forecasts for a forecast
horizon of up to one day. Generally, the forecast accuracy decreases with
increasing forecast horizon. 

For current wind power forecasting, deterministic forecasts are used up to
a forecast horizon of three to five days. Essentially, two forecast horizons have
to be distinguished: the day-ahead forecast and the short-term forecast. The
day-ahead forecast is mainly used for day-ahead power trading. The forecast
horizon therefore depends upon the organization of the trading (e.g. the gate
closure time and the trading days). An example for a gate closure time of 12.00
am for the next day is shown in Figure 5.3. The NWP model starts running at
midnight with the observations from the day before. It finishes calculation
around 7.00 am and sends the information to the wind power forecasting
system. This usually has a very short calculation time and the results are avail-
able a few minutes later. They are analysed and used for trading the power for
the next day until at 12.00 am the trading ends. This means that the calcula-
tion of the forecast starts 48 hours ahead, counted from the start of the NWP
model. If there is no trading during weekends and pubic holidays, lead time for
the calculation for the ‘day-ahead’ trading can actually be 96 hours or longer. 

Short-term wind power forecasting is mainly used for intra-day trading
and grid operation and security. Its main characteristic is that it utilizes online
data from measurements of actual power output and/or wind speed. For very
short forecast horizons, this leads to a very important increase in forecast accu-
racy (see Figure 5.4). Usually, NWP model data and online measurement data
are combined for the short-term forecast, giving more weight to the NWP data
for longer forecast horizons and more weight to online data for shorter hori-
zons. Very short-term forecasts of up to one or two hours are possible even
without NWP model data. For forecast horizons of more than approximately
half a day, the online data usually do not add information to the NWP model
data and the short-term forecast ends. 
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Figure 5.3 Typical time schedule for wind power forecasting used 
for day-ahead trading
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REGIONAL UPSCALING

A wind power forecast for a larger region with many wind farms is usually
made by forecasting only some of the wind farms and by extrapolating their
power output to the whole region – often called regional upscaling. This mini-
mizes the effort involved in making the forecasts and reduces the amount of
data needed from NWP models as input. The accuracy of the forecasts does
not decrease much since wind farms close to each other show a similar behav-
iour. However, it is important that the wind farms selected for forecasting are
representative of all wind farms to which their output is extrapolated.

Different algorithms can be used for upscaling. Their main function is to
calculate the output of all wind farms of the area from the known (or forecast)
output of the representative wind farms. In the Wind Power Management
System (WPMS), developed by ISET in Germany, the following mechanism is
used. The area of interest is subdivided into grid squares. For each of these grid
squares, the installed capacity of wind farms, their coordinates and hub
heights, and the roughness of the terrain are known. This information is
compiled from a database of all wind turbines in Germany, which includes: 

• installed power;
• rotor radius;
• hub height;
• location;
• turbine type;
• surface roughness;
• date of erection and dismantling.
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Figure 5.4 Example time series of online measurement and forecasts of wind
power generation in Germany; forecasts with different forecast horizons are

shown
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Figure 5.5 Grid squares used by the Wind Power Management System for
regional upscaling

Figure 5.5 shows the grid squares for Germany as an example. The size of the
squares shows information about installed capacity: the smallest squares are 1
megawatt (MW) to 13MW, and the largest squares are 131MW to 146MW.
The WPMS calculates the power output of the wind turbines in each grid
square by using the forecast power output of the representative wind farms.
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The closer a reference wind farm is to the grid square, the greater is its influ-
ence (see Figure 5.6). Considering a case with i grid squares and j
representative wind farms, the power output of the whole region Ptotal is the
sum of the power output Pi from all its grid squares:

Ptotal = �
i

Pi. [1]

The power output of one grid square is calculated from the weighted power
outputs of all representative wind farms:

Pi = ki�
j

Aij Pj. [2]

Here, Pj is the power output of representative wind farm j, normalized with its
installed power, and ki is a normalization factor. The weighting factors Aij are
calculated as:

Aij = exp  –Sij–––
S0   

PIP,i [3]

where PIP,i is the installed power in grid square i, Sij is the distance between a
representative wind farm and the grid square, and S0 is a spatial correlation
parameter that has to be determined empirically. 

The normalization factor ki makes sure that the sum of all weighting
factors equals 1: 

1ki = –––––––––– . [4]
�

j

Aij

SMOOTHING EFFECT

The power output of wind farms fluctuates. These fluctuations are very diffi-
cult to forecast, and even if the power output on a particular day is predicted
well, the fluctuations will cause a forecast error. The larger the wind farm, the
smaller will be the fluctuations and the corresponding forecast error. If many
wind farms are forecast together, the forecast error decreases further. In addi-
tion, the aggregation of large regions with several gigawatts of installed
capacity will lead to a decrease in the relative forecast error since there will be
cases where the forecast errors of different regions will partly cancel each other
out. An example of this is shown in Figure 5.7, which shows the forecast error
for the three German control zones with large wind power capacity: those of
E.ON, VE-T and RWE, together with the error of the aggregated forecast for
an example time series of four days. It can be seen that the forecast error for
the aggregated wind power always stays below 2.5 per cent, while the error for
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Figure 5.6 Sketch of the calculation of the power output of a grid square and
the upscaling mechanism
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single control zones reaches up to 8 per cent. The forecast error is given here
as the difference between forecast and measurement as a percentage of the
installed capacity.

Figure 5.7 Example time series of relative forecast error for the individual
control zones of E.ON, VE-T and RWE, and for the whole of Germany

The forecast error depends upon the number of wind turbines and wind farms
and their geographical spread. In Germany, typical forecast errors for the
representative wind farms forecast with WPMS are 10 to 15 per cent root
mean square error (RMSE) of installed power, while the error for the control
zones calculated from these representative wind farms is typically 6 to 7 per
cent, and that for the whole of Germany only 5 to 6 per cent.

FORECAST ACCURACY

The accuracy of a wind power forecast is, of course, the most important crite-
rion for its quality and value. Figure 5.8 shows an example time series of the
day-ahead forecast for Germany, together with its monitored values for one
month. 

Since the forecast accuracy changes with time, a long time period has to be
considered in order to evaluate the quality of a forecasting system. Since this
is difficult with a time series plot, a scatter plot is often used. However, the
information at which time a certain error occurred is lost in this evaluation
method. An example of a scatter plot of forecast errors is given in Figure 5.9.
The forecast wind power output for Germany is shown versus the monitored
values. The data comprise a period of one year and are normalized with respect

Wind Power Forecasting 107

3189 J&J Renew Electricity Grid  6/8/07  7:35 PM  Page 107



108 Renewable Electricity and the Grid

Figure 5.8 Example time series of monitored and forecast power output for
Germany

Figure 5.9 Forecast versus monitored wind power output for Germany;
values are normalized with respect to the installed capacity
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to the installed capacity. The forecast data are from a day-ahead forecast
performed with ISET’s Wind Power Management System using NWP data
from the German Weather Service (Deutscher Wetterdienst, or DWD). 

The information given in the scatter plot can be further condensed by
calculating a frequency distribution of the forecast error. Here the information
concerning at which power output a certain error occurred is not visible any
more. Figure 5.10 shows an example using the same data as in the scatter plot.

Frequently, the information about the forecast error needs to be further
condensed to only one or a few values. Many different error measures can be
used for this:

• mean error (bias);
• mean average error (MAE);
• root mean square error (RMSE);
• correlation coefficient (r).

Additionally, different ways of relating the error to the production or size of
the installation are used:

• normalized with respect to installed power;
• normalized with respect to mean power generation;
• normalized with respect to current power generation.
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Note: Data are equivalent to data in Figure 5.9.

Figure 5.10 Frequency distribution of the difference between forecast and
monitored power output 
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It has to be stressed that different measures lead to very different values. For
comparison of different wind power forecasting systems, it is therefore
extremely important to use the same error measures. Furthermore, the error
depends upon many other influences, which have to be equal for a comparison
of different systems:

• The error is different for each wind farm, depending upon local conditions,
the size and location of the wind farm, geographical spread, etc.

• For regional forecasts, the error depends upon the number of wind farms,
and their size and spatial distribution (see the section on ‘Smoothing
effect’).

• The error depends upon the weather prediction model used as input.
• The error is different for different time periods.
• The error depends upon the amount and quality of the measured data used

as input to the system.
• Finally, the error also depends upon the forecast horizon (see the section on

‘Forecast horizon’).

EXAMPLE: THE WIND POWER MANAGEMENT SYSTEM
(WPMS)

Wind power forecasting is an integral part of the electricity supply system in
Germany. The Wind Power Management System developed by ISET is used
operationally by three of the four German transmission system operators (see
Figure 5.11). The system consists of three parts: 

1 the online monitoring, which performs an upscaling of online power
production measurements at representative wind farms to the total wind
power production in a grid area; 

2 the day-ahead forecast of the wind power production by means of artifi-
cial neural networks (ANNs). This is based on input from a numerical
weather prediction (NWP) model; 

3 the short-term forecast, which also employs online wind power measure-
ments to produce an improved forecast for up to eight hours ahead. 

For a short-term wind power forecast, representative wind farms or wind farm
groups have to be determined and equipped with online measurement tech-
nology. For the day-ahead forecast, only an historical time series of measured
power output of the representative wind farms is needed. For these locations,
forecast meteorological data obtained from a numerical weather prediction
model are used as input. The resolution of the forecast and the forecast hori-
zon depends upon the NWP data used. In Germany, an hourly resolution and
a forecast horizon of three days are currently in operation. 

Artificial neural networks are used to forecast the wind power generated
by a wind farm from the predicted meteorological data of the NWP model.
The ANNs are trained with NWP data and simultaneously measured wind
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farm power data from the past in order to ‘learn’ the dependence of the power
output upon predicted wind speed and additional meteorological parameters
(see Figure 5.12). The advantage of an artificial neural network over other
calculation procedures is that it ‘learns’ connections and ‘conjectures’ results,
even in the case of incomplete or contradictory input data. Furthermore, the
ANN can easily use additional meteorological data such as air pressure or
temperature to improve the accuracy of the forecasts. In the operational fore-
cast system, the deviation (RMSE as a percentage of the installed capacity)
between the (day-ahead) predicted and actual occurring power for the control
areas of E.ON, VE-T and RWE is currently about 6 to 7 per cent of the
installed capacity. The forecast error for the total German grid amounts to 5
to 6 per cent.

In addition to the forecast of the total output of the wind turbines for the
following days (up to 72 hours), short-term (15 minutes to 8 hours) forecasts
are the basis for efficient and safe power system management. Apart from the
meteorological values, such as wind speed, air pressure and temperature,
online power measurements of representative sites are an important input for
the short-term forecasts. As in the day-ahead forecast, ANNs are used to relate
the input values to the power output. The forecast uncertainty is considerably
lower than for the day-ahead forecast. For the German grid, the RMSE as a
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Figure 5.11 The graphical user interface of the Wind Power Management
System
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percentage of the installed capacity is currently 2.6 per cent for the 2-hour-
ahead forecast, and 3.6 per cent for the 4-hour-ahead forecast (ISET, 2005).

‘LEARNING CURVE’ OF FORECASTING ACCURACY

Since the WPMS forecasting system was first implemented in 2001, it has been
constantly improved. The result is a continuous reduction of the forecast error,
resulting in a ‘learning curve’ of decreasing forecast error over time, as can be
seen in Figure 5.13, which shows the development of the forecasting error for
the example of the E.ON control zone (Lange et al, 2006). The accuracy of the
operational wind power forecast has improved from approximately 10 per
cent RMSE at the first implementation in 2001 to an RMSE of about 6.5 per
cent in 2005.

The operational experience of several years shows that the system has not
only performed well in terms of accuracy, but also in terms of practical usability.
The system has been installed in three different control-room software
environments. It has been extended constantly to include user requirements and
wishes, and now includes, for example, a hot standby capability with full
monitoring and different options for the graphical user interface.
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Figure 5.12 Sketch of an artificial neural network (ANN) used for the wind
power forecast
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EXAMPLES OF CURRENT RESEARCH

Improved representation of the atmospheric boundary layer

The selection of the input parameters for the ANN is of crucial importance for
the performance of the forecast. Wind velocity and wind direction are, of
course, the most important parameters for the wind power forecast. However,
with the neural network approach, it is easily possible to incorporate addi-
tional parameters. The set of meteorological parameters used for the forecast
has been improved to take into account the influence of atmospheric stability,
especially for new turbines with high towers. This has led to an important
improvement in forecast accuracy. Most important was the inclusion of the
wind speed predicted by the NWP at 100m in height (ISET, 2005). As can be
seen in Figure 5.14 for the example of one German Transmission System
Operator (TSO) control zone, the forecast error (RMSE as a percentage of
installed capacity) was reduced by more than 20 per cent. Two different
numerical weather prediction models were used as input for the forecast,
showing very similar results.

Multi-model approach for forecasting methods

The day-ahead wind power forecast by ANN using one method of artificial
intelligence is used operationally by German TSOs. To improve the forecast
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Figure 5.13 Development of the forecasting error of the operational day-
ahead forecast for a control zone; the root mean square error of the forecast

time series is compared to that of the online monitoring

3189 J&J Renew Electricity Grid  6/8/07  7:35 PM  Page 113



ability, other types of AI models were investigated in a comparative study
(Jursa et al, 2006). In detail, these were: 

• artificial neural networks (ANNs) as a reference;
• a mixture of experts (ME); 
• nearest-neighbour search (NNS) combined with particle swarm optimiza-

tion (PSO); 
• support-vector machines (SVMs); 
• a built ensemble comprising all models. 

The ANN consists of nonlinear functions g, which are combined by a series of
weighted linear filters (Gershenfeld, 1999). Here, a neural network with one
‘hidden layer’ with j ‘neurons’ was used, constituting the weight matrices A
and a:

P̂i = g   
m

�
j=l

aj g   
m

�
k=l

Ajk Wkt [5]

The vector Wkt contains the input data from the numerical weather prediction
model (i.e. k values of meteorological parameters at time t). Pi denotes the
output value (i.e. the predicted power output of a wind farm at the time t).

The ME model is a construction of different ‘expert’ neural networks in
order to tackle different regions of the data, using an extra ‘gating’ network,

114 Renewable Electricity and the Grid

Figure 5.14 Comparison of the wind power forecast accuracy for a control
zone using 10m and 100m in height wind speed as the input parameter

.
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which also sees the input values and weights the different experts correspond-
ing to the input values (Bishop, 1995). 

The nearest-neighbour search (Hastie et al, 2001) uses those observations
in an historical NWP data set closest in input space to the actual input values
in order to form the output. The NNS method used is based upon the construc-
tion of a common time delay vector of weather data from several prediction
locations of the NWP and upon an iterative algorithm consisting of the NNS
and a superior PSO for the selection of optimal input weather data (Jursa et al,
2006). 

The support-vector machine maps the input data vectors, Wt, into a high-
dimensional feature space by calculating convolutions of inner products using
support vectors, Wi, of the input space:

f (wi) = sign  
support

�
vectors

Pi �i K(wi , wt) – b . [6]

In general, support-vector machines are learning machines that use a convolu-
tion of an inner product, K, allowing the construction of non-linear decision
functions in the input space, which are equivalent to linear decision functions
in the feature space. In this feature space, an optimally separating hyper-plane
is constructed (Vapnik, 2000).
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Note: The methods used are artificial neural networks (ANNs), a mixture of experts (ME), nearest-neighbour
search (NNS) and support-vector machine (SVM).

Figure 5.15 Comparison of the mean root mean square error of a wind
power forecast for a group of single wind farms obtained with different

artificial intelligence methods and with a combination of all methods 
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A comparative study between the different forecasting methods has been
performed using the power output measurements of ten wind farms in the
E.ON control zone and corresponding NWP prediction data for these points
from the German Weather Service. Data from September 2000 to July 2003
have been used. Figure 5.15 shows the comparison of the mean RMSE for the
ten wind farms. It can be seen that, in this case, the support-vector machine
yields the best results. In addition, a simple ensemble approach has been tested
by averaging the outputs of the models studied. As can be seen in Figure 5.15,
even this simple ensemble improves the forecast accuracy compared to the
results of the single ensemble members.

Multi-model approach for numerical weather forecast models

A study has been performed to investigate the influence of merging different
NWP models on the accuracy of the wind power forecast. Three different NWP
models have been used for a day-ahead wind power forecast for Germany (see
Table 5.2). All three models have been used as input to the WPMS based on the
ANN method. Network training was performed with data of more than one
year. A concurrent data set of seven months (April to October 2004) has been
used for the comparison.

The RMSE percentage of the installed capacity of the three models is
shown in Figure 5.16. It can be seen that the differences between the models
are minimal. Additionally, a simple combination of the three models has been
tested by averaging their forecasts. It is clear that even this simple approach
improves the forecast accuracy very significantly compared to the results of the
single models. The resulting RMSE for the combined model for Germany is 4.7
per cent, while the values for the individual forecasts are between 5.8 and 6.1
per cent.

Table 5.2 Main characteristics of the numerical weather prediction (NWP)
models used

NWP 1 NWP 2 NWP 3 

Forecast schedule 72 hours 48 hours 72 hours

Model runs 00 and 12 00 UTC 00 UTC 
coordinated
universal time (UTC) 

Available parameters Wind speed Wind speed Wind speed
Wind direction Wind direction Wind direction
Temperature Temperature Temperature
Air pressure Air pressure Air pressure
Humidity Humidity

Momentum flux 
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Figure 5.16 Comparison of the root mean square error of a wind power
forecast for Germany obtained with the Wind Power Management System
based on artificial neural networks, with input data from three different
numerical weather prediction models and with a combination of these

models

Prediction of the forecast uncertainty

In addition to the wind power forecast itself, it is important to know the uncer-
tainties of this forecast. The forecast’s confidence interval gives a quantitative
measure of the possible deviation of the actual wind power from the forecast
depending upon the meteorological input data for each time step. A statistical
method has been used to predict not only the power output, but also an upper
and lower limit for the forecast accuracy for each time step (see Figure 5.17)
(ISET, 2005). The method is based on determining the forecast uncertainty for
each representative wind farm, depending upon wind speed and wind direc-
tion. The total uncertainty is then calculated from the uncertainty estimations
of all representative wind farms. 

FUTURE CHALLENGES

As wind power capacity grows rapidly in Germany and in many other coun-
tries, forecast accuracy becomes increasingly important. Especially in relation
to large offshore wind farms, an accurate forecast is crucial due to the concen-
tration of large capacity in a small area. However, during recent years, forecast
accuracy has improved constantly, and it can be expected that this improve-
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ment will be maintained in the future. For the Wind Power Management
System, a number of improvements are planned:

• The development of operational ensemble model systems using the data
from several numerical weather prediction models will clearly improve
forecast accuracy. In addition, an improved method for model combination
will be developed.

• Improvements in the numerical weather prediction models and more
frequent updates of weather predictions will enhance the input data for
wind power forecasting.

• Further improvements in the forecasting methods and improved methods
for the combination of different forecasting methods can be expected to
further reduce forecasting errors.

• Especially for short-term wind power forecasting, additional use of online
wind measurement data has the potential to improve forecasts. In Germany,
the ISET wind measurement network (Hahn et al, 2006) will be used to
correct the NWP data used for forecasts.

Forecast accuracy is only one of the challenges for future wind power fore-
casting systems. The scope of systems will also have to be extended in order to
meet future challenges:

• Wind power forecast in the offshore environment has the potential to
become more reliable than on land if specific offshore forecast models are
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Figure 5.17 Example time series of the forecast power output and its 90 per
cent probability interval, compared with the values of the online monitoring
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developed. The meteorological situation in the near-shore marine atmos-
pheric boundary layer differs from that over land. Atmospheric stability
and distance to the shore are particularly important.

• Improved forecasts for short time horizons will be needed for grid safety
and intra-day trading.

• Predicting the probability distribution of the forecasting error and mini-
mizing events with large errors provide opportunities of reducing the
reserve capacity for balancing wind power forecast errors.

• Forecasts in high spatial resolution for each grid node of the high voltage
grid will be needed for high wind power penetration in order to tackle the
problem of congestion management.
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6 

Flexibility of Fossil Fuel Plant in a
Renewable Energy Scenario: Possible

Implications for the UK

Fred Starr

INTRODUCTION

As other authors in this book have made clear, it is beginning to be accepted that
by 2020 as much as 20 per cent of the electricity in the UK could come from
renewable sources, much of this derived from the generation of power from
wind (Environmental Audit Committee, 2006). It is also recognized that in
some manner, the non-renewables sector (i.e. fossil fuel and nuclear plants) will
have to compensate for the irregularity or intermittency that is a feature of this
form of power generation. The aim of this chapter is to review how inter-
mittency could affect the design and operation of future power plants, whether
they utilize coal, gas or nuclear energy for electricity generation. 

In discussing how intermittency will affect power plants, a number of
issues have to be considered. What is the time scale under review, bearing in
mind that planning, design and construction can take up to a decade before a
new plant begins to generate power? Is the assessment to be based upon the
situation as it is at present, when the main question is how well existing coal-
and gas-fired power plant can cope? Or is it set 15 to 20 years in the future,
when new designs of fossil and nuclear plant will be coming into operation?
These, one presumes, will have been designed with global warming in mind.
Will these more advanced concepts be better or worse than current types of UK
plants at coping with the problem of intermittency? 

The intermittency of wind generation brings a number of problems with
which the rest of the system will have to contend. The most obvious need is for
large amounts of power to become available to the grid when the wind has
dropped for a long period. This requires plants that can be brought up to full
power within a matter of hours, without damaging them in the process. The
converse situation is for generating plant to be capable of being shut down
quickly, without too much wastage of fuel, when power from wind has been
restored. Even when the wind is blowing, there will be short-term fluctuations.
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These must be compensated for by plants that can change their power output
rapidly. It does not necessarily follow that a generating station that can be
quickly started up or shut down will necessarily have the ability to respond to
fluctuations in the load. Related to this problem, short-term variations in
supply and demand will lead to irregularities in voltage and frequency. As will
be described, large-scale gas turbine-based, combined-cycle plants are not
necessarily the best at compensating for this sort of problem.

In evaluating the importance of the intermittency issue, it must be kept in
mind that the number of centralized plants in the UK is tending to fall simply
because the output of modern plants is very large. A unit of 500MW is not
exceptional. One such unit will supply the peak demands of over 150,000
households, or a town about the size of Nottingham. A modern power station
site usually contains a number of these very big units, all of the same design,
which in terms of being able to respond to intermittency will behave in the
same way. They will all be feeding into the same point of the grid, and any
shortcomings in the way that they operate will have a major effect. The future
choice of generating plant therefore requires even more consideration than it
does at the present time.   

One argument that has been advanced to downplay the impact of wind-
generated power is that the UK has a ‘pseudo-intermittency’ problem already
due to the day-to-night variation in electrical demand. It should be noted that
this diurnal variation has become less significant over the decades. The day-to-
night difference is now less than a factor of 2; during the 1960s, it was 3, and
it was close to 5 during the 1930s – so this type of intermittency tends to be of
reduced importance. Furthermore, improved predictive techniques have
enabled the UK National Grid to make an extremely good assessment of power
demands; as a result, power station operators know how likely it is that they
will need to generate electricity. 

For fossil fuel plant operators, working against this is the fact that much of
the base-load power in the UK now comes from nuclear sources. The additional
daytime load is taken up by coal-fired steam plant and by combined-cycle gas
turbines (CCGTs) fuelled by natural gas. The ‘peakiness’ of fossil plant
generation increases maintenance costs, requires extra fuel and can result in
what is known as ‘forced outages’, where a plant has to shut down without
warning because of the failure of some vital piece of equipment. Depending
upon the regulatory regime, forced outages can cost an operator prohibitive
amounts of money in having to buy backup power from its competitors. 

Looking to the future, although the day-to-night variation in demand from
consumers is not likely to change much, the smooth variation in output from
the conventional generating sector is likely to disappear as more and more
wind and solar energy is brought onto the system. Indeed, judging from
German predictions, admittedly set around 2050, there could be periods when
there is zero demand from fossil plant for days at a time (Quaschning, 2001). 

As a result, a large increase in renewables will start to increase the peak-to-
trough ratio in power station use, and this needs to be taken into account when
the future mix of power plants and the specific designs are being considered.
Accordingly, this chapter will briefly review the situation as it is now, then look
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at what this might imply in terms of plant designs that could be more suitable
for a scenario in which much more power comes from intermittent sources.

THE UK POWER PLANT SYSTEM OF TODAY

Whenever the subject of intermittency is considered, thinking is dominated by
the UK power system as it is currently configured, and in which renewables
play little part. At the present time, coal-fired steam plant and natural gas-
fuelled combined cycle together supply about 65 to 70 per cent, and nuclear
about 20 to 25 per cent of the power in the UK. But the UK energy sector has
been evolving and continues to evolve. The power industry has responded to
changes to increased demand for electricity, but also in the pattern of demand.
For example, the reduction of the day-to-night ratio in electrical consumption
favours the construction of plants that are optimized for base-load operation. 

The evolution of the power system has also been strongly dependent upon
the availability of fuels. In recent decades, the most noticeable change has been
the move away from coal to natural gas, and the rise of the CCGTs. Apart
from the nuclear plant Sizewell B, the CCGTs have been the only new
construction in the UK since 1986, when the last unit of the Drax coal-fired
steam complex was brought into commission. 

Economic considerations imply that, at any one time, the power industry
needs to make the best use of existing equipment. Although obsolescent in
terms of efficiency, the nation’s coal-fired units are able to compete because of
a number of factors. Plant costs have been written down, coal prices are low
compared to natural gas, and manning levels have been reduced. Helping to
preserve the continued operation of coal-fired steam plant is the perception
that these are better than CCGTs in giving stability to the grid. But there must
come a time when, because of wear and tear, it will be impossible to run these
coal-fired units profitably. Any new plants, especially those burning coal, will
need to be more efficient and should be of the ‘clean fossil’ type, which will
help to reduce fuel use and cut down on carbon dioxide (CO2) emissions. 

The situation with respect to nuclear energy in the UK is not dissimilar,
with most of the current plants reaching the end of their life (DTI, 2006a).
There are three Magnox stations still operating; but all are scheduled to be
closed down by 2012. The existing Advanced Gas-cooled Reactor (AGR)
plants will have to be decommissioned by the early 2020s. Although more effi-
cient than standard Pressurized Water Reactors (PWRs), the graphite cores and
high temperature superheaters that are a feature of AGRs have a definite life.
Because of their high temperature operation, the Magnox and AGRs have to
be run as base-load power units. Only Sizewell B, a PWR, is likely to be left in
service and could be operating until the middle of the century. Although it is
not really clear what sort of nuclear plants will be built in the future, the
emphasis seems to be on improved forms of PWR, which for both economic
and technical reasons will be intended for base-load operation. 

This is the broad picture of the present and medium-term future. However,
any new centralized plants will need to work alongside other sources of

Flexibility of Fossil Fuel Plant in a Renewable Energy Scenario 123

3189 J&J Renew Electricity Grid  6/8/07  7:35 PM  Page 123



electricity, besides renewables. Partly in the interests of energy saving, and
partly to help reduce CO2 emissions, the UK Government supports the Euro-
pean Union (EU) Cogeneration Directive (European Parliament, 2004), which
should lead to a significant amount of electricity being generated from Com-
bined Heat and Power (CHP) plants. Whether CHP will help with the
intermittency issue is debatable (DTI, 2006b). Much will depend upon whether
cogeneration sets can produce extra electricity when power is short, or whether
they are able to operate as heat-only plants when there is a surplus of power.
Experience from other countries may not be too helpful since, in the author’s
view, the biggest growth in cogeneration in the UK is likely to come from micro-
CHP. In contrast to district heating-style CHP, micro-cogeneration ‘sets’ will be
integrated within household gas boilers, producing between 1kW and 3kW
(Pehnt et al, 2005). If these are to give support to the grid, cheap and efficient
electronic systems will be needed if good quality power is to be safely exported
to the grid from millions of units. There is a real need for development in this
area.

So, what are the implications for the design and construction of advanced
centralized power plant in which wind and eventually solar energy will be
taking over much of the demand? Although some new nuclear capacity will
probably be built, the focus of this chapter is on coal- and gas-fuelled power
plants. Only these are capable of meeting rapid variations in demand. They
have this ability at present, and are used to stabilize grid frequency and volt-
age; but will the newer fossil fuel plants be able to cope as well? And if not,
why should this be and what might be done about it? 

ADVANCED GENERATING PLANTS, ENERGY SAVINGS
AND THE ISSUE OF CLIMATE CHANGE

New coal- and gas-fired plants should be more efficient and cheaper to run
than the ones they replace. In addition, they will have to meet some new
requirements. Their greenhouse gas emissions, principally CO2, will have to be
significantly lower than the plants of today. This is easy for nuclear, but more
difficult for fossil-fuelled generating systems. The necessary cuts in CO2 emis-
sion from fossil plants cannot simply be met by improvements in efficiency. In
the UK, the construction of a new set of coal-fired stations would cut emissions
by 50 per cent over current levels. This sounds very good; but, as noted earlier,
our present ‘fleet’ of coal-fired steam plants are obsolescent by world stan-
dards. In contrast, since most of the natural gas-fuelled CCGTs that are
operating in the UK are relatively new, the CO2 savings that could be made by
replacing the present set are probably not much more than 10 per cent. If CO2
emissions from fossil fuel plants are to be brought down to acceptable levels,
any new large generating plants, helping to give stability to the grid, will also
have to ‘capture’ the CO2 for storage in disused oil or gas fields. 

The need for such units to be of the carbon capture type will have signifi-
cant implications for their design. The process of capturing CO2 will absorb
much power. It is therefore vital that the thermodynamic efficiency of such
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plants should be as high as possible. High efficiency reduces CO2 emissions in
terms of tonnes of CO2 per megawatt hour (MWh), and reduces the amount
of CO2 that needs to be captured. In other words, high efficiency increases the
power output from a plant so that the impact of parasitic losses associated
with capturing CO2 is reduced. 

DESIGN AND OPERATION OF COAL- AND NATURAL
GAS-POWERED STEAM PLANTS

To understand how the issue of intermittency will affect power plants, it is
necessary to have a reasonably good idea of how modern coal-fired steam
plant and natural gas-fired CCGT plants are designed and operated. The main
points are covered below; but the book Steam: Its Production and Use, which
has been updated over the years, is very comprehensive (Babcock and Wilcox,
2004). The UK Department of Trade and Industry (DTI) has also published a
number of summaries on modern power plants that are extremely helpful
(DTI, 1999, 2004, 2006c).

Steam plants 

The oldest type of power plant is that of the fossil fuel steam plant, in which
coal or some other fossil fuel is burned in a boiler, generating steam to drive
steam turbines. The furnace boiler is very roughly the size and shape of a high-
rise apartment block, about 40m in height. In the UK, the boiler, along with
the steam turbines and alternator, are housed in very large buildings, the height
of which is governed by the size of the boiler. The new Tate Modern Gallery
in London, for example, was formerly Bankside Power Station. 

The interior walls of the boiler are lined with tubes in which steam is
generated. The temperatures within the furnace itself are in the 1500º C to
2000º C range, and the combustion products or ‘flue gases’ at the start of the
furnace exit duct are at around 1200º C. There is still a great deal of heat left in
the flue gases, which after entering the exit duct are used to superheat and reheat
the steam, to preheat the boiler water, and to preheat the air required for
combustion of the fuel. The water and steam in the boiler are at 150 to 300 bar
pressure, depending upon how advanced the design is. The pressure vessels,
connecting pipe work and tubing have to be very thick walled to contain the
water and steam, even though high strength steels are used in their construction.  

The steam that is generated from the boiler cannot be used directly. It
emerges from the boiler at about 300º C to 350° C, and needs to be heated to
around 550° C before it can be used in the steam turbines. The temperature
increase occurs in the superheater, which consists of arrays of tubes that are set
across the flue gas duct. After superheating, the steam is piped across to the
high pressure turbine, where it causes the turbine to rotate. Expansion of the
steam through the turbine results in the pressure and temperature dropping to
about 40 bar and 350º C. If the steam is to be used efficiently, it must be
‘reheated’ again to 550° C before being passed to the medium-pressure and,
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finally, the low-pressure turbines. At the exit of the low-pressure turbine, steam
pressure and temperature are extremely low – circa 0.05 bar and about 35º C.
At this point, the steam is condensed back to water. The condensed water is
then pumped back to the boiler and the cycle starts again. The turbines, high
pressure, and medium and low pressure are arranged in tandem, driving onto
the same shaft to which the alternator is connected. 

Changes in electricity output are primarily controlled by alteration of the
water and fuel flows; but a change to these inputs will take time to work
through, because of the amount of heat stored in the boiler, furnace and duct-
work. Faster changes in turbine output are obtained by opening or closing the
throttle at the inlet to the high-pressure turbine.  

It is vital to ensure that the oxygen content of the boiler water is very low
and the water extremely pure, otherwise the boilers and feed heaters will
corrode. Control of water quality is not too difficult during normal operation;
but during shutdown, air can leak into the steam system and, for various
reasons, contamination of the boiler water becomes more likely. These prob-
lems can lead to the cracking of major pieces of equipment during repeated
start-ups, because of a combination of bad water conditions and the thermally
induced stresses. 

During normal operation, the furnace tubing, furnace structure, super-
heater, reheater and economizer run at high temperature. It will be apparent
that it will take a long time to bring these up to temperature, the heat coming
from the combustion of fuel. But there are many other pieces of equipment that
run hot, such as valves for control of steam flow, connecting pipelines and feed
heaters, all of which require steam to flow before these are at temperature. It
will take several hours to get a plant to produce power from a completely cold
start. Even if the plant has only been shut down overnight and is still quite
warm when the restart commences, it will still take about an hour before elec-
tricity can be can be generated, and perhaps another one to two hours before
the plant is up to full load. Shutdown is faster; but this too, must be controlled
or the stored heat in the plant will be wasted. Excess steam during these peri-
ods will be ‘dumped’ in the condenser.

During these periods of temperature change, some parts of major compo-
nents heat up faster than others, giving rise to differential expansion and high
stresses. This problem was recognized by the Central Electricity Generating
Board (CEGB), the original purchasers, who had the steam turbines of these
plants designed for 5000 hot starts, 1000 warm starts and 200 cold starts.
Nevertheless, premature failures can occur because of over-rapid start-ups and
shutdowns, or because of poor detailed design. It is also well understood that
as plant ages, the risks of these increase.  

A low rate of start-up is a drawback of the steam plant of today; but more
advanced plant may take even longer to restart, despite modifications to elim-
inate some of the present shortcomings. But once in full operation, steam
plants are very efficient at controlling the grid frequency, voltage and load
changes. This is particularly true of the older type of steam plant, such designs
being of the ‘steam drum’ type, which has typified UK generating plant in the
past. 
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The drum is a large pressure vessel about half full of very hot water, which
is just on the point of boiling (note that the boiling point at steam plant pres-
sures is close to 300° C!). Water from the drum is sent down to the inlets of
the boiler tubes at the base of the furnace. On entering the tubes, the water
picks up heat and begin to turns into steam; the mixture of steam and hot
water rises up the tubes and returns back to the drum. In the steam drum,
water boils off from the surface of the water and passes into the superheater.
The significant advantage of this older type of plant is that if extra power is
required, the drum acts as a reservoir, being full of hot water at boiling point.
More steam can be produced by simply opening a valve. This ability is very
useful if the grid starts to become overloaded, with the frequency and voltage
beginning to drop. But the steam drum is a limiting factor in getting a plant
online. The walls of the drum are some tens of centimetres in thickness, and
frequent temperature changes will cause the drum to crack, given enough start-
ups.

Drum-type designs in steam plant are now obsolete and have given over to
‘once-through’ boilers. Most modern European power plants are of this type.
In once-through boilers, all the water turns into steam in the evaporator, pass-
ing straight into the superheater. As such, once-through designs can be brought
online relatively quickly, although there can be a sudden temperature change
early on in the start-up, at just about the point when the boiler begins to
produce a significant amount of steam. There is also some evidence that the
turn-down rate can be higher than with drum systems. Once-through opera-
tion becomes essential in what are termed supercritical and ultra-supercritical
plants. In such units, there is no definite transition between water and steam,
as conditions are above the supercritical pressure for water, which is 221 bar.
In Europe, supercritical boilers are set to be the standard design because of the
higher efficiencies: in the 43 to 46 per cent range for modern units. 

Combined-cycle gas turbine generating plants 

CCGTs consist of a gas turbine(s) that produces about two-thirds of the power
from the plant. A single steam turbine set utilizes the steam generated in a Heat
Recovery Steam Generator (HRSG) to produce the remaining third. The gas
turbine operates by compressing air to a pressure of about 20 to 25 bar, burn-
ing natural gas in the compressed air and then expanding this through a
combustion turbine, which then drives a compressor and an alternator. Some
forms of CCGT have the set of steam turbines on the same shaft as the gas
turbine. Only one alternator is then needed. This is more efficient, but less flex-
ible in meeting changes in power demand than the other approach, which is to
have an alternator for each gas turbine or steam turbine set. 

The mixture of hot gases entering the combustion turbine is in the range
1250º C to 1450º C, depending upon the design; but by passing cooling air or
steam through the turbines blades and other sections of the combustion system,
metal temperatures are kept below about 950º C. Hence, the turbine compo-
nents are subject to temperature gradients that change as the gas turbines start
up and shut down. 
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These ‘industrial’ gas turbines are basically similar to the jet engines used
on commercial aircraft. The main difference is that the power is used to drive
an alternator, rather than being used to produce jet thrust via a ducted fan. A
modern industrial turbine will, in energy terms, develop about four times as
much power as even the most advanced jet engines and correspondingly much
more massive. This brings bigger problems with component manufacture and
greater susceptibility to temperature changes.

Turbine inlet temperatures are very critical. Even with advanced materials,
a temperature increase of 20º C will halve the life of the turbine. There is
usually a reserve when equipment first goes into service; but over the life of the
gas turbine, compressor performance will deteriorate and this will lead to a
steady increase in turbine temperatures, which can only be compensated for by
cutting back on the fuel and reducing output. Over a much shorter period,
compressors will become dirty and the deteriorating aerodynamics will also
tend to increase turbine inlet temperatures. Fuel input and power output must
be adjusted, and periodically the compressor must be washed to help restore
its performance. 

Some of the most advanced materials and components yet developed are
used in the combustion section of the gas turbine. The turbine blades are one
such example. Although of an aerodynamic shape, modern blades actually
consist of a single crystal of a complex nickel-based alloy. The interior of the
blades is interwoven with fine passages through which cooling air or steam
passes. The cost of these blades is high; but in typical base-load operation, they
will last at least 25,000 hours. Frequent stop–start operation will reduce this
significantly.

The exhaust gas leaving the gas turbine is between 520º C and 640º C. Its
heat is used for steam-raising in the HRSG. The HRSG supplies the steam for
the steam turbines, which represent the other part of the combined cycle. As
with coal-fired steam plant, water is evaporated to produce steam in the HRSG,
which is then superheated. But there are big differences between the heating
arrangements in an HRSG and those in steam plant. In the latter, furnace
temperatures are very high, so there is no difficulty in raising steam or giving
the steam the required amount of superheat. In an HRSG, at any point in the
exhaust duct, the difference between the steam and gas turbine exhaust temper-
atures is quite small. To compensate for this, the HRSG has to be made
disproportionately large. The cross-section of an HRSG duct would be about
that of the frontage of a pair of semi-detached houses, and it could be 50m to
75m in length and height. Even so, steam temperatures tend to be closer to
500° C than 600° C, and pressures are currently below 165 bar (see Figure 6.1).

In the horizontal form of HRSG, the exhaust duct is laid out along the
ground until it turns upwards to meet the stack. Six to eight ‘harp-type’ heat
exchangers are placed across the duct to generate and superheat steam. In the
vertical HRSG, the duct turns upwards soon after leaving the exhaust of the
gas turbines (see Figure 6.2). Here again the heat exchangers are positioned
across the duct; but the tubes are set in a series of loops. The advantage of the
horizontal HRSG is that pumping power is less, and where ground space is
available they can be cheaper to build. Vertical designs can have good conden-
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sate draining characteristics and have been promoted as being more suitable
for stop–start operation. In practice, draining is not always as efficient as it
might be. As will be described, the subject of draining is very important in
HRSGs because of the strong likelihood of steam condensing in the system
during normal plant shutdowns or plant trips (emergency shutdowns).

Source: Open University produced figure based on F. Starr sketch

Figure 6.1 Schematic of a combined-cycle gas turbine with a horizontal form
of heat recovery steam generator

Each of these exchangers contains scores of tubes whose diameter is around
5cm, with each tube being positioned just a few centimetres from another.
Apart from the first row of tubes (the one receiving a high thermal input from
the gas turbine exhaust), all the tubes are set with closely pitched fins. Repair,
if anything goes wrong, is extremely difficult.

The low temperature differences between gas turbine exhaust and steam
require the steam to be produced at a minimum of two different pressures. The
higher pressure is 100 to 160 bar, and the lower is 4 to 10 bar. Hence, an HRSG
can be regarded as having two separate boiler systems. The heat exchangers
associated with the high pressure boiler tend to be located in the hotter parts of
the duct, close to the gas turbine exhaust. In both sets of boilers, water is
brought up to temperature through an economizer before it is made to generate
steam in the boiler or evaporator. The mixture of water and steam from the
evaporators passes into the steam drum, where, as in the older type of steam
plant, the steam is taken off the drum and passed into the superheater section.
Once-through designs of HRSGs are still quite rare for the bigger plants, and it
would appear that a standard approach has yet to be developed.
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A big design issue is to ensure that each set of heat exchangers absorbs the
correct amount of heat, otherwise some exchangers will run hotter than is
desirable, whereas others will be starved of heat. This is more difficult than it
might seem. The basic problem is a result of the fact that as water turns to
steam, a great deal of heat has to be absorbed, but there is no increase in
temperature. These heat transfer considerations have tended to dictate the
design procedure, and this (as well as the need to reduce construction costs)
has resulted in HRSGs that, in some cases, are not really suitable for stop–start
operation. 

PSEUDO-INTERMITTENCY WITH TODAY’S PLANTS

Load following and frequency control

As noted in the Introduction, we have one form of ‘intermittency’ that results
from the day-to-night variation in the demand for electricity. In the UK, this
demand is met in two ways. Nuclear plants, plus a small number of fossil fuel
plants, provide the base load. Five years ago, combined-cycle gas turbine
plants using natural gas provided the base load from the fossil fuel sector.
Today, it is the most efficient coal-fired units that operate around the clock. On
a typical day the combination of nuclear and coal, with some CCGT plants,
might be supplying 20 gigawatts (GW) to 30GW of power. 
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Although there is a big difference between the day and night demand for
power, which leads to some plants having to be shut down at night, the
demand for power during the day is never constant. These particular variations
in load can be met using coal-fired steam plants, the more efficient of which
will operate on a 24-hour basis. Output from steam plants can be reduced to
about 50 per cent of design without much difficulty. But when in load-follow-
ing mode, plants are expected to maintain grid voltage and frequency at 230
volts and 50 hertz (Hz). As noted, this is not difficult with steam plant as the
steam flow to the turbines can be quickly changed through actuation of the
governors. In making these changes, temperature and pressure do not vary
substantially. The main effect is that by operating at reduced output, efficiency
goes down slightly. Pressurized water reactors should also be able to offer
some help with frequency control; but if load following is needed from the
nuclear sector, reactors of the boiling water type would seem to offer more
capability. The UK has none of these.

The frequency issue is more problematic for CCGTs. A modern CCGT
consists of a gas turbine and steam turbine, which are, in big modern units,
connected by the same shaft, driving on to an alternator, which nominally runs
at 3000 revolutions per minute. The alternator, and everything else in such a
machine, is locked to the grid at the nominal frequency of 50Hz. If there is a
sudden increase in demand on the grid, all the alternators throughout the grid
network will slow down slightly until more power can be delivered. On a coal-
fired steam plant, this is fairly easy; power can be increased by opening the
throttle to the steam turbine. It is a bit more difficult for CCGTs. The slowing-
down of the alternator will slow down the gas and steam turbines;
unfortunately, the result is that the power output from the gas turbine drops.
Less air is taken in by the gas turbine compressor and less fuel can be burned. 

This is clearly a dangerous situation if one has a grid in which all the
power is coming from CCGTs since the drop in grid frequency, caused by the
demand for power, will lead to a drop, rather than an increase, in the power
output. The situation is not quite as bad as it may seem since the voltage in the
system will drop, and this will reduce the demand for power from many
consumers. Many consumers will have experienced such ‘brown-outs’ when
there has been a lack of capacity, perhaps due to the weather or industrial
disputes. 

Not all CCGTs are quite as susceptible as the big tandem shaft designs
described above. Some ‘merchant power’ plants in the UK, designed for meet-
ing varying loads, have independent alternators for the gas turbines and steam
turbines. A typical set-up would be two gas turbines feeding into one HRSG,
which supplies one steam turbine set. In such a case, the steam turbine and its
alternator can be operated independently.

‘Aero-derived’ gas turbines, based on turbojets, intended for grid rein-
forcement and which are not of the CCGT type, do not suffer from the
frequency problem, which is one reason why they are so useful for local rein-
forcement of the grid. They have completely separate power turbines to drive
the alternator. Hence, if the grid runs slow or fast, there is no direct effect on
the engine or its power output. 
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Whereas in a coal-fired steam plant it takes some time after the burners are
lit for steam to start to be produced and put to the turbines, in a CCGT, some
power will come from the gas turbine within about 15 minutes from startup.
In industry parlance, the gas turbine is then ‘synchronized’. It will take some-
what longer for the HRSG to get hot enough to produce steam; but both the
gas and steam turbines of a CCGT can be up to full power within about an
hour. Efforts to cut this time can damage the HRSG; but, on balance, CCGTs
are probably better at meeting the bulk of the daytime load than steam plant.

Against this ability to start up quickly, the biggest shortcoming of CCGTs
is the drop in efficiency at low loads, the cause being the drop in turbine
temperature as power is reduced. Temperatures can be maintained down 80
per cent of the design rating by partially closing the inlet guide vanes of the
compressor, thus reducing the flow of air along with the fuel supply. As a
result, although less fuel is being burned, turbine inlet temperatures are main-
tained. Because of this characteristic, some operators have the view that
although CCGTs are good for meeting the more stable part of the daytime
peak, as well as being very good for base-load operation, they are not so effi-
cient at compensating for highly variable loads. Such views are, of course,
often coloured by individual experience with specific designs.  

A new problem, related to the demand for power and its availability from
CCGTs, is the increased air-conditioning load in the UK, which goes up on hot
days. Unfortunately, the power output of CCGTs tends to fall at these times.
High air temperatures reduce air density. Less fuel can be burned in the gas
turbine, and the physical mass of air through the gas turbines drops away – so
output declines. A drop-off in power can be overcome by burning extra fuel;
but this can lead to turbine inlet temperature limits being exceeded and will
result in some reduction in blade life. Palliatives include cooling of the inlet air;
but this may not be economic if plants are only operating part-time. 

EFFECTS ON PLANT COMPONENTS AND RELIABILITY

‘Two-shifting’

Plants that have to ‘two-shift’ (i.e. be operated in intermittent rather than
continuous mode) have to be kept in very good condition. Maintenance that is
neglected risks unscheduled shutdowns. Even if this does not cause serious
problems with the grid, it is likely to result in substantial financial penalties.
Unfortunately, two-shifting is extremely damaging: rule-of-thumb estimates
suggest that each start-up and shutdown is equivalent to about 20 hours of
normal operation. The basic cause of the damage is the temperature gradients
that develop and change as components heat up to normal operating condi-
tions. But there are other factors that decrease reliability and increase
operating costs. Many of these were discussed at a symposium on this subject,
which covered the overall problem of two-shifting, rather than focusing simply
on the metallurgical considerations (Shibli et al, 2001). 

At this symposium, many of the presentations highlighted design problems
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in plants, most of which can be eliminated with good design and improved
operating practices. Nevertheless, some problems are bound to increase as
operating temperatures rise, as they will need to in more advanced power
plant. These problems are of a metallurgical nature, being related to the
stresses that result through the formation of temperature gradients.

The components that are operating at the highest temperatures suffer most
from the thermal stresses. In a CCGT plant, the gas turbine, turbine blades and
blade coatings tend to suffer from cracking; but the combustor cans are also
susceptible. Fortunately, these components, although extremely expensive
(typically resulting in repair bills in the millions of Euros range), are small
enough to be replaced without too much difficulty. It is the bigger components,
such as the high-temperature pipework and valves in steam plant, or the heat
exchangers in an HRSG, that are more of a problem. Cracks will need to be
cut out and filled in with weld metal. Some components will need to be
replaced, also by welding. This is a major logistical issue and it is not always
certain that the repairs will give the same life as the original equipment.

The reliability of HRSGs in CCGT plants under two shift conditions is
giving considerable cause for concern. There are many potential problems; but
just a few will be mentioned. On start-up, the gas turbine has to be brought
online first, the result being that hot combustion gas flows through the HRSG
duct for 10 to 20 minutes before much steam can be generated. Figure 6.3,
adapted from Dooley et al (2003), shows that even when the gas turbine is
carefully controlled, the temperature of the first row of superheater tubes in
the HRSG climbs very rapidly once the gas turbine is fired up, increasing by
over 300° C within five minutes of the gas turbine being lit. The temperature
of the evaporator section of the HRSG shows a rather slower rate of rise. It is
full of water and is located some way further back in the HRSG duct. The flat
part of the evaporator curve is when the water is beginning to boil. As more
steam is produced, pressure is increased and the evaporator temperature begins
to move upwards again. What is not apparent from these curves is that indi-
vidual tubes in both the evaporator and superheater heat up at different rates.
The difference in temperature from tube to tube will result in some tubes being
subject to tension, others to compression.

It follows that only when there is a good volume of steam flowing through
the HRSG will the gas turbine be allowed to run at full output, and this does
limit the ability of the CCGT to respond as quickly as it might to the demand
for power. Although some power can be delivered to the grid reasonably
quickly since the gas turbine can be synchronized with the grid within about
20 minutes of the start-up sequence being initiated, CCGTs are not as respon-
sive as aero-derived machines.

Notice, in Figure 6.3, the long flat parts of the temperature curves during
the first few minutes when everything is at about 30º C. This is the ‘purge
cycle’, when the gas turbine is being motored up to its self-sustaining speed and
pure air is being blown through the duct to flush out explosive gases. This
purge is required on every start-up. It can be very damaging to the HRSG,
especially if a restart is needed after a plant trip, when the HRSG is hot. These
temperature changes can be damaging to the interior of the duct itself since it
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has to respond to very rapid changes in the exhaust gas temperature.
Unfortunately, trips are more likely during start-up than at any other time, and
although the duct has just been swept clear of explosive gases, the purge
sequence has to be gone through again.

Something similar happens to the HRSG during a normal shutdown.
Initially, the gas turbine exhaust temperature will slowly drop as power is
reduced. However, at below the self-sustaining speed, the fuel supply is cut and
the temperature will drop more rapidly. Since there is still much steam in the
HRSG at this time, condensation will occur. This phenomenon has caused
considerable problems with some designs of HRSG since the condensed water
will not necessarily drain away uniformly across the tube bank, once again
inducing tube-to-tube temperature differences (see Figure 6.4). The situation is
particularly critical if the plant is restarted after a trip, when some tubes
contain water, while other tubes contain nothing but steam.    

Damage to the superheater caused by steam condensation also occurs in
coal-fired steam plant or a CCGT. Here, condensate can collect in the bottom
of the ‘U’ tube loops of platen type, as shown in Figure 6.5. When the plant is
restarted, relatively cold condensate can be carried over to the hotter parts of
the equipment, where the sudden changes in temperatures can induce very high
stresses. In very bad cases, the presence of condensate in a bottom loop will
prevent steam flow through the tube. The result is that sections of the tube will
run at over 800° C and literally burst open within a few minutes. 

Temperature cycling problems can also exist with steam turbines. During
normal operation, there is a temperature drop of about 150º C to 200º C from
the inlet to the outlet of the turbine, as well as a temperature difference from
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Figure 6.3 Temperature changes in the front rows of a heat recovery steam
generator superheater and evaporator
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Source: Open University-produced figure based on F. Starr sketch

Figure 6.4 Poor drainage from harp-type exchangers 
in a horizontal heat recovery steam generator

Note: Arrows show direction of flue or exhaust gas flow. Loop-type designs are common in vertical HRSGs and
allow more satisfactory condensate drainage.
Source: Open University-produced figure based on F. Starr sketch

Figure 6.5 Types of superheaters
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the outside to the inside of the turbine rotor. Thermal stresses will result.
During weekend shutdown, the temperature gradients disappear, and this peri-
odic change in the stress level can induce cracking. 

These are just a few of the effects of two-shifting, which eventually will
result in increased maintenance. The need for such repairs can catch operators
and accountants by surprise. Initially, two-shifting does not have much of an
impact on maintenance or plant reliability. Some reports suggest that it will
take at least three years before the adverse effects become apparent. Hence,
statements about plants being able to cope with intermittency without any
difficulties need to be taken with a pinch of salt. 

INTERMITTENCY AND POWER PLANTS OF THE FUTURE

Post-combustion capture units 

In a strictly operational sense, there is no real problem in getting fossil fuel-
generating plant to cope with intermittency. But what about the fossil plants
that will be coming into service after 2015, particularly those that could be
similar to those of today, but incorporating equipment to capture CO2 from
the flue gases? These are known as post-combustion CO2 capture systems, in
contrast to pre-combustion designs, based on gasification, which will be
described in the subsequent section. 

For coal-based plant, post-combustion designs will utilize the same type
of furnace and steam system as those currently in use, but with the CO2 being
captured from the flue gas. The CO2 can be absorbed using amine-based
solvents that require steam for their regeneration. Another approach is that of
the ‘oxy-fuel process’ in which oxygen is used for combustion of the coal
rather than air, the aim being to increase the concentration of CO2 in the flue
gas. This permits carbon dioxide to be separated and captured using a simple
compression process. But whether the CO2 capture plant is of the absorption
or of the oxy-fuel type, it is difficult to see how these plants can be two-shifted
very easily. Shutting them down for days at time and then expecting them to
operate at full power within a few hours is probably impossible. Part-load
operation will be a technical possibility; but the economics need to be fully
explored since the steam requirements of amine-type CO2 capture and the
electricity demand for an oxygen production unit will not necessarily decrease
in proportion to plant output. The assumption, as with nuclear generation,
appears to be that carbon capture-type plants will be run as base-load units;
but this, to the author, seems not to be the safest of judgements, given that the
life of power plants can be 30 years or more. 

Post-combustion capture might also be applied to natural gas-fired
CCGTs. In some respects, the operation will be easier than with coal-fired
units as the amount of CO2 produced per megawatt of electricity is much less.
On the other hand, the percentage of CO2 in the exhaust gas is lower than in
coal-fired steam plant. A pragmatic approach might be to only absorb a
proportion of the CO2 that is being produced in CCGTs. 
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Turning now to the changes in the plants themselves, the real challenge is
for coal-fired steam plant. The high level of carbon in the fuel points to the
need to push efficiencies as high as possible to minimize the amount of CO2
being produced. The target is an efficiency (before CO2 capture) of over 50 per
cent. This implies steam at 700º C and 350 to 400 bar pressure. 

A new class of alloys will be needed for this duty. Even so, to contain the high
pressure steam, the wall thicknesses of tubing, pipework, turbine casings and
valves will have to be much heavier than current designs. More severe temperature
gradients are likely to develop, resulting in higher stresses. In addition, some of
these new materials, which are essentially sophisticated stainless steels, have a
lower thermal conductivity and higher coefficient of thermal expansion than the
materials in use at the present time. These factors, even discounting the increased
wall thicknesses, will make equipment constructed from these new materials more
susceptible to distortion and cracking when subjected to temperature changes.

The situation for CCGT plants does seem easier. In the author’s view, the
prospects for more radical approaches to gas turbine design, as exemplified
by the new reheat and inter-cooled gas turbines now coming into use, seem
very good. The basic thermodynamic cycle of inter-cooled reheat designs is a
distinct improvement over the Brayton thermodynamic cycle, which is the
basis of virtually every other form of gas turbine. In principle, this more
advanced gas turbine cycle permits efficiency improvements without increases
of turbine inlet temperature. The concentration of CO2 in the flue gas will be
higher than in more conventional designs, easing the capture problem.

Integrated gasification combined cycles in a renewable
scenario

This analysis suggests that, because of the incorporation of CO2 capture
processes, the need to run at higher temperatures, and the temperature changes
resulting from intermittency, current designs of plant may not be ideal. The need
to find a more promising alternative is more pressing for coal. One such option
is a modification of the Integrated Gasification Combined Cycle (IGCC), a
gasification-based process that can easily be adapted to capture carbon dioxide,
while at the same time generating hydrogen as a fuel gas.

The IGCC is a collective name for a variety of processes in which coal is
gasified to produce a fuel gas, and which, after purification, is burned in the gas
turbine in a conventional CCGT, built as part of the gasifier complex. Because
the gasification process produces a large amount of waste heat, which can only
be used for raising steam, the steam systems in the combined-cycle HRSG and
gasification system are ‘integrated’ – hence the appellation IGCC.

IGCCs intended to capture carbon dioxide and produce hydrogen are
likely to use gasifiers of the entrained flow type. Here, oxygen plus steam or
water is reacted with coal at about 1300° C to 1600° C to produce a raw
‘syngas’ gas (which mainly consists of carbon monoxide and hydrogen, and is
often used to synthesize chemicals, hence the name). After purification of the
syngas to remove sulphur compounds, the mixture of CO and H2 is used in a
conventional IGCC as the fuel gas for the gas turbine. But to raise the hydro-
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gen level and to enable the carbon in the coal to be captured as CO2, the CO
in the syngas is catalytically reacted with steam in a shift converter, the reac-
tion being:

CO + H2O  ➝ CO2 + H2 . [1]

After the ‘shift reaction’, the CO2 would be absorbed using alkaline solutions,
compressed and sent to a geological storage site. The hydrogen that remains
could be used as fuel gas in the CCGT section of the plant. The overall reac-
tion to produce hydrogen using coal as a fuel can be represented as:

C + 2H2O  ➝ CO2 + 2H2 . [2]

The problem with IGCCs is that they not at all suitable as plants that have to
be started up and shut down frequently. The IGCC gasifier and process train
contains potentially explosive gases, and the necessary precautions on start-up
could be lengthy and complex. Furthermore, an IGCC needs a great deal of
ancillary plant for it to operate. These comprise units for removing hydrogen
sulphide (H2S) from the gas stream and oxidizing this gas to produce sulphur,
a cryogenic air separation unit for producing oxygen, and the CO2 capture
plant itself. The conclusion would appear to be that a CO2 capture-type IGCC
has to be a base-load-generating system.

This is would be true if the only output from the plant was to be electri-
city. But by the time such plants are required, a hydrogen economy may be well
developed in some countries, with a network of hydrogen pipelines. As a
result, the Institute for Energy has proposed that at times when there is no
demand for electricity, the hydrogen that the IGCC is producing should be
diverted to the pipeline network. In this manner, the gasifier section of the
IGCC could be kept at full output at all times.

Although fully supportive of this approach, it is the view of the author that
it might be more practical for the UK to adopt a compromise situation, also
based on the IGCC. This is recognizing that the UK economy is very dependent
upon natural gas, accounting for over 70 per cent of the non-transport energy
use. In keeping with this, the UK has a vast natural gas network, all of which has
been renovated and expanded over the past 30 years. In this proposal, the
purified syngas would be used to produce methane as a substitute natural gas
(SNG). The methane from the gasifier stream could either be used as fuel gas in
the gas turbine or, when electricity is not needed, could be put into the natural
gas system as SNG. This should be a very attractive option for the UK as the SNG
will supplement its declining gas reserves (see Figure 6.6). 

To make SNG, a modified syngas mixture containing hydrogen, carbon
monoxide and carbon dioxide are reacted together to produce methane:

CO + 3H2 ➝ CH4 + H2O [3]
and:

CO2 + 4H2 ➝ CH4 + 2H2O. [4]
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But the overall reaction for the complete process of coal gasification, shift
conversion and ‘methanation’ can be represented as:

2C + 2H2O  ➝ CH4 + CO2. [5]

It is apparent from Equations 2 and 5 that the main argument against an
IGCC–electricity–methane process is that the rate of carbon capture is only
half that when such a process makes hydrogen. On the other hand, such a
system makes use of the existing UK natural gas infrastructure, which, of
course, comprises not only the pipeline and distribution network, but also the
Rough storage field in the North Sea, the liquid natural gas (LNG) storage
sites, and also, at the consumer level, the burners (which will only work using
a methane rich gas), in central heating systems, gas cookers, industrial
furnaces, and natural gas-fired CCGT plants. 

Whether the fuel gas is hydrogen or methane, the combined-cycle section
of the IGCC would still be subject to start and stop operation; but it would
have considerable advantages over the natural gas-fired CCGTs of today. The
HRSG section of the plant could be kept hot by bleeding off steam from the
gasifier steam system. This will eliminate much of the temperature cycling to
which a normal HRSG is subject. It also gives the option of an extremely fast
start-up since the HRSG is kept hot.

There are other advantages. In principle, if liquid oxygen were stored, it
should be possible to run the cryogenic plant at a reduced output, saving some
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power at times when there was a high demand for electricity. This would help
to overcome one of the problems of CCGTs – that is, reduced power output
on hot days. More important is the prospect of constructing the gasifier to be
undersized in relation to the declared electrical output from the plant. The
CCGT would utilize some of the hydrogen or methane that was stored in the
pipeline network. This ability is shown schematically in Figure 6.6. Both of
these ideas would have a significant effect on the capital costs.  

CONCLUSIONS

The author supports the opinion that the effect of intermittency on the present
set of UK generating plants will not cause operating problems and is not
substantially different from what happens when steam or CCGT plants are
designated as two-shift units. The main implications are that irregular opera-
tion will lead to increased maintenance costs and unreliability. These factors
are well recognized within the power generation sector, and their impact can
be minimized by improved detail design and more sympathetic operating
procedures. The real difficulty seems to be with future designs of fossil fuel-
generating plant.

But this chapter has also indicated that too much may be taken for granted,
particularly with advanced coal-fired steam plant. Even if fossil-fuelled plants
of the future are not of the carbon-capture type, efforts to improve plant
efficiency through raising temperatures and pressures will require heavier
section components made of materials that are inherently less tolerant of
stop–start operation.

The addition of systems to capture CO2 will also make any type of plant
less able to meet the demands of intermittent operation. The standard type of
IGCC plant shares these shortcomings; but it is possible to design a modified
form of carbon-capture IGCC that can switch its output from electricity to
hydrogen or SNG as demand for electrical energy falls. This type of generating
plant offers high efficiency and, in the coming age of renewables, will have the
ability to respond to short time variations and to provide electricity extremely
quickly. 
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7

The Potential Contribution of
Emergency Diesel Standby Generators

in Dealing with the Variability of
Renewable Energy Sources 

David Andrews

INTRODUCTION: WESSEX WATER

Wessex Water is one of ten water and sewerage companies in England and
Wales, covering Somerset, Dorset, Wiltshire and parts of Avon. Energy is one
of the company’s largest operational costs: average electrical power use is
about 27 megawatts (MW). The company has about 8MW of biogas
combined heat and power (CHP) generation capacity, of which 4.5MW is
continuously operating, provided by spark-ignited gas engines fuelled by
digester gas. It also has some 550 emergency standby diesel engines,
totalling 110MW of capacity, whose primary function is to power essential
services such as sewage works and water supply works during power failures,
which happen, on average, a few hours each year. Of this number, about 33
units, totalling 18MW, are also used commercially in a number of non-
emergency ways that we call ‘load management’. This includes routinely
feeding power into the local electricity distribution system and, ultimately, the
UK National Grid. These generators currently have a four-minute automatic
start-up and paralleling capability, and are currently being modified to enable
start-up in less than one minute. The units are quite small, ranging from
0.24MW to 1MW, and are used by the National Grid on a regular ‘call-off’
basis to supplement its arrangements with power station owners.

THE NATIONAL GRID TRANSCO FREQUENCY SERVICE

National Grid Transco (NGT), which operates the national grid and controls
the operations of power stations in England and Wales, has a number of
partners known as NGT Frequency Service participants. These are large power
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users, such as steel works or cold stores, who enter into a contract to be paid to
be disconnected from power supplies whenever grid frequency starts to fall. For
example, a very large steel melting furnace, which may take a day to heat up
using an electric arc or induction heater, is not adversely affected if the process
is delayed by 20 minutes; but this can obviously help the grid enormously if a
sudden power demand is being made on the grid. The same applies to a large
cold store where interruption in cooling for 20 minutes is unimportant. 

This instant switch-off is achieved using a relay provided by NGT, linked
by telemetry to the NGT control centre and mounted on the incoming power
supply switch gear. It is set to detect the falling frequency that can occur when
a large power station fails suddenly, and opens the circuit breaker to a demand
centre. The relay can be remotely monitored by NGT, who can control the
exact frequency at which the relay disconnects the load and can monitor
whether the relay is armed or not, whether the customer has temporarily exer-
cised his right to override the relay, etc. Frequency Service participants are
contracted to stay off for up to 20 minutes. They receive a fee of the order of
several thousand UK pounds per megawatt of capacity per year.

THE NATIONAL GRID TRANSCO RESERVE SERVICE

Operating closely with NGT Frequency Service is the NGT Reserve Service.
Participants include owners of small diesel (in the range 0.25–5MW) or open-
cycle gas turbine generators (in the range of 25MW to 100MW) who are paid
to start up and connect to the grid within 20 minutes at the same time as
Frequency Service customers are called upon to disconnect. Participants must
be reliable and able to stay connected and running for an hour or so.
Substantial fees can be earned simply for making generating capacity available
under complex contracts that specify levels of reliability, response times,
frequency of use and so on.

RESERVE AND STANDBY GENERATING CAPACITY ON
THE UK NATIONAL GRID

On the UK National Grid system there is approximately 1.5GW of ‘spinning
reserve’ – typically, this takes the form of a large power station that is paid to
produce at less than its full output. Such a station might have four generating sets
each of 660MW, giving a total output of 2.64GW, but might only be operating
at 2GW with the steam boiler full but the steam valve not fully open. On request
from the National Grid control centre, this valve can open and deliver an extra
640MW in 20 to 30 seconds. This requires the boiler air fans and the coal feeders
to increase output accordingly. The greater the total load on the system, and the
greater the expectation of large fluctuations (e.g. at the end of popular TV
programmes), the larger the proportion of spinning reserve set by the NGT.

It is worth noting that the cost of such spinning reserve is not high, as is
often erroneously stated. The efficiency of a plant might change from, say, 37
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to 36.5 per cent if the output of the set is dropped from 660MW to 500MW
(i.e. 160MW spinning reserve). The fuel penalty involved (about 1.5 per cent)
is tiny compared to the total amount of fuel passing through the power station. 

The NGT also pays to have up to 8.5GW of additional capacity available,
but not running (known as ‘warming’ or ‘hot standby’ capacity), which can take
as little as two hours or, in some cases, half an hour to bring online. Generally,
there will be more of such hot standby capacity the greater the expected
disturbance on the system. The cost of fuel required to keep such plant warm is
tiny in comparison with the amount of fuel used to generate power.

A similar amount (8GW to 10GW) of plant is operable from cold in about
12 hours for coal plant, and around 2 hours for gas-fired plant.

The pumped storage schemes at Dinorwig and Ffestiniog can offer 2GW
of power within 15 seconds, and the Cross Channel high-voltage link can bring
in up to 2GW of power from France. In addition, as described above, the NGT
can call on its Frequency Service and Reserve Service participants.  

Consider what happens if a typical large 660MW turbine generator set
suddenly ‘trips’. This can happen for all sorts of reasons – a coal crusher might
break down, boiler tubes might fail, an alternator might start to overheat, or
insulation might fail on the alternator. Because the grid has suddenly lost
660MW, which on a typical day might be 1.3 per cent of total output, then due
to the immediate imbalance between supply and demand, grid frequency
immediately starts to drop from the standard 50 hertz (Hz).

As soon as this happens, the under-frequency relays on Frequency Service
customers begin to trip off their loads as frequency falls, ultimately shedding
loads equal to 660MW. These relays are set at a random range of frequencies
between 48.5Hz and 49.5Hz, so the 660MW of generation that has been lost
is not instantly matched by these relays shedding 660MW of load simultane-
ously. Instead, this happens progressively as the frequency drops until exactly
enough is shed to exactly match the remaining power station capacity. This
will then stabilize the frequency at a lower level – perhaps 49.3Hz. All this
happens in a few seconds.

Frequency Service participants are only contracted to have their shed loads
off for up to 20 minutes; as a result, the NGT control room issues start-up
signals to enough of its Reserve Service participants to enable up to 660MW to
become available within 20 minutes. NGT control monitors the situation, and
if sufficient Reserve Service capacity does not come on, it can order more until
it has exactly matched the load that the Frequency Service relays have shed.

When sufficient Reserve Service capacity has become available in less than
20 minutes, the Frequency Service loads (steel furnaces, cold stores, etc.) are
re-connected by the NGT – gradually, so as not to destabilize the system. The
Frequency Service relays are then re-armed by NGT.

Up to an hour or so later, the output of the Reserve Service diesels and gas
turbines (which are nearly all in private hands, and not professional power
generators) will have been augmented and then replaced with increased levels of
generation from large gas- or coal-fired power stations, such as those on spinning
reserve. These together will have driven the frequency back to its correct level, at
close to 50Hz. The diesels can then be stood down, ready for the next emergency.
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At the same time, new levels of spinning reserve will have been created,
which might have been stations on hot standby now switched to running.
Increased levels of hot standby capacity will also be called for.

At present, the largest sources of intermittency on the National Grid are
the power stations themselves. For example, whenever the UK’s largest nuclear
power station, Sizewell B, is operating, its entire output is capable of dropping
to zero at any time, with little or no warning. Its capacity is 1.2GW, around 2
per cent of the National Grid maximum demand. Yet, the NGT readily copes
with such failures by using the methods outlined above. 

The kind of intermittency that a very high proportion of wind power plant
on the grid would introduce is much less than the intermittency already there
due to large conventional power stations. Even in the most extreme case, the
simultaneous change in output of all wind turbines in the UK would take many
minutes to achieve the instantaneous and unpredictable change in output
caused when Sizewell B trips. 

Furthermore, the most reliable form of wind forecasting is to simply look at
the total output of the wind turbines. There is a high probability that the power
they are producing at any given time will be similar to that produced one hour
later. As this prediction ‘window’ is decreased – to 20 minutes, 10 minutes or 5
minutes – the difference in predicted total national wind power output becomes
less and less, and even at five minutes, there is ample time to raise or lower spinning
reserve accordingly. If the 5-minute estimates are wrong, then the Frequency
Service and Reserve Service diesels will have the resilience to cope with it.

‘TRIADS’: A REVENUE-EARNING OPPORTUNITY

So-called ‘triad’ periods provide a further revenue-earning opportunity, sepa-
rate from the Reserve Service. Triad periods are the three half-hour periods of
maximum electricity demand during winter. Diesel generators can earn
substantial sums by reducing a site’s peak demand during these peak periods. 

National Grid Transco is funded principally by means of a capacity charge
levied on the energy suppliers, who then pass it on to their customers in a more
or less transparent way.

The charge is calculated in retrospect by the NGT looking back over each
of the 17,520 half hours in a year and locating the three half hours, separated
by at least ten days, of total NGT system maximum demand, which at peak
might approach 60GW. Having identified these triad half hours, it then
charges each of the energy supply companies according to their average peak
loads on the National Grid system during those three periods. For example, at
the western extremity of the system, the Western Power Distribution (WPD)
area in the south-west, the total annual transmission cost is about UK£21,000
per megawatt per year. So, if an energy supply company can cut its load by
1MW or start a 1MW diesel during triad periods, it can save UK£21,000,
compared with a fuel cost of perhaps only UK£150.

However, it is not easy to predict exactly when the triads are going to
occur. Therefore, in order to ensure ‘triad capture’, Wessex Water starts its
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generators about 30 times per year for about one hour, expending approxi-
mately UK£3000 on fuel. Since triads always occur at times of high power
prices, savings are also obtained from avoiding the purchase of power during
such periods: this could cost about UK£3000, which more or less offsets the
cost of the diesel fuel used.

For advice on the likelihood of a triad occurring, Wessex Water pays for a
triad forecasting service, which typically arrives at 11.00 am in preparation for
a 5.30 pm run later that day. Triads always occur at about 5.30 pm on winter
weekdays, except on Friday.

Perhaps surprisingly, Wessex Water also has contracts with generating and
energy supply companies, who also pay to operate its diesels remotely from
time to time, for balancing purposes and when they are short of capacity.

Wessex Water clearly cannot be running for triad period supply and for
other generating companies when it has taken a capacity payment from the
NGT to keep its generators available. However, the company’s contracts
enable it to declare its generators unavailable during the anticipated triad peri-
ods – so the NGT will call upon another generator. Wessex Water declares the
status of its generators automatically in real time to third parties so that they
also know when they can or cannot be available.

OTHER BENEFITS: TESTING DIESELS OFF LOAD

Diesels must be run regularly at least once a month, and preferably once a
week, to ensure they will work when called on unexpectedly in an emergency
power failure. Failure to run diesel generators regularly means they are very
unlikely to start in an emergency, usually due to a variety of simple failures –
most commonly, flat batteries, contaminated fuel or corroded contacts. Even if
they do start, they are likely to stop after a short while – usually overheating
due to failures of the cooling systems.

There is a general tendency to assume that it is preferable to run diesels off
load: it is assumed that this is less harmful than wearing them out by running
them at full load. However, this ignores the fact that diesel generators are
designed to run at their stated rating. 

In fact, testing diesels off load is extremely harmful and can very quickly
ruin an engine – in as little as only 50 hours of accumulated running. This is
because under-loading causes a series of damaging interlocking events.
Initially, this involves low cylinder pressures and consequent poor sealing of
piston rings – these rely on the gas pressure to force them against the oil film
on the bores to form the seal. Low initial pressure also causes poor combus-
tion and resultant low combustion pressures and temperatures. This poor
combustion leads to soot formation and unburned fuel residues, which clog
and gum piston rings yet further, causing an additional drop in sealing effi-
ciency and exacerbating the initial low pressure.

Hard carbon also forms from poor combustion. This is highly abrasive and
scrapes the honing marks on the bores, leading to bore polishing, which then
results in increased oil consumption (‘blue-smoking’) and yet further loss of
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pressure since the oil film trapped in the honing marks maintains the piston
seal and pressures.

Unburned fuel leaks past the piston rings and contaminates the lubricating
oil. At the same time, the injectors are being clogged with soot, causing further
deterioration in combustion and black smoking. This cycle of degradation
means that the engine soon becomes irreversibly damaged, may not start at all
and will no longer be able to reach full power when required.

Under-loaded running inevitably causes not only white smoke from unburned
fuel due to the engine’s failure to heat up rapidly, but over time, as the engine is
destroyed, it is joined by the blue smoke of burned lubricating oil leaking past the
damaged piston rings and the black smoke caused by the damaged injectors. This
pollution is unacceptable to the authorities and any neighbours.

With a fully loaded diesel, there is only a very short puff of white smoke
that rapidly disappears once the diesels warm up in a matter of seconds.

The internationally agreed definitions of the power rating levels for diesel
engines are:

• standby: short-term use, only for ten hours per year;
• prime power: where the generator is the sole source of power for an off-grid

site, such as a mining camp or construction site, and demand is continuously
varying;

• continuous: output that can be maintained 8760 hours per year.

Typically, if the standby rating is 1000 kilowatts (kW), then the prime power
rating would be 850kW and the continuous rating 800kW.

Wessex Water sets are sized initially on the standby rating for emergency
use, but are run in load management mode at the continuous rating level,
which is about 80 per cent of the standby rating.

A diesel engine can be tested on full load by connecting it to a load bank;
but this usually means hiring a load bank and a specialist to physically connect
it, which is an expensive operation. Alternatively, a dedicated load bank is
sometimes provided; but this itself has a cost and is obviously a fuel waster.

The generator could, of course, be used to run the emergency load to
which it is connected; but this usually means an undesirable break in supply
unless short-term paralleling devices are fitted. Generally, the load connected
to a generator is found to be only about one third of its maximum standby
rating, so this can lead to long-term problems – although this is not nearly as
bad as no-load running.

One often finds that major defects are pre-emptively identified by load
management runs. For example, in a recent case at Wessex Water’s Weymouth
head works site, the generator caught fire due to a failed turbo oil seal; this
would have occurred sooner or later, but it was greatly advantageous that it
occurred during a load management run and not during an emergency run, and
was therefore repaired before the next power outage.

Therefore, load management is the ideal way to prove diesels without
destroying them because it gives a readily available full load test – and earns
income.
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In the UK, there is perhaps up to 20GW of emergency diesel capacity. With
the right financial incentives and explanations of the benefits, a large propor-
tion of this could be brought into Reserve Service and similar schemes. I would
expect that in 20 years this practice and the associated technology will become
standard.

CONCLUSIONS

Very small diesel generators already play a vital role in stabilizing the UK
national grid, using only about 10 per cent of the available generators. Clearly
the use of these unused sets could be expanded very economically to assist with
huge expansions of wind power and the likely power supply fluctuations that
would sometimes occur.
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8

Demand Flexibility, Micro-Combined
Heat and Power and the ‘Informated’

Grid

Bob Everett

INTRODUCTION

We are continually being told that energy efficiency is cheaper than energy
supply. If this is so, then the first response to coping with a varying electricity
supply source should be to turn off or delay a load, rather than start up yet
another generator. The overall potential must be enormous. It can be judged
by the drop-off in UK electricity demand that took place during the 1999 total
eclipse of the sun (see Figure 8.1). Over the space of half an hour, demand
dropped by 2.2 gigawatts (GW) as people found something better to do than
work. Over the next half hour it rose by 3GW as they went back to work, no
doubt after brewing a celebratory cup of tea or coffee.
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Figure 8.1 UK National Grid demand during the total solar eclipse, 
11 August 1999 
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WHAT IS NEEDED

There are many ways in which demand-side management could allow a higher
penetration of variable renewable energy electricity-generation sources; some
of these are described in other chapters. 

Overall flattening of day–night demand

There is considerable variability in electricity demand throughout the day, even
without the introduction of variable renewable electricity supplies. It would
thus pay to ‘flatten’ the day–night electricity demand curve by encouraging the
use of off-peak electricity. This would probably require an increase in the use
of electric heating. Given the availability of cheap North Sea gas, this has not
been economically viable in the UK since the 1970s, but could become so again
in the future. It would be beneficial for the economics of all forms of electri-
city generation, particularly those with high capital costs. In the past, this has
meant nuclear power; but it could equally apply to wind and tidal power. 

Frequency service to cope with failures of large power plants

As described in Chapter 7, hundreds of megawatts of backup power are neces-
sary for a period of up to half an hour to cover the failure of a large power
station. It would be useful if the demand-side role for this could be expanded.

Conventional short-term reserve service to cover wind
prediction errors

As described in Chapter 5, weather forecasting can predict the wind speeds that
a wind farm is likely to experience fairly accurately. What is not so accurate is
the precise timing of when a weather front is likely to arrive. This can lead to
large short-term prediction errors. The magnitude of the error could be many
gigawatts, depending upon the amount of installed wind capacity and its
geographical spread. The time scale of the error may be of the order of an hour
or more, depending upon how far ahead the prediction is being made. Large
amounts of local reserve service may be needed for balancing if grid connections
between different wind farm areas are weak, or if ‘local balancing’ is chosen for
operational or contractual reasons. Either way, it would be convenient if the
demand side could supply a gigawatt or more of short-term flexibility.

Longer time scale reserve service

Longer-term flexibility will be needed to cope with ‘the day with no wind’. The
wind will, of course, eventually return as weather fronts track across the country.
Typically, these may cross the UK every four or five days, so it would be useful
to have loads that could be delayed for this amount of time. In the longer term,
loads that could be delayed for up to six hours or so would be useful to cope with
the gaps between the output of any future large tidal power schemes.
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WHAT IS ON OFFER

Domestic refrigeration

Refrigerators are one type of load where the demand could be delayed. The
idea of equipping refrigerators to give short-term frequency service has been
promoted by companies such as Dynamic Demand (see www.dynamic-
demand.co.uk). It has developed a controller that monitors the mains
frequency and turns the fridge off if it falls below a preset limit. This concept
has received official support in the 2006 Climate Change and Sustainable
Energy Act (HMSO, 2006), which requires the Secretary of State to publish a
report on the technology’s potential to save greenhouse gas emissions.

While this seems basically a good idea, its target device – the domestic
refrigerator – is undergoing transformation with European Union (EU) legisla-
tion requiring better insulated, more efficient designs. It has been estimated
that annual UK electricity used by domestic ‘cold’ devices peaked at 17.5
terawatt hours (TWh) in 1999, falling to 15TWh in 2004 (DTI, 2006), due to
the increasing proportion of new high-efficiency designs. This trend is likely to
continue. It has been suggested that with new insulation technology, by 2050
this figure could have fallen to only 3.5TWh (Boardman et al, 2005). Even so,
this would represent an almost continuous system load of 400MW that could
be flexibly controlled. There is no reason why this control technology could
not be used in other applications, such as dimming street lamps, which would
add to this potential. 

As refrigerators become better insulated, so the length of time that the
supply could be delayed increases. One modern A++ rated domestic freezer is
advertised as being able to keep food frozen for 64 hours after a mains inter-
ruption.

Commercial refrigeration

Supermarkets and their associated distribution depots have large cold stores.
As with domestic refrigerators, the supply to these could be delayed for short
periods in order to cope with the needs of the grid. A recent study suggested
that these could offer about 300MW of short-term flexible demand within the
UK (IPA Consulting et al, 2006). As with domestic fridges, this potential could
fall in the longer term if higher overall insulation standards are brought in for
such cold stores.

Large-scale water pumping

The study cited in IPA Consulting et al (2006) also looked at the possibilities
for demand-side flexibility in the water industry, where large amounts of elec-
tricity are used for pumping. It concluded that the UK potential for delays of
one to three hours was almost 300MW. The time delays could, of course, be
increased given investment in suitable storage reservoirs.
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Off-peak domestic electric heating

According to the Building Research Establishment (2006), some 1.3 million
homes in Great Britain have electric storage central heating, using night-time
electricity supplied at a cheap rate. Water heating is carried out by an immer-
sion heater element, typically of 3 kilowatt (kW) rating, in an insulated water
storage tank. Space heating uses storage heaters that can have a typical input
rating of 10kW to 15kW per house. 

The Economy 7 tariff guarantees seven hours of cheap-rate electricity at
night; but the precise timing is controlled by the National Grid Company. The
switch-over from ‘day’ to ‘night’ tariffs is carried out by radio-controlled time
switches in each home. This technology (introduced during the early 1980s)
uses an inaudible sub-carrier on the three long-wave Radio 4 transmitters.
There are 15 channels available, enabling a progressive switching of the off-
peak load. There is obviously a potential for flexibility in delaying this load, or
even temporarily switching it off in the middle of the night. Having short-term
flexible demand that can only be used at night may seem restrictive; but the
load available is large.

Water heating is an activity that is likely to be carried out all year round.
A total of 1.3 million 3kW immersion heaters represents a national load of
nearly 4GW. In addition, there are likely to be many more off-peak immersion
heaters in non-centrally heated homes. 

Domestic micro-combined heat and power

Domestic-scale micro-combined heat and power (CHP) units using Stirling
engines are now being marketed, and prototypes using fuel cells are being
tested. The potential for this technology is enormous. A report by the Society
of British Gas Industries (2003) suggests that these could be potentially fitted
in 14 million UK homes as gas boiler replacements that also generate some
electricity. If each of these were rated at 1kW electrical output, this would
represent a total installed electrical generation capacity of 14GW. Current
models are only designed to operate as substitute (electricity-generating) gas
boilers. As such, they are controlled by the heat load of the house, rather than
its electricity load. There is, thus, an assumption that the aggregate output of
many hundreds or thousands of these will be a reasonable match to the aver-
age electricity demand of these homes.

There is the future possibility of modify the timing of the CHP system’s
operation, particularly if the system incorporated some heat storage, such as a
conventional hot water cylinder. This would allow it to respond to the needs
of the electricity grid as well as just the heat needs of the house. If domestic
micro-CHP were to become a successful technology, with millions of installed
systems, then the total national potential to make use of this flexibility could
amount to several gigawatts.

This would, of course, require some remote information link to the micro-
CHP system. Householders may wonder why their ‘gas boiler’ needs access to
a telephone line or a radio link; but there is a precedent for this. During the
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early days of small-scale (circa 100kW) CHP in the 1980s, the technology
gained a reputation for poor reliability. This situation was transformed by
installing modem links to the equipment suppliers that allowed online moni-
toring and fault diagnosis. Servicing and rapid repairs could be carried out
before problems became serious, expensive and embarrassing. The installation
of similar links to domestic micro-CHP units could prove equally useful.
Online monitoring could give increased reliability and consumer confidence,
and allow the designs to be pushed to higher efficiencies.

Once installed, the information link could be used for many other
purposes, including some form of remote scheduling of generation, making
domestic micro-CHP a complementary generation technology to wind power
or other variable energy sources.

METERING AND THE FUTURE

A major bottleneck exists at the metering interface between the small
consumer and the electricity supplier. This has not yet caught up with the infor-
mation age. The basic ‘spinning disk’ meter was introduced at the end of the
19th century, and attitudes towards it are largely unchanged. Meters are regu-
larly only read once a year and consumers (even quite large ones) are presented
with estimated bills for the rest of the year. Thus, most consumers are unaware
of the finer details of their electricity use and are completely unable to react to
the changing needs of the electricity grid. 

The increased use of micro-generation, such as photovoltaic panels and
domestic micro-CHP, brings with it the need for two-way metering and billing
for both imported and exported electricity. On-peak/off-peak meters are
already remotely radio controlled. It is only a short step to foresee a full two-
way flow of information between generators and consumers.

It has been suggested that such an ‘informated grid’ could give rise to
whole new decentralized markets for electricity (Awerbuch, 2004). Thus, if a
load were deemed to be relatively unimportant, it would not be supplied until
the electricity price had fallen to an appropriate level or a certain amount of
time had elapsed. Domestic micro-CHP plant could be remotely scheduled. At
present, the capital cost of ‘smart meters’ appears to be a stumbling block.
There is a perverse logic to this – the cost of a ‘smart meter’ may seem high
compared to the average domestic electricity bill. On the other hand, if these
meters allow the flexible use of limited energy supplies, it may be money well
spent. 

This leaves some unanswered questions:

• Who will do the controlling? 
• How will they interface with the current market structure?

As usual, further research will be needed.
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9

A Renewable Electricity System 
for the UK

Mark Barrett

INTRODUCTION

The world faces a combined environmental and energy challenge: global
warming and the depletion of fossil fuels.

Emissions of greenhouse gases, principally carbon dioxide (CO2), are caus-
ing global warming, which will make conditions difficult for human beings
and ecosystems. The main source of anthropogenic CO2 is the burning of fossil
fuels. Ultimately, a reduction in the global emission of anthropogenic CO2 of
more than 60 per cent is required so that the rate of climate change and the
final global temperature increase are not so extreme that the impacts on
humanity and ecosystems are catastrophic. Under the Kyoto Protocol, the UK
has a target of a 12.5 per cent reduction in 1990 greenhouse gas emissions by
2010. Beyond this, the current UK government has aspirational target reduc-
tions of 20 per cent by 2010 and 50 per cent by 2050.

At the same time, industrialized high-consuming societies rely heavily on
the supply of fossil fuels (gas, oil and coal) for the majority of essential and
leisure services. The remaining reserves of gas and oil will be severely depleted
over the coming decades, and global competition for these fuels will intensify.
UK production of oil and gas will decline rapidly, and providing services essen-
tial to current lifestyles with these fuels alone will not be possible in the
medium term. Coal reserves will last much longer at current depletion rates;
but coal emits more CO2 than the other fossil fuels per unit of energy
produced.

Demands for energy vary with social and economic activity, and some
depend upon the weather. The demands for energy for heating, lighting, cook-
ing, industrial processes, transport and so on vary hour by hour throughout
the day, the week and across the seasons; demands also vary spatially accord-
ing to human settlement patterns and economic activities. Fossil fuels exist in
natural reserves or stores; they may be extracted as quickly as required, and
they are easily transported and distributed to the point of use. They may be
easily stored, even in mobile vehicles, ships and aircraft. The supply of energy
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from fossil fuels may thus be easily adjusted to meet demands as they vary in
time and space.

Fortunately, the solutions to the problem of reducing CO2 emission will
also address the other problem: the exhaustion of finite fuels. The problems of
controlling climate change and of replacing fossil fuels can be addressed by
minimizing energy demand with energy efficiency, and by replacing finite fuels
with renewable energy sources. Nuclear power is a low carbon energy source;
but it relies on a finite source of energy – uranium – and it has severe safety,
public acceptability and economic problems.

Renewable energy is, by definition, inexhaustible. Unfortunately, the vari-
ous sources of renewable energy fluctuate widely over different time periods.
For some sources (e.g. tidal power), the fluctuations are quite predictable; but
for others, such as wind power, it is difficult to predict their intensities many
hours or days into the future. Apart from biomass and, to an extent, hydro,
renewable energy sources are not naturally stored to any degree, and artificial
stores have therefore to be made as required. Renewable resources also vary
spatially. The challenge, then, is find out how variable renewable energy
sources and storage can be combined in order to meet energy demands reliably
in the most cost-effective manner. This problem is particularly acute for elec-
tricity supply because electricity is expensive to store in significant quantities.

This chapter summarizes the results of a study based on an hourly,
dynamic physical energy model of a future UK electricity supply system based
almost entirely on renewable sources of electricity. It demonstrates the techni-
cal feasibility of a 95 per cent renewable electricity system, a finding that is of
strategic importance to the UK. 

Key findings of the study to date are:

• An electricity system is feasible in which 95 per cent of the energy is renew-
able; electricity can also be supplied reliably, hour by hour, over the whole
year. 

• Emissions of greenhouse gases and air pollutants from electricity generation
can be virtually eliminated. 

• The unit costs of electricity in the system are not excessive, compared to
future finite-fuelled generation, and are not subject to the uncertain avail-
ability and price of imported finite fuels. 

• The system is secure in the long term because it is largely based on indige-
nous energy sources and does not employ irreversible technologies that
pose substantial risks. 

• The renewable electricity can be used to substitute for some gas and liquid
transport fuels. 

The goal is to design a sustainable electricity service system that meets environ-
mental objectives for global warming and air pollution, and that also reduces or
eliminates several categories of risk associated with other electricity supply mixes. 

The electricity service system proposed would reduce carbon dioxide emis-
sions and provide secure energy supplies in a context of declining UK fossil fuel
production and nuclear generation.
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This electricity service system is one in which 95 per cent of electricity
demand is met by renewable energy sources sited in the UK. The options exer-
cised in the scenario to be described here include energy efficiency
improvements, the large-scale introduction of renewable electricity-only
sources, and biomass-fuelled combined heat and power (CHP). It is also
assumed that fossil-fuelled generation is used for firm capacity beyond that
provided by biomass CHP, that the trade link between the UK and France is
reinforced, and that existing nuclear stations are not replaced. The systems
modelled result in very low emissions of greenhouse gases and other atmos-
pheric pollutants because fossil fuel use is small. This system is one that might
be put in place over the next 40 years as nuclear and fossil generation decline. 

It is argued that the system proposed here is technically and economically
feasible and would meet environmental and energy security objectives. Prima
facie, the system is more desirable than one based on finite energy sources,
such as coal or nuclear power. It is therefore argued that such sustainable
systems should be further developed and assessed before strategic decisions
involving irreversible technologies are taken. 

The remainder of the chapter describes:

• the overall energy scenario context, including sectors other than electricity;
• the components of the electricity system: demand, storage and generation;

an optimized integrated system.

SCENARIO CONTEXT

The provision of electricity services should not be planned in isolation from the
overall UK and, indeed, European energy systems. Energy planning should be
integrated across all segments of demand and supply. If this is not done, the
system may be technically dysfunctional or environmentally and economically
suboptimal. Energy supply requirements are dependent upon the sizes of, and
variations in, demands over time scales from minutes to years, and these rely
on future social patterns and technologies. Some examples of integrated plan-
ning issues are as follows:

• CHP electricity generation depends upon the associated heat load, and this,
in turn, depends upon insulation in buildings and how much heat is
provided from other sources, such as solar energy.

• Electric vehicles will add to electricity demand, but reduce fossil liquid fuel
consumption and add to electricity storage capacity, which aids renewable
integration.

• Is it better to burn biomass in CHP plants and produce electricity for elec-
tric vehicles, or inefficiently convert it to biofuels for use in conventional
internal combustion engines?
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Scenario context: Dwelling space heating

As an example for context, the interaction between dwellings and energy
supply is briefly explored. This is only to illustrate and emphasize that deter-
mining optimum supply mixes can only be properly done with detailed
analysis extending across all segments of demand, and across supply systems
other than electricity.

The implementation of space heat demand management (insulation and
ventilation control) will change the amount and time variation of heat demand
in the domestic sector. Figure 9.1 shows a possible profile over the coming
decades for maximum demand management as building regulations and refur-
bishment take effect.

Note: The title GBR: TechBeh: W/ °C: Elements means Great Britain: Technical and Behavioural Scenario: Heat
Loss in W/ ° C of Different Elements of a Building. ‘Vent loss’ is ventilation loss. 
Source: Society, Energy and Environment Scenarios (SEEScen) model 

Figure 9.1 Scenario context: Decreasing dwelling heat-loss factors

Figures 9.2 and 9.3 illustrate how increased energy efficiency will change heat
loads in a typical building now and in a future insulated dwelling that is main-
tained at low temperatures. Increased energy efficiency will reduce the seasonal
variation in heat demand. However, air-conditioning needs will increase if
house design is poor. These heat load variations are shown to illustrate how
the supply requirements for heating fuels – gas, electricity and CHP heat –
depend upon many demand factors. Note that in Figure 9.2 the thermostat
setting refers to the temperature below which space heating is activated (there
is a different upper limit above which air conditioning is activated). The
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particular space heat setting of 20°C is one where it is assumed that system
control has reduced the average dwelling comfort temperature (this is part of
an analysis of the effects of occupant behaviour).

Source: SEEScen model

Figure 9.2 Scenario context: Current dwelling monthly heat demands

Source: SEEScen model

Figure 9.3 Scenario context: Insulated dwelling monthly heat demands
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A SUSTAINABLE ELECTRICITY SYSTEM

The bulk of the remainder of this chapter describes the construction of a
scenario for a sustainable integrated electricity system for the whole of the UK.
The development profile over the years of the system, say 2006 to 2040, is not
described here; if the ‘end state’ system appears feasible based on current tech-
nology and incremental extensions, there seems to be no reason to doubt that
the system could be constructed over the coming decades.

The components of the system are described: demands, generators, stores
and trade links. These are then assembled into an optimized system that
enables demands to be met securely at least cost. This involves modelling the
hourly variation in demands and supplies, and adjusting the capacities of the
different sources and stores until the minimum cost is found.

Spatial issues are not explicitly addressed here. Increasing the geographical
range of electricity systems increases the temporal diversity of demand and supply,
which reduces the temporal problem of matching renewable energy to demands,
but also imposes spatial requirements for transmission and distribution networks.
These requirements and their associated costs are not analysed here.

Electricity demands

Future electricity service demands in terms of type, temperature, quantity, time and
weather dependency rely on the scenario context. In this scenario, it is assumed that
the demands for electricity-specific services that can use no other fuel (such as
computers, communications, lighting and some motive power) will generally
stabilize because efficiency gains will offset growth factors such as population.

The use of electricity for heating depends upon the relative availability and
prices of other fuels that can perform this function. Energy efficiency will reduce
the heat demand in dwellings; but gas will eventually have to be replaced,
perhaps with electric heat pumps. The balance of these effects on electricity
demand requires analysis.

The replacement of liquid fossil fuels is perhaps the most difficult energy
supply problem. Electric vehicles are here assumed to make large inroads into
the car and light haulage vehicle markets. Vehicles are mostly in use during
times of high electricity demand; therefore, their batteries would be predomi-
nantly charged at off-peak times, thus reducing the diurnal variation in total
electricity demand. The use of electricity for making hydrogen to be used in
fuel cells is excluded because this route is currently less efficient than the
combination of batteries and electric motors. If hydrogen technologies were to
improve, hydrogen fuel cells would replace batteries, where appropriate. This
substitution would not change the rest of the electricity system significantly
because the electricity requirements for charging batteries or producing hydro-
gen would be similar in quantity.

Other characteristics of demand can also be important:

• end-use technologies: the capacity for control, storage and the ability to be
interrupted.
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• multi-fuelled energy services: electric, solar and gas heating, and electric
and liquid-fuelled hybrid cars; fuels can be switched according to which
energy supply is available.

Electricity service demands are divided into six categories, each with different
weather dependencies, use patterns and service storability. An electricity
demand forecast of 282 terawatt hours (TWh) is used, as shown in Table 9.1.
This varies from year to year because of weather. The possibility of meeting
larger demands is discussed at the end of the chapter.

Table 9.1 Future annual UK electricity demand characteristics

Service Service Weather Electricity service Percentage
storable dependent demand (TWh) of demand  

Lighting No Yes 22 8%  
Non-space heating Yes Slightly 70 25%  

Space heating Yes Yes 34 12%  
Air conditioning Yes Yes 4 2%  

Electric vehicle charging No Slightly 37 13%  
Electricity specific No Slightly 114 40%  

Total electricity 282 100%
service demand

Source: SEEScen model

Energy storage

Energy storage is used to improve the match between demand and supply.
From early in the development of electricity systems, energy storage has been
used to reduce the peak capacity requirements for transmission, distribution
and generation. Since the 1950s, storage has been installed in the electricity
system and extensively in consumers’ buildings.

System storage, currently in the form of pumped storage, is used to help
even out the load on generators and to provide fast response in case a large
generator fails. Energy is put into the store by pumping water uphill and is
taken out by letting the water back out through hydroelectric turbines.
Currently, pumped storage in the UK has a capacity of some 2 gigawatts (GW)
electrical power and can store some 10 gigawatt hours (GWh) of energy.

To increase base-load demand and thereby improve the economics of large
coal and nuclear generators, off-peak heating was introduced to consumers’
premises in the form of hot water tanks and off-peak storage heaters.
Currently, some 10 per cent of UK dwellings have electric space heating, and
a large fraction have electric heaters (immersion heaters) in hot water tanks,
although most water heating uses gas. These existing systems incorporate
stores that have a total UK electrical input power of perhaps 40 gigawatts of
electricity (GWe) to 60GWe, and a maximum energy storage capacity of some
200GWh.

A Renewable Electricity System for the UK 163

3189 J&J Renew Electricity Grid  6/8/07  7:35 PM  Page 163



Further end-user storage can be implemented – for example, in end-use
technologies such as building thermal mass, refrigerators or batteries in elec-
tric vehicles.

Generation

Renewable electricity sources
Cost and performance figures for renewable technologies have been taken from
a number of sources. For most of these, the cost reductions that might occur over
the next 20 to 40 years have to be projected, with uncertainties being particularly
large for wave and tidal power for which there is little commercial experience,
and for photovoltaics where there may be step changes in technological
improvement. The total economic energy resource available from renewables
depends largely upon the availability and cost of competing fuels – the greater
the cost of other fuels, the greater the ‘economic’ renewable resource. This is
particularly so for wind and wave, which have large offshore resources, and solar
heating and photovoltaics. There are, however, narrower technical limits to some
renewable sources – most notably, hydro and waste biomass.

Table 9.2 summarizes some costs and estimates for the potential of renew-
able electricity. The table is mainly based on the working paper Technical and
Economic Potential of Renewable Energy Generating Technologies: Potentials
and Cost Reductions to 2020, an input by the UK Cabinet Office’s Perform-
ance and Innovation Unit (PIU) to the UK government’s 2003 Energy Review
(PIU, 2002). Of particular note is the projected cost of photovoltaics (PV)
mounted on buildings for 2020. The tidal lagoon estimates are quoted in A
Severn Barrage or Tidal Lagoons? (FoE Cymru, 2004). The potentials and
costs have been used as a guide to the inputs of the later modelling, although
the costs assumed in the modelling are generally higher than in Table 9.2,
which reflects caution in using cost projections. However, it is to be noted that
a 95 per cent renewable system would be fully implemented some years after
2020 when costs will have been further lowered because of technology devel-
opment and mass production.

Biomass is a renewable energy source that can provide heat and electricity at
any time because the energy is in a stored form. Table 9.3 shows estimates of the
mass and energy content of waste and energy crop biomass. The amount of
electricity that may be generated from this in CHP plant has been calculated using
an efficiency to electricity of 25 per cent and a capacity factor of 45 per cent. 

Combined heat and power (CHP)
CHP converts fuel into heat, which is then used to produce steam and elec-
tricity, and the waste heat is used to meet heat demands. In consequence, CHP
uses about two-thirds as much fuel as providing electricity and useful heat
separately, with CO2 emissions reduced accordingly. The potential output of
CHP depends upon low-temperature heat demands, and the fraction of these
demands that might be met with available, cost-effective combustible fuels or
other source of high temperature heat.
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Table 9.2 Renewable energy technical and economic potential

Cost (UK Economic Technical Capacity Economic Technical
pence/kWh) potential potential factor potential at potential

at this cost (TWh) (percentage) this cost (GW)
(TWh) (GW)

Source Technology

Solar Building photovoltaics 7.0 1 266 14 0.4 216.9 
Wind Offshore 2.8 100 3500 30 42.3 1479.8 
Wind Onshore 3.0 58 317 27 22.1 120.6 
Wave  4.0 33 600 40 9.4 171.2 
Tidal Stream 7.0 2 36 40 0.5 10.3 
Tidal Lagoon 2.5 24 24 61 4.5 4.5 
Hydro Small 7.0 2 40 80 0.3 5.7 
Biomass Municipal waste 7.0 7 14 60 1.2 2.6 
Biomass Landfill gas 2.5 7 7 60 1.3 1.3 
Biomass Energy crops 4.0 33 70 5.4 0.0 

Total  266 4804 87.4 2012.9 

Source: PIU (2002)

The current UK CHP electricity output is about 27TWh from 5.6GWe capac-
ity, running at a capacity factor of 55 per cent. Some estimates, such as The
Government’s Strategy for Combined Heat and Power to 2010 (DEFRA,
2004) place the potential to be in the range 50TWh to 100TWh for large-scale
and micro-CHP, corresponding to about 20GW capacity. However:

• A major fraction of this CHP would use imported fossil fuels (mostly gas),
which will become scarce and expensive and are carbon-emitting.

• This assumes heat loads that may actually be smaller in scenarios with high
energy efficiency: CHP potential depends upon the overall scenario context.

Table 9.3 Biomass potential

Biomass Mega- Gigajoule Petajoule Eff(e) Terawatt Capacity Gigawatts
tonnes (GJ)/tonne (PJ) (percentage) hours of factor (GW)

(Mt) electricity 
(TWhe) 

Waste Wood waste 4.5 13 59 25 4 45% 1.0  
MSW 8.0 9 72 25 5 45% 1.3
Straw 3.0 14 42 25 3 45% 0.7  
Sewage 0.4 15 6 25 0 45% 0.1  
Animal waste 3.0 7 21 25 1 45% 0.4

Total 18.9 200 14 3.5 

Energy 
crops 8.0 14 112 25 8 45% 2.0

Total 26.9 10 312 22 5.5 

Note: MSW = municipal solid waste.
Source: MacLeod et al (2005)
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Accordingly, in the scenario it is assumed that CHP potential is ultimately
limited to that which may be fuelled with biomass – 5.5GW at a 45 per cent
load factor, producing 22TWh of electricity. However, during the period lead-
ing to a fully sustainable, renewables-based system, gas and other fuels used
for heating and electricity should be used in CHP plant, where possible,
because this results in lower fuel use and CO2 emissions. A scenario in which
fossil-fuelled CHP increases and then declines over the next 40 to 50 years may
be envisaged. Heat distribution networks developed for CHP would facilitate
the rapid and economic introduction of other heat sources, such as electric heat
pumps or solar energy, as gas supplies become scarce.

Variations in the electricity and heat outputs of CHP are basically deter-
mined by variations in the heat loads they service across the day, week and
year. The electricity output of CHP may be manipulated by:

• altering the heat to electricity ratio of the generator (within a range that
depends upon the type of technology);

• using heat storage to decouple the CHP heat output from heat demand (this
allows CHP to contribute to some electricity demand–supply matching).

Optional generation
Optional generation is electrical generation that can be provided depending
upon whether variable generation, storage and trade are insufficient to meet
demand. It is possible to avoid any such generation by increasing the capacity
of storage and international links. However, further analysis is needed to
establish whether this would be economically optimal. In the optimized
system, optional generation operates in an annual capacity factor range of 5
to 20 per cent. Existing and new fossil-fuelled generation could be used to
meet any deficit of CHP and renewable electricity supply. Currently, there are
about 55GW of capacity in major fossil stations, and about 10GW available
from private generators as shown in Table 9.4. Some of these could be
retained for the long-term future or new flexible plant could be built,
depending upon the economics. The coal-fired stations provide strategic
security since they can use indigenous reserves.

Table 9.4 Current UK firm capacity (optional generation)

Type Fuel GW Future fuel supply 

Public (large) Coal 19 Large domestic coal reserve

Oil 5 Imported oil held in strategic reserves

Dual-fired 6

Gas 25 Imported gas, some held in UK storage

Private (small) ~10  

Sources: various
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Regional and international linkage

Currently, it is assumed that there is sufficient diversity within the continental
European system that the UK can import or export, at any time, to the capacity
limit of the international UK–France link. Here, this is set at a maximum of 6GW,
compared to the current 2GW. This is a strong assumption; but the capacity of
interconnection across and outside Europe will almost certainly increase.

SYSTEM INTEGRATION AND OPTIMIZATION

Operational issues

The design and operation of electricity systems depend upon the reliability
with which demands and supplies can be predicted over different time scales,
from minutes to months, and the sophistication of the control of demand and
supply technologies. As the UK electricity system becomes increasingly inte-
grated with the European system and systems further afield, the design and
operation of these systems will become more complex.

Communications and information processing technologies are already
adequate for the precise control of demand technologies, generators and stor-
age. The accurate prediction of demand and supply will become more critical,
mainly because of the larger variable renewable component of supply and its
consequences for the operational management of demand, storage and trade.
However, prediction will improve with the refinement of weather and other
data, and of simulation models:

• Weather forecasting will become more precise.
• Energy efficiency and demand management will reduce the less predictable

weather-dependent loads, such as space heating and lighting.
• Demand prediction will become more accurate as models improve.
• Predicting outputs from variable sources will become more accurate.

Demand and supply correlation

The planning of electricity supply must include detailed demand analysis because:

• Weather variables are correlated.
• Energy demands vary with time because of social activity and weather

patterns. 
• Renewable energy supply is weather dependent.

The firm capacity of renewables is the capacity of optional (biomass, fossil or
nuclear) sources replaced, such that demands can be met with a specified reli-
ability. The firm capacity of a renewable source depends on the correlated
variations in demands and renewable supplies. Importantly, the variations in
some demands depend upon the same weather parameters as the outputs from
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some renewables. To illustrate:

• If solar photovoltaics were to meet space heating demand, its firm capacity
would probably be close to 0 per cent; if it were to meet air-conditioning
demand, it might be 50 per cent because large air-conditioning loads occur
at times of high insolation. 

• Air-conditioning load is negatively correlated with wind speed. However, a
significant fraction of space heating is positively correlated to wind speed
and wind power because wind increases ventilation losses. Assuming that a
significant fraction of buildings use electric heat pumps, then the electricity
demand from these houses would vary by several gigawatts with wind
speed (note that this ignores time lags due to building thermal mass and
differences in location of demand and supply).

Load management

Load management is the process of manipulating demand by means of storage
and interruption in order to better match supply. A portion of electricity
demand may be moved if the net cost of a move is negative, accounting for
differences in marginal supply costs, energy losses and other operational costs.

Electricity demand may be disaggregated into segments across sectors and
end uses, each segment with a temporal profile and load management charac-
teristics, such as energy storage capacity. Variable electricity supply comprises
renewable sources and heat-related generation, each with their own temporal
profile. The mismatch between variable sources and demand can be met with
a combination of optional thermal generators (characterized by energy costs at
full and part load, and for starting-up), traded import or export, and system
or end-use storage.

Figures 9.4 and 9.5 demonstrate the role that load management might play
in a putative future system (different from the 95 per cent renewable system
described later in this chapter), integrating variable renewables and CHP
within electricity supply on a winter and summer’s day, shown in the graphs as
starting at 0 hours. Heat and electricity storage (hot water tanks, storage
heaters and vehicle batteries) can be used to store renewable energy when it is
available so that the energy can later be used when needed. Other demands,
such as refrigerators, can be manipulated or interrupted. In this example of
load management, mainly heat demands are managed with storage. 

Figures 9.4 and 9.5 show how, by moving demands with storage, the
system demand profile can be matched to variable supply from CHP and
uncontrollable renewables. The residual demand to be met by optional gener-
ators (conventional nuclear and fossil) is then flat. This means that these plants
do not have to ‘load follow’, which wastes energy, and that the required
installed capacity of such plant is reduced.

The system graph (Figures 9.4 and 9.5, top left) summarizes:

• system demand (end-use demand plus transmission losses);
• variable renewable and CHP supply (here, called ‘essential’);
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Source: EleServe model

Figure 9.4 Matching without load management: A winter and summer’s day

Source: EleServe model

Figure 9.5 Matching with load management: A winter and summer’s day
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• trade;
• system storage (pumped storage);
• optional supply required to meet difference between demand plus storage

and variable supply.

The demand graph (Figures 9.4 and 9.5, top right) shows demand for differ-
ent end uses: cooling, heating, processes, lighting, appliances, and work or
motive power. The marginal costs graph ((Figures 9.4 and 9.5, bottom left)
shows the energy costs of generation, the costs of starting up plant and the
distribution costs (currently, a simple constant).

The generation graph ((Figures 9.4 and 9.5, bottom right) shows the
output from each generation source in sequence from bottom to top: renew-
able sources, CHP and optional generation ordered by increasing steady-state
marginal cost (excluding start-up costs).

The load management simulation in Figure 9.5 demonstrates how variable
electricity supplies constituting about 50 per cent of peak demand, using heat
storage alone, can be absorbed so that the net demand met by optional gener-
ation is levelled. This indicates that large fractions of variable electricity supply
can be absorbed into the electricity system without special measures other than
the control of heat stores. Further investigation of other system configurations
and renewable generation is required to establish the exact potential of load
management.

An optimized system: Summary

A model called Energy Space Time (EST) is used to:

• simulate the hourly demands, renewable and optional generation, storage
and trade flows;

• find the least-cost mix of generators, stores and trade capacities. The annu-
itized costs of capital are calculated using a 5 per cent discount rate.

The remainder of this section summarizes the optimized system as modelled
with EST. This is the source of tables and graphs in this section.

Technical
Figure 9.6 depicts the capacities of the generators and trade link, and of the
electricity and heat stores. 

Table 9.5 summarizes the annual energy flows of the system for a simulated
year. The flows vary from year to year because of fluctuations in demand and
renewable output due to variations in the weather and renewable resources. 

Economics
Table 9.6 shows the total annual cost of the system and the average unit price
of electricity. Both of these will vary from year to year because of weather-
induced changes in demand and in supply, particularly in trade and optional
generation. The annual cost of the renewables does not change significantly
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Table 9.5 Annual energy: Technical summary

TWh
Demand 282.2

Transmission losses 16.9
Supply requirement 299.1

Supply Renewable 292.2 98%
Spilled –10.0 –3%

CHP-bio 19.2 6%
Optional 5.2 2%
Storage 2.2 1%

Country supply 308.8 103%

Country surplus 9.7
Trade –8.8

Country supply 300.0

Notes: ‘Renewable’ refers to electricity-only renewable systems. ‘CHP-bio’ refers to biomass-fuelled CHP.
‘Spilled’ is the electricity spilled because it is generated by renewables but cannot be absorbed by demand,
storage or export.
Source: EST

Note: Key on page 174.
Source: EST

Figure 9.6 Generator capacities
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except for expenditure on maintenance that is related to energy output for that
year. Negative energy costs arise because of export. On average, the trade
balance for the optimized system is near to zero.

Table 9.6 Annual costs: Economic summary

Annual cost £UK

Capital 16.7
Energy –0.7
Store 0.3

Total 16.2

Average 5.4 UK pence/kWh

Source: EST

The pie chart in Figure 9.7 shows the distribution of annualized expenditure
summarized in Table 9.6. 

Note: Key on page 174.
Source: EST

Figure 9.7 Breakdown of annualized component costs
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Optimized system: Demand and technology details
Table 9.7 shows further details of the optimized system. Shaded cells contain
assumptions; those with bold type are the values changed by the optimizer. The
rows labelled minimum and maximum show the allowed range of values, and
the row labelled current is the optimized value between those limits. Of note
are the energy generated, the capacity factors, and the unit cost of electricity
generation shown in the last row. The negative numbers for trade arise
because, for this particular year, electricity is exported. 

Key to Figures 9.6–9.12 and Table 9.7

Demand Light Lighting
Heat Water and other heating
Space heat Space heating
Air con Air conditioning
EV charge Electric vehicle charging
Ele spec Electricity specific

Supply Hydro_1 Hydro 1 generation
Solar_1 Solar PV 1 generation
Wind_1 Wind 1 generation
Wind_2 Wind 2 generation
Wave_1 Wave 1 generation
Tide_1 Tidal 1 generation
CHP-bio Biomass CHP

Summary Trade Trade with France
Optional Fossil generation
Sup_Req Required supply
Sup_Var Variable generation
Sup_Tot Total generation
Tr_Loss Transmission loss

Storage StEl_In Electricity storage input power
StEl_Sto Electricity storage capacity
StEl_Out Electricity storage output power
StHe_In Heat storage input power
StHe_Sto Heat storage capacity
StHe_Out Electricity storage output power

Optimized system: Hourly performance
This sub-section illustrates how the optimized system performs hourly for indi-
vidual sample days, and throughout the year. Figure 9.8 shows a winter’s day
in which the variable supply of electricity from renewables and CHP is greater
than demand during the day. Surplus variable generation is exported and
placed into energy stores.
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Note: Key on p 174.
Source: EST

Figure 9.8 Sample winter’s day: Variable supply excess
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Figure 9.9 shows a winter’s day when demand is greater than variable supply
during the day. The deficit is met with import, energy from stores and optional
generation.

Note: Key on p 174.
Source: EST

Figure 9.9 Sample winter’s day: Variable supply deficit
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Figures 9.10, 9.11 and 9.12 show the electricity system performance for
four sample months (January, April, July and October), each with five sample
days. Figure 9.10 shows how the assumed demands vary due to socio-economic
activity and weather patterns.

Figure 9.11 shows the generation from renewables, CHP and optional
sources: trade imports are shown as positive, exports as negative.

Figure 9.12 depicts the energy stored (thick lines) and inputs and outputs
from the stores.

CONCLUSIONS1

This chapter has summarized some of the principal features of a sustainable
electricity service system. It has shown how indigenous renewable energy
sources can provide up to 95 per cent of electricity supply securely if storage,
trade and optional generation are also deployed. It further demonstrates that
the unit cost of electricity (averaging about 5.5 UK pence per kilowatt hour)
may not be excessive when compared to future fossil or nuclear generation
costs. The chapter emphasizes that the cost estimates for renewables in 10 or
50 years time are inevitably speculative, as they are for fossil and nuclear
generation. However, there is more certainty about renewable energy costs
because they are not dependent upon finite fuel prices, which will inexorably
increase. The future unit cost of electricity will probably be higher than today
in any scenario because of capital cost and fuel price increases, either in a high
renewable future or one with large fractions of fossil and nuclear generation.
The scenario is more secure than high fossil/fissile scenarios because it is
almost immune to the unpredictable future prices and availabilities of finite
fuels, and it incorporates a mix of low-risk, reversible technologies.

It is not claimed that this system is necessarily the best since it does not
include all the possible options in terms of technologies or operational strat-
egy. The optimal system depends upon the many assumptions about future
demands, and the performance and costs of generation, storage and transmis-
sion technologies. Changes in these assumptions will lead to different
solutions. However, some of the costs and technicalities of a working system
have been demonstrated: the challenge is to find better solutions.

Energy security can be defined as the maintenance of safe and economic
energy services for social well-being and economic development, without
excessive environmental degradation. Demand management and energy effi-
ciency are the fundamental options to improve security. Most forms of energy
supply are associated with some combination of technical, environmental or
economic insecurity:

• Renewable sources are, to a degree, variable and/or unpredictable. How-
ever, most renewable technologies are dispersed, mass-produced, reversible
(they can be removed without trace) and present no large-scale risks.

• Fossil fuels produce greenhouse gases, are finite and will be increasingly
imported. UK coal reserves are large; but coal has a high carbon content.
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Imported fuels suffer price volatility. 
• Nuclear fuels are finite, and nuclear technologies are, effectively, irre-

versible and present potentially large risks.

Further analysis

This chapter presents the results of work in progress. There are many aspects
that warrant further investigation in order to test the robustness of the system,
and to seek different and better solutions.

Increased demand
The demand for electricity is the fundamental driver. Careful analysis of this is
required, especially in the context of overall energy, in which electricity may
substitute for gas in the stationary sector and for liquid fuels in the transport
sector. The correlations, positive or negative, between demand and renewables
have significant impacts on costs.

If demand is increased, then so must supply. The PIU (2002) survey of
renewable energy sources shows that to increase renewable output to 400TWh
to 500TWh per annum, or more over the next 40 to 50 years, may not be an
unreasonable target. The offshore wind and building-integrated photovoltaic
resources, using proven technologies, are in excess of 1000TWh per year. As
renewable supply increases, so the average unit cost of supply rises; but model-
ling indicates that the rate of cost increase is not very steep.

Different renewable fractions
Beyond the scenario presented here, systems with 100 per cent renewable
energy have been modelled and shown to be feasible. With such a penetration,
the detailed analysis of demand–renewable correlations, renewable siting and
technologies, and storage and trade becomes more critical.

International electricity context
An extensive continental grid already exists, and increases in the capacity of
connection between the UK system and the continental grid enhance the bene-
fits of diversity at the cost of transmission. Some implications of a larger grid
are discussed elsewhere in this book. The advantages of extending the system
include more demand and renewable supply diversity because of different
weather and demand patterns (the latter includes the effect of time zones) in
other countries. Some European countries have a large hydro component,
which is, to a degree, an optional renewable source and may be used for some
matching of generation to demand.

Economics
If the performance and relative costs of the technologies changed, then so
would the configuration of the optimum system. Assumptions about storage
and photovoltaic technologies are perhaps the most critical.

Arguably, photovoltaic generation has the least environmental impact of
the renewable sources. In addition, most PV would be sited near demand, on

A Renewable Electricity System for the UK 179

3189 J&J Renew Electricity Grid  6/8/07  7:35 PM  Page 179



buildings, where maintenance and transmission needs and costs would be less
than for the remote sources. An interesting question, then, is to what extent a
reduction in the relative cost of PV would increase its contribution in an opti-
mized system.

Modelling of the following aspects could be refined:

• demand, in terms of quantity, use patterns, weather dependency, control
and correlation with renewable supply;

• technologies and their controls (i.e. load management, storage and renew-
able energy);

• the spatial aspects of the system and transmission requirements.

Optimization could include:

• demand management decision variables, such as the ability to be interrupted
and efficiency costs;

• control strategy parameters for operating demand management, storable
renewables (hydro and tidal), stores, CHP and trade.

NOTE

1 More details and context of the work presented in this chapter may be found at:
www.bartlett.ucl.ac.uk/markbarrett/Index.html.
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10

Reliable Power, Wind 
Variability and Offshore Grids 

in Europe

Brian Hurley, Paul Hughes and Gregor Giebel

WHERE ARE THE WIND RESOURCES?

This chapter takes as a starting point the recent study Sea Wind Europe
(Greenpeace, 2004), which identifies the magnitude of the offshore resource by
country, the annual yield in gigawatt hours (GWh), the capacity in gigawatts
(GW), the area occupied in square kilometres (km2), and the percentage of
available area for the periods of 2003–2010, 2011–2015 and 2016–2020. 

A recent report by the European Wind Energy Association (EWEA, 2004)
provides further material and, with earlier studies, gives estimates of the land-
based potential for wind energy development. The total on-land technical
potential yield for the 15 European Union member states (EU-15), plus
Norway, is given as 649 terawatt hours per year (TWh yr–1). 

For offshore wind, a 1995 study by Garrad et al (1996) gives the technical
potential as 2463.7TWh yr-1 within some tens of kilometres off the coasts of
Europe. 

These totals are very significant in comparison with the current generation
within the EU-15 of 2572TWh yr–1 (2000 figures). A more detailed measure of
the scope offshore can be gleaned from an examination of Table 10.1 from the
Greenpeace (2004) report.

European winds are driven by the westerly atmospheric circulation that is
characteristic of middle latitudes. Frontal systems and depressions are a feature
of this westerly circulation. A longer-term influence is the North Atlantic oscil-
lation, which has a large climatic influence on the North Atlantic Ocean and
the surrounding landmasses. This has an effect on the tracking of weather
systems, moving them from a north-easterly track to a more easterly track
across the landmass of Europe (see Figure 10.1). The Mediterranean region is
influenced by a series of more localized effects (see Figure 10.2). 
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Table 10.1 Possible offshore development within Europe (2020)

Annual energy Capacity Area occupied Percentage of
yield (AEY) (GWh) (GW) (km2) available area

Belgium 23,077 6.67 834 37.37  

Denmark 95,126 27.79 3474 3.98  

Finland 18,366 13.40 1675 2.66  

France 106,065 32.78 4097 6.27  

Germany 40,766 11.54 1443 5.47  

Greece 2755 3.30 413 1.91  

Ireland 56,935 15.34 1917 3.19  

Italy 26,014 16.98 2122 4.36  

Netherlands 24,046 6.56 820 1.62  

Portugal 39,188 12.74 1592 16.07  

Spain 77,831 25.52 3190 9.57  

Sweden 47,161 17.26 2157 1.99  

UK 163,566 46.75 5844 1.97  

Total 720,896 236.62 29,578 3.38  

Source: Greenpeace (2004)

Notes: Arrow lengths represent the wind speed, and arrow direction its direction. Note the high and low wind regions.
Source: www.cdc.noaa.gov/cdc/reanalysis/reanalysis.shtml

Figure 10.1 Typical wind patterns over North-West Europe
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Source: www.nrlmry.navy.mil/~medex/medmap.html

Figure 10.2 Wind patterns over the Mediterranean region

WHAT HAPPENS WHEN THE WIND DOES NOT BLOW?

It is a rare event when the wind does not blow in a region, and an even rarer
event when a larger region is considered. Taking Europe as a whole, it has been
found that averaging 51 one-year onshore time series on an hour-by-hour basis
leads to a minimum generation of 1.5 per cent of the installed capacity at all
times. But how will a region cope with the rare event of a lack of wind or with
low wind? One has to consider what occurs as more wind is integrated. Several
parallel developments are likely to transpire as part of policies to further
increase the penetration of wind:

• A different mix of conventional plant will be the context as new conven-
tional plant is added – for example, more open-cycle gas plant or
combined-cycle plant designed for flexibility would become available.

• Older conventional plant, such as coal, oil and gas plants plants being
retired, can be refurbished so that they may be used as a cheap form of
‘storage’, either being called on occasionally to run from conventional fuel
or new liquefied natural gas supplies, or (with suitable modification) to use
new renewable fuels, such as solid or liquid biomass. In the longer-term,
hydrogen and other suitable energy storage media will also be available.

• Additional interconnection will become available as inter-country and
inter-regional flows increase to allow greater flexibility in meeting maxi-
mum demand in specific regions.
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• There will be specific interconnection of regions to capture the geographi-
cal dispersion effect for wind.

• There will also be increased information technology enhancement of the
grid (i.e. an emergence of the ‘intelligent’ grid). 

Low correlations between wind power production at individual sites that are
geographically distinct will smooth the production profile since the probabil-
ity of some wind generation at any time is higher when the production profile
does not rise and fall in unison at different sites. Typical weather patterns in
Europe are only about 1500km in extent. Essentially, this implies that the wind
always blows somewhere. 

The cross-correlation between any 2 of 51 stations distributed all over
Europe was investigated. From these (onshore) stations, one year’s worth of
three-hourly wind speed and direction data was available (Giebel, 2001),
typically measured at 10m above ground level. A small value for the cross-
correlation coefficient means that the single time series adds up to a smoother
time series, while time series with high cross-correlation coefficients just add
their variability. 

Notes: The dashed lines at ±0.13 are only used to guide the eye. The arrow points to the pair of stations on
Sardinia, Italy. In the inset, the same plot is scaled logarithmically. The solid line is an exponential fit exp
(–Distance/D), with D being 723km.
Source: Giebel (2001)

Figure 10.3 Correlation coefficient for every pair of stations at lag = 0 hours

Figure 10.3 shows the correlations for all pairs of stations, together with their
respective distances. While short distances give the highest correlations, a short
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distance does not necessarily mean that the time series are correlated. Local
effects can actually lead to a significant decoupling of the time series (Joensen
et al, 1999). The best example for this is the point represented by the pair
Alghero–Cagliari in Italy, where the cross-correlation for a distance of 170km
drops to 0.29. These stations are in the north-west and south of the island of
Sardinia in the Mediterranean and, hence, have rather different microclimates.
The low wind speeds at both stations (2.9m s–1 and 3.9m s–1) point to local
influences dominating the wind.

Notes: Relative refers to the standard deviation divided by the mean of the time series. In the inset are the
numbers of farms included for a given radius.
Source: Giebel (2001)

Figure 10.4 Relative standard deviation of the time series resulting from
combining all available stations (‘farms’) within a circle of radius R around

any one station

For longer distances, the result is as expected: the correlation is very small.
Hence, spreading out the wind power generators should lead to a reduced vari-
ability of the resource since the standard deviation of the sum of N time series
is given as: 

1σsum2 = –––   �
i

�
j

σi σj corrij [1]
N

2

with σi and σj being the respective standard deviations of the individual time
series.
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Note that the correlation function of two time series pt and qt is as follows:

1
N–k

ak = –––   �
t=l

p̂t q̂t+k / σp σq [2]
N

with:

p̂t = pt – µp and  q̂t = qt – µq. [3]

The sum µp/q is the mean of the corresponding time series; sp /q is their stan-
dard deviation. The time lag between the two series is represented by k. For
the autocorrelation function, set qt = pt.

In Equation 2, ak is the cross-correlation coefficient. A value of 1 means
that the time series are completely correlated, while a value of 0 means that the
data are completely uncorrelated.

Averaging these 51 one-year time series on an hour-by-hour basis leads to
a minimum generation of 1.5 per cent of the installed capacity at all times
(Giebel, 2001). Another study uses the same data, but a different procedure,
and comes out with 1 per cent of cases when there is no wind power at all in
the European grid (Landberg, 1997). Both these studies refer to onshore only.
The wind patterns offshore are less variable than onshore. Our conservative
conclusion is that the occasions when the wind does not blow somewhere
onshore and offshore are very rare.

A larger catchment area also leads to slower variations in output since the
speed of variations is ‘washed out’ due to the higher frequencies in the wind
speeds not being correlated. This is reported, for example, by the Institut für
Solare Energieversorgungstechnik (ISET) Renewable Energy Information
System on Internet (REISI) (see http://reisi.iset.uni-kassel.de/). Their data show
that the maximum changes in electricity production in Germany within one
hour in 2002 were, respectively, +20 and –24 per cent of the installed capac-
ity. When aggregating smaller regions, the changes are larger.

Giebel and colleagues show a time series fabricated from reanalysis data
(Kalney et al, 1996; Giebel, 2001), considered to be representative of the
European average potential wind power generation between 1965 and 1998,
as an average over 60 well-distributed sites. A typical feature of the wind
energy production is that in summer, wind energy production is much lower
than in winter. The different yearly time series are rolled out in Figure 10.5.
Every point shown here is one realization of a wind energy production, as
averaged over all Europe, within a period of 34 years. More interesting than
these points is the empty area surrounding them. In this empty area, in no case
during the 34 years analysed did production occur at this level. This includes
all the area above 90 per cent generation and above 70 per cent during the
summer months, but also the area below 10 per cent for the winter months,
where only a very few cases of low wind are seen. 

186 Renewable Electricity and the Grid

3189 J&J Renew Electricity Grid  6/8/07  7:35 PM  Page 186



Source: Giebel (2001)

Figure 10.5 European generation according to reanalysis data: Every single
time series corresponds to one year, while the average is the average at every

time step of the 34 years 

THE RELIABILITY OF DISPERSED OFFSHORE WIND
POWER

In work done within Airtricity, the potential benefits of dispersion and inter-
connection of geographically dispersed offshore wind capacity were examined
using a likely development strategy for offshore wind. Wind data for seven
likely offshore wind farm development locations were extracted from a global
weather database for 2003. Coordinates for each location are given in Table
10.2. Wind speeds at 10m were extrapolated to hub height and converted to
electrical power via a turbine power curve. 

Locations of potential offshore wind development and their
coordinates 

The resulting series consisted of gross energy production figures at six-hourly
intervals. Energy losses were not accounted for in this series (a blanket fixed-
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percentage loss would produce a time series that never exceeds the threshold
determined by the loss percentage). 

The distribution of load factor throughout the year was examined for the
seven scenarios. The first scenario placed all capacity in the Thames Estuary.
Each successive scenario added an equivalent amount of capacity to the new
area until all seven locations had an equivalent capacity. This occurred in the
following order: the Thames Estuary, the Baltic Sea, Orkney, the Celtic Sea,
Trafalgar, the Mediterranean (Marseilles) and the Irish Sea.

Results

With all wind capacity installed at one location, the frequency of no wind
production is around 13 per cent. Periods of full load are also quite frequent,
occurring approximately 30 per cent of the time. The distribution of annual
load factors has two peaks: one at full load and the other at zero load. This is
to be expected, considering the shape of a turbine power curve. This pattern is
reflected at all locations in the ‘no dispersion’ scenario.

As capacity is added successively to each location, the probability of no
wind production falls to zero. The distribution of load factors takes on a more
Gaussian shape, with just one peak around 55 per cent load factor. The major-
ity of production is clustered around the median value, with two-thirds of all
load factors between 30 to 70 per cent of total capacity.

Variability
As dispersion increases, the probability of large changes in power from one
period to the next falls to zero. This contrasts with the single location case,
where changes of up to 100 per cent of installed capacity can occur. With
Europe-wide geographic dispersion of wind capacity across at least six loca-
tions, the majority of changes in power are less than 10 per cent of installed
capacity.

188 Renewable Electricity and the Grid

Table 10.2 Coordinates for potential offshore wind plants

Location Latitude (˚) Longitude (˚)

Thames Estuary 52.4 1.9
Baltic Sea 56.2 18.8
Celtic Sea 48.6 –9.4
Mediterranean (Marseille) 42.9 3.8
Orkney 60.0 –3.8
Black Sea West 42.9 28.1
Trafalgar 35.2 –7.5
Irish Sea 52.4 –5.6

Source: Hughes and Hurley (2005a, b)
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Table 10.3 Load factor distribution

Load factor (upper bound) (percentage)  

Scenario 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

1 24.9 10.2 6.7 4.5 5.0 4.7 3.4 4.5 5.2 31.0
2 11.7 9.2 8.3 6.6 14.2 14.3 7.9 6.6 5.5 15.6
3 4.2 6.5 5.2 14.9 13.5 11.4 16.0 9.9 7.5 10.9
4 1.8 4.1 7.6 13.8 12.7 15.5 12.9 15.0 8.4 8.2
5 1.3 3.6 10.0 12.9 18.7 16.0 18.3 11.9 5.9 1.4
6 1.3 5.4 9.2 14.9 16.9 18.6 16.6 11.2 4.9 0.9
7 1.2 5.2 9.3 14.0 17.0 16.7 16.5 12.7 6.3 1.0  

data

Scenario Portfolio
1 Thames Estuary
2 Thames Estuary + Baltic Sea
3 Thames Estuary + Baltic Sea + Orkney
4 Thames Estuary + Baltic Sea + Orkney + Celtic Sea
5 Thames Estuary + Baltic Sea + Orkney + Celtic Sea + Trafalgar
6 Thames Estuary + Baltic Sea + Orkney + Celtic Sea + Trafalgar + Mediterranean
7 Thames Estuary + Baltic Sea + Orkney + Celtic Sea + Trafalgar + Mediterranean + Irish Sea

Source: Hughes and Hurley (2005a, b)

Source: Hughes and Hurley (2005a, b)

Figure 10.6 The changes in six-hourly output from one wind farm and a
distribution of six wind farms
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EFFECT OF WIND FARM POWER OUTPUT FORECASTING

Short-term forecasting of wind farm output has been worked on for more than
15 years within the wind industry (see Chapter 5 and Giebel et al, 2003). It has
a function in contributing to making wind more predictable. This allows for
the conventional plants to plan ahead to adjust their output appropriately.
During earlier years, it was largely of interest to grid operators. More recently,
the owners of wind farms have also been taking an interest for two reasons.
First, in some regions they are obliged to provide forecasts of output by the
grid operator. Second, in some markets there is recognition that the power
produced may be of more value if an accurate forecast were available. The
period of 1 hour ahead to 72 hours ahead is what is normally technically feasi-
ble. For an example forecast, see Figure 10.7. 

Source: Hurley and Dodhia (2006)

Figure 10.7 A typical 24-hour (ahead) wind power forecast and the 
corresponding actual generation 

DELIVERED COST ESTIMATES FOR NEW GRID
AND WIND FARMS

For onshore wind farms, the range of costs is taken from the European Wind
Energy Association (EWEA, 2004, Figure 2.3, p99). These costs range from
€900 to €1150 per kilowatt installed, including grid connection. For the
purposes of this analysis, the figure of €1000 is used. For offshore, a cost of
€1500 per kilowatt installed is used. In the light of recent reports, this offshore
cost is low.
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The cost of transmission has been estimated assuming the use of direct
current (DC) technology. For power levels of 500MW+ and distances of
100km+, this is the only viable technology. Due to the absence of a synchro-
nous source, it has been assumed that it would be necessary to use voltage
source converters at the wind farm end. Although, to date, this technology has
not been used at these power levels, there are no obvious technical reasons why
this could not be done (PB Power, 2002). At the load end, conventional
converter technology would be employed with transmission voltages in the
region of +450 kilovolts (kV).

Costs have been estimated using averages of those quoted by several inter-
nal and external sources, including PB Power (2002). Capital costs and losses
split between fixed costs (per megawatt) and variable costs (per megawatt kilo-
metre) have been assumed as in Table 10.4.

Table 10.4 Capital costs

Capital costs

DC DC   

Fixed cost Variable cost  

Cost (€ million/MW) 0.378 

Offshore cost (€/MWkm) 630

Onshore cost (€/MWkm) 200

Losses 

DC DC   

Fixed cost Variable cost  

Percentage 2%   

Percentage/100km  0.33%

Source: Hughes and Hurley (2005b)

It has been assumed that annualized costs are equivalent to 10 per cent of capi-
tal costs. This results in transmission costs, excluding losses, ranging from
under €0.02/kWh to around €0.06/kWh as distances range from 500km to
3000km, depending upon the offshore–onshore balance. This compares with
average costs paid for grid capacity of €0.006/kWh from England to France
and €0.019/kWh from Germany to The Netherlands in 2003. 

While there is likely to be a charge for connecting to the alternating current
(AC) grid at the load end, this may be a negative charge if the wind farm
output has, as is assumed above, been transported to a major load centre.
Therefore, a zero charge has been assumed here as a conservative assumption.
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Table 10.5 Transmission cases and costs

Transmission cases (1000 MW)  

Distance Offshore Total Total capital 
onshore (km) costs 
(km) (€ million)

Scotland to Dublin 175 55 230 448

Dublin to French Alps 1355 45 1400 678

North-West Africa to 
mid Germany  1500 1 1501 679

Northern Norway to mid Germany 500 1500 2000 1424

Northern Russia to mid Germany 2000 0 2000 778

Greater Gabbard to Köln 290 160 450 537

Baltic to mid Germany 200 200 400 544

Greater Gabbard to 
The Netherlands 50 200 250 514

South Irish Sea to Köln 800 240 1040 689

North Sea north to mid Germany 300 500 800 753

North Sea south to mid Germany 350 250 600 606

Irish Sea to France 1 500 501 693

Celtic Sea to mid Spain 300 1000 1300 1068  

Source: Hughes and Hurley (2005b)

To calculate the cost of transmission of a quantity of electrical energy (in
megawatt hours) from a wind farm to a load centre, the utilization factor of
the wind farm was set equal to the capacity factor of the wind farm. This is a
worst case assumption as the likely utilization factor of parts, if not all, of the
transmission line could be much higher since other power could also be trans-
mitted. The capital cost of production per megawatt hour at the wind farm site
is calculated using a capacity factor derived from the estimated wind speed at
the site (Dowling et al, 2004).
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Table 10.6 Total capital costs at load centres per megawatt hour

Case Wind speed Capital cost Capital cost Total capital 
(m s–1) generation transmission cost at load 

(per MWh) (per MWh) centres 
(per MWh)

High wind area 7.07m s–1 379 0 379  
(onshore)** at 60m* 

Medium wind 6.45m s–1 450 0 450  
area (onshore)** at 60m* 

Low wind area 5.53m s–1 633 0 633  
(onshore)** at 60m* 

South Irish Sea to 8.5m s–1 512 237 749  
French coast at 100m 

South Irish Sea to 10m s–1 414 192 606 
French coast at 100m  

North Sea South to 8.5m s–1 at 510 206 716
Germany 100m 

North Sea South to 10m s–1 413 167 580 
Germany at 100m  

North Sea north to >10m s–1 <413 <167 <580
mid Germany at 100m   

Baltic to mid Germany 8.5m s–1 510 185 695  
at 100m 

Baltic to mid Germany 10m s–1 419 210 629  
at 100m 

Thames Estuary ~9m s–1 467 160 627  
at 100m

Notes: * Adjusted from 50m with log law r = 0.3.
** Mean annual wind speed at 10m; the rest of wind speeds at hub height.

Source: Hughes and Hurley (2005b)

RESULTS FOR EUROPE

What emerges from an examination of Table 10.6, through ranking the cases
on the basis of the delivered capital cost of electricity per megawatt hour, is
that when medium to high wind speed sites in continental Europe become
scarce, it is more economical to facilitate development in high wind areas on
land, such as in the UK and Ireland, and offshore in the North Sea and Irish
Sea. To facilitate this development, it would be necessary to plan for extensive
new transmission in the North Sea, as well as between Ireland and the UK, in
order to avail of this secure source of electricity.
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A PROJECT FOR EUROPE: 
EUROPEAN-WIDE SUPERGRID

Source: Airtricity (2006)

Figure 10.8 The Supergrid concept

The Supergrid (see Figure 10.8) is a proposal for a high voltage sub-sea trans-
mission network. It could, ultimately, cover the Baltic Sea, the North Sea, the
Irish Sea, the English Channel, the Bay of Biscay and the Mediterranean. The
Supergrid treats wind as a continental resource and would enable EU member
states to share in this enormous energy source to their mutual advantage. 

This could be achieved by the member states cooperating in the capture of
their common wind resources and the conversion of this free energy into a reli-
able and predictable supply of electricity. Since power is always being
generated on the Supergrid, it can be fed into the national grids to meet elec-
tricity demand. 
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The Supergrid also acts as an inter-connector between national markets
and thereby helps to create a properly functioning internal market in electri-
city. This would bring additional benefits for European consumers in terms of
greater competition, lower prices and increased security of supply.

The first steps to an EU SuperGrid: A 10GW North Sea project
supplying the UK, The Netherlands and Germany

An initial analysis using a single year of historical wind data was undertaken
in order to estimate the benefits to variability of such an offshore project
(Hughes and Hurley, 2005b). 

Generation of wind power production time series
Three wind power production centres surrounding the North Sea were chosen
within the following countries (see Table 10.7):

1 Scotland, representing the majority of UK onshore capacity;
2 The Netherlands;
3 Northern Germany, representing the majority of Germany’s onshore capacity.

Table 10.7 Three wind power production centres surrounding 
the North Sea

Locations Latitude (˚) Longitude (˚) Capacity (MW)  

Scotland (UK) 56.2 –2 1097  

The Netherlands (NL) 52.2 5.7 1186  

Northern Germany (DE) 52.2 9.5 17,500  

North Sea (NS) 56.2 3.8 10,000

Source: Hughes and Hurley (2005b)

Production losses were not deducted since the stochastic events leading to most
losses in a wind power time series are not readily modelled; furthermore,
because this study aims to look at the frequency of changes in power produc-
tion, the addition of losses adds an unnecessary layer of complexity to the
results.

Allocation of North Sea power production

An initial goal was set to dispatch the power necessary to supply 100 per cent
of load, when wind is available, directly to the UK and The Netherlands. The
remaining production is absorbed by the large consumption centre of
Germany. Table 10.8 outlines the resulting proportions allocated over the year
to each country.
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Table 10.8 Proportions of annual North Sea power allocated to each country

Total share of Proportion 
North Sea power (percentage)  

Scotland (UK) 532,757 6.4  

The Netherlands (NL) 874,976 10.6  

Northern Germany (DE) 6,863,749 83  

North Sea (NS) 8,271,482 100  

Source: Hughes and Hurley (2005b)

In order to assess the variability reduction benefits of the addition of North Sea
power, the resulting power series at each of the three locations (both with and
without the North Sea power addition) were analysed in order to determine
the frequency of changes in power production.

Figures 10.9 to 10.11 show power production changes between each six-
hour interval.

Source: Hughes and Hurley (2005b)

Figure 10.9 The UK, with and without the North Sea

It is clearly evident that the addition of the North Sea power to both the UK
and The Netherlands could almost eliminate the variability entirely in two of
the countries. Table 10.9 shows the proportion of the counts in the 0MW to
100MW ‘bin’ where there was no change in power over the six-hour interval.
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Source: Hughes and Hurley (2005b)

Figure 10.10 The Netherlands, with and without the North Sea

Source: Hughes and Hurley (2005b)

Figure 10.11 Germany, with and without the North Sea
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Table 10.9 Frequency of constant power in the UK 
and The Netherlands

Frequency of constant 
power (percentage)  

UK 77  

The Netherlands 69  

Source: Hughes and Hurley (2005b)

This effectively firms up wind power to such an extent that it is much more
reliable, especially if the variations in wind power can also be forecast.

This improvement is achieved with a much less pronounced effect on the
German wind power series. The resulting variation is not markedly different from
the scenario without the North Sea power. The noticeable changes are a reduction
in small variations and a slight increase in medium-sized capacity changes.

The interconnected nature of the northern continental European grid may
make the resulting German wind power variations more manageable than
would be the case for an island system such as the UK, where the reduction in
variability is a great benefit.

CONCLUSIONS

What emerges from the investigation is that when medium to high wind speed
sites in continental Europe become scarce, it is more economical to facilitate
development in high wind areas on land, such as in the UK and Ireland, and
offshore in the North Sea and Irish Sea. To facilitate this development, it would
be necessary to plan for extensive new transmission in the North Sea, as well
as between Ireland and the UK, in order to avail of this secure source of
electricity.

The Supergrid is a proposal for a high voltage sub-sea transmission
network. It could, ultimately, cover the Baltic Sea, the North Sea, the Irish Sea,
the English Channel, the Bay of Biscay and the Mediterranean. The Supergrid
treats wind as a continental resource and would enable EU member states to
share in this enormous energy source to their mutual advantage. This could be
achieved by the member states cooperating in the capture of their common
wind resources and the conversion of this free energy into a reliable and
predictable supply of electricity. The Supergrid also acts as an inter-connector
between national markets and thereby helps to create a properly functioning
internal market in electricity. This would bring additional benefits for Euro-
pean consumers in terms of greater competition, lower prices and increased
security of supply.
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11

Planning for Variability in the Longer
Term: The Challenge of a Truly

Sustainable Energy System

David Infield and Simon Watson

INTRODUCTION

Understandably, discussion of integrating wind energy and other variable
renewables focuses on the electricity supply system. After all, wind and many
of the renewables are, first and foremost, generators of electricity.

It seems clear that electricity systems can absorb low levels of renewable
energy generation with little or no noticeable impact. Indeed, few would claim
that the current levels of renewable electricity penetration of approximately 4
per cent in the UK (Janes, 2006) have any significant impact on the operation
of the power system as a whole.1 Even with 10 to 20 per cent penetration, inte-
gration costs are relatively minor and affordable, as is consistently stated in the
preceding chapters of this volume.

Wind power, as the most developed of the new renewables, has been the
main focus of discussion. The primary function of varying renewable sources
such as wind is to displace generation from fossil-fuelled sources, thereby
reducing carbon dioxide (CO2) emissions; but all this book’s authors agree that
there will be a contribution to security of supply. At low penetrations, wind,
for example, provides a capacity credit equal to its mean output (i.e. rated
power multiplied by annual capacity factor). It is also agreed that as the pene-
tration of wind (and this can be extended to other variable sources) increases,
so the capacity contribution decreases, necessitating a greater plant margin to
be held on the system in order to deliver the same degree of system security.
This conclusion derives from the statistical characteristics of the resource avail-
ability and any correlation with loads. Whether the peak demands for
electricity are more likely to occur on cold, windless anti-cyclonic days, or
windy days with a strong wind chill factor, is an important question that
requires further research. What is clear, though, is that introducing a wider
diversity of renewable sources will ease the integration problem since the
correlation between the different sources is generally weak or non-existent. 
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The purpose of this concluding chapter is to explore the longer-term issues
of very high renewable energy penetration. Some of the earlier chapters, in
particular Chapter 9 on a renewable electricity system for the UK, have
prepared the way. It will be shown that an electricity supply system dominated
by renewable energy cannot be viewed in isolation from wider energy supply
and demand issues. Discussion here will focus on the UK; but the conclusions
are likely to apply broadly to other national energy systems, particularly those
with growing renewable energy penetration and liberalized electricity markets
(e.g. within parts of Europe and across the US). If anything, the interconnected
power systems found elsewhere in Europe make integration more straightfor-
ward.

RENEWABLE SOURCE-DOMINATED ENERGY SUPPLY
SYSTEMS

It will be several decades at least before renewable energy becomes the domi-
nant form of energy in the UK, and by that time a number of renewable energy
technologies are expected to be established and competitive. These may
include offshore wind, tidal stream energy, tidal barrages or lagoons, wave
energy, photovoltaics (PV), and bio-generation. All of these except bio-gener-
ation are variable sources, although the nature of the variation and the extent
to which they can be forecast differs significantly between the different
sources.

Many global energy scenarios have suggested that renewable energy could
become the dominant source of energy in the longer term, often viewed as
beyond 2050. Shell strategists, in particular, have contemplated such a situ-
ation (Shell, 2001). They foresee a period in which renewable energy grows
rapidly, and many would suggest that with wind seeing an annual global
growth rate of over 25 per cent (Zervos, 2006) and PV growing at over 30 per
cent per annum (admittedly from a low base), we have already entered this era.
More importantly, the Shell strategists point to a possible slowdown in renew-
able energy uptake as integration issues start to cut in around 2030. It is
certainly true that genuine integration issues exist. The need for increased
margins is discussed in this book on several occasions, together with the
importance of plant that can be controlled to provide system stability. Care
must be taken, as highlighted by Chapter 6, to ensure that the drive to opti-
mize the performance of individual plant items does not result in failure of the
system as a whole. It is not apparent that the market mechanisms that cur-
rently determine the plant mix pay sufficient attention to such operational
issues. Indeed, there is growing concern that the UK market does not provide
sufficient incentives for the installation of new generation capacity despite the
known projections for plant retirement.

Major changes have been seen over the last 20 years in the electricity
market worldwide and in the UK in particular. Indeed, prior to the privatiza-
tion of the UK electricity industry at the end of the 1980s, a true market did
not exist. Instead, there was an electricity pricing system based on marginal
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costs with no real competition. The commercial development of wind energy
since the 1980s and 1990s needs to be viewed against a backdrop of funda-
mental changes in the market system for pricing electricity. Some of these
changes have been for the better as far as wind energy is concerned; the open-
ing up of competition in the electricity supply market has given opportunities
for niche players, such as green electricity companies, to enter the electricity
retail arena. Other changes have not been so welcome. In particular, the UK’s
New Electricity Trading Arrangements (NETA), introduced in 2001, initially
in England and Wales but now encompassing Scotland under the British
Electricity Transmission and Trading Arrangements (BETTA), penalizes indi-
vidual market players for their unforeseen electricity imbalances, whereas
previously the cost of balancing supply and demand was spread out over all
generators and suppliers. In the early days of NETA, as the new market was
developing, this had a very negative impact on generators whose output could
not be firmly predicted ahead of time – in particular, wind power and
combined heat and power (CHP) (Bathurst and Strbac, 2001). Another of the
great uncertainties with regard to UK wind farm development is the degree to
which the transmission network operator, the National Grid, is willing or able
to invest in new transmission line capacity. One of the keys to integrating wind
power within a large-scale electricity grid is to ensure a geographically diverse
generation base of wind farms (Halliday, 1988). Nevertheless, it makes sense
to develop those areas with the best wind resource. These tend, however, not
to be located in the most densely populated areas. In addition, much of the UK
demand is concentrated in the south. To address this mismatch, new transmis-
sion capacity may be required if wind energy is to meet a substantial amount
of the UK’s electricity requirements, and this may necessitate a revision of the
regulated market incentives for the transmission network operator.

Evolution of the electricity supply system has not been left entirely to the
market. Regulation has an important role to play, and its importance may well
increase. A good example of regulation in the area of power system operabil-
ity is the National Grid’s Grid Code,2 which states that larger wind power
installations, in common with other comparably sized generation plant, must
be able to ride through faults and that, in the future, they must be required to
contribute to frequency control and, thus, to overall system stability. In order
to provide frequency control, wind turbines would need to be able to adjust
their output either up or down in response to external signals, and this would
require them to operate part loaded under normal operation. There is a cost to
be paid for this, and whether it is the most cost-effective means of guarantee-
ing system stability is not clear. Nevertheless, similar requirements are likely to
be introduced for other renewable energy sources, as and when their installed
capacity reaches significant levels. Perhaps this could be seen as an opportu-
nity rather than a threat to renewable energy generators. Participation in the
balancing market in Great Britain can provide lucrative returns to flexible
generators prepared to adjust their output at short notice. In the short term,
while penetration levels for embedded intermittent generators remain low
(meaning that they have little market leverage), this may not yet be practical,
as discussed later in this chapter. Furthermore, effective operation of variable
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or intermittent renewable energy sources, such as wind farms, in such a market
requires accurate forecasts of expected power output, although much work is
being done in this area (see Chapter 5 on wind power forecasting). Indeed,
studies indicate that forecasting could increase the value of wind power by up
to 10 per cent (Giebel et al, 2003).

ENERGY STORAGE AND DEMAND-SIDE MANAGEMENT

A number of the chapter authors have referred to energy storage. Certainly, if
cheap and effective energy storage were to become available, it would be
widely used in electricity generation systems. This would be irrespective of
renewable energy considerations, and would simply reduce the generation
capacity required to meet time-varying demand with a given level of reliability.
Indeed, if the storage could be small in scale and distributed, this would have
the added benefit of reducing the capacity requirements of both the transmis-
sion and distribution systems. 

Although energy storage technology has been widely discussed in the context
of electricity supply systems (e.g. Black and Strbac, 2006; Barton and Infield,
2004), aside from large-scale pumped hydro systems, such as Dinorwig, that
have the disadvantage of being geographically very specific, no cost-effective
solutions currently exist. Target breakeven costs for energy storage for the UK
electricity supply system have been estimated. Black and Strbac (2006) suggest a
range of UK£252 per kilowatt (kW) to UK£970/kW based on operational
savings and depending upon the plant mix; and this is significantly lower than
even the optimistic projections for the latest technology of flow cells (Price et al,
1999). It is possible, however, that new and improved energy storage technology
may achieve lower costs in the future. There is no shortage of advocates for
different technologies, including compressed air, advanced batteries, super-
conducting magnetic energy stores and flywheels. More recently, some have been
proposing, and even demonstrating at a small scale, hydrogen-based storage
systems, a subject to which we will return later. Overall, though, none of these
currently provides a cost-effective solution for the electricity supply sector, which
is why they are not in current commercial use.

Energy storage, however, is intrinsically associated with many end uses of
electricity, as already mentioned in Chapter 9. Refrigerators and freezers, for
example, have considerable thermal capacity and can maintain an acceptable
temperature over many minutes without consuming electricity. Likewise, ther-
mal mass in the fabric of buildings can allow heating and cooling plant to be
rescheduled with few adverse impacts on comfort. Domestic hot water tanks
can store ‘electricity’ effectively over hours with minimal loss. None of this is
new, and, as already discussed, traditional off-peak electricity tariffs made use
of this intrinsic storage to level out the daily electricity-demand profile. Recent
technology developments (specifically, low-cost processing power and commu-
nication systems) have, however, opened up the possibility of further
exploiting such opportunities, and currently there is considerable enthusiasm
for new forms of demand-side management. 
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Traditionally, demand-side management has also embraced the use of
commercial tariffs that allow disconnection of loads when generation capacity
is limited. Although this can be useful to the system operator, there is a cost to
pay. A company, for example, may incur production delays or other costs as a
consequence of unplanned load shedding. In contrast, some of the ideas now
being developed might be able to deliver changes to the consumption profile
with no discernable negative consequences. ‘Dynamic Demand’ (see
www.dynamicdemand.co.uk) is one such concept: in this approach, the
compressor on/off temperature thresholds of fridges and freezers are adjusted
to reflect the grid frequency. When the frequency is above the nominal UK
network frequency of 50 hertz (Hz), indicating a transient surplus of national
generation capacity over load, the switching set points are pushed up by an
amount proportional to the instantaneous excess over 50Hz. This has the
effect of making it more likely that the compressor is switched on and (on aver-
age, across many devices) ensures that the aggregate electrical load from such
units increases. If the system frequency is lower than 50Hz, the reverse occurs,
offloading the system. In this way, the automatic switching of the fridges and
freezers contributes to frequency regulation, reducing the need for the system
operator to hold plant on governor action for this purpose and thereby saving
fossil fuel. Figure 11.1 shows how the compressor control depends upon
system frequency with this approach.

Because the cost of mains frequency measurement is minimal and the
dynamic demand control can be included in the more sophisticated controllers
through simple adaptation of the control algorithms, these new appliances
would be no more expensive to manufacture than the existing ones. 

There is considerable commercial interest in the concept, and such appli-
ances should benefit from the proposed Energy Efficiency Trading Scheme
(EETS), which would allow some of the financial benefit to flow to the
purchasers of these units. A preliminary study of the concept (Short et al, in
press) has indicated that financial savings of up to UK£80 million per annum
might be possible if this technology were widely taken up, most of this reflect-
ing a reduction in conventional plant operating costs (largely fuel costs). There
will be significant annual reduction in overall system CO2 emissions as a result;
but further research is required to quantify this. It is not known, however,
whether there would be unwanted effects caused by this part of the national
electricity load becoming more correlated, thus reducing demand diversity.
Further research is required to examine this and to more accurately quantify
the costs and benefits of the approach. 

Although the Dynamic Demand concept was developed specifically for
fridges and freezers, it could be applied to any other applications with intrin-
sic thermal storage and temperature control. 

A larger renewable energy penetration will require a more flexible system.
Adjustable loads could be just as important as flexible plant, and potentially
much more cost-effective and environmentally sound. In the initial study of the
Dynamic Demand concept (see www.dynamicdemand.co.uk), its potential to
ease the integration of wind power was provisionally assessed. Figure 11.2 is
taken from this study and shows that up to 13.8 gigawatts (GW) of wind
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Figure 11.1 Operation of the Dynamic Demand concept

Figure 11.2 Impact of Dynamic Demand control (DDC) on grid frequency
with 13.8GW of wind capacity
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energy capacity can be absorbed without the need for additional frequency
regulation.

Barrett’s work in progress, reported in Chapter 9 of this volume, suggests
that up to 95 per cent of the UK’s electricity supply could be met from renew-
able sources. Similar conclusions were derived in research completed at
CREST by Streater (2002), which also used hour-by-hour modelling of the
aggregated UK electricity load and renewable supplies. Both studies ignored
the detail of geographical distribution and related connection and transmission
issues, although the positive contribution from the geographical diversity of
the renewable energy supplies has been incorporated, to an extent, within
Streater’s (2002) study. There are some significant differences in the assump-
tions, most notably the inclusion of CHP in Barrett’s study. 

Figure 11.3 is reproduced from Streater (2002) and shows the hour-by-
hour contributions from the different renewable energy sources and their
aggregate compared with both the electricity (power) load and the aggregate
heat and electricity load. The term ‘source-load’ is the surplus of supply over
aggregate load and shows that for only about 12 weeks in the year is there an
energy shortage, and also that for large parts of the year there is a significant
energy surplus. In Barrett’s model, this surplus is stored for future use.
Whether this is attractive will depend upon the cost of energy storage; it may
well be cheaper and simpler, overall, to curtail the output from the renewable
devices. Note that in Streater’s (2002) work, the combined renewable output
far exceeds the electrical power demand throughout the year. 

Of course, it may well be that energy storage appears in the system for
other reasons. As discussed by Barrett (see Chapter 9), it may well be that a
significant proportion of transport needs will be provided by electric vehicles.
Whether these are powered by batteries or fuel cells is immaterial if the energy
is supplied by the electricity system. In both cases, substantial energy storage
is involved and this can be used to improve the utilization of the renewable
resources. In fact, this storage may be essential for stable dynamic operation of
the electricity supply system, and this critical issue is not addressed in either
Barrett’s (see Chapter 9) or Streater’s (2002) studies.

Micro-generation (i.e. very small, ideally renewable, source-driven genera-
tors located on consumers’ premises) is of increasing interest. How this
develops in practice is currently unclear and will depend upon the economics
relative to larger renewable energy installations, such as wind farms. This
development may well ease the technical electrical integration issues since the
generation will tend to be nearer to the loads; but it should not substantially
affect the aggregated results presented here.

One of the challenges in delivering the developments discussed – in
particular, extensive demand-side management and high levels of distributed
generation – is to reward the participants. This may require adaptation of the
existing market system. The present arrangements under BETTA allow for a
balancing market where flexible generators and suppliers can bid/offer to
change their positions at short notice. As mentioned above, this can provide
significant financial returns to those players in the market who have sufficient
flexibility. However, playing such a market needs investment in the appropriate
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information technology (IT) systems and dedicated trading teams. The present
balancing market in the UK was designed for the major market players who
can afford such investment. Smaller players, such as householders, small
commercial companies and small embedded generators are not able to partic-
ipate in such a market. First, they are at a level where their consumption is not
metered half hourly; and, second, the value of adjusting their output individu-
ally would be less than the cost of the metering and associated IT systems that
would be required for active participation. Besides, few small consumers or
generators would have the time or resources to play the balancing market. The
system would need to be changed substantially to allow household-level
demand-side management and embedded generation to benefit from such a
market. This would require low-cost smart metering and automatic systems
driven by market price signals, which would necessitate little or no user inter-
vention, possibly coordinated by the contracted electricity supply company.
The supply company could then aggregate the benefits for a number of small
consumers or generators and pass on the associated benefits. Such changes
could open up a significant market for small-scale flexible demand and gener-
ation, and provide further flexibility to the system operator, which could aid
the process of integrating variable renewable energy sources within the grid.
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Source: adapted from Streater (2002)

Figure 11.3 Hour-by-hour variation in renewable energy generation over one
year, compared with variations in energy requirements
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CONCLUSIONS AND FURTHER RESEARCH

To understand the impact of variable renewable energy generation on a large
scale, a electricity network such as that within the UK requires detailed
numerical modelling. A substantial amount of work has already been done in
this area. However, much of this has been based on older market systems at a
time when there was no significant wind power on the network. Further work
is required to quantify future load margin requirements, plant cycling, and so
on, particularly in light of possible changes in demand patterns driven by
climate change. Many of the earlier analyses of network impact were based on
hypothetical wind power generation; now that data exists for actual wind
power generation, it should be possible to refine and expand existing network
models. Further work is also required to model the effect of demand-side
management, including smart metering, smart appliances and small-scale
embedded generation. Equally importantly, expected changes in future
consumer behaviour, and what impact such changes are likely to have on future
demand profiles and the uptake of demand-side management, must also be
quantified. These different aspects require not only technical studies of how
networks are able to accommodate intermittent generation, but should also
consider socio-economic factors, particularly with regard to consumer
behaviour. 

The challenge of integrating intermittent renewable energy generation
should not only rely on technical fixes, but will also require a significant
change in public behaviour. There is a need to move away from the traditional
view of an electricity industry slavishly providing energy to passive consumers.
Today’s consumers are becoming, and will need increasingly to become, active
participants in a modern sophisticated electricity network that needs to meet
the twin challenges of providing electricity at an economic cost, but in a way
that is sustainable. Technology can facilitate this process; but it is we, as con-
sumers, who must embrace this new age and take responsibility for the energy
that we use. In an age where human activity is now seen to be driving climate
change, the incentive to move to a sustainable electricity industry with increas-
ing reliance on renewable energy generation becomes ever stronger. 

NOTES

1 It is important to distinguish between this and grid connection issues that may well
require local reinforcement of the electricity distribution system. 

2 This code is designed to permit the development, maintenance and operation of an
efficient, coordinated and economical system for the transmission of electricity; to
facilitate competition in the generation and supply of electricity; and to promote
the security and efficiency of the power system, as a whole. The National Grid and
users of the transmission system are required by law to comply with this. The Grid
Code was last updated on 1 January 2007, and the current version is available at
www.nationalgrid.com/uk/Electricity/Codes/gridcode/.
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