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## PREFACE

Advanced Algebra and its companion volume Basic Algebra systematically develop concepts and tools in algebra that are vital to every mathematician, whether pure or applied, aspiring or established. The two books together aim to give the reader a global view of algebra, its use, and its role in mathematics as a whole. The idea is to explain what the young mathematician needs to know about algebra in order to communicate well with colleagues in all branches of mathematics.

The books are written as textbooks, and their primary audience is students who are learning the material for the first time and who are planning a career in which they will use advanced mathematics professionally. Much of the material in the two books, including nearly all of Basic Algebra and some of Advanced Algebra, corresponds to normal course work, with the proportions depending on the university. The books include further topics that may be skipped in required courses but that the professional mathematician will ultimately want to learn by self-study. The test of each topic for inclusion is whether it is something that a plenary lecturer at a broad international or national meeting is likely to take as known by the audience.

Key topics and features of Advanced Algebra are as follows:

- Topics build on the linear algebra, group theory, factorization of ideals, structure of fields, Galois theory, and elementary theory of modules developed in Basic Algebra.
- Individual chapters treat various topics in commutative and noncommutative algebra, together providing introductions to the theory of associative algebras, homological algebra, algebraic number theory, and algebraic geometry.
- The text emphasizes connections between algebra and other branches of mathematics, particularly topology and complex analysis. All the while, it carries along two themes from Basic Algebra: the analogy between integers and polynomials in one variable over a field, and the relationship between number theory and geometry.
- Several sections in two chapters introduce the subject of Gröbner bases, which is the modern gateway toward handling simultaneous polynomial equations in applications.
- The development proceeds from the particular to the general, often introducing examples well before a theory that incorporates them.
- More than 250 problems at the ends of chapters illuminate aspects of the text, develop related topics, and point to additional applications. A separate section "Hints for Solutions of Problems" at the end of the book gives detailed hints for most of the problems, complete solutions for many.

It is assumed that the reader is already familiar with linear algebra, group theory, rings and modules, unique factorization domains, Dedekind domains, fields and algebraic extension fields, and Galois theory at the level discussed in Basic Algebra. Not all of this material is needed for each chapter of Advanced Algebra, and chapter-by-chapter information about prerequisites appears in the Guide for the Reader beginning on page xvii.

Historically the subjects of algebraic number theory and algebraic geometry have influenced each other as they have developed, and the present book tries to bring out this interaction to some extent. It is easy to see that there must be a close connection. In fact, one number-theory problem already solved by Fermat and Euler was to find all pairs $(x, y)$ of integers satisfying $x^{2}+y^{2}=n$, where $n$ is a given positive integer. More generally one can consider higher-order equations of this kind, such as $y^{2}=x^{3}+8 x$. Even this simple change of degree has a great effect on the difficulty, so much so that one is inclined first to solve an easier problem: find the rational pairs satisfying the equation. Is the search for rational solutions a problem in number theory or a problem about a curve in the plane? The answer is that really it is both. We can carry this kind of question further. Instead of considering solutions of a single polynomial equation in two variables, we can consider solutions of a system of polynomial equations in several variables. Within the system no individual equation is an intrinsic feature of the problem because one of the equations can always be replaced by its sum with another of the equations; if we regard each equation as an expression set equal to 0 , then the intrinsic problem is to study the locus of common zeros of the equations. This formulation of the problem sounds much more like algebraic geometry than number theory.

A doubter might draw a distinction between integer solutions and rational solutions, saying that finding integer solutions is number theory while finding rational solutions is algebraic geometry. Experience shows that this is an artificial distinction. Although algebraic geometry was initially developed as a subject that studies solutions for which the variables take values in a field, particularly in an algebraically closed field, the insistence on working only with fields imposed artificial limitations on how problems could be approached. In the late 1950s and early 1960s the foundations of the subject were transformed by allowing variables to take values in an arbitrary commutative ring with identity. The very end of this book aims to give some idea of what those new foundations are.

Along the way we shall observe parallels between number theory and algebraic geometry, even as we nominally study one subject at a time. The book begins with
a chapter on those aspects of number theory that mark the historical transition from classical number theory to modern algebraic number theory. Chapter I deals with three celebrated advances of Gauss and Dirichlet in classical number theory that one might wish to generalize by means of algebraic number theory. The detailed level of knowledge that one gains about those topics can be regarded as a goal for the desired level of understanding about more complicated problems. Chapter I thus establishes a framework for the whole book.

Associative algebras are the topic of Chapters II and III. The tools for studying such algebras provide methods for classifying noncommutative division rings. One such tool, known as the Brauer group, has a cohomological interpretation that ties the subject to algebraic number theory.

Because of other work done in the 1950s, homology and cohomology can be abstracted in such a way that the theory impacts several fields simultaneously, including topology and complex analysis. The resulting subject is called homological algebra and is the topic of Chapter IV. Having cohomology available at this point of the present book means that one is prepared to use it both in algebraic number theory and in situations in algebraic geometry that have grown out of complex analysis.

The last six chapters are about algebraic number theory, algebraic geometry, and the relationship between them. Chapters V-VI concern the three main foundational theorems in algebraic number theory. Chapter V goes at these results in a direct fashion but falls short of giving a complete proof in one case. Chapter VI goes at matters more indirectly. It explores the parallel between number theory and the theory of algebraic curves, makes use of tools from analysis concerning compactness and completeness, succeeds in giving full proofs of the three theorems of Chapter V, and introduces the modern approach via adeles and ideles to deeper questions in these subject areas.

Chapters VII-X are about algebraic geometry. Chapter VII fills in some prerequisites from the theories of fields and commutative rings that are needed to set up the foundations of algebraic geometry. Chapters VIII-X concern algebraic geometry itself. They come at the subject successively from three points of view -from the algebraic point of view of simultaneous systems of polynomial equations in several variables, from the number-theoretic point of view suggested by the classical theory of Riemann surfaces, and from the geometric point of view.

The topics most likely to be included in normal course work include the Wedderburn theory of semisimple algebras in Chapter II, homological algebra in Chapter IV, and some of the advanced material on fields in Chapter VII. A chart on page xvi tells the dependence of chapters on earlier chapters, and, as mentioned above, the section Guide for the Reader tells what knowledge of Basic Algebra is assumed for each chapter.

The problems at the ends of chapters are intended to play a more important
role than is normal for problems in a mathematics book. Almost all problems are solved in the section of hints at the end of the book. This being so, some blocks of problems form additional topics that could have been included in the text but were not; these blocks may be regarded as optional topics, or they may be treated as challenges for the reader. The optional topics of this kind usually either carry out further development of the theory or introduce significant applications to other branches of mathematics. For example a number of applications to topology are treated in this way.

Not all problems are of this kind, of course. Some of the problems are really pure or applied theorems, some are examples showing the degree to which hypotheses can be stretched, and a few are just exercises. The reader gets no indication which problems are of which type, nor of which ones are relatively easy. Each problem can be solved with tools developed up to that point in the book, plus any additional prerequisites that are noted.

The theorems, propositions, lemmas, and corollaries within each chapter are indexed by a single number stream. Figures have their own number stream, and one can find the page reference for each figure from the table on page xv . Labels on displayed lines occur only within proofs and examples, and they are local to the particular proof or example in progress. Each occurrence of the word "Proof" or "PROOF" is matched by an occurrence at the right margin of the symbol $\square$ to mark the end of that proof.

I am grateful to Ann Kostant and Steven Krantz for encouraging this project and for making many suggestions about pursuing it, and I am indebted to David Kramer, who did the copyediting. The typesetting was by $A_{M} S-\mathrm{T}_{\mathrm{E}} \mathrm{X}$, and the figures were drawn with Mathematica.

I invite corrections and other comments from readers. I plan to maintain a list of known corrections on my own Web page.
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## DEPENDENCE AMONG CHAPTERS

Below is a chart of the main lines of dependence of chapters on prior chapters. The dashed lines indicate helpful motivation but no logical dependence. Apart from that, particular examples may make use of information from earlier chapters that is not indicated by the chart.


## GUIDE FOR THE READER

This section is intended to help the reader find out what parts of each chapter are most important and how the chapters are interrelated. Further information of this kind is contained in the abstracts that begin each of the chapters.

The book treats its subject material as pointing toward algebraic number theory and algebraic geometry, with emphasis on aspects of these subjects that impact fields of mathematics other than algebra. Two chapters treat the theory of associative algebras, not necessarily commutative, and one chapter treats homological algebra; both these topics play a role in algebraic number theory and algebraic geometry, and homological algebra plays an important role in topology and complex analysis. The constant theme is a relationship between number theory and geometry, and this theme recurs throughout the book on different levels.

The book assumes knowledge of most of the content of Basic Algebra, either from that book itself or from some comparable source. Some of the less standard results that are needed from Basic Algebra are summarized in the section Notation and Terminology beginning on page xxi. The assumed knowledge of algebra includes facility with using the Axiom of Choice, Zorn's Lemma, and elementary properties of cardinality. All chapters of the present book but the first assume knowledge of Chapters I-IV of Basic Algebra other than the Sylow Theorems, facts from Chapter V about determinants and characteristic polynomials and minimal polynomials, simple properties of multilinear forms from Chapter VI, the definitions and elementary properties of ideals and modules from Chapter VIII, the Chinese Remainder Theorem and the theory of unique factorization domains from Chapter VIII, and the theory of algebraic field extensions and separability and Galois groups from Chapter IX. Additional knowledge of parts of Basic Algebra that is needed for particular chapters is discussed below. In addition, some sections of the book, as indicated below, make use of some real or complex analysis. The real analysis in question generally consists in the use of infinite series, uniform convergence, differential calculus in several variables, and some point-set topology. The complex analysis generally consists in the fundamentals of the one-variable theory of analytic functions, including the Cauchy Integral Formula, expansions in convergent power series, and analytic continuation.

The remainder of this section is an overview of individual chapters and groups of chapters.

Chapter I concerns three results of Gauss and Dirichlet that marked a transition from the classical number theory of Fermat, Euler, and Lagrange to the algebraic number theory of Kummer, Dedekind, Kronecker, Hermite, and Eisenstein. These results are Gauss's Law of Quadratic Reciprocity, the theory of binary quadratic forms begun by Gauss and continued by Dirichlet, and Dirichlet's Theorem on primes in arithmetic progressions. Quadratic reciprocity was a necessary preliminary for the theory of binary quadratic forms. When viewed as giving information about a certain class of Diophantine equations, the theory of binary quadratic forms gives a gauge of what to hope for more generally. The theory anticipates the definition of abstract abelian groups, which occurred later historically, and it anticipates the definition of the class number of an algebraic number field, at least in the quadratic case. Dirichlet obtained formulas for the class numbers that arise from binary quadratic forms, and these formulas led to the method by which he proved his theorem on primes in arithmetic progressions. Much of the chapter uses only elementary results from Basic Algebra. However, Sections 6-7 use facts about quadratic number fields, including the multiplication of ideals in their rings of integers, and Section 10 uses the Fourier inversion formula for finite abelian groups, which is in Section VII. 4 of Basic Algebra. Sections 8-10 make use of a certain amount of real and complex analysis concerning uniform convergence and properties of analytic functions.

Chapters II-III introduce the theory of associative algebras over fields. Chapter II includes the original theory of Wedderburn, including an amplification by E. Artin, while Chapter III introduces the Brauer group and connects the theory with the cohomology of groups. The basic material on simple and semisimple associative algebras is in Sections 1-3 of Chapter II, which assumes familiarity with commutative Noetherian rings as in Chapter VIII of Basic Algebra, plus the material in Chapter X on semisimple modules, chain conditions for modules, and the Jordan-Hölder Theorem. Sections 4-6 contain the statement and proof of Wedderburn's Main Theorem, telling the structure of general finite-dimensional associative algebras in characteristic 0 . These sections include a relatively selfcontained segment from Proposition 2.29 through Proposition $2.33^{\prime}$ on the role of separability in the structure of tensor products of algebras. This material is the part of Sections 4-6 that is used in the remainder of the chapter to analyze finitedimensional associative division algebras over fields. Two easy consequences of this analysis are Wedderburn's Theorem that every finite division ring is commutative and Frobenius's Theorem that the only finite-dimensional associative division algebras over $\mathbb{R}$ are $\mathbb{R}, \mathbb{C}$, and the algebra $\mathbb{H}$ of quaternions, up to $\mathbb{R}$ isomorphism.

Chapter III introduces the Brauer group to parametrize the isomorphism classes of finite-dimensional associative division algebras whose center is a given field. Sections 2-3 exhibit an isomorphism of a relative Brauer group with what turns
out to be a cohomology group in degree 2 . This development runs parallel to the theory of factor sets for groups as in Chapter VII of Basic Algebra, and some familiarity with that theory can be helpful as motivation. The case that the relative Brauer group is cyclic is of special importance, and the theory is used in the problems to construct examples of division rings that would not have been otherwise available. The chapter makes use of material from Chapter X of Basic Algebra on the tensor product of algebras and on complexes and exact sequences.

Chapter IV is about homological algebra, with emphasis on connecting homomorphisms, long exact sequences, and derived functors. All but the last section is done in the context of "good" categories of unital left $R$ modules, $R$ being a ring with identity, where it is possible to work with individual elements in each object. The reader is expected to be familiar with some example for motivation; this can be knowledge of cohomology of groups at the level of Section III.5, or it can be some experience from topology or from the cohomology of Lie algebras as treated in other books. Knowledge of complexes and exact sequences from Chapter X of Basic Algebra is prerequisite. Homological algebra properly belongs in this book because it is fundamental in topology and complex analysis; in algebra its role becomes significant just beyond the level of the current book. Important applications are not limited in practice to "good" categories; "sheaf" cohomology is an example with significant applications that does not fit this mold. Section 8 sketches the theory of homological algebra in the context of "abelian" categories. In this case one does not have individual elements at hand, but some substitute is still possible; sheaf cohomology can be treated in this context.

Chapters V and VI are an introduction to algebraic number theory. The theory of Dedekind domains from Chapters VIII and IX of Basic Algebra is taken as known, along with knowledge of the ingredients of the theory - Noetherian rings, integral closure, and localization. Both chapters deal with three theorems-the Dedekind Discriminant Theorem, the Dirichlet Unit Theorem, and the finiteness of the class number. Chapter V attacks these directly, using no additional tools, and it comes up a little short in the case of the Dedekind Discriminant Theorem. Chapter VI introduces tools to get around the weakness of the development in Chapter V. These tools are valuations, completions, and decompositions of tensor products of fields with complete fields. Chapter VI makes extensive use of metric spaces and completeness, and compactness plays an important role in Sections 9-10. As noted in remarks with Proposition 6.7, Section VI. 2 takes for granted that Theorem 8.54 of Basic Algebra about extensions of Dedekind domains does not need separability as a hypothesis; the actual proof of the improved theorem without a hypothesis of separability is deferred to Section VII.3.

Chapter VII supplies additional background needed for algebraic geometry, partly from field theory and partly from the theory of commutative rings. Knowledge of Noetherian rings is needed throughout the chapter. Sections 4-5 assume
knowledge of localizations, and the indispensable Corollary 7.14 in Section 3 concerns Dedekind domains. The most important result is the Nullstellensatz in Section 1. Transcendence degree and Krull dimension in Sections 2 and 4 are tied to the notion of dimension in algebraic geometry. Zariski's Theorem in Section 5 is tied to the notion of singularities; part of its proof is deferred to Chapter X. The material on infinite Galois groups in Section 6 has applications to algebraic number theory and algebraic geometry but is not used in this book after Chapter VII.

Chapters VIII-X introduce algebraic geometry from three points of view. Chapter VIII approaches it as an attempt to understand solutions of simultaneous polynomial equations in several variables using module-theoretic tools. Chapter IX approaches the subject of curves as an outgrowth of the complexanalysis theory of compact Riemann surfaces and uses number-theoretic methods. Chapter X approaches its subject matter geometrically, using the field-theoretic and ring-theoretic tools developed in Chapter VII. All three chapters assume knowledge of Section VII. 1 on the Nullstellensatz.

Chapter VIII is in three parts. Sections $1-4$ are relatively elementary and concern the resultant and preliminary forms of Bezout's Theorem. Sections 5-6 concern intersection multiplicity for curves and make extensive use of localizations; the goal is a better form of Bezout's Theorem. Sections 7-10 are independent of Sections 5-6 and introduce the theory of Gröbner bases. This subject was developed comparatively recently and lies behind many of the symbolic manipulations of polynomials that are possible with computers.

Chapter IX concerns irreducible curves and is in two parts. Sections 1-3 define divisors and the genus of such a curve, while Sections 4-5 prove the RiemannRoch Theorem and give applications of it. The tool for the development is discrete valuations as in Section VI.2, and the parallel between the theory in Chapter VI for algebraic number fields and the theory in Chapter IX for curves becomes more evident than ever. Some complex analysis is needed to understand the motivation in Sections 1 and 4.

Chapter X largely concerns algebraic sets defined as zero loci over an algebraically closed field. The irreducible such sets are called varieties. Sections 1-3 are concerned with algebraic sets and their dimension, Sections 4-6 treat maps between varieties, and Sections 7-8 deal with finer questions. Sections 9-12 are independent of Sections 6-8 and do two things simultaneously: they tie the theoretical work on dimension to the theory of Gröbner bases in Chapter VIII, making dimension computable, and they show how the dimension of a zero locus is affected by adding one equation to the defining system. The chapter concludes with an introductory section about schemes, in which the underlying algebraically closed field is replaced by a commutative ring with identity. The entire chapter assumes knowledge of elementary point-set topology.

## NOTATION AND TERMINOLOGY

This section contains some items of notation and terminology from Basic Algebra that are not necessarily reviewed when they occur in the present book. A few results are mentioned as well. The items are grouped by topic.

| Set theory |  |
| :--- | :--- |
| $\in$ | membership symbol |
| $\# S$ or $\|S\|$ | number of elements in $S$ |
| $\varnothing$ | empty set |
| $\{x \in E \mid P\}$ | the set of $x$ in $E$ such that $P$ holds |
| $E^{c}$ | complement of the set $E$ |
| $E \cup F, E \cap F, E-F$ | union, intersection, difference of sets |
| $\bigcup_{\alpha} E_{\alpha}, \bigcap_{\alpha} E_{\alpha}$ | union, intersection of the sets $E_{\alpha}$ |
| $E \subseteq F, E \supseteqq F$ | containment |
| $E \neq F, E \supsetneqq F$ | proper containment |
| $\left(a_{1}, \ldots, a_{n}\right)$ | ordered $n$-tuple |
| $\left\{a_{1}, \ldots, a_{n}\right\}$ | unordered $n$-tuple |
| $f: E \rightarrow F, x \mapsto f(x)$ | function, effect of function |
| $f \circ g$ or $f g,\left.f\right\|_{E}$ | composition of $f$ following $g$, restriction to $E$ |
| $f(\cdot, y)$ | the function $x \mapsto f(x, y)$ |
| $f(E), f^{-1}(E)$ | direct and inverse image of a set |
| in one-one correspondence | matched by a one-one onto function |
| countable | finite or in one-one correspondence with integers |
| $2^{A}$ | set of all subsets of $A$ |
| Number systems |  |
| $\delta_{i j}$ | Kronecker delta: 1 if $i=j, 0$ if $i \neq j$ |
| $\binom{n}{k}$ | binomial coefficient |
| $n$ positive, $n$ negative | $n>0, n<0$ |
| $\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ | integers, rationals, reals, complex numbers |
| max, min | maximum/minimum of finite subset of reals |
| $[x]$ | greatest integer $\leq x$ if $x$ is real |
| $\operatorname{Re} z$, Im $z$ | real and imaginary parts of complex $z$ |
| $\bar{z}$ | complex conjugate of $z$ |
| $\|z\|$ | absolute value of $z$ |


| Linear algebra and elementary number theory |  |
| :--- | :--- |
| $\mathbb{F}^{n}$ | space of $n$-dimensional column vectors |
| $e_{j}$ | $j^{\text {th }}$ standard basis vector of $\mathbb{F}^{n}$ |
| $V^{\prime}$ | dual vector space of vector space $V$ |
| $\operatorname{dim}_{\mathbb{F}} V$ or $\operatorname{dim} V$ | dimension of vector space $V$ over field $\mathbb{F}$ |
| 0 | zero vector, matrix, or linear mapping |
| 1 or $I$ | identity matrix or linear mapping |
| $A^{t}$ | transpose of $A$ |
| $\operatorname{det} A$ | determinant of $A$ |
| $\left[M_{i j}\right]$ | matrix with $(i, j)^{\text {th }}$ entry $M_{i j}$ |
| $\left(\begin{array}{c}L \\ \Delta \Gamma\end{array}\right.$ | matrix of $L$ relative to domain ordered basis $\Gamma$ <br> $x \cdot y$ |
| and range ordered basis $\Delta$ |  |
| $\cong$ | dot product |
| $\mathbb{F}$ | is isomorphic to, is equivalent to |
| GCD | integers modulo a prime $p$, as a field |
| $\equiv$ | greatest common divisor |
| $\varphi$ | is congruent to |
|  | Euler's $\varphi$ function |

## Groups, rings, modules, and categories

0
1
$\cong$
$C_{m}$
unit
$R^{\times}$
$R^{n}$
$R^{o}$
$M_{m n}(R)$
$M_{n}(R)$
unital left $R$ module
$\operatorname{Hom}_{R}(M, N)$
$\operatorname{End}_{R}(M)$
$\operatorname{ker} \varphi$, image $\varphi$
$H^{n}(G, N)$
simple left $R$ module
semisimple left $R$ module
$\operatorname{Obj}(\mathcal{C})$
$\operatorname{Morph}_{\mathcal{C}}(A, B)$
additive identity in an abelian group multiplicative identity in a group or ring is isomorphic to, is equivalent to cyclic group of order $m$ invertible element in ring $R$ with identity group of units in ring $R$ with identity space of column vectors with entries in ring $R$ opposite ring to $R$ with $a \circ b=b a$
$m$-by- $n$ matrices with entries in $R$
$n$-by- $n$ matrices with entries in $R$
left $R$ module $M$ with $1 m=m$ for all $m \in M$ group of $R$ homomorphisms from $M$ into $N$ ring of $R$ homomorphisms from $M$ into $M$ kernel and image of $\varphi$
$n^{\text {th }}$ cohomology of group $G$ with coefficients in abelian group $N$
nonzero unital left $R$ module with no proper nonzero $R$ submodules
sum (= direct sum) of simple left $R$ modules class of objects for category $\mathcal{C}$ set of morphisms from object $A$ to object $B$

| Groups, rings, modules, and categories, continued |  |
| :---: | :---: |
| $1_{A}$ | identity morphism on $A$ |
| $\mathcal{C}^{S}$ | category of $S$-tuples of objects from $\operatorname{Obj}(\mathcal{C})$ |
| product of $\left\{X_{s}\right\}_{s \in S}$ | $\left(X,\left\{p_{s}\right\}_{s \in S}\right)$ such that if $A$ in $\operatorname{Obj}(\mathcal{C})$ and $\left\{\varphi_{s} \in \operatorname{Morph}_{\mathcal{C}}\left(A, X_{s}\right)\right\}$ are given, then there exists a unique $\varphi \in \operatorname{Morph}_{\mathcal{C}}(A, X)$ with |
| coproduct of $\left\{X_{s}\right\}_{s \in S}$ | $p_{s} \varphi=\varphi_{s}$ for all $s$ <br> ( $X,\left\{i_{s}\right\}_{s \in S}$ ) such that if $A$ in $\operatorname{Obj}(\mathcal{C})$ and $\left\{\varphi_{s} \in \operatorname{Morph}_{\mathcal{C}}\left(X_{s}, A\right)\right\}$ are given, then there exists a unique $\varphi \in \operatorname{Morph}_{\mathcal{C}}(X, A)$ with $\varphi i_{s}=\varphi_{s}$ for all $s$ |
| $\mathcal{C}{ }^{\text {opp }}$ | category opposite to $\mathcal{C}$ |
| Commutative rings $R$ with identity and factorization of elements |  |
| identity | denoted by 1 , allowed to equal 0 |
| ideal $I=\left(r_{1}, \ldots, r_{n}\right)$ | ideal generated by $r_{1}, \ldots, r_{n}$ |
| prime ideal $I$ | proper ideal with $a b \in I$ implying $a \in I$ or $b \in I$ |
| integral domain | $R$ with no zero divisors and with $1 \neq 0$ |
| $R / I$ with I prime | always an integral domain |
| $\mathrm{GL}(n, R)$ | group of invertible $n$-by- $n$ matrices, entries in $R$ |
| Chinese Remainder Theorem | $I_{1}, \ldots, I_{n}$ given ideals with $I_{i}+I_{j}=R$ for $i \neq j$. Then the natural map $\varphi: R \rightarrow \prod_{j=1}^{n} R / I_{j}$ yields isomorphism $R / \bigcap_{j=1}^{n} I_{j} \cong R / I_{1} \times \cdots \times R / I_{n}$ of rings. Also $\bigcap_{j=1}^{n} I_{j}=I_{1} \cdots I_{n}$. |
| Nakayama's Lemma | If $I$ is an ideal contained in all maximal ideals and $M$ is a finitely generated unital $R$ module with $I M=M$, then $M=0$. |
| algebra $A$ over $R$ | unital $R$ module with an $R$ bilinear multiplication $A \times A \rightarrow A$. In this book nonassociative algebras appear only in Chapter II, and each associative algebra has an identity. |
| $R G$ | group algebra over $R$ for group $G$ |
| $R\left[X_{1}, \ldots, X_{n}\right]$ | polynomial algebra over $R$ with $n$ indeterminates |
| $R\left[x_{1}, \ldots, x_{n}\right]$ <br> irreducible element $r \neq 0$ <br> prime element $r \neq 0$ | $R$ algebra generated by $x_{1}, \ldots, x_{n}$ <br> $r \notin R^{\times}$such that $r=a b$ implies $a \in R^{\times}$or $b \in R^{\times}$ <br> $r \notin R^{\times}$such that whenever $r$ divides $a b$, then <br> $r$ divides $a$ or $r$ divides $b$ |
| irreducible vs. prime | prime implies irreducible; in any unique factorization domain, irreducible implies prime |
| GCD | greatest common divisor in unique factorization domain |

## Fields

$\mathbb{F}_{q}$
$K / F$
[ $K: F$ ]
$K\left(X_{1}, \ldots, X_{n}\right)$
$K\left(x_{1}, \ldots, x_{n}\right)$
number field
$\operatorname{Gal}(K / F)$
$N_{K / F}(\cdot)$ and $\operatorname{Tr}_{K / F}(\cdot)$
a finite field with $q=p^{n}$ elements, $p$ prime an extension field $K$ of a field $F$
degree of extension $K / F$, i.e., $\operatorname{dim}_{F} K$
field of fractions of $K\left[X_{1}, \ldots, X_{n}\right]$
field generated by $K$ and $x_{1}, \ldots, x_{n}$
finite-dimensional field extension of $\mathbb{Q}$
Galois group, automorphisms of $K$ fixing $F$
norm and trace functions from $K$ to $F$

## Tools for algebraic number theory and algebraic geometry

Noetherian $R$

Hilbert Basis Theorem

## Integral closure

Situation: $R=$ integral domain, $F=$ field of fractions, $K / F=$ extension field. $x \in K$ integral over $R \quad x$ is a root of a monic polynomial in $R[X]$ integral closure of $R$ in $K$ $R$ integrally closed
commutative ring with identity whose ideals satisfy the ascending chain condition; has the property that any $R$ submodule of a finitely generated unital $R$ module is finitely generated. $R$ nonzero Noetherian implies $R[X]$ Noetherian set of $x \in K$ integral over $R$, is a ring $R$ equals its integral closure in $F$

Localization
Situation: $R=$ commutative ring with identity, $S=$ multiplicative system in $R$.
$S^{-1} R$ localization, pairs $(r, s)$ with $r \in R$ and $s \in S$, modulo $(r, s) \sim\left(r^{\prime}, s^{\prime}\right)$ if $t\left(r s^{\prime}-s r^{\prime}\right)=0$ for some $t \in S$
property of $S^{-1} R \quad I \mapsto S^{-1} I$ is one-one from set of ideals $I$ in $R$
local ring
$R_{P}$ for prime ideal $P$
Dedekind domain of form $I=R \cap J$ onto set of ideals in $S^{-1} R$ commutative ring with identity having a unique maximal ideal
localization with $S=$ complement of $P$ in $R$ Noetherian integrally closed integral domain in which every nonzero prime ideal is maximal, has unique factorization of nonzero ideals as product of prime ideals
Dedekind domain extension
$R$ Dedekind, $F$ field of fractions, $K / F$ finite separable extension, $T$ integral closure of $R$ in $K$. Then $T$ is Dedekind, and any nonzero prime ideal $\wp$ in $R$ has $\wp R=\prod_{i=1}^{g} P_{i}^{e_{i}}$ for distinct prime ideals $P_{i}$ with $P_{i} \cap R=\wp$. These have $\sum_{i=1}^{g} e_{i} f_{i}$ $=[K: F]$, where $f_{i}=\left[T / P_{i}: R / \wp\right]$.

## CHAPTER I

## Transition to Modern Number Theory


#### Abstract

This chapter establishes Gauss's Law of Quadratic Reciprocity, the theory of binary quadratic forms, and Dirichlet's Theorem on primes in arithmetic progressions.

Section 1 outlines how the three topics of the chapter occurred in natural sequence and marked a transition as the subject of number theory developed a coherence and moved toward the kind of algebraic number theory that is studied today.

Section 2 establishes quadratic reciprocity, which is a reduction formula providing a rapid method for deciding solvability of congruences $x^{2} \equiv m \bmod p$ for the unknown $x$ when $p$ is prime.

Sections 3-5 develop the theory of binary quadratic forms $a x^{2}+b x y+c y^{2}$, where $a, b, c$ are integers. The basic tool is that of proper equivalence of two such forms, which occurs when the two forms are related by an invertible linear substitution with integer coefficients and determinant 1 . The theorems establish the finiteness of the number of proper equivalence classes for given discriminant, conditions for the representability of primes by forms of a given discriminant, canonical representatives of the finitely many proper equivalence classes of a given discriminant, a group law for proper equivalence classes of forms of the same discriminant that respects representability of integers by the classes, and a theory of genera that takes into account inequivalent forms whose values cannot be distinguished by linear congruences.

Sections 6-7 digress to leap forward historically and interpret the group law for proper equivalence classes of binary quadratic forms in terms of an equivalence relation on the nonzero ideals in the ring of integers of an associated quadratic number field.

Sections $8-10$ concern Dirichlet's Theorem on primes in arithmetic progressions. Section 8 discusses Euler's product formula for $\sum_{n=1}^{\infty} n^{-s}$ and shows how Euler was able to modify it to prove that there are infinitely many primes $4 k+1$ and infinitely many primes $4 k+3$. Section 9 develops Dirichlet series as a tool to be used in the generalization, and Section 10 contains the proof of Dirichlet's Theorem. Section 8 uses some elementary real analysis, and Sections $9-10$ use both elementary real analysis and elementary complex analysis.


## 1. Historical Background

The period 1800 to 1840 saw great advances in number theory as the subject developed a coherence and moved toward the kind of algebraic number theory that is studied today. The groundwork had been laid chiefly by Euclid, Diophantus, Fermat, Euler, Lagrange, and Legendre. Some of what those people did was remarkably insightful for its time, but what collectively had come out of their labors was more a collection of miscellaneous results than an organized theory. It was Gauss who first gave direction and depth to the subject, beginning with
his book Disquisitiones Arithmeticae in 1801. Dirichlet built on Gauss's work, clarifying the deeper parts and adding analytic techniques that pointed toward the integrated subject of the future. This chapter concentrates on three jewels of classical number theory - largely the work of Gauss and Dirichlet - that seem on the surface to be only peripherally related but are actually a natural succession of developments leading from earlier results toward modern algebraic number theory. To understand the context, it is necessary to back up for a moment.

Diophantine equations in two or more variables have always lain at the heart of number theory. Fundamental examples that have played an important role in the development of the subject are $a x^{2}+b x y+c y^{2}=m$ for unknown integers $x$ and $y$; $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=m$ for unknown integers $x_{1}, x_{2}, x_{3}, x_{4} ; y^{2}=x(x-1)(x+1)$ for unknown integers $x$ and $y$; and $x^{n}+y^{n}=z^{n}$ for unknown integers $x, y, z$.

In every case one can get an immediate necessary condition on a solution by writing the equation modulo some integer $n$. The necessary condition is that the corresponding congruence modulo $n$ have a solution. For example take the equation $x^{2}+y^{2}=p$, where $p$ is a prime, and let us allow ourselves to use the more elementary results of Basic Algebra. Writing the equation modulo $p$ leads to $x^{2}+y^{2} \equiv 0 \bmod p$. Certainly $x$ cannot be divisible by $p$, since otherwise $y$ would be divisible by $p, x^{2}$ and $y^{2}$ would be divisible by $p^{2}$, and $x^{2}+y^{2}=p$ would be divisible by $p^{2}$, contradiction. Thus we can divide, obtaining $1+\left(y x^{-1}\right)^{2} \equiv 0 \bmod p$. Hence $z^{2} \equiv-1 \bmod p$ for $z \equiv x y^{-1}$. If $p$ is an odd prime, then -1 has order 2 , and the necessary condition is that there exist some $z$ in $\mathbb{F}_{p}^{\times}$whose order is exactly 4 . Since $\mathbb{F}_{p}^{\times}$is cyclic of order $p-1$, the necessary condition is that 4 divide $p-1$.

Using a slightly more complicated argument, we can establish conversely that the divisibility of $p-1$ by 4 implies that $x^{2}+y^{2}=p$ is solvable for integers $x$ and $y$. In fact, we know from the solvability of $z^{2} \equiv-1 \bmod p$ that there exists an integer $r$ such that $p$ divides $r^{2}+1$. Consider the possibilities in the integral domain $\mathbb{Z}[i]$ of Gaussian integers, where $i=\sqrt{-1}$. It was shown in Chapter VIII of Basic Algebra that $\mathbb{Z}[i]$ is Euclidean. Hence $\mathbb{Z}[i]$ is a principal ideal domain, and its elements have unique factorization. If $p$ remains prime in $\mathbb{Z}[i]$, then the fact that $p$ divides $(r+i)(r-i)$ implies that $p$ divides $r+i$ or $r-i$ in $\mathbb{Z}[i]$. Then at least one of $\frac{r}{p}+i \frac{1}{p}$ and $\frac{r}{p}-i \frac{1}{p}$ would have to be in $\mathbb{Z}[i]$. Since $i \frac{1}{p}$ is not in $\mathbb{Z}[i]$, this divisibility does not hold, and we conclude that $p$ does not remain prime in $\mathbb{Z}[i]$. If we write $p=(a+b i)(c+d i)$ nontrivially, then $p^{2}=|a+b i|^{2}|c+d i|^{2}=\left(a^{2}+b^{2}\right)\left(c^{2}+d^{2}\right)$ as an equality in $\mathbb{Z}$, and we readily conclude that $a^{2}+b^{2}=p$.

This much argument solves the Diophantine equation $x^{2}+y^{2}=p$ for $p$ prime. For $p$ replaced by a general integer $m$, we use the identity

$$
\left(x_{1}^{2}+y_{1}^{2}\right)\left(x_{2}^{2}+y_{2}^{2}\right)=\left(x_{1} x_{2}-y_{1} y_{2}\right)^{2}+\left(x_{1} y_{2}+x_{2} y_{1}\right)^{2},
$$

which has been known since antiquity, and we see that $x^{2}+y^{2}=m$ is solvable if $m$ is a product of odd primes of the form $4 k+1$. It is solvable also if $m=2$ and if $m=p^{2}$ for any prime $p$. Thus $x^{2}+y^{2}=m$ is solvable whenever $m$ is a positive integer such that each prime of the form $4 k+3$ dividing $m$ divides $m$ an even number of times. Using congruences modulo prime powers, we see that this condition is also necessary, and we arrive at the following result; historically it had already been asserted as a theorem by Fermat and was subsequently proved by Euler, albeit by more classical methods than we have used.

Proposition 1.1. The Diophantine equation $x^{2}+y^{2}=m$ is solvable in integers $x$ and $y$ for a given positive integer $m$ if and only if every prime number $p=4 k+3$ dividing $m$ occurs an even number of times in the prime factorization of $m$.

The first step in the above argument used congruence information; we had to know the primes $p$ for which $z^{2} \equiv-1 \bmod p$ is solvable. The second step was in two parts - both rather special. First we used specific information about the nature of factorization in a particular ring of algebraic integers, namely $\mathbb{Z}[i]$. Second we used that the norm of a product is the product of the norms in that same ring of algebraic integers.

It is too much to hope that some recognizable generalization of these steps with $x^{2}+y^{2}=m$ can handle all or most Diophantine equations. At least the first step is available in complete generality, and indeed number theory - both classical and modern-deduces many helpful conclusions by passing to congruences. There is the matter of deducing something useful from a given congruence, but doing so is a finite problem for each prime. Like some others before him, Gauss set about studying congruences systematically. Linear congruences are easy and had been handled before. Quadratic congruences are logically the next step. The first jewel of classical number theory to be discussed in this chapter is the Law of Quadratic Reciprocity of Gauss, which appears below as Theorem 1.2 and which makes useful deductions possible in the case of quadratic congruences. In effect quadratic reciprocity allows one to decide easily which integers are squares modulo a prime $p$. Euler had earlier come close to finding the statement of this result, and Legendre had found the exact statement without finding a complete proof. Gauss was the one who gave the first complete proof.

Part of the utility of quadratic reciprocity is that it helps one to attack quadratic Diophantine equations more systematically. The second jewel of classical number theory to be discussed in this chapter is the body of results concerning representing integers by binary quadratic forms $a x^{2}+b x y+c y^{2}=m$ that do not degenerate in some way. Lagrange and Legendre had already made advances in this theory, but Gauss's own discoveries were decisive. Dirichlet simplified the more advanced parts of the theory and investigated an aspect of it that Gauss had not addressed
and that would lead Dirichlet to his celebrated theorem on primes in arithmetic progressions. ${ }^{1}$

Lagrange had introduced the notion of the discriminant of a quadratic form and a notion of equivalence of such forms - two forms of the same discriminant being equivalent if one can be obtained from the other by a linear invertible substitution with integer entries. Equivalence is important because equivalent forms represent the same numbers. He established also a theory of reduced forms that specifies representatives of each equivalence class. For an odd prime $p$, $a x^{2}+b x y+c y^{2}=p$ is solvable only if the discriminant $b^{2}-4 a c$ is a square modulo $p$, and Lagrange was hampered by not knowing quadratic reciprocity. But he did know some special cases, such as when 5 is a square modulo $p$, and he was able to deal completely with discriminant -20 . For this discriminant, there are two equivalence classes, represented by $x^{2}+5 y^{2}$ and $2 x^{2}+2 x y+3 y^{2}$, and Lagrange showed for primes $p$ other than 2 and 5 that

$$
\begin{array}{rll}
x^{2}+5 y^{2}=p & \text { is solvable if and only if } & p \equiv 1 \text { or } 9 \bmod 20 \\
2 x^{2}+2 x y+3 y^{2}=p & \text { is solvable if and only if } & p \equiv 3 \text { or } 7 \bmod 20
\end{array}
$$

the fact about $x^{2}+5 y^{2}=p$ had been conjectured earlier by Euler. Lagrange observed further that

$$
\begin{aligned}
\left(2 x_{1}^{2}+2 x_{1} y_{1}+3 y_{1}^{2}\right) & \left(2 x_{2}^{2}+2 x_{2} y_{2}+3 y_{2}^{2}\right) \\
& =\left(2 x_{1} x_{2}+x_{1} y_{2}+y_{1} x_{2}+3 y_{1} y_{2}\right)^{2}+5\left(x_{1} x_{2}-y_{1} y_{2}\right)^{2}
\end{aligned}
$$

from which it follows that the product of two primes congruent to 3 or 7 modulo 20 is representable as $x^{2}+5 y^{2}$; this fact had been conjectured by Fermat.

Legendre added to this investigation the correct formula for quadratic reciprocity, which he incorrectly believed he had proved, and many of its consequences for representability of primes by binary quadratic forms. In addition, he tried to develop a theory of composition of forms that generalizes Lagrange's identity above, but he had only limited success.

In addition to establishing quadratic reciprocity, Gauss introduced the vital notion of "proper equivalence" for forms $a x^{2}+b x y+c y^{2}$ of the same discriminanttwo forms of the same discriminant being properly equivalent if one can be obtained from the other by a linear invertible substitution with integer entries and determinant +1 . In terms of this definition, he settled the representability of primes by binary quadratic forms, he showed that there are only finitely many proper equivalences classes for each discriminant, and he gave an algorithm for

[^0]deciding whether two forms are properly equivalent. The main results of Gauss in this direction appear as Theorems 1.6 and 1.8 below. In addition, Gauss showed, without the benefit of having a definition of "group," in effect that the set of proper equivalence classes of forms with a given discriminant becomes a finite abelian group in a way that controls representability of nonprime integers; by contrast, Lagrange's definition of equivalence does not lead to a group structure. Gauss's main results in this direction, as recast by Dirichlet, appear as Theorem 1.12 below.

The story does not stop here, but let us pause for a moment to say what Lagrange's theory, as amended by Gauss, says for the above example, first rephrasing the context in more modern terminology. We saw earlier that unique factorization in the ring $\mathbb{Z}[i]$ of Gaussian integers is the key to the representation of integers by the quadratic form $x^{2}+y^{2}$. For a general quadratic form $a x^{2}+b x y+c y^{2}$ with discriminant $D=b^{2}-4 a c$, properties of the ring $R$ of algebraic integers in the field $\mathbb{Q}(\sqrt{D})$ are relevant for the questions that Gauss investigated. It turns out that $R$ is a principal ideal domain if Gauss's finite abelian group of proper equivalence classes is trivial and that when $D$ is "fundamental," there is a suitable converse. ${ }^{2}$

With the context rephrased we come back to the example. Consider the equation $x^{2}+5 y^{2}=p$ for primes $p$. The discriminant of $x^{2}+5 y^{2}$ is -20 , and the relevant ring of algebraic integers is $\mathbb{Z}[\sqrt{-5}]$, which is not a unique factorization domain. Thus the argument used with $x^{2}+y^{2}=p$ does not apply, and we have no reason to expect that solvability of $x^{2}+5 y^{2} \equiv 0 \bmod p$ is sufficient for solvability of $x^{2}+5 y^{2}=p$. Let us look more closely. The congruence condition is that -20 is a square modulo $p$. Thus -5 is to be a square modulo $p$. If we leave aside the primes $p=2$ and $p=5$ that divide 20, the Law of Quadratic Reciprocity will tell us that the necessary congruence resulting from solvability of $x^{2}+5 y^{2}=p$ is that $p$ be congruent to $1,3,7$, or 9 modulo 20 . However, we can compute all residues $n$ of $x^{2}+5 y^{2}$ modulo 20 for $n$ with $\operatorname{GCD}(n, 20)=1$ to see that

$$
x^{2}+5 y^{2} \equiv 1 \text { or } 9 \bmod 20 \quad \text { if } \operatorname{GCD}\left(x^{2}+5 y^{2}, 20\right)=1
$$

Meanwhile, the form $2 x^{2}+2 x y+3 y^{2}$ has discriminant -20 , and we can check that solvability of $2 x^{2}+2 x y+3 y^{2}=p$ leads to the conclusion that

$$
2 x^{2}+2 x y+3 y^{2} \equiv 3 \text { or } 7 \bmod 20 \quad \text { if } \operatorname{GCD}\left(2 x^{2}+2 x y+3 y^{2}, 20\right)=1
$$

Lagrange's theory easily shows that representability of integers by a form depends only on the equivalence class of the form and that all primes congruent to 1,3 ,

[^1]7, or 9 modulo 20 are representable by some form. This example is special in that equivalence and proper equivalence come to the same thing. Gauss's multiplication rule for proper equivalence classes of forms with discriminant -20 produces a group of order 2 , with $x^{2}+5 y^{2}$ representing the identity class and $2 x^{2}+2 x y+3 y^{2}$ representing the other class. Consequently

$$
\begin{aligned}
p \equiv 1 \text { or } 9 \bmod 20 & \text { implies } & x^{2}+5 y^{2}=p & \text { solvable } \\
p \equiv 3 \text { or } 7 \bmod 20 & \text { implies } & 2 x^{2}+2 x y+3 y^{2}=p & \text { solvable }
\end{aligned}
$$

In addition, the multiplication rule has the property that if $m$ is representable by all forms in the class of $a_{1} x^{2}+b_{1} x y+c_{1} y^{2}$ and $n$ is representable by all forms in the class of $a_{2} x^{2}+b_{2} x y+c_{2} y^{2}$, then $m n$ is representable by all forms in the class of the product form. It is not necessary to have an explicit identity for the multiplication. Thus, for example, it follows without further argument that if $p$ and $q$ are primes congruent to 3 or 7 modulo 20 , then $x^{2}+5 y^{2}=p q$ is solvable.

Let us elaborate a little about the rephrased context for Gauss's theory. We let $D$ be the discriminant of the binary quadratic forms in question, and we assume that $D$ is "fundamental." Let $R$ be the ring of algebraic integers that lie in the field $\mathbb{Q}(\sqrt{D})$. It turns out to be possible to define a notion of "strict equivalence" on the set of ideals of $R$ in such a way that multiplication of ideals descends to a multiplication of strict equivalence classes. The strict equivalence classes of ideals then form a group, and this group is isomorphic to Gauss's group. In particular, one obtains the nonobvious conclusion that the set of strict equivalence classes of ideals is finite. The main result giving this isomorphism is Theorem 1.20. This rephrasing of the theory points to a generalization to algebraic number fields of degree higher than 2 and is a starting point for modern algebraic number theory.

Now we return to the work of Gauss. Even the example with $D=-20$ that was described above does not give an idea of how complicated matters can become. For discriminant -56 , for example, the two forms $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ take on the same residues modulo 56 that are prime to 56 , but no prime can be represented by both forms. These two forms and the forms $3 x^{2} \pm 2 x y+5 y^{2}$ represent the four proper equivalence classes. By contrast, there are only three equivalence classes in Lagrange's sense, and we thus get some insight into why Legendre encountered difficulties in defining a useful multiplication even for $D=-56$. Gauss's theory goes on to address the problem that $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ take on one set of residues modulo 56 and prime to 56 while $3 x^{2} \pm 2 x y+5 y^{2}$ take on a disjoint set of such residues. Gauss defined a "genus" (plural: "genera") to consist of proper equivalence classes like these that cannot be distinguished by linear congruences, and he obtained some results about this notion. Gauss's set of genera inherits a group structure from the group structure on the proper equivalence classes of forms, and the group structure for the genera enables one to work with genera easily.

The third jewel of classical number theory to be discussed in this chapter is Dirichlet's celebrated theorem on primes in arithmetic progressions, given below as Theorem 1.21. The statement is that if $m$ and $b$ are positive relatively prime integers, then there are infinitely many primes of the form $k m+b$ with $k$ a positive integer. The proof mixes algebra, a little real analysis, and some complex analysis.

What is not immediately apparent is how this theorem fits into a natural historical sequence with Gauss's theory of binary quadratic forms. In fact, the statement about primes in arithmetic progressions was thrust upon Dirichlet in at least two ways. Dirichlet thoroughly studied the work of those who came before him. One aspect of that work was Legendre's progress toward obtaining quadratic reciprocity; in fact, Legendre actually had a proof of quadratic reciprocity except that he assumed the unproved result about primes in arithmetic progressions for part of it and argued in circular fashion for another part of it. Another aspect of the work Dirichlet studied was Gauss's theory of multiplication of proper equivalence classes of forms, which Dirichlet saw a need to simplify and explain; indeed, a complete answer to the representability of composite numbers requires establishing theorems about genera beyond what Gauss obtained and has to make use of the theorem about primes in arithmetic progressions.

In addition, Dirichlet asked and settled a question about proper equivalence classes for which Gauss had published nothing and for which Jacobi had conjectured an answer: How many such classes are there for each discriminant $D$ ? Let us call this number the "Dirichlet class number," denoting it by $h(D)$. Dirichlet's answer has several cases to it. When $D$ is fundamental, even, negative, and not equal to -4 , the answer is

$$
h(D)=\frac{2 \sqrt{|D / 4|}}{\pi} \sum_{\substack{n \geq 1, \operatorname{GCD}(n, D)=1}}\left(\frac{D / 4}{n}\right) \frac{1}{n}
$$

with the sum taken over positive integers prime to $D$. Here when $p$ is a prime not dividing $D,\left(\frac{D / 4}{p}\right)$ is +1 if $D / 4$ is a square modulo $p$ and is -1 if not. For general $n=\prod p^{k}$ prime to $D,\left(\frac{D / 4}{n}\right)$ is the product of the expressions $\left(\frac{D / 4}{p}\right)^{k}$ corresponding to the factorization ${ }^{3}$ of $n$. When $D=-4$, the quantity on the right side has to be doubled to give the correct result, and thus the formula becomes

$$
h(-4)=\frac{4}{\pi} \sum_{n \text { odd } \geq 1}\left(\frac{-1}{n}\right) \frac{1}{n}=\frac{4}{\pi} \sum_{n \text { odd } \geq 1} \frac{(-1)^{(n-1) / 2}}{n} .
$$

The adjusted formula correctly gives $h(-4)=-1$, since Leibniz had shown more than a century earlier that $1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\cdots=\frac{\pi}{4}$. Dirichlet was able to

[^2]evaluate the displayed infinite series for general $D$ as a finite sum, but that further step does not concern us here. The important thing to observe is that the infinite series is always an instance of a series $\sum_{n=1}^{\infty} \chi(n) / n$ with $\chi$ a periodic function on the positive integers satisfying $\chi(m+n)=\chi(m) \chi(n)$. Dirichlet's derivation of a series expansion for his class numbers required care because the series is only conditionally convergent. To be able to work with absolutely convergent series, he initially replaced $\frac{1}{n}$ by $\frac{1}{n^{s}}$ for $s>1$, thus initially treating series he denoted by $L(s, \chi)=\sum_{n=1}^{\infty} \chi(n) / n^{s}$.

As a consequence of this work, Dirichlet was familiar with series $L(s, \chi)$ and was aware of the importance of expressions $L(1, \chi)$, knowing that at least when $\chi(n)=\left(\frac{D}{n}\right), L(1, \chi)$ is not 0 because it is essentially a class number. This nonvanishing turns out to be the core of the proof of the theorem on primes in arithmetic progressions. Dirichlet would have known about Euler's proof that the progressions $4 n+1$ and $4 n+3$ contain infinitely many primes, a proof that we give in Section 8, and he would have recognized Euler's expression $\sum_{n=1}^{\infty}(-1)^{n} /(2 n+1)$ as something that occurs in his formula for $h(-4)$. Thus he was well equipped with tools and motivation for a proof of his theorem on primes in arithmetic progressions.

## 2. Quadratic Reciprocity

If $p$ is an odd prime number and $a$ is an integer with $a \not \equiv 0 \bmod p$, the Legendre symbol $\left(\frac{a}{p}\right)$ is defined by

$$
\left(\frac{a}{p}\right)= \begin{cases}+1 & \text { if } a \text { is a square modulo } p \\ -1 & \text { if } a \text { is not a square modulo } p\end{cases}
$$

Since $\mathbb{F}_{p}^{\times}$is a cyclic group of even order, the squares form a subgroup of index 2 . Therefore $a \mapsto\left(\frac{a}{p}\right)$ is a group homomorphism of $\mathbb{F}_{p}^{\times}$into $\{ \pm 1\}$, and we have $\left(\frac{a}{p}\right)\left(\frac{b}{p}\right)=\left(\frac{a b}{p}\right)$ whenever $a$ and $b$ are not divisible by $p$.

Theorem 1.2 (Law of Quadratic Reciprocity). If $p$ and $q$ are distinct odd prime numbers, then
(a) $\left(\frac{-1}{p}\right)=(-1)^{\frac{1}{2}(p-1)}$,
(b) $\left(\frac{2}{p}\right)=(-1)^{\frac{1}{8}\left(p^{2}-1\right)}$,
(c) $\left(\frac{p}{q}\right)\left(\frac{q}{p}\right)=(-1)^{\left[\frac{1}{2}(p-1)\right]\left[\frac{1}{2}(q-1)\right]}$.

REMARKS. Conclusion (a) is due to Fermat and says that -1 is a square modulo $p$ if and only if $p=4 n+1$. We proved this result already in Section 1 and will not re-prove it here. Conclusion (b) is due to Euler and says that 2 is a square modulo $p$ if and only if $p=8 n \pm 1$. Conclusion (c) is due to Gauss and says that if $p$ or $q$ is $4 n+1$, then $\left(\frac{p}{q}\right)=\left(\frac{q}{p}\right)$ and otherwise $\left(\frac{p}{q}\right)=-\left(\frac{q}{p}\right)$. The proofs of (b) and (c) will occupy the remainder of this section.

## EXAMPLES.

(1) This example illustrates how quickly iterated use of the theorem decides whether a given integer is a square. We compute $\left(\frac{17}{79}\right)$. We have

$$
\left(\frac{17}{79}\right)=\left(\frac{79}{17}\right)=\left(\frac{11}{17}\right)=\left(\frac{17}{11}\right)=\left(\frac{6}{11}\right)=-\left(\frac{3}{11}\right)=+\left(\frac{11}{3}\right)=\left(\frac{2}{3}\right)=-1
$$

the successive equalities being justified by using (c), the formula $\left(\frac{a+k p}{p}\right)=\left(\frac{a}{p}\right)$, (c) again, $\left(\frac{a+k p}{p}\right)=\left(\frac{a}{p}\right)$ again, the formula $\left(\frac{a}{p}\right)\left(\frac{b}{p}\right)=\left(\frac{a b}{p}\right)$ and (b), (c) once more, $\left(\frac{a+k p}{p}\right)=\left(\frac{a}{p}\right)$ once more, and an explicit evaluation of $\left(\frac{2}{3}\right)$.
(2) Lemma 9.46 of Basic Algebra asserts that 3 is a generator of the cyclic group $\mathbb{F}_{n}^{\times}$when $n$ is prime of the form $2^{2^{N}}+1$ with $N>0$, and Theorem 1.2 enables us to give a proof. In fact, this $n$ has $n \equiv 2 \bmod 3$ and $n \equiv 1 \bmod 4$. Thus $\left(\frac{3}{n}\right)=\left(\frac{n}{3}\right)=\left(\frac{2}{3}\right)=-1$. Since $\mathbb{F}_{n}^{\times}$is a cyclic group whose order is a power of 2 , every nonsquare is a generator. Thus 3 is a generator.

We prove two lemmas, give the proof of (b), prove a third lemma, and then give the proof of (c).

Lemma 1.3. If $p$ is an odd prime and $a$ is any integer such that $p$ does not divide $a$, then $a^{\frac{1}{2}(p-1)} \equiv\left(\frac{a}{p}\right) \bmod p$.

Proof. The multiplicative group $\mathbb{F}_{p}^{\times}$being cyclic, let $b$ be a generator. Write $a \equiv b^{r} \bmod p$ for some integer $r$. Since $\left(\frac{a}{p}\right)=(-1)^{r}$ and $a^{\frac{1}{2}(p-1)} \equiv\left(b^{r}\right)^{\frac{1}{2}(p-1)}=$ $\left(b^{\frac{1}{2}(p-1)}\right)^{r} \equiv(-1)^{r} \bmod p$, the lemma follows.

Lemma 1.4 (Gauss). Let $p$ be an odd prime, and let $a$ be any integer such that $p$ does not divide $a$. Among the least positive residues modulo $p$ of the integers $a, 2 a, 3 a, \ldots, \frac{1}{2}(p-1) a$, let $n$ denote the number of residues that exceed $p / 2$. Then $\left(\frac{a}{p}\right)=(-1)^{n}$.

Proof. Let $r_{1}, \ldots, r_{n}$ be the least positive residues exceeding $p / 2$, and let $s_{1}, \ldots, s_{k}$ be those less than $p / 2$, so that $n+k=\frac{1}{2}(p-1)$. The residues $r_{1}, \ldots, r_{n}, s_{1}, \ldots, s_{k}$ are distinct, since no two of $a, 2 a, 3 a, \ldots, \frac{1}{2}(p-1) a$ differ by a multiple of $p$. Each integer $p-r_{i}$ is strictly between 0 and $p / 2$, and we cannot have any equality $p-r_{i}=s_{j}$, since $r_{i}+s_{j}=p$ would mean that $(u+v) a$ is divisible by $p$ for some integers $u$ and $v$ with $1 \leq u, v \leq \frac{1}{2}(p-1)$. Hence

$$
p-r_{1}, \ldots, p-r_{n}, s_{1}, \ldots, s_{k}
$$

is a permutation of $1, \ldots, \frac{1}{2}(p-1)$. Modulo $p$, we therefore have

$$
\begin{aligned}
1 \cdot 2 \cdots \frac{1}{2}(p-1) & \equiv(-1)^{n} r_{1} \cdots r_{n} s_{1} \cdots s_{k} \\
& \equiv(-1)^{n} a \cdot 2 a \cdots \frac{1}{2}(p-1) a \\
& \equiv(-1)^{n} a^{\frac{1}{2}(p-1)} 1 \cdot 2 \cdots \frac{1}{2}(p-1)
\end{aligned}
$$

and cancellation yields $a^{\frac{1}{2}(p-1)} \equiv(-1)^{n} \bmod p$. The result follows by combining this congruence with the conclusion of Lemma 1.3.

Proof of (b) in Theorem 1.2. We shall apply Lemma 1.4 with $a=2$ after investigating the least positive residues of $2,4,6, \ldots, p-1$. We can list explicitly those residues that exceed $p / 2$ for each odd value of $p \bmod 8$ as follows:

$$
\begin{array}{ll}
p=8 k+1, & 4 k+2,4 k+4, \ldots, 8 k, \\
p=8 k+3, & 4 k+2,4 k+4, \ldots, 8 k+2, \\
p=8 k+5, & 4 k+4, \ldots, 8 k+2,8 k+4, \\
p=8 k+7, & 4 k+4, \ldots, 8 k+4,8 k+6 .
\end{array}
$$

If $n$ denotes the number of such residues for a given $p$, a count of each line of the above table shows that

$$
\begin{aligned}
& n=2 k \quad \text { and } \quad(-1)^{n}=+1 \quad \text { for } \quad p=8 k+1 \text {, } \\
& n=2 k+1 \quad \text { and } \quad(-1)^{n}=-1 \quad \text { for } \quad p=8 k+3 \text {, } \\
& n=2 k+1 \quad \text { and } \quad(-1)^{n}=-1 \quad \text { for } \quad p=8 k+5 \text {, } \\
& n=2 k+2 \quad \text { and } \quad(-1)^{n}=+1 \quad \text { for } \quad p=8 k+7 \text {. }
\end{aligned}
$$

Thus Lemma 1.4 shows that $\left(\frac{2}{p}\right)=+1$ for $p=8 k \pm 1$ and $\left(\frac{2}{p}\right)=-1$ for $p=8 k \pm 3$. This completes the proof of (b).

Lemma 1.5. If $p$ is an odd prime and $a$ is a positive odd integer such that $p$ does not divide $a$, then $\left(\frac{a}{p}\right)=(-1)^{t}$, where $t=\sum_{u=1}^{\frac{1}{2}(p-1)}[u a / p]$. Here $[\cdot]$ denotes the greatest-integer function.

REMARKS. When $a=2$, the equality $\left(\frac{a}{p}\right)=(-1)^{t}$ fails for $p=3$, since $t=[2 / 3]=0$.

Proof. With notation as in Lemma 1.4 and its proof, we form each $u a$ for $1 \leq$ $u \leq \frac{1}{2}(p-1)$ and reduce modulo $p$, obtaining as least positive residue either some $r_{i}$ for $i \leq n$ or some $s_{j}$ for $j \leq k$. Then $u a / p=[u a / p]+p^{-1}$ (some $r_{i}$ or $s_{j}$ ). Hence

$$
\begin{equation*}
\sum_{u=1}^{\frac{1}{2}(p-1)} u a=\sum_{u=1}^{\frac{1}{2}(p-1)} p[u a / p]+\sum_{i=1}^{n} r_{i}+\sum_{j=1}^{k} s_{j} \tag{*}
\end{equation*}
$$

The proof of Lemma 1.4 showed that $p-r_{1}, \ldots, p-r_{n}, s_{1}, \ldots, s_{k}$ is a permutation of $1, \ldots, \frac{1}{2}(p-1)$, and thus the sum is the same in the two cases:

$$
\sum_{u=1}^{\frac{1}{2}(p-1)} u=\sum_{i=1}^{n}\left(p-r_{i}\right)+\sum_{j=1}^{k} s_{j}=n p-\sum_{i=1}^{n} r_{i}+\sum_{j=1}^{k} s_{j}
$$

Subtracting this equation from $(*)$, we obtain

$$
(a-1) \sum_{u=1}^{\frac{1}{2}(p-1)} u=p\left(\sum_{u=1}^{\frac{1}{2}(p-1)}[u a / p]-n\right)+2 \sum_{i=1}^{n} r_{i}
$$

Replacing $\sum_{u=1}^{\frac{1}{2}(p-1)} u$ on the left side by its value $\frac{1}{8}\left(p^{2}-1\right)$ and taking into account that $p$ is odd, we obtain the following congruence modulo 2 :

$$
(a-1) \frac{1}{8}\left(p^{2}-1\right) \equiv \sum_{u=1}^{\frac{1}{2}(p-1)}[u a / p]-n \quad \bmod 2
$$

Since $a$ is odd, the left side is congruent to 0 modulo 2 . Therefore $n \equiv$ $\sum_{u=1}^{\frac{1}{2}(p-1)}[u a / p] \equiv t \bmod 2$, and Lemma 1.4 allows us to conclude that $(-1)^{t}=$ $(-1)^{n}=\left(\frac{a}{p}\right)$.

Proof of (c) IN Theorem 1.2. Let

$$
S=\left\{(x, y) \in \mathbb{Z} \times \mathbb{Z} \left\lvert\, 1 \leq x \leq \frac{1}{2}(p-1)\right. \text { and } 1 \leq y \leq \frac{1}{2}(q-1)\right\}
$$

the number of elements in question being $|S|=\frac{1}{4}(p-1)(q-1)$. We can write $S=S_{1} \cup S_{2}$ disjointly with

$$
S_{1}=\{(x, y) \mid q x>p y\} \quad \text { and } \quad S_{2}=\{(x, y) \mid q x<p y\}
$$

the exhaustion of $S$ by $S_{1}$ and $S_{2}$ follows because $q x=p y$ would imply that $p$ divides $q x$ and hence that $p$ divides $x$, contradiction. We can describe $S_{1}$ alternatively as

$$
S_{1}=\left\{(x, y) \left\lvert\, 1 \leq x \leq \frac{1}{2}(p-1)\right. \text { and } 1 \leq y<q x / p\right\}
$$

and therefore $\left|S_{1}\right|=\sum_{x=1}^{\frac{1}{2}(p-1)}[q x / p]$, which is the integer $t$ in Lemma 1.5 such that $(-1)^{t}=\left(\frac{q}{p}\right)$. Similarly we have $\left|S_{2}\right|=\sum_{y=1}^{\frac{1}{2}(q-1)}[p y / q]$, which is the integer $t$ in Lemma 1.5 such that $(-1)^{t}=\left(\frac{p}{q}\right)$. Therefore

$$
(-1)^{\frac{1}{4}(p-1)(q-1)}=(-1)^{|S|}=(-1)^{\left|S_{1}\right|}(-1)^{\left|S_{2}\right|}=\left(\frac{q}{p}\right)\left(\frac{p}{q}\right),
$$

and the proof is complete.

## 3. Equivalence and Reduction of Quadratic Forms

A binary quadratic form over $\mathbb{Z}$ is a function $F(x, y)=a x^{2}+b x y+c y^{2}$ from $\mathbb{Z} \times \mathbb{Z}$ to $\mathbb{Z}$ with $a, b, c$ in $\mathbb{Z}$. Following Gauss, ${ }^{4}$ we abbreviate this $F$ as $(a, b, c)$. We shall always assume, without explicitly saying so, that the discriminant $D=b^{2}-4 a c$ is not the square of an integer and that $F$ is primitive in the sense that $\operatorname{GCD}(a, b, c)=1$. When there is no possible ambiguity, we may say "form" or "quadratic form" in place of "binary quadratic form."

Let $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ be a member of the group $\mathrm{GL}(2, \mathbb{Z})$ of integer matrices whose inverse is an integer matrix. The determinant of such a matrix is $\pm 1$. We can use this matrix to change variables, writing

$$
\binom{x}{y}=\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\binom{x^{\prime}}{y^{\prime}}=\binom{\alpha x^{\prime}+\beta y^{\prime}}{\gamma x^{\prime}+\delta y^{\prime}}
$$

Then $a x^{2}+b x y+c y^{2}$ becomes

$$
\begin{aligned}
& a\left(\alpha x^{\prime}+\beta y^{\prime}\right)^{2}+b\left(\alpha x^{\prime}+\beta y^{\prime}\right)\left(\gamma x^{\prime}+\delta y^{\prime}\right)+c\left(\gamma x^{\prime}+\delta y^{\prime}\right)^{2} \\
& =\left(a \alpha^{2}+b \alpha \gamma+c \gamma^{2}\right) x^{\prime 2}+(2 a \alpha \beta+b \alpha \delta+b \beta \gamma+2 c \gamma \delta) x^{\prime} y^{\prime}+\left(a \beta^{2}+b \beta \delta+c \delta^{2}\right) y^{\prime 2} .
\end{aligned}
$$

[^3]If we associate the triple $(a, b, c)$ of $F(x, y)$ to the matrix $\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)$, then this formula shows that the triple ( $a^{\prime}, b^{\prime}, c^{\prime}$ ) of the new form $F^{\prime}\left(x^{\prime}, y^{\prime}\right)$ is associated to the matrix

$$
\left(\begin{array}{cc}
2 a^{\prime} & b^{\prime} \\
b^{\prime} & 2 c^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
\alpha & \gamma \\
\beta & \delta
\end{array}\right)\left(\begin{array}{cc}
2 a & b \\
b & 2 c
\end{array}\right)\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)
$$

From this equality of matrices, we see that
(i) the member $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ of $\operatorname{GL}(2, \mathbb{Z})$ has the effect of the identity transformation,
(ii) the member $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)\left(\begin{array}{ll}\alpha^{\prime} & \beta^{\prime} \\ \gamma^{\prime} & \delta^{\prime}\end{array}\right)$ of $\mathrm{GL}(2, \mathbb{Z})$ has the effect of applying first $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ and then $\left(\begin{array}{c}\alpha^{\prime} \\ \gamma^{\prime} \\ \gamma^{\prime} \\ \delta^{\prime}\end{array}\right)$.
These two facts say that we do not quite have the expected group action on forms on the left. Instead, we can say either that we have a group action on the right or that $g F$ is obtained from $F$ by operating by $g^{t}$. Anyway, there are orbits, and they are what we really need. The discriminant $D=b^{2}-4 a c$ of the form $F$ is evidently minus the determinant of the associated matrix $\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)$, and the displayed equality of matrices thus implies that the discriminant of the form $F^{\prime}$ is $D(\alpha \delta-\beta \gamma)^{2}$. Since $(\alpha \delta-\beta \gamma)^{2}=1$ for matrices in $\operatorname{GL}(2, \mathbb{Z})$, we conclude that
(iii) each member of $\operatorname{GL}(2, \mathbb{Z})$ preserves the discriminant of the form. Hence the group $\mathrm{GL}(2, \mathbb{Z})$ acts on the forms of discriminant $D$.

Forms in the same orbit under $\operatorname{GL}(2, \mathbb{Z})$ are said to be equivalent. Forms in the same orbit under the subgroup $\operatorname{SL}(2, \mathbb{Z})$ are said to be properly equivalent. A proper equivalence class of forms will refer to the latter relation. This notion is due to Gauss. Equivalence under $\operatorname{GL}(2, \mathbb{Z})$ is an earlier notion due to Lagrange, and we shall refer to its classes as ordinary equivalence classes on the infrequent occasions when the notion arises. Proper equivalence is necessary later in order to get a group operation on classes of forms. If one form can be carried to another form by a member of $\operatorname{GL}(2, \mathbb{Z})$ of determinant -1 , we say that the two forms are improperly equivalent. Use of the matrix $\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ shows that the form $(a, b, c)$ is improperly equivalent to the form $(a,-b, c)$. In particular, $(a, 0, c)$ is improperly equivalent to itself.

The discriminant $D$ is congruent to $b^{2}$ modulo 4 and hence is congruent to 0 or 1 modulo 4 . All nonsquare integers $D$ that are congruent to 0 or 1 modulo 4 arise as discriminants; in fact, we can always achieve such a $D$ with $a=1$ and with $b$ equal either to 0 or to 1 .

The discriminant is minus the determinant of the matrix $\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)$ associated to
$(a, b, c)$, and this matrix is real symmetric with trace $2(a+c)$. Since $D=b^{2}-4 a c$ is assumed not to be the square of an integer, neither $a$ nor $c$ can be 0 .

If $D>0$, the symmetric matrix $\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)$ is indefinite, having eigenvalues of opposite sign. In this case the Dirichlet class number of $D$, denoted by $h(D)$, is defined to be the number ${ }^{5}$ of all proper equivalence classes of forms of discriminant $D$.

If $D<0$, then $a$ and $c$ have the same sign. The matrix $\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)$ is positive definite if $a$ and $c$ are positive, and it is negative definite if $a$ and $c$ are negative. Correspondingly we refer to the form $(a, b, c)$ as positive definite or negative definite in the two cases. Since $g^{t}\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right) g$ is positive definite whenever $\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)$ is positive definite, any form equivalent to a positive definite form is again positive definite. A similar remark applies to negative definite forms. Thus "positive definite" and "negative definite" are class properties. For any given discriminant $D<0$, the Dirichlet class number of $D$, denoted by $h(D)$, is the number ${ }^{6}$ of proper equivalence classes of positive definite forms of discriminant $D$.

The form $(a, b, c)$ represents an integer $m$ if $a x^{2}+b x y+c y^{2}=m$ is solvable for some integers $x$ and $y$. The form primitively represents $m$ if the $x$ and $y$ with $a x^{2}+b x y+c y^{2}=m$ can be chosen to be relatively prime. In any event, $\operatorname{GCD}(x, y)$ divides $m$, and thus whenever a form represents a prime $p$, it primitively represents $p$.

Theorem 1.6. Fix a nonsquare discriminant $D$.
(a) The Dirichlet class number $h(D)$ is finite. In fact, any form of discriminant $D$ is properly equivalent to a form $(a, b, c)$ with $|b| \leq|a| \leq|c|$ and therefore has $3|a c| \leq|D|$, and the number of forms of discriminant $D$ satisfying all these inequalities is finite.
(b) An odd prime $p$ with $\operatorname{GCD}(D, p)=1$ is primitively representable by some form $(a, b, c)$ of discriminant $D$ if and only if $\left(\frac{D}{p}\right)=+1$. In this case the number of proper equivalence classes of forms primitively representing $p$ is either 1 or 2 , and these classes are carried to one another by $\operatorname{GL}(2, \mathbb{Z})$. In fact, if $\left(\frac{D}{p}\right)=+1$, then $b^{2} \equiv D \bmod 4 p$ for some integer $b$, and representatives of these classes may be taken to be $\left(p, \pm b, \frac{b^{2}-D}{4 p}\right)$.

[^4]We come to the proof after some preliminary remarks and examples. The argument for (a) is constructive, and thus the forms given explicitly in (b) can be transformed constructively into properly equivalent forms satisfying the conditions of (a). Hence we are led to explicit forms as in (a) representing $p$. A generalization of (b) concerning how a composite integer $m$ can be represented if $\operatorname{GCD}(D, m)=1$ appears in Problem 2 at the end of the chapter. What is missing in all this is a description of proper equivalences among the forms as in (a). We shall solve this question readily in Proposition 1.7 when $D<0$. For $D>0$, the answer is more complicated; we shall say what it is in Theorem 1.8, but we shall omit some of the proof of that theorem.

EXAMPLES.
(1) $D=-4$. Theorem 1.2 a shows that the odd primes with $\left(\frac{D}{p}\right)=+1$ are those of the form $4 k+1$. Theorem 1.6a says that each proper equivalence class of forms of discriminant -4 has a representative $(a, b, c)$ with $3|a c| \leq 4$. Since $D<0$, we are interested only in positive definite forms, which necessarily have $a$ and $c$ positive. Thus $a=c=1$, and we must have $b=0$. So there is only one class of (positive definite) forms of discriminant -4 , namely $x^{2}+y^{2}$, and Theorem 1.6b allows us to conclude that $x^{2}+y^{2}=p$ is solvable for each prime $p=4 k+1$. In other words, we recover the conclusion of Proposition 1.1 as far as representability of primes is concerned.
(2) $D=-20$. To have $\left(\frac{D}{p}\right)=+1$ for an odd prime $p$, we must have either $\left(\frac{-1}{p}\right)=\left(\frac{5}{p}\right)=+1$ or $\left(\frac{-1}{p}\right)=\left(\frac{5}{p}\right)=-1$. Theorem 1.2 shows in the first case that $p \equiv 1 \bmod 4$ and $p \equiv \pm 1 \bmod 5$, while in the second case $p \equiv 3 \bmod 4$ and $p \equiv \pm 3 \bmod 5$. That is, $p$ is congruent to one of 1 and 9 modulo 20 in the first case and to one of 3 and 7 modulo 20 in the second case. Let us consider the forms as in Theorem 1.6a. We know that $a>0$ and $c>0$. The inequality $3 a c \leq|D|$ forces $a c \leq 6$. Since $|b| \leq a \leq c$, we obtain $a^{2} \leq 6$ and $a \leq 2$. Since 4 divides $D, b$ is even. Then $b=0$ or $b= \pm 2$. So the only possibilities are $(1,0,5)$ and $(2, \pm 2,3)$. Because of Theorem 1.6 b , any prime congruent to one of $1,3,7,9$ modulo 20 is representable either by $(1,0,5)$ and not $(2, \pm 2,3)$, or by $(2, \pm 2,3)$ and not $(1,0,5)$. We can write down all residues modulo 20 for $x^{2}+5 y^{2}$ and $2 x^{2} \pm 2 x y+3 y^{2}$, and we find that the possible residues prime to 20 are 1 and 9 in the first case, and they are 3 and 7 in the second case. The conclusion for odd primes $p$ with $\operatorname{GCD}(20, p)=1$ is that

$$
\begin{array}{lll}
p \equiv 1 \text { or } 9 \bmod 20 & \text { implies } & p \text { is representable as } x^{2}+5 y^{2} \\
p \equiv 3 \text { or } 7 \bmod 20 & \text { implies } & p \text { is representable as } 2 x^{2} \pm 2 x y+3 y^{2}
\end{array}
$$

The residues modulo 20 have shown that $x^{2}+5 y^{2}$ is not equivalent to either of $2 x^{2} \pm 2 x y+3 y^{2}$, but they do not show whether $2 x^{2} \pm 2 x y+3 y^{2}$ are properly
equivalent to one another. Hence the Dirichlet class number $h(-20)$ is either 2 or 3 . It will turn out to be 2 .
(3) $D=-56$. To have $\left(\frac{D}{p}\right)=+1$ for an odd prime $p$, we must have an odd number of the Legendre symbols $\left(\frac{-1}{p}\right)$, $\left(\frac{2}{p}\right)$, and $\left(\frac{7}{p}\right)$ equal to +1 and the rest equal to -1 . We readily find from Theorem 1.2 that the possibilities with $\operatorname{GCD}(56, p)=1$ are

$$
p \equiv 1,3,5,9,13,15,19,23,25,27,39,45 \bmod 56
$$

Applying Theorem 1.6a as in the previous example, we find that $x^{2}+14 y^{2}$, $2 x^{2}+7 y^{2}$, and $3 x^{2} \pm 2 x y+5 y^{2}$ are representatives of all proper equivalence classes of forms of discriminant -56 . Taking into account Theorem 1.6 b and the residue classes of these forms modulo 56, we conclude for odd primes $p$ that

$$
\begin{aligned}
& \text { if } p \equiv \text { any of } 1,9,15,23,25,39 \bmod 56, \text { then } \\
& \quad \quad p \text { is representable as } x^{2}+14 y^{2} \text { or } 2 x^{2}+7 y^{2}, \\
& \text { if } p \equiv \text { any of } 3,5,13,19,27,45 \bmod 56, \text { then } \\
& \quad p \text { is representable as both of } 3 x^{2} \pm 2 x y+5 y^{2} .
\end{aligned}
$$

The question left unsettled by the argument so far is whether $x^{2}+14 y^{2}$ is properly equivalent to $2 x^{2}+7 y^{2}$. Equivalent forms represent the same integers, and the integer 1 is representable by $x^{2}+14 y^{2}$ but not by $2 x^{2}+7 y^{2}$. Hence the two forms are not equivalent and cannot be properly equivalent. According to Theorem 1.6b, the primes of the first line are therefore representable by either $x^{2}+14 y^{2}$ or $2 x^{2}+7 y^{2}$ but never by both. Hence the Dirichlet class number $h(-56)$ is either 3 or 4 . It will turn out to be 4 .
(4) $D=5$. The forms of discriminant 5 are indefinite. Applying Theorem 1.6a, we obtain $3|a c| \leq 5$. Hence $|a|=|c|=1$. Since $D$ is odd, $b$ is odd. The inequality $|b| \leq|a|$ thus forces $|b|=1$. Then $D=1-4 a c$ shows that $a c<0$. The possibilities are therefore $(1, \pm 1,-1)$ and $(-1, \pm 1,1)$. The Dirichlet class number $h(5)$ is at most 4 . It will turn out to be 1 . Let us take this fact as known. The odd primes $p$ with $\left(\frac{D}{p}\right)=+1$ are $p=5 k \pm 1$. Under the assumption that the class number is 1 , Theorem 1.6 b shows that every such prime is representable as $x^{2}+x y-y^{2}$.

PROOF OF THEOREM 1.6a. We consider the effect of two transformations in $\operatorname{SL}(2, \mathbb{Z})$, one via $\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$ and the other via $\left(\begin{array}{ll}1 & n \\ 0 & 1\end{array}\right)$. Under these, the matrix associated to $(a, b, c)$ becomes

$$
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)\left(\begin{array}{cc}
2 a & b \\
b & 2 c
\end{array}\right)\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{cc}
2 c & -b \\
-b & 2 a
\end{array}\right)
$$

and $\quad\left(\begin{array}{cc}1 & 0 \\ n & 1\end{array}\right)\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)\left(\begin{array}{cc}1 & n \\ 0 & 1\end{array}\right)=\left(\begin{array}{cc}2 a & 2 a n+b \\ 2 a n+b & 2 a n^{2}+2 b n+2 c\end{array}\right)$,
respectively. Thus the transformations are

$$
\begin{align*}
& (a, b, c) \longmapsto(c,-b, a)  \tag{*}\\
& (a, b, c) \longmapsto\left(a, 2 a n+b, c^{\prime}\right) \tag{**}
\end{align*}
$$

Possibly applying (*) allows us to make $|a| \leq|c|$ while leaving $|b|$ alone. Since $a \neq 0$, we can apply $(* *)$ with $n$ the closest integer to $-\frac{b}{2 a}$ to make $|b| \leq|a|$. This step possibly changes $c$. Thus after this step, we again apply $(*)$ if necessary to make $|a| \leq|c|$, and we apply $(* *)$ again. In each pair of steps, we may assume that $|b|$ strictly decreases or else that $n=0$. We cannot always be in the former case, since $|b|$ is bounded below by 0 . Thus at some point we obtain $n=0$. At this point, $c$ does not change, and thus we have $|b| \leq|a| \leq|c|$, as required.

The inequalities $|b| \leq|a| \leq|c|$ imply that

$$
4|a c|=\left|D-b^{2}\right| \leq|D|+|b|^{2} \leq|D|+|a c|
$$

and hence $3|a c| \leq|D|$. Since neither $a$ nor $c$ is 0 , it follows that the inequalities $|b| \leq|a| \leq|c|$ imply that $|a|,|b|,|c|$ are all bounded by $|D|$. Therefore the Dirichlet class number $h(D)$ is finite.

Proof of necessity in Theorem 1.6b. Suppose $x$ and $y$ are integers with $\operatorname{GCD}(x, y)=1$ and $a x^{2}+b x y+c y^{2}=p$. Then $a x^{2}+b x y+c y^{2} \equiv 0 \bmod p$. Choose $u$ and $v$ with $u x+v y=1$. Routine computation shows that

$$
\begin{aligned}
& 4\left(a x^{2}+b x y+c y^{2}\right)\left(a v^{2}-b u v+c u^{2}\right) \\
& \quad=[u(x b+2 y c)-v(2 x a+y b)]^{2}-\left(b^{2}-4 a c\right)(x u+y v)^{2} \\
& \quad=[u(x b+2 y c)-v(2 x a+y b)]^{2}-\left(b^{2}-4 a c\right)
\end{aligned}
$$

and hence

$$
0 \equiv[u(x b+2 y c)-v(2 x a+y b)]^{2}-\left(b^{2}-4 a c\right) \bmod p
$$

Consequently $D \equiv[u(x b+2 y c)-v(2 x a+y b)]^{2} \bmod p$, and $D$ is exhibited as a square modulo $p$.

Proof of sufficiency in Theorem 1.6b. Choose an integer solution $b$ of $b^{2} \equiv D \bmod p$. Since $b+p$ is another solution and has the opposite parity, we may assume that $b$ and $D$ have the same parity. Then $b^{2} \equiv D \bmod p$ and $b^{2} \equiv D \bmod 4$, so that $b^{2} \equiv D \bmod 4 p$. Since $\operatorname{GCD}(D, p)=1, p$ does not
divide $b$, and the forms $\left(p, \pm b, \frac{b^{2}-D}{4 p}\right)$ are primitive. They have discriminant $b^{2}-4 p \frac{b^{2}-D}{4 p}=D$, they take the value $p$ for $(x, y)=(1,0)$, and they are improperly equivalent via $\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$. Thus the forms in the statement of the theorem exist.

For the uniqueness suppose that a form $(a, b, c)$ of discriminant $D$ represents $p$, say with $a x_{0}^{2}+b x_{0} y_{0}+c y_{0}^{2}=p$. Since this representation has to be primitive, we know that $\operatorname{GCD}\left(x_{0}, y_{0}\right)=1$. Put $\binom{\alpha}{\gamma}=\binom{x_{0}}{y_{0}}$, and choose integers $\beta$ and $\delta$ such that $\alpha \delta-\beta \gamma=1$. Then $\left(\begin{array}{c}\alpha \\ \gamma \\ \gamma\end{array}\right)$ has determinant 1 and satisfies $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)\binom{1}{0}=\binom{x_{0}}{y_{0}}$. The equality $a x_{0}^{2}+b x_{0} y_{0}+c y_{0}^{2}=\frac{1}{2}\left(\begin{array}{ll}x_{0} & y_{0}\end{array}\right)\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)\binom{x_{0}}{y_{0}}$ therefore yields

$$
p=\frac{1}{2}\left(\begin{array}{ll}
1 & 0
\end{array}\right)\left(\begin{array}{cc}
\alpha & \gamma \\
\beta & \delta
\end{array}\right)\left(\begin{array}{cc}
2 a & b \\
b & 2 c
\end{array}\right)\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\binom{1}{0} .
$$

Consequently the form $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ associated to the matrix $\left(\begin{array}{cc}\alpha & \gamma \\ \beta & \delta\end{array}\right)\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ takes on the value $p$ at $(x, y)=(1,0)$ and is properly equivalent to $(a, b, c)$. In particular, it is a form $\left(p, b^{\prime}, c^{\prime}\right)$ for some $b^{\prime}$ and $c^{\prime}$ such that $b^{\prime 2}-4 p c^{\prime}=D$.

Thus in the proof of uniqueness, we may assume that we have two forms $\left(p, b^{\prime}, c^{\prime}\right)$ and $\left(p, b^{\prime \prime}, c^{\prime \prime}\right)$ of discriminant $D$. Then $b^{\prime \prime 2} \equiv D \equiv b^{\prime 2} \bmod 4 p$. The conditions $b^{\prime \prime 2} \equiv b^{\prime 2} \bmod p$ and $b^{\prime \prime 2} \equiv b^{\prime 2} \bmod 4 \operatorname{imply}$ that $b^{\prime \prime} \equiv \pm b^{\prime} \bmod p$ and $b^{\prime \prime} \equiv b^{\prime} \bmod 2$ for one of the choices of sign. Thus $b^{\prime \prime} \equiv \pm b^{\prime} \bmod 2 p$ for that choice of sign. Let us write $b^{\prime \prime}= \pm b^{\prime}+2 n p$ for some integer $n$. The matrix equality

$$
\left(\begin{array}{cc}
1 & 0 \\
n & 1
\end{array}\right)\left(\begin{array}{cc}
2 p & \pm b^{\prime} \\
\pm b^{\prime} & 2 c^{\prime}
\end{array}\right)\left(\begin{array}{cc}
1 & n \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
2 p & 2 p n \pm b^{\prime} \\
2 p n \pm b^{\prime} & 2(*)
\end{array}\right)
$$

shows that ( $p, \pm b^{\prime}, c^{\prime}$ ) is properly equivalent to $\left(p, b^{\prime \prime}, *\right)$. Since the discriminant has to be $D$, we conclude that $*=c^{\prime \prime}$. That is, $\left(p, b^{\prime \prime}, c^{\prime \prime}\right)$ is properly equivalent to ( $p, \pm b^{\prime}, c^{\prime}$ ) for that same choice of sign. Since ( $p, b^{\prime}, c^{\prime}$ ) is improperly equivalent to ( $p,-b^{\prime}, c^{\prime}$ ), the proof of the theorem is complete.

Our discussion of representability of primes $p$ by binary quadratic forms of discriminant $D$ when $\operatorname{GCD}(D, p)=1$ will be complete once we have a set of representatives of proper equivalence classes with no redundancy. For discriminant $D<0$, this step is not difficult and amounts, according to Theorem 1.6a, to sorting out proper equivalences among forms $(a, b, c)$ with $b^{2}-4 a c=D$ and $|b| \leq|a| \leq|c|$. Let us call a form with $D<0$ reduced when it satisfies these conditions.

There are two redundancies that are easy to spot, namely

$$
\begin{array}{lll}
(a, b, a) \text { is properly equivalent to }(a,-b, a) & \text { via } & \left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \\
(a, a, c) \text { is properly equivalent to }(a,-a, c) & \text { via } & \left(\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right) .
\end{array}
$$

The result for $D<0$ is that there are no other redundancies among reduced forms.

Proposition 1.7. Fix a negative discriminant $D$. With the exception of the proper equivalences of
and

$$
\begin{aligned}
& (a, b, a) \text { to } \quad(a,-b, a) \\
& (a, a, c) \text { to } \quad(a,-a, c),
\end{aligned}
$$

no two distinct reduced positive definite forms of discriminant $D$ are properly equivalent.

Proof. Suppose that $(a, b, c)$ is properly equivalent to $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$, that both are reduced, and that $a \geq a^{\prime}>0$. For some $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Z})$, we have $a^{\prime}=a \alpha^{2}+b \alpha \gamma+c \gamma^{2}$. Hence the inequalities $c \geq a$ and $|b| \geq-a$ imply that

$$
a \geq a \alpha^{2}+b \alpha \gamma+c \gamma^{2} \geq a\left(\alpha^{2}+\gamma^{2}\right)+b \alpha \gamma \geq a\left(\alpha^{2}+\gamma^{2}\right)-a|\alpha \gamma| \geq a|\alpha \gamma|, \quad(*)
$$

and $\alpha \gamma$ equals 0 or $\pm 1$. Thus the ordered pair $(\alpha, \gamma)$ is one of $(0, \pm 1),( \pm 1,0)$, $( \pm 1,1),( \pm 1,-1)$. Multiplying $\left(\begin{array}{l}\alpha \\ \gamma \\ \gamma\end{array}\right)$ if necessary by $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$, which acts trivially on quadratic forms, we may assume that $(\alpha, \gamma)$ is one of $(0,1),(1,0)$, $(1, \pm 1)$. We treat these three cases separately.

Case 1. $(\alpha, \gamma)=(0,1)$. The condition $\alpha \delta-\beta \gamma=1$ forces $\beta \gamma=-1$, and the formula $b^{\prime}=2 a \alpha \beta+b \alpha \delta+b \beta \gamma+2 c \gamma \delta$ gives $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=(c,-b+2 c \delta, *)$. Since $|b| \leq c$ and $|b-2 c \delta| \leq c$, we must have $|\delta| \leq 1$. If $\delta=0$, we are led to $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=(c,-b, a)$, which is reduced only if $c=a$, and this is the first of the two allowable exceptions. If $|\delta|=1$, the triangle inequality gives $2 c=|2 c \delta| \leq|b|+|2 c \delta-b| \leq c+c=2 c$, and therefore $|b|=c=|b-2 c \delta|$. Then $b=-(b-2 c \delta)$, and $b=c \delta= \pm c$. Since $|b| \leq a \leq c, b= \pm a$ also. Hence $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=(a,-b, a)$, and this is again the first of the two allowable exceptions.

Case 2. $(\alpha, \gamma)=(1,0)$. The condition $\alpha \delta-\beta \gamma=1$ forces $\alpha \delta=1$, and thus $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=(a, b+2 a \beta$, *). Since $|b| \leq a$ and $|b+2 a \beta| \leq a$, we must have $|\beta| \leq 1$. If $\beta=0$, then $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=(a, b, c)$, and there is nothing to prove. If $|\beta|=1$, the triangle inequality gives $2 a=|2 a \beta| \leq|-b|+|2 a \beta+b|$, and
therefore $|b|=a=|b+2 \beta a|$. Then $b=-(b+2 \beta a)$, and we conclude that $b=-a \beta= \pm a$ and $b+2 \beta a=\mp a$. Hence the proper equivalence in question is of $(a, a, c)$ to $(a,-a, c)$, which is the second of the two allowable exceptions.

Case 3. $(\alpha, \gamma)=(1, \pm 1)$. From $(*)$ and the assumption that $a \geq a^{\prime}$, we have $a \geq a^{\prime} \geq a|\alpha \gamma|=a$. Thus $a=a^{\prime}$, and the definition of $a^{\prime}$ shows that $a=a+b \gamma+c$. Hence $c=-b \gamma$, and $c=|b|$. Since $|b| \leq a \leq c$, we obtain $-b \gamma=a=c$. The formula $b^{\prime}=2 a \alpha \beta+b \alpha \delta+b \beta \gamma+2 c \gamma \delta$ then simplifies to $b^{\prime}=2 a \beta+b \delta+b \beta \gamma+2 a \gamma \delta=(2 a+b \gamma)(\beta+\gamma \delta)$. From $\alpha \delta-\beta \gamma=1$, we have $\delta-\beta \gamma=1$ and thus also $\gamma \delta=\gamma+\beta$. Therefore $\beta+\gamma \delta=2 \beta+\gamma$, and this cannot be 0 . So $\left|b^{\prime}\right| \geq|2 a+b \gamma|=|2 a-a|=a=a^{\prime}$. Since ( $a^{\prime}, b^{\prime}, c^{\prime}$ ) is reduced, $\left|b^{\prime}\right|=a^{\prime}=a=c=|b|$, and the proper equivalence is of $(a, a, a)$ to $(a,-a, a)$. This is an instance of both allowable exceptions, and the proof is complete.

## EXAMPLES, CONTINUED.

(2) $D=-20$. We saw earlier that the reduced positive definite forms with $D=-20$ are $x^{2}+5 y^{2}$ and $2 x^{2} \pm 2 x y+3 y^{2}$, i.e., $(1,0,5)$ and $(2, \pm 2,3)$. The remarks preceding Proposition 1.7 show that $(2,2,3)$ is properly equivalent to $(2,-2,3)$, and the proposition shows that $(1,0,5)$ is not properly equivalent to $(2,2,3)$. (We saw this latter conclusion for this example earlier by considering residues.) Consequently $h(-20)=2$.
(3) $D=-56$. We saw earlier that the reduced positive definite forms with $D=-56$ are $x^{2}+14 y^{2}, 2 x^{2}+7 y^{2}$, and $3 x^{2} \pm 2 x y+5 y^{2}$, i.e., $(1,0,14),(2,0,7)$, $(3,2,5)$, and $(3,-2,5)$. Proposition 1.7 shows that no two of these four forms are properly equivalent. Consequently $h(-56)=4$.

Let us turn our attention to $D>0$. We still have the proper equivalences of $(a, b, a)$ to $(a,-b, a)$ and $(a, a, c)$ to $(a,-a, c)$ as in the remarks before Proposition 1.7. But there can be others, and the question is subtle. Here are some simple examples.

## EXAMPLES WITH POSITIVE DISCRIMINANT.

(1) $D=5$. The forms with $D=5$ satisfying the inequalities $|b| \leq|a| \leq|c|$ of Theorem 1.6a are $(1, \pm 1,-1)$ and $(-1, \pm 1,1)$. The second standard equivalence allows us to discard one form from each pair, and we are left with $(1,1,-1)$ and $(-1,-1,1)$. The first of these two is equivalent to the second via $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)=$ $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$. Thus $h(5)=1$, as was announced without proof in Example 4 earlier in this section.
(2) $D=13$. The forms with $D=13$ satisfying the inequalities $|b| \leq|a| \leq$ $|c|$ of Theorem 1.6a are $(1, \pm 1,-3)$ and $(-1, \pm 1,3)$. The second standard
equivalence allows us to discard one form from each pair, and we are left with $(1,1,-3)$ and $(-1,-1,3)$. The first of these two is equivalent to the second via $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)=\left(\begin{array}{ll}1 & -2 \\ 1 & -1\end{array}\right)$. Thus $h(13)=1$.
(3) $D=21$. The forms with $D=21$ satisfying the inequalities $|b| \leq|a| \leq$ $|c|$ of Theorem 1.6a are $(1, \pm 1,-5)$ and $(-1, \pm 1,5)$. The second standard equivalence allows us to discard one form from each pair, and we are left with $(1,1,-5)$ and $(-1,-1,5)$. These are not properly equivalent. In fact, the form $-x^{2}-x y+5 y^{2}$ is -1 for $(x, y)=(1,0)$, but $x^{2}+x y-5 y^{2}=-1$ is not even solvable modulo 3 . Thus $h(21)=2$.

Although the starting data for these three examples are similar, the outcomes are strikingly different. The idea for what to do involves starting afresh with the reduction question that was addressed in Theorem 1.6a. For discriminant $D>0$, a different reduction is to be used. The reduction in question appears in Theorem 1.8a below, but some preliminary remarks are needed to explain the proof.

Two forms $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ of discriminant $D>0$ will be said to be neighbors if $c=a^{\prime}$ and $b+b^{\prime} \equiv 0 \bmod 2 c$. More precisely we say in this case that $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ is a neighbor on the right of $(a, b, c)$ and that $(a, b, c)$ is a neighbor on the left of $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$. A key observation is that neighbors are properly equivalent to one another. In fact, if $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ is a neighbor on the right of $(a, b, c)$, define $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)=\left(\begin{array}{cc}0 & -1 \\ 1 & \left(b+b^{\prime}\right) /(2 c)\end{array}\right)$. Then computation gives

$$
\left(\begin{array}{cc}
\alpha & \gamma \\
\beta & \delta
\end{array}\right)\left(\begin{array}{cc}
2 a & b \\
b & 2 c
\end{array}\right)\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)=\left(\begin{array}{cc}
2 c & b^{\prime} \\
b^{\prime} & \left(b-b^{\prime}\right) \frac{b+b^{\prime}}{2 c}
\end{array}\right)
$$

The lower right entry of this matrix is an even integer, since $b+b^{\prime} \equiv 0 \bmod 2 c$ and since, as a consequence, $b+b^{\prime} \equiv 0 \bmod 2$. Hence $(a, b, c)$ is transformed into $\left(c, b^{\prime}, c^{\prime}\right)$, where $c^{\prime}=\frac{1}{2}\left(b-b^{\prime}\right) \frac{b+b^{\prime}}{2 c}$.

Let us call a primitive form $(a, b, c)$ of discriminant $D>0$ reduced when it satisfies the conditions

$$
0<b<\sqrt{D} \quad \text { and } \quad \sqrt{D}-b<2|a|<\sqrt{D}+b
$$

The first inequality shows that $b$ is bounded if $D$ is fixed, and the equality $-4 a c=D^{2}-b^{2}$ shows that there are only finitely many possibilities for $a$ and $c$. Consequently there are only finitely many reduced forms for given $D$.

From $|b|<\sqrt{D}$, we see that $b^{2}<D=b^{2}-4 a c$ and $a c<0$; thus any reduced form has $a$ and $c$ of opposite sign. Then $D-b^{2}=-4 a c=(2|a|)(2|c|)$, and it follows that $2|a|>\sqrt{D}-b$ implies $2|c|<\sqrt{D}+b$ and that $2|a|<\sqrt{D}+b$ implies $2|c|<\sqrt{D}-b$. Consequently

$$
\sqrt{D}-b<2|c|<\sqrt{D}+b
$$

Theorem 1.8. Fix a positive nonsquare discriminant $D$.
(a) Each form of discriminant $D$ is properly equivalent to some reduced form of discriminant $D$.
(b) Each reduced form of discriminant $D$ is a neighbor on the left of one and only one reduced form of discriminant $D$ and is a neighbor on the right of one and only one reduced form of discriminant $D$.
(c) The reduced forms of discriminant $D$ occur in uniquely determined cycles, each one of even length, such that each member of a cycle is an iterated neighbor on the right to all members of the cycle and consequently is properly equivalent to all other members of the cycle.
(d) Two reduced forms of discriminant $D$ are properly equivalent if and only if they lie in the same cycle in the sense of (c).

REMARKS. Conclusion (d) is the deepest part of the theorem, involving a subtle argument that in essence uses the periodic continued-fraction expansion of the roots $z$ of the polynomial $a z^{2}+b z+c$ if $(a, b, c)$ is a form under consideration. We shall prove (a) through (c), omitting the proof of (d), and then we shall return to the three examples $D=5,13,29$ begun just above.

PROOF OF THEOREM 1.8a. If ( $a, b, c$ ) is given and is not reduced, let $m$ be the unique integer such that

$$
\begin{equation*}
\sqrt{D}-2|c|<-b+2 c m<\sqrt{D} \tag{*}
\end{equation*}
$$

and define $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=\left(c,-b+2 c m, a-b m+c m^{2}\right)$. Then

$$
\begin{aligned}
b^{\prime 2}-4 a^{\prime} c^{\prime} & =(-b+2 c m)^{2}-4 c\left(a-b m+c m^{2}\right) \\
& =b^{2}-4 b c m+4 c^{2} m^{2}-4 a c+4 b c m-4 c^{2} m^{2}=b^{2}-4 a c=D
\end{aligned}
$$

and we observe that $a^{\prime}=c$ and that $b+b^{\prime}=2 c m \equiv 0 \bmod 2 c$. Consequently ( $a^{\prime}, b^{\prime}, c^{\prime}$ ) is a form of discriminant $D$ and is a right neighbor to $(a, b, c)$. By the remarks before the theorem, $(a, b, c)$ is properly equivalent to $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$.

We repeat this process at least once, obtaining $\left(a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}\right)$. If $\left|a^{\prime \prime}\right|<\left|a^{\prime}\right|$, we repeat it again, obtaining ( $a^{\prime \prime \prime}, b^{\prime \prime \prime}, c^{\prime \prime \prime}$ ), and we continue in this way. Eventually the strict decrease of the magnitude of the first entry must stop. To keep the notation simple, we may assume without loss of generality that $\left|a^{\prime \prime}\right| \geq\left|a^{\prime}\right|$. The claim is that $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ is then reduced.

Put $u=\sqrt{D}-b^{\prime}$ and $v=b^{\prime}-\left(\sqrt{D}-2\left|a^{\prime}\right|\right)$. The inequalities $(*)$ show that $u>0$ and $v>0$. Therefore

$$
\begin{aligned}
0 & <v^{2}+2 u v+2 u \sqrt{D}=(u+v)^{2}-u^{2}+2 u \sqrt{D} \\
& =4 a^{\prime 2}-\left(D-2 b^{\prime} \sqrt{D}+b^{\prime 2}\right)+2 D-2 b^{\prime} \sqrt{D} \\
& =4 a^{\prime 2}+D-b^{\prime 2}=4 a^{\prime 2}-4 a^{\prime} c^{\prime}
\end{aligned}
$$

Since $\left|c^{\prime}\right|=\left|a^{\prime \prime}\right| \geq\left|a^{\prime}\right|$, this inequality shows that $a^{\prime} c^{\prime}<0$. Therefore $b^{\prime 2}=$ $D+4 a^{\prime} c^{\prime}<D$, and $\left|b^{\prime}\right|<\sqrt{D}$.

From $a^{\prime} c^{\prime}<0$ and $\left|a^{\prime}\right| \leq\left|c^{\prime}\right|$, we see that $4\left|a^{\prime}\right|^{2} \leq 4\left|a^{\prime} c^{\prime}\right|=-4 a^{\prime} c^{\prime}=$ $D-b^{\prime 2} \leq D$. Therefore $2\left|a^{\prime}\right|<\sqrt{D}$. The inequality $\sqrt{D}-2|c|<b^{\prime}$ implies that $\sqrt{D}-b^{\prime}<2|c|=2\left|a^{\prime}\right|$. The right side has just been shown to be $<\sqrt{D}$, and therefore $b^{\prime}>0$. Hence $\sqrt{D}-b^{\prime}<2\left|a^{\prime}\right|<\sqrt{D}<\sqrt{D}+b^{\prime}$.

PROOF OF THEOREM 1.8b. Suppose that $(a, b, c)$ is reduced and that $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ is a reduced neighbor on the right of $(a, b, c)$. Then we must have $a^{\prime}=c$ and $b+b^{\prime} \equiv 0 \bmod 2 c$. Since $D-b^{\prime}<2\left|a^{\prime}\right|$ and $b^{\prime}<\sqrt{D}$, we have $\sqrt{D}-2\left|a^{\prime}\right|<$ $b^{\prime}<\sqrt{D}$. That is, $\sqrt{D}-2|c|<b^{\prime}<\sqrt{D}$. These inequalities in combination with the congruence $b+b^{\prime} \equiv 0 \bmod 2 c$ show that $(a, b, c)$ uniquely determines $b^{\prime}$. Since ( $a^{\prime}, b^{\prime}, c^{\prime}$ ) is to have discriminant $D, c^{\prime}$ is uniquely determined also.

We turn this construction around to prove existence of a right neighbor. Define $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ in terms of $(a, b, c)$ as in the proof of Theorem 1.8a. Then $a^{\prime}=c$, and $b^{\prime}$ is the unique integer such that $b+b^{\prime} \equiv 0 \bmod 2 c$ and

$$
\sqrt{D}-2|c|<b^{\prime}<\sqrt{D}
$$

The form $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ is a right neighbor of $(a, b, c)$, and we are to show that ( $a^{\prime}, b^{\prime}, c^{\prime}$ ) is reduced.

Since $(a, b, c)$ is reduced, we have $\sqrt{D}-b<2|c|<\sqrt{D}+b$ and $b<\sqrt{D}$. Let $m$ be the integer such that $b+b^{\prime}=2 m|c|$. Addition of the inequalities $b^{\prime}-(\sqrt{D}-2|c|)>0$ and $\sqrt{D}+b-2|c|>0$ gives $2 m|c|=b+b^{\prime}>0$, and thus $m>0$. Hence $m-1 \geq 0$. Addition of the inequalities $\sqrt{D}-b>0$ and $b^{\prime}-(\sqrt{D}-2|c|)>0$ gives $0<b^{\prime}-b+2|c|=2 b^{\prime}-\left(b+b^{\prime}\right)+2|c|=$ $2 b^{\prime}-2(m-1)|c|$. Hence $2 b^{\prime}>2(m-1)|c| \geq 0$, and we see that $b^{\prime}>0$. Therefore $0<b^{\prime}<\sqrt{D}$.

The definition of $b^{\prime}$ gives $\sqrt{D}-b^{\prime}<2|c|=2\left|a^{\prime}\right|$. Addition of the inequalities $2(m-1)|c| \geq 0$ and $\sqrt{D}-b>0$ gives $b+b^{\prime}-2|c|+\sqrt{D}-b>0$, which says that $2\left|a^{\prime}\right|<\sqrt{D}+b^{\prime}$. Therefore ( $a^{\prime}, b^{\prime}, c^{\prime}$ ) is reduced.

Let $R$ be the operation of passing from a reduced form $(a, b, c)$ to its unique reduced right neighbor $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$. What we have just shown implies that $R$ acts as a permutation of the finite set of reduced forms of discriminant $D$. This set being finite, let $n$ be the order of $R$. Then the set $\left\{R^{k} \mid 0 \leq k \leq n-1\right\}$ is a cyclic group of permutations of the set of reduced forms of discriminant $D$. The existence of a two-sided inverse of $R$ as a permutation implies that each reduced form of discriminant $D$ has exactly one left neighbor. Thus the existence and uniqueness of neighbors on one side for reduced forms, in the presence of the finiteness of the set, implies existence and uniqueness on the other side.

PROOF OF THEOREM 1.8c. We continue with $R$ as the operation of passing from a reduced form to its unique reduced right neighbor, letting $\left\{R^{k} \mid 0 \leq k \leq n-1\right\}$ be the finite cyclic group of powers of $R$. This group acts on the set of reduced forms of discriminant $D$, and the cycles in question are the orbits under this action. To see that each orbit has an even number of members, we recall that a reduced form $(a, b, c)$ has $a$ and $c$ of opposite sign. Thus if, for example, $a$ is positive, then $R^{l}(a, b, c)=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ has $(-1)^{l} a^{\prime}$ positive. If the orbit of $(a, b, c)$ has $k$ members, then $R^{k}(a, b, c)=(a, b, c)$. Consequently $(-1)^{k} a$ has to have the same sign as $a$, and $k$ has to be even. Finally the members of each orbit are properly equivalent to one another because, as we observed before the statement of the theorem, a form is properly equivalent to each of its neighbors.

## EXAMPLES WITH POSITIVE DISCRIMINANT, CONTINUED.

(1) $D=5$. The forms with $D=5$ satisfying the inequalities of Theorem 1.8 a are $(1,1,-1)$ and $(-1,1,1)$, and these consequently represent all proper equivalence classes. They form a single cycle and are properly equivalent by Theorem 1.8c. Thus again we obtain the easy conclusion that $h(5)=1$.
(2) $D=13$. The forms with $D=13$ satisfying the inequalities of Theorem 1.8 are $(1,3,-1)$ and $(-1,3,1)$, which make up a single cycle. Thus $h(13)=1$.
(3) $D=21$. The forms with $D=21$ satisfying the inequalities of Theorem 1.8 a are $(1,3,-2)$ and $(-2,3,1)$, which make up one cycle, and $(-1,3,2)$ and $(2,3,-1)$, which make up another cycle. Thus $h(21)=2$.

## 4. Composition of Forms, Class Group

The identity $\left(x_{1}^{2}+y_{1}^{2}\right)\left(x_{2}^{2}+y_{2}^{2}\right)=\left(x_{1} x_{2}-y_{1} y_{2}\right)^{2}+\left(x_{1} y_{2}+x_{2} y_{1}\right)^{2}$, which can be derived by factoring the left side in $\mathbb{Q}(\sqrt{-1})\left[x_{1}, y_{1}, x_{2}, y_{2}\right]$ and rearranging the factors, readily generalizes to an identity involving any form $x^{2}+b x y+c y^{2}$ of nonsquare discriminant $D=b^{2}-4 c$. We complete the square, writing the form as $\left(x-\frac{1}{2} b y\right)^{2}-\frac{1}{4} y^{2} D$ and factoring it as $\left(x-\frac{1}{2} b y+\frac{1}{2} y \sqrt{D}\right)\left(x-\frac{1}{2} b y-\frac{1}{2} y \sqrt{D}\right)$, and we obtain

$$
\begin{aligned}
&\left(x_{1}^{2}+b x_{1} y_{1}+c y_{1}^{2}\right)\left(x_{2}^{2}+b x_{2} y_{2}+c y_{2}^{2}\right) \\
&=\left(x_{1} x_{2}-c y_{1} y_{2}\right)^{2}+b\left(x_{1} x_{2}-c y_{1} y_{2}\right)\left(x_{1} y_{2}+x_{2} y_{1}+b y_{1} y_{2}\right) \\
&+c\left(x_{1} y_{2}+x_{2} y_{1}+b y_{1} y_{2}\right)^{2}
\end{aligned}
$$

Improving on an earlier attempt by Legendre, Gauss made a thorough investigation of how one might multiply two distinct forms of the same nonsquare discriminant, not necessarily with first coefficient 1, and Dirichlet reworked the theory and simplified it. Out of this work comes the following composition formula, of which the above formula is manifestly a special case.

Proposition 1.9. Let $\left(a_{1}, b, c_{1}\right)$ and $\left(a_{2}, b, c_{2}\right)$ be two primitive forms with the same middle coefficient $b$ and with the same nonsquare discriminant $D$, hence with $a_{1} c_{1}=a_{2} c_{2} \neq 0$. Suppose that $j=c_{1} a_{2}^{-1}=c_{2} a_{1}^{-1}$ is an integer. Then the form $\left(a_{1} a_{2}, b, j\right)$ is primitive of discriminant $D$, and it has the property that

$$
\begin{aligned}
& \left(a_{1} x_{1}^{2}+b x_{1} y_{1}+c y_{1}^{2}\right)\left(a_{2} x_{2}^{2}+b x_{2} y_{2}+c y_{2}^{2}\right) \\
& =a_{1} a_{2}\left(x_{1} x_{2}-j y_{1} y_{2}\right)^{2}+b\left(x_{1} x_{2}-j y_{1} y_{2}\right)\left(a_{1} x_{1} y_{2}+a_{2} x_{2} y_{1}+b y_{1} y_{2}\right) \\
& \quad+j\left(a_{1} x_{1} y_{2}+a_{2} x_{2} y_{1}+b y_{1} y_{2}\right)^{2}
\end{aligned}
$$

REMARKS. Consequently if an integer $m$ is represented by the form $\left(a_{1}, b, c_{1}\right)$ and an integer $n$ is represented by the form $\left(a_{2}, b, c_{2}\right)$, then $m n$ is represented by the form $\left(a_{1} a_{2}, b, j\right)$. For example we saw in an example with $D=-20$ immediately following the statement of Theorem 1.6 that any prime that is congruent to 3 or 7 modulo 20 is representable as $2 x^{2}+2 x y+3 y^{2}$. If we have two such primes $p$ and $q$, then $p$ is representable by $(2,2,3)$ and $q$ is representable by $(3,2,2)$. The proposition is applicable with $j=1$ and shows that $p q$ is representable by $(6,2,1)$. In turn, substitution using $\left(\begin{array}{l}\alpha \\ \beta \\ \gamma\end{array}\right)=\binom{1}{1}$ properly equivalent form $(5,0,1)$. Thus $p q$ is representable as $x^{2}+5 y^{2}$.

Proof. The form $\left(a_{1} a_{2}, b, j\right)$ is primitive because any prime that divides $\operatorname{GCD}\left(a_{1} a_{2}, b, j\right)$ has to divide either $\operatorname{GCD}\left(a_{1}, b, j\right)$ or $\operatorname{GCD}\left(a_{2}, b, j\right)$ and then certainly has to divide $\operatorname{GCD}\left(a_{1}, b, c_{1}\right)$ or $\operatorname{GCD}\left(a_{2}, b, c_{2}\right)$. No such prime exists, and hence $\left(a_{1} a_{2}, b, j\right)$ is primitive. The discriminant of $\left(a_{1} a_{2}, b, j\right)$ is $b^{2}-4 j a_{1} a_{2}=D+4 a_{1} c_{1}-4 j a_{1} a_{2}=D+4 a_{1} c_{1}-4\left(c_{1} a_{2}^{-1}\right) a_{1} a_{2}=D$, as asserted, and the verification of the displayed identity is a routine computation.

Let us say that two primitive forms $\left(a_{1}, b_{1}, c_{1}\right)$ and $\left(a_{2}, b_{2}, c_{2}\right)$ of the same nonsquare discriminant are aligned if $b_{1}=b_{2}$ and if $j=c_{1} a_{2}^{-1}=c_{2} a_{1}^{-1}$ is an integer. In the presence of equal nonsquare discriminants $D$ and the equal middle entries $b$, the rational number $j$ is automatically an integer if $\operatorname{GCD}\left(a_{1}, a_{2}\right)=1$. In fact, the equality $D-b^{2}=-4 a_{1} c_{1}=-4 a_{2} c_{2}$ shows that $D-b^{2}$ is divisible by $4 a_{1}$ and by $4 a_{2}$; since $\operatorname{GCD}\left(a_{1}, a_{2}\right)=1, D-b^{2}$ is divisible by $4 a_{1} a_{2}$, and the quotient $-j$ is an integer.

The idea is that each pair of classes of properly equivalent primitive forms of discriminant $D$ has a pair of aligned representatives, and a multiplication of proper equivalence classes is well defined if the product is defined as the class of the composition of these aligned representatives in the sense of Proposition 1.9. This multiplication for proper equivalence classes will make the set of classes into a finite abelian group. This group will be defined as the "form class group" for the discriminant $D$, except that we use only the positive definite classes in the
case that $D<0$. Before phrasing these statements as a theorem, we make some remarks and then state and prove two lemmas.

Let $(a, b, c)$ be a form of nonsquare discriminant $D$, and let $b^{\prime}$ be an integer with $b^{\prime} \equiv b \bmod 2 a$. In this case the number $c^{\prime}=\left(b^{\prime 2}-D\right) /(4 a)$ is an integer; in fact, we certainly have the congruences $b^{\prime 2} \equiv b^{2} \bmod 2 a$ and $b^{\prime 2} \equiv b^{2} \bmod 4$, and thus we obtain the automatic ${ }^{7}$ consequence $b^{\prime 2} \equiv b^{2} \bmod 4 a$, the rewritten congruence $b^{\prime 2} \equiv D+4 a c \bmod 4 a$, and the desired result $b^{\prime 2}-D \equiv 0 \bmod 4 a$. Hence $\left(a, b^{\prime}, c^{\prime}\right)$ is another form of discriminant $D$. We call $\left(a, b^{\prime}, c^{\prime}\right)$ a translate of $(a, b, c)$. The key observation about translates is that the translate $\left(a, b^{\prime}, c^{\prime}\right)$ is properly equivalent to $(a, b, c)$. This fact follows from the computation

$$
\left(\begin{array}{ll}
1 & 0 \\
l & 1
\end{array}\right)\left(\begin{array}{cc}
2 a & b \\
b & 2 c
\end{array}\right)\left(\begin{array}{cc}
1 & l \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
2 a & b+2 a l \\
b+2 a l & 2\left(a l^{2}+b l+c\right)
\end{array}\right)=\left(\begin{array}{cc}
2 a & b^{\prime} \\
b^{\prime} & 2 c^{\prime}
\end{array}\right)
$$

valid for any integer $l$.

Lemma 1.10. If $(a, b, c)$ is a primitive form of nonsquare discriminant and if $m \neq 0$ is an integer, then $(a, b, c)$ primitively represents some integer relatively prime to $m$.

Proof. Let

$$
\begin{aligned}
w_{0} & =\text { product of all primes dividing } a, c, \text { and } m, \\
x_{0} & =\text { product of all primes dividing } a \text { and } m \text { but not } c, \\
y_{0} & =\text { product of all primes dividing } m \text { but not } a
\end{aligned}
$$

Referring to the definitions, we see that any prime dividing $m$ divides exactly one of $w_{0}, x_{0}$, and $y_{0}$. In particular, $\operatorname{GCD}\left(x_{0}, y_{0}\right)=1$. We shall show that $\operatorname{GCD}\left(m, a x_{0}^{2}+b x_{0} y_{0}+c y_{0}^{2}\right)=1$, and the proof will be complete. Arguing by contradiction, suppose that a prime $p$ divides $\operatorname{GCD}\left(m, a x_{0}^{2}+b x_{0} y_{0}+c y_{0}^{2}\right)$. There are three cases for $p$, as follows.

Case 1. If $p$ divides $x_{0}$, then the fact that $p$ divides $a x_{0}^{2}+b x_{0} y_{0}+c y_{0}^{2}$ implies that $p$ divides $c y_{0}^{2}$. Since $p$ does not divide $y_{0}, p$ divides $c$, in contradiction to the definition of $x_{0}$.

Case 2. If $p$ divides $y_{0}$, then similarly $p$ divides $a x_{0}^{2}$. Since $p$ does not divide $x_{0}, p$ divides $a$, in contradiction to the definition of $y_{0}$.

Case 3. If $p$ divides $w_{0}$, then the fact that $p$ divides $a$ and $c$ implies that $p$ divides $b x_{0} y_{0}$. Since $p$ divides neither $x_{0}$ nor $y_{0}, p$ divides $b$, in contradiction to the fact that $(a, b, c)$ is primitive.

[^5]Lemma 1.11. Suppose that $\left(a_{1}, b, c_{1}\right)$ and $\left(a_{2}, b, c_{2}\right)$ are properly equivalent forms of nonsquare discriminant. If $l$ is an integer such that $\operatorname{GCD}\left(a_{1}, a_{2}, l\right)=1$ and such that $l$ divides $\operatorname{GCD}\left(c_{1}, c_{2}\right)$, then $\left(l a_{1}, b, l^{-1} c_{1}\right)$ and $\left(l a_{2}, b, l^{-1} c_{2}\right)$ are properly equivalent forms.

REMARK. Even if ( $a_{1}, b, c_{1}$ ) and ( $a_{2}, b, c_{2}$ ) are primitive, it does not follow that $\left(l a_{1}, b, l^{-1} c_{1}\right)$ and $\left(l a_{2}, b, l^{-1} c_{2}\right)$ are primitive. In fact, one need only take $l=2$ and $\left(a_{1}, b, c_{1}\right)=\left(a_{2}, b, c_{2}\right)=(1,2,4)$.

Proof. Since $\left(a_{1}, b, c_{1}\right)$ and $\left(a_{2}, b, c_{2}\right)$ are properly equivalent, there exists $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ with

$$
\left(\begin{array}{cc}
\alpha & \gamma \\
\beta & \delta
\end{array}\right)\left(\begin{array}{cc}
2 a_{1} & b \\
b & 2 c_{1}
\end{array}\right)\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)=\left(\begin{array}{cc}
2 a_{2} & b \\
b & 2 c_{2}
\end{array}\right) .
$$

We multiply both sides on the right by $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)^{-1}$, and the result is the system of four scalar equations

$$
\begin{aligned}
2 a_{1} \alpha+b \gamma & =2 a_{2} \delta-b \gamma, \\
2 a_{1} \beta+b \delta & =b \delta-2 c_{2} \gamma, \\
b \alpha+2 c_{1} \gamma & =-2 a_{2} \beta+b \alpha, \\
b \beta+2 c_{1} \delta & =-b \beta+2 c_{2} \alpha
\end{aligned}
$$

The second and third equations simplify to $a_{1} \beta+c_{2} \gamma=0$ and $a_{2} \beta+c_{1} \gamma=0$. Since $l$ divides $c_{1}$ and $c_{2}$, these two simplified equations show that $l$ divides $a_{1} \beta$ and $a_{2} \beta$. Since $\operatorname{GCD}\left(a_{1}, a_{2}, l\right)=1$, it follows that $l$ divides $\beta$.

Therefore the matrix $\left(\begin{array}{cc}\alpha & l^{-1} \beta \\ l \gamma & \delta\end{array}\right)$ of determinant 1 has integer entries. Direct computation shows that

$$
\left(\begin{array}{cc}
\alpha & l \gamma \\
l^{-1} \beta & \delta
\end{array}\right)\left(\begin{array}{cc}
2 l a_{1} & b \\
b & 2 l^{-1} c_{1}
\end{array}\right)\left(\begin{array}{cc}
\alpha & l^{-1} \beta \\
l \gamma & \delta
\end{array}\right)=\left(\begin{array}{cc}
2 l a_{2} & b \\
b & 2 l^{-1} c_{2}
\end{array}\right)
$$

Consequently the forms $\left(l a_{1}, b, l^{-1} c_{1}\right)$ and $\left(l a_{2}, b, l^{-1} c_{2}\right)$ are properly equivalent.

Theorem 1.12. Let $D$ be a nonsquare discriminant, and let $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ be proper equivalence classes of primitive forms of discriminant $D$.
(a) There exist aligned forms $\left(a_{1}, b, c_{1}\right) \in \mathcal{C}_{1}$ and $\left(a_{2}, b, c_{2}\right) \in \mathcal{C}_{2}$, and these may be chosen in such a way that $a_{1}$ and $a_{2}$ are relatively prime to each other and to any integer $m \neq 0$ given in advance.
(b) If the product of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ is defined to be the proper equivalence class of the composition of any aligned representatives of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, as for example the ones in (a), then the resulting product operation is well defined on proper equivalence classes of primitive forms of discriminant $D$.
(c) Under the product operation in (b), the set of proper equivalence classes of primitive forms of discriminant $D$ is a finite abelian group. The identity is the class of $(1,0,-D / 4)$ if $D \equiv 0 \bmod 4$ and is the class of $(1,1,-(D-1) / 4)$ if $D \equiv 1 \bmod 4$. The group inverse of the class of $(a, b, c)$ is the class of $(a,-b, c)$.

REMARK. When $D<0$, the proper equivalence classes of positive definite forms are a subgroup. In fact, if $\left(a_{1}, b, c_{1}\right)$ and $\left(a_{2}, b, c_{2}\right)$ are positive definite and are aligned, then $a_{1}$ and $a_{2}$ are positive, and therefore their composition $\left(a_{1} a_{2}, b, j\right)$ has $a_{1} a_{2}$ positive and is positive definite. As was indicated in the discussion before Lemma 1.10, the form class group for discriminant $D$ is defined to be the group in (c) if $D>0$, and it is defined to be the subgroup of classes of positive definite forms if $D<0$.

PROOF OF THEOREM 1.12a. By two applications of Lemma 1.10, $\mathcal{C}_{1}$ primitively represents some integer $a_{1}$ prime to $m$, and $\mathcal{C}_{2}$ primitively represents some integer $a_{2}$ prime to $a_{1} m$. Arguing as in the last part of the proof of Theorem 1.6 b , we may assume without loss of generality that $(x, y)=(1,0)$ yields these values in each case. Then $\mathcal{C}_{1}$ contains a form $\left(a_{1}, b_{1}, *\right)$ for some $b_{1}$, and $\mathcal{C}_{2}$ contains a form $\left(a_{2}, b_{2}, *\right)$ for some $b_{2}$. By the remarks before Lemma $1.10, \mathcal{C}_{1}$ contains every translate $\left(a_{1}, b_{1}+2 a_{1} l_{1}, *\right)$, and $\mathcal{C}_{2}$ contains every translate $\left(a_{2}, b_{2}+2 a_{2} l_{2}, *\right)$.

Let us make specific choices of $l_{1}$ and $l_{2}$. We know that $b_{1} \equiv D \equiv b_{2} \bmod 2$, so that $b_{2}-b_{1}$ is even. The construction of $a_{1}$ and $a_{2}$ was arranged to make $\operatorname{GCD}\left(a_{1}, a_{2}\right)=1$, and therefore $\operatorname{GCD}\left(2 a_{1}, 2 a_{2}\right)=2$. Since $b_{2}-b_{1}$ is even, we can choose $l_{1}$ and $l_{2}$ such that $2 a_{1} l_{1}-2 a_{2} l_{2}=b_{2}-b_{1}$. Then $b_{1}+2 a_{1} l_{1}=$ $b_{2}+2 a_{2} l_{2}$, and we take the common value as $b$.

For this $b, \mathcal{C}_{1}$ contains the form $\left(a_{1}, b, *\right)$, and $\mathcal{C}_{2}$ contains the form $\left(a_{2}, b, *\right)$. Since we have arranged that $\operatorname{GCD}\left(a_{1}, a_{2}\right)=1$, the remark immediately following the definition of "aligned" shows that these forms are aligned.

Proof of Theorem 1.12b. Suppose that

$$
\begin{aligned}
& \left(a_{1}^{\prime}, b^{\prime}, *\right) \text { is properly equivalent to }\left(a_{1}^{\prime \prime}, b^{\prime \prime}, *\right) \\
& \left(a_{2}^{\prime}, b^{\prime}, *\right) \text { is properly equivalent to }\left(a_{2}^{\prime \prime}, b^{\prime \prime}, *\right)
\end{aligned}
$$

with the vertical pairs aligned. We are to show that

$$
\begin{equation*}
\left(a_{1}^{\prime} a_{2}^{\prime}, b^{\prime}, *\right) \quad \text { is properly equivalent to } \quad\left(a_{1}^{\prime \prime} a_{2}^{\prime \prime}, b^{\prime \prime}, *\right) \tag{*}
\end{equation*}
$$

Theorem 1.12a applied to the integer $m=a_{1}^{\prime} a_{2}^{\prime} a_{1}^{\prime \prime} a_{2}^{\prime \prime}$ gives us an aligned pair of forms $\left(a_{1}, b, *\right)$ and $\left(a_{2}, b, *\right)$ in the respective proper equivalence classes such
that $\operatorname{GCD}\left(a_{1}, a_{2}\right)=1$ and $\operatorname{GCD}\left(a_{1} a_{2}, m\right)=1$. If we can show that

$$
\begin{equation*}
\left(a_{1}^{\prime} a_{2}^{\prime}, b^{\prime}, *\right) \quad \text { is properly equivalent to } \quad\left(a_{1} a_{2}, b, *\right) \tag{**}
\end{equation*}
$$

then we will have symmetrically that

$$
\left(a_{1}^{\prime \prime} a_{2}^{\prime \prime}, b^{\prime \prime}, *\right) \text { is properly equivalent to }\left(a_{1} a_{2}, b, *\right)
$$

and $(*)$ will follow from this fact and $(* *)$ by transitivity of proper equivalence.
We can now argue as in the proof of Theorem 1.12a. We know that $b \equiv D \equiv$ $b^{\prime} \bmod 2$, so that $b^{\prime}-b$ is even. The construction of $a_{1}$ and $a_{2}$ was arranged to make $\operatorname{GCD}\left(a_{1} a_{2}, a_{1}^{\prime} a_{2}^{\prime}\right)=1$, and therefore $\operatorname{GCD}\left(2 a_{1} a_{2}, 2 a_{1}^{\prime} a_{2}^{\prime}\right)=2$. Since $b_{2}-b_{1}$ is even, we can choose $l$ and $l^{\prime}$ such that $2 a_{1} a_{2} l-2 a_{1}^{\prime} a_{2}^{\prime} l^{\prime}=b^{\prime}-b$. Then $b+2 a_{1} a_{2} l=b^{\prime}+2 a_{1}^{\prime} a_{2}^{\prime} l^{\prime}$, and we take the common value as $B$. This $B$ has

$$
B \equiv b \bmod 2 a_{1} a_{2} \quad \text { and } \quad B \equiv b^{\prime} \bmod 2 a_{1}^{\prime} a_{2}^{\prime}
$$

Thus

$$
\begin{array}{rll}
\left(a_{1}, b, *\right) & \text { is properly equivalent to } & \left(a_{1}, B, *\right), \\
\left(a_{2}, b, *\right) & \text { is properly equivalent to } & \left(a_{2}, B, *\right) \\
\left(a_{1} a_{2}, b, *\right) & \text { is properly equivalent to } & \left(a_{1} a_{2}, B, *\right),
\end{array}
$$

and similarly

$$
\begin{align*}
&\left(a_{1}^{\prime}, b^{\prime}, *\right) \text { is properly equivalent to } \\
&\left(a_{1}^{\prime}, B, *\right), \\
&\left(a_{1}^{\prime} a_{2}^{\prime}, b^{\prime}, *\right) \text { is properly equivalent to } \\
&\left(a_{2}^{\prime}, B, *\right) \\
&
\end{align*}
$$

By construction of $b,\left(a_{1}, b, *\right)$ is properly equivalent to $\left(a_{1}^{\prime}, b^{\prime}, *\right)$. This equivalence, in combination with the first line of $(\dagger)$ and the first line of $(\dagger \dagger)$, shows that

$$
\begin{equation*}
\left(a_{1}, B, *\right) \text { is properly equivalent to }\left(a_{1}^{\prime}, B, *\right) \tag{†}
\end{equation*}
$$

Let us check that Lemma 1.11 is applicable to the two properly equivalent forms of $(\ddagger)$ and to the integer $l=a_{2}^{\prime}$. In fact, $\operatorname{GCD}\left(a_{1}, a_{2}, l\right)=1$ follows from $\operatorname{GCD}\left(a_{1} a_{2}, a_{1}^{\prime} a_{2}^{\prime}\right)=1$, and the problem is to show that $l=a_{2}^{\prime}$ divides $\left(D-B^{2}\right) /\left(4 a_{1}\right)$ and $\left(D-B^{2}\right) /\left(4 a_{1}^{\prime}\right)$. To see this divisibility, we observe that $D-b^{\prime 2}$ is divisible by $4 a_{1}^{\prime} a_{2}^{\prime}$ because $\left(a_{1}^{\prime}, b^{\prime}, *\right)$ and $\left(a_{2}^{\prime}, b^{\prime}, *\right)$ are given as aligned; the congruence $b^{\prime} \equiv B \bmod 2 a_{1}^{\prime} a_{2}^{\prime}$ implies that $b^{\prime 2} \equiv B^{2} \bmod 4 a_{1}^{\prime} a_{2}^{\prime}$, and addition gives $D-B^{2} \equiv 0 \bmod 4 a_{1}^{\prime} a_{2}^{\prime}$. Meanwhile, $D-B^{2}$ is divisible by $4 a_{1}$ because the third member of $\left(a_{1}, B, *\right)$ is an integer. Since $D-B^{2}$ is divisible also by $4 a_{1}^{\prime} a_{2}^{\prime}$ and since $\operatorname{GCD}\left(a_{1}, a_{1}^{\prime} a_{2}^{\prime}\right)=1, D-B^{2}$ is divisible by
$4 a_{1} a_{1}^{\prime} a_{2}^{\prime}$. Therefore $\left(D-B^{2}\right) /\left(4 a_{1}\right)$ and $\left(D-B^{2}\right) /\left(4 a_{1}^{\prime}\right)$ are divisible by $a_{2}^{\prime}$, and Lemma 1.11 is indeed applicable.

The application of Lemma 1.11 to ( $\ddagger$ ) with $l=a_{2}^{\prime}$ shows that

$$
\left(a_{1} a_{2}^{\prime}, B, *\right) \quad \text { is properly equivalent to } \quad\left(a_{1}^{\prime} a_{2}^{\prime}, B, *\right)
$$

Similarly $\left(a_{2}, B, *\right)$ is properly equivalent to $\left(a_{2}^{\prime}, B, *\right)$, and an application of Lemma 1.11 to this equivalence with $l=a_{1}$ shows that

$$
\left(a_{1} a_{2}, B, *\right) \quad \text { is properly equivalent to } \quad\left(a_{1} a_{2}^{\prime}, B, *\right)
$$

The two results together show that

$$
\left(a_{1} a_{2}, B, *\right) \text { is properly equivalent to }\left(a_{1}^{\prime} a_{2}^{\prime}, B, *\right) .
$$

Combining this equivalence with the third line of $(\dagger)$ and the third line of $(\dagger \dagger)$, we obtain ( $* *$ ), and the proof of (b) is complete.

PROOF OF THEOREM 1.12c. The set of proper equivalence classes is finite by Theorem 1.6a, and commutativity of multiplication is clear. Define $\delta$ to be 0 if $D \equiv 0 \bmod 4$ and to be 1 if $D \equiv 1 \bmod 4$. Let us see that the class of $(1, \delta, *)$ is the identity. If $(a, b, c)$ has discriminant $D$, then $b \equiv \delta \bmod 2$, and hence $(1, b, *)=\left(1, \delta+2 \cdot 1 \cdot \frac{1}{2}(b-\delta)\right)$ is a translate of $(1, \delta, *)$. Consequently $(1, b, *)$ and $(1, \delta, *)$ are properly equivalent. Since Proposition 1.9 shows that the composition of $(a, b, c)$ and $(1, b, *)$ is $(a, b, *)$, Theorem 1.12 b allows us to conclude that the class of $(1, \delta, *)$ is the identity.

For inverses Theorem 1.12 b shows that the product of the classes of $(a, b, c)$ and $(a,-b, c)$ is the product of the classes of $(a, b, c)$ and $(c, b, a)$, which is the class of the composition $(a, b, c)(c, b, a)$. Proposition 1.9 shows that this composition is $(a c, b, 1)$. Since $(a c, b, 1)$ is properly equivalent to $(1,-b, a c)$ and since the latter is properly equivalent to $(1, \delta, *)$, the class of the composition $(a, b, c)(c, b, a)$ is the identity.

To complete the proof, we need to verify associativity. Let $\mathcal{C}_{1}, \mathcal{C}_{2}$, and $\mathcal{C}_{3}$ be three proper equivalence classes of primitive forms of discriminant $D$. Let $\left(a_{1}, b_{1}, c_{1}\right)$ be a form in the class $\mathcal{C}_{1}$. Lemma 1.10 shows that $\mathcal{C}_{2}$ represents an integer $a_{2}$ prime to $a_{1}$, and then it follows that the form $\left(a_{2}, b_{2}, c_{2}\right)$ is in $\mathcal{C}_{2}$ for some integers $b_{2}$ and $c_{2}$. A second application of Lemma 1.10 shows that $\mathcal{C}_{3}$ represents an integer $a_{3}$ prime to $a_{1} a_{2}$, and then it follows that the form $\left(a_{3}, b_{3}, c_{3}\right)$ is in $\mathcal{C}_{3}$ for some integers $b_{3}$ and $c_{3}$. The middle components have $b_{1} \equiv b_{2} \equiv b_{3} \equiv \delta \bmod 2$, and thus $\frac{1}{2}\left(b_{j}-\delta\right)$ is an integer for $j=1,2,3$. Since $a_{1}, a_{2}, a_{3}$ are relatively prime in pairs, the Chinese Remainder Theorem shows that the congruences $x \equiv \frac{1}{2}\left(b_{j}-\delta\right) \bmod a_{j}$ have a common integer solution $x$ for $j=1,2,3$. Define
$b=2 x+\delta$. Then $b$ is a solution of $b \equiv b_{j} \bmod 2 a_{j}$ for $j=1,2,3$. Write $b=b_{j}+2 a_{j} n_{j}$ for suitable integers $n_{j}$. Then $\left(a_{j}, b, *\right)=\left(a_{j}, b_{j}+2 a_{j} n_{j}, *\right)$ is a translate of $\left(a_{j}, b_{j}, c_{j}\right)$ and consequently is properly equivalent to it. Thus $\left(a_{j}, b, *\right)$ lies in $\mathcal{C}_{j}$. Taking into account Theorem 1.12b and using Proposition 1.9, we see that $\mathcal{C}_{1}\left(\mathcal{C}_{2} \mathcal{C}_{3}\right)$ and $\left(\mathcal{C}_{1} \mathcal{C}_{2}\right) \mathcal{C}_{3}$ are both represented by the form $\left(a_{1} a_{2} a_{3}, b, *\right)$ and hence are equal.

## 5. Genera

The theory of genera lumps proper equivalence classes of forms of a given discriminant according to their values in some way. There are at least two possible definitions of "genus," and it is a deep result that they lead to the same thing in all cases of interest. By way of background, we saw in Sections 2 and 3 for discriminant $D=-56$ that the number of proper equivalence classes of binary quadratic forms is exactly 4 , representatives being $x^{2}+14 y^{2}, 2 x^{2}+7 y^{2}$, and $3 x^{2} \pm 2 x y+5 y^{2}$. The last two are improperly equivalent and take the same values at integer points $(x, y)$, and there are no other improper equivalences. Thus the first two take on a disjoint set of prime values from the values of $3 x^{2} \pm 2 x y+5 y^{2}$ for integer points $(x, y)$, and the sets of prime values taken on by $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ at integer points are disjoint from one another.

Two possible lumpings of proper equivalence classes arise for this discriminant. One is to identify forms when their values modulo 56 include the same residues prime to 56 . It is just a finite computation to see that

$$
\begin{array}{rrr}
x^{2}+14 y^{2} \text { and } 2 x^{2}+7 y^{2} & \text { take on the residues } & 1,9,15,23,25,39 \\
3 x^{2} \pm 2 x y+5 y^{2} & \text { take on the residues } & 3,5,13,19,27,45
\end{array}
$$

Thus the first kind of lumping treats $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ together because of the residues they take on, and it treats $3 x^{2}+2 x y+5 y^{2}$ and $3 x^{2}-2 x y+5 y^{2}$ together. Gauss proceeded by using this kind of lumping to define "genus."

The other lumping is to identify integer forms that take on the same rational values at rational points. Here $2 x^{2}+7 y^{2}=1$ for $(x, y)=\left(\frac{1}{3}, \frac{1}{3}\right)$, and of course $x^{2}+14 y^{2}=1$ for $(x, y)=(1,0)$. Hence the sets of values of $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ for $x$ and $y$ rational have a nonzero value in common. Lemma 1.13 below implies that the sets of rational values taken on by the two forms are identical. The second kind of lumping treats $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ together because they take on the same rational values. We shall use this latter kind of lumping because, as Theorem 1.14 below shows, this is the definition that more quickly identifies the genus group once the form class group is known.

Problems 25-40 at the end of the chapter show that the two definitions of genus lead to the same thing for discriminants that are "fundamental" in a sense that we define in a moment.

We have defined two forms $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ with integer entries to be "properly equivalent" if there is a matrix $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Z})$ with

$$
\left(\begin{array}{cc}
\alpha & \gamma \\
\beta & \delta
\end{array}\right)\left(\begin{array}{cc}
2 a & b \\
b & 2 c
\end{array}\right)\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)=\left(\begin{array}{cc}
2 a^{\prime} & b^{\prime} \\
b^{\prime} & 2 c^{\prime}
\end{array}\right)
$$

We say that two forms $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ with rational entries are properly equivalent over $\mathbb{Q}$ if there is a matrix $\left(\begin{array}{l}\alpha \\ \beta \\ \gamma\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Q})$ such that the displayed equality holds. For emphasis we can refer to the original notion as "proper equivalence over $\mathbb{Z}$ " when it is advisable to be more specific. It is evident that if two forms with rational entries are properly equivalent over $\mathbb{Q}$, then their sets of values at points $(x, y)$ in $\mathbb{Q} \times \mathbb{Q}$ are the same.

Lemma 1.13. If ( $a, b, c$ ) is a form with rational coefficients and with nonsquare discriminant $D$ that takes on a nonzero value $q \in \mathbb{Q}$ for some $\left(x_{0}, y_{0}\right)$ in $\mathbb{Q} \times \mathbb{Q}$, then $(a, b, c)$ is properly equivalent over $\mathbb{Q}$ to $(q, 0,-D /(4 q))$. Consequently two forms over $\mathbb{Q}$ of the same discriminant that take on a nonzero value in common over $\mathbb{Q}$ are properly equivalent over $\mathbb{Q}$.

Proof. Suppose that $a x_{0}^{2}+b x_{0} y_{0}+c y_{0}^{2}=q$. Put $\binom{\alpha}{\gamma}=\binom{x_{0}}{y_{0}}$. Since $x_{0}$ and $y_{0}$ cannot both be 0 , we can choose rationals $\beta$ and $\delta$ such that $\alpha \delta-\beta \gamma=1$. Then $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ has determinant 1 and satisfies $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)\binom{1}{0}=\binom{x_{0}}{y_{0}}$. The equality $a x_{0}^{2}+b x_{0} y_{0}+c y_{0}^{2}=\frac{1}{2}\left(x_{0} y_{0}\right)\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)\binom{x_{0}}{y_{0}}$ therefore yields

$$
q=\frac{1}{2}\left(\begin{array}{ll}
1 & 0
\end{array}\right)\left(\begin{array}{ll}
\alpha & \gamma \\
\beta & \delta
\end{array}\right)\left(\begin{array}{cc}
2 a & b \\
b & 2 c
\end{array}\right)\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\binom{1}{0}
$$

It follows that $(a, b, c)$ is properly equivalent over $\mathbb{Q}$ to some form $\left(q, b^{\prime}, c^{\prime}\right)$ with $b^{\prime}$ and $c^{\prime}$ rational. Using a translation with a rational parameter, we see that $\left(q, b^{\prime}, c^{\prime}\right)$ is properly equivalent over $\mathbb{Q}$ to a form $(q, 0, *)$. Inspection of the discriminant shows that this last form must be $(q, 0,-D /(4 q))$.

Two primitive integer forms having the same discriminant are said to be in the same genus (plural: genera) if they are properly equivalent over $\mathbb{Q}$. In view of Lemma 1.13 the condition is that they are primitive and take on a common nonzero value over $\mathbb{Q}$, or equivalently that they are primitive and take on the same set of values over $\mathbb{Q}$. Thus $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ furnish an example of two
forms in distinct classes that are in the same genus. Two primitive integer forms that are in the same proper equivalence class over $\mathbb{Z}$ are in the same genus. The genus of the class $\mathcal{C}$ will be denoted by $[\mathcal{C}]$. The identity class will be denoted by $\mathcal{E}$, and $P=[\mathcal{E}]$ is called the principal genus. If $(a, b, c)$ is an integer form representing a class $\mathcal{C}$, then Theorem 1.12c shows that $(a,-b, c)$ represents $\mathcal{C}^{-1}$. On the other hand, $\mathcal{C}$ and $\mathcal{C}^{-1}$ take on the same values over $\mathbb{Z}$, as we see by replacing $(x, y)$ by $(x,-y)$, and it follows that $[\mathcal{C}]=\left[\mathcal{C}^{-1}\right]$.

For the main theorem about genera, we shall introduce an extra hypothesis on the discriminant $D$. A nonsquare integer $D$ will be said to be a fundamental discriminant if $D$ is not divisible by the square of any odd prime and if when $D$ is even, $D / 4$ is congruent to 2 or 3 modulo 4 . It will be seen later that this condition is equivalent to the requirement that $D$ be the "field discriminant" of some quadratic number field. Examples of discriminants that are not fundamental are $D=-12,-44,-108$.

With this condition imposed on $D$, any integer form $(a, b, c)$ of discriminant $D$ is automatically primitive. In fact, no odd prime $p$ can divide $\operatorname{GCD}(a, b, c)$, since then $p^{2}$ would divide $D$. If 2 were to divide $\operatorname{GCD}(a, b, c)$, then $(a / 2, b / 2, c / 2)$ would be an integer form, and $D / 4=(b / 2)^{2}-4(a / 2)(c / 2)$ would be an integer congruent to 1 or 4 modulo 4 .

Theorem 1.14. For a fundamental discriminant $D$, the principal genus $P$ of primitive integer forms ${ }^{8}$ is a subgroup of the form class group $H$, and the cosets of $P$ are the various genera. Thus the set $G$ of genera is exactly the set of cosets $H / P$ and inherits a group structure from class multiplication. The subgroup $P$ coincides with the subgroup of squares in $H$, and consequently every nontrivial element of $G$ has order 2.

REMARKS. The group $G$ is called the genus group of discriminant $D$. The hypothesis that $D$ is fundamental is needed only for the conclusion that every member of $P$ is a square in $H$. Since every nontrivial element of $G$ has order 2 when $D$ is fundamental, application of the Fundamental Theorem of Finitely Generated Abelian Groups or use of vector-space theory over a 2-element field shows that $G$ is the direct sum of cyclic groups of order 2 ; in particular, the order of $G$ is a power of 2 . Problems $25-29$ at the end of the chapter show that the order of $G$ is $2^{g}$, where $g+1$ is the number of distinct prime factors of $D$.

Proof. Let $V(\mathcal{C})$ denote the set of $\mathbb{Q}$ values assumed by forms in the class $\mathcal{C}$ at points $(x, y)$ in $\mathbb{Q} \times \mathbb{Q}$. If $S$ and $S^{\prime}$ are two genera and if $\mathcal{C}$ is a class in $S$ and $\mathcal{C}^{\prime}$ is a class in $S^{\prime}$, we define $S \cdot S^{\prime}=\left[\mathcal{C C}^{\prime}\right]$.

[^6]To see that this product operation is well defined on the set $G$ of genera, let $\mathcal{C}^{\prime \prime}$ be in $S^{\prime}$ also. Then $V\left(\mathcal{C}^{\prime}\right)=V\left(\mathcal{C}^{\prime \prime}\right)$. If $q$ is in $V(\mathcal{C})$ and $q^{\prime}$ is in $V\left(\mathcal{C}^{\prime}\right)=V\left(\mathcal{C}^{\prime \prime}\right)$, then the prescription for multiplying classes shows that $q q^{\prime}$ is in $V\left(\mathcal{C C ^ { \prime }}\right)$ and $V\left(\mathcal{C C}^{\prime \prime}\right)$. Hence $V\left(\mathcal{C C}^{\prime}\right)=V\left(\mathcal{C C}^{\prime \prime}\right)$, and $\left[\mathcal{C C ^ { \prime }}\right]=\left[\mathcal{C C}^{\prime \prime}\right]$. Therefore multiplication of genera is well defined. Define a function $\varphi: H \rightarrow G$ by $\varphi(\mathcal{C})=[\mathcal{C}]$. Then the computation

$$
\varphi\left(\mathcal{C C}^{\prime}\right)=\left[\mathcal{C C}^{\prime}\right]=[\mathcal{C}]\left[\mathcal{C}^{\prime}\right]=\varphi(\mathcal{C}) \varphi\left(\mathcal{C}^{\prime}\right)
$$

shows that $\varphi$ is a homomorphism of $H$ onto $G$. The kernel of $\varphi$ is $[\mathcal{C}]=P$, which is therefore a subgroup, and the image of $\varphi$, which is the set $G$ of genera with its product operation, has to be a group.

For any class $\mathcal{C}$, the equality $[\mathcal{C}]=\left[\mathcal{C}^{-1}\right]$ implies that $\left[\mathcal{C}^{2}\right]=[\mathcal{C}][\mathcal{C}]=$ $[\mathcal{C}]\left[\mathcal{C}^{-1}\right]=\left[\mathcal{C C}^{-1}\right]=[\mathcal{E}]=P$. Hence $P$ contains all squares. Conversely let $\mathcal{C}$ be in $P$. Then $\mathcal{C}$ takes on the value 1 over $\mathbb{Q}$. If $(a, b, c)$ is a form in the class $\mathcal{C}$, then there exist rationals $r$ and $s$ with $a r^{2}+b r s+c s^{2}=1$. Clearing fractions, we see that there exist integers $x$ and $y$ such that $a x^{2}+b x y+c y^{2}=n^{2}$ for some integer $n \neq 0$. Without loss of generality, we may assume that $n$ is positive. Since $(a, b, c)$ is primitive, a familiar argument allows us to make a substitution for which the value $n^{2}$ is taken on at $(x, y)=(1,0)$. In other words, $(a, b, c)$ is properly equivalent over $\mathbb{Z}$ to a form $\left(n^{2}, b^{\prime}, c^{\prime}\right)$ for suitable integers $b^{\prime}$ and $c^{\prime}$. The composition formula in Proposition 1.9 shows that the composition of ( $n, b^{\prime}, c^{\prime} n$ ) with itself is $\left(n^{2}, b^{\prime}, c^{\prime}\right)$, and hence $\mathcal{C}$ is exhibited as the square of the class of $\left(n, b^{\prime}, c^{\prime} n\right)$. Since $\left(n, b^{\prime}, c^{\prime} n\right)$ has the same discriminant $D$ as $\left(n^{2}, b^{\prime}, c^{\prime}\right)$ and therefore as $(a, b, c)$ and since $D$ is fundamental, $\left(n, b^{\prime}, c^{\prime} n\right)$ is primitive. Therefore $\mathcal{C}$ is the square of a class of primitive forms. If $\mathcal{C}$ is positive definite, then the above choice of the sign of $n$ as positive makes ( $n, b^{\prime}, c^{\prime} n$ ) positive definite. Hence the class of $\left(n, b^{\prime}, c^{\prime} n\right)$ is in $H$.

EXAMPLE. The discriminant $D=-56$ is fundamental, and we have seen that the form class group is of order 4 with representatives $x^{2}+14 y^{2}, 2 x^{2}+7 y^{2}$, and $3 x^{2} \pm 2 x y+5 y^{2}$. We have seen also that $x^{2}+14 y^{2}$ and $2 x^{2}+7 y^{2}$ both lie in the principal genus $P$. A group of order 4 must be isomorphic to the cyclic group $C_{4}$ or to $C_{2} \times C_{2}$. In the first case the subgroup of squares has order 2 , and in the second case the subgroup of squares has order 1 . Since we have already found two elements in $P, P$ has order exactly 2 . By the theorem we must be in the first case. Hence $H$ is of type $C_{4}$, and the genus group $G$ is of type $C_{2}$. It is possible to check directly that $3 x^{2}+2 x y+5 y^{2}$ has order 4 by making computations similar to those for Problem 4 d at the end of the chapter.

## 6. Quadratic Number Fields and Their Units

In this section we review material about quadratic number fields that appears in various places in Basic Algebra, and we determine the units in the ring of integers of such a number field.

Quadratic number fields are extension fields $K$ of $\mathbb{Q}$ with $[K: \mathbb{Q}]=2$. Such a field is necessarily of the form $K=\mathbb{Q}(\sqrt{m})$, where $m$ is a uniquely determined square-free integer not equal to 0 or 1 . The set $\{1, \sqrt{m}\}$ is a vector-space basis of $K$ over $\mathbb{Q}$.

The extension $K / \mathbb{Q}$ is a Galois extension, and the $\operatorname{Galois} \operatorname{group} \operatorname{Gal}(K / \mathbb{Q})$ of automorphisms of $K$ fixing $\mathbb{Q}$ has two elements. We denote the nontrivial element of the Galois group by $\sigma$; its values on the members of the vector-space basis are $\sigma(1)=1$ and $\sigma(\sqrt{m})=-\sqrt{m}$.

The norm $N=N_{K / \mathbb{Q}}$ and trace $\operatorname{Tr}=\operatorname{Tr}_{K / \mathbb{Q}}$ are given by $N(\alpha)=\alpha \cdot \sigma(\alpha)$ and $\operatorname{Tr}(\alpha)=\alpha+\sigma(\alpha)$. Thus $N(a+b \sqrt{m})=a^{2}-m b^{2}$ and $\operatorname{Tr}(a+b \sqrt{m})=2 a$. These values are members of $\mathbb{Q}$. The norm is multiplicative in the sense that $N(\alpha \beta)=N(\alpha) N(\beta)$, and $N(1)=1$.

The ring $R$ of algebraic integers in $K$ is the integral closure of $\mathbb{Z}$ in $K$. It works out to be

$$
R= \begin{cases}\mathbb{Z}[\sqrt{m}] & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\ \mathbb{Z}\left[\frac{1}{2}(\sqrt{m}-1)\right] & \text { if } m \equiv 1 \bmod 4\end{cases}
$$

and is therefore a free abelian group of rank 2. The automorphism $\sigma$ carries $R$ to itself. The norm and trace of any member of $R$ are in $\mathbb{Z}$; conversely any member of $K$ whose norm and trace are in $\mathbb{Z}$ is in $R$. We define the algebraic integer $\delta$ to be given by

$$
\delta= \begin{cases}-\sqrt{m} & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\ \frac{1}{2}(1-\sqrt{m}) & \text { if } m \equiv 1 \bmod 4\end{cases}
$$

Then $\{1, \delta\}$ is a $\mathbb{Z}$ basis of $R$. The norm and trace of $\delta$ are given by

$$
\begin{gathered}
N(\delta)=\delta \cdot \sigma(\delta)= \begin{cases}-m & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\
\frac{1}{4}(1-m) & \text { if } m \equiv 1 \bmod 4\end{cases} \\
\operatorname{Tr}(\delta)=\delta+\sigma(\delta)= \begin{cases}0 & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\
1 & \text { if } m \equiv 1 \bmod 4\end{cases}
\end{gathered}
$$

There is a general notion of field discriminant $D$, or absolute discriminant, for an algebraic number field, whose definition will be given in Chapter V. We shall not give that definition in general now but will be content to give the formula for $D$ in the quadratic number field $\mathbb{Q}(\sqrt{m})$, namely

$$
D= \begin{cases}4 m & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\ m & \text { if } m \equiv 1 \bmod 4\end{cases}
$$

The units of $K$ are understood to be the members of the group $R^{\times}$of units in the ring $R$. These are the members $\varepsilon$ of $R$ with $N(\varepsilon)= \pm 1$. In fact, if $\varepsilon$ is a unit, then the equality $\varepsilon \varepsilon^{-1}=1$ implies that $1=N(1)=N\left(\varepsilon \varepsilon^{-1}\right)=N(\varepsilon) N\left(\varepsilon^{-1}\right)$ and shows that $N(\varepsilon)$ is a unit in $\mathbb{Z}$. Thus $N(\varepsilon)= \pm 1$. Conversely if $N(\varepsilon)= \pm 1$, then $\pm \varepsilon \sigma(\varepsilon)=1$ shows that $\sigma(\varepsilon)= \pm \varepsilon^{-1}$; since $\sigma(\varepsilon)$ is in $R, \varepsilon$ is exhibited as in $R^{\times}$and is therefore a unit.

For $m<0$, the units of $\mathbb{Q}(\sqrt{m})$ are easily determined. In fact, if $\varepsilon=a+b \delta$ with $a$ and $b$ in $\mathbb{Z}$, then $N(\varepsilon)=(a+b \delta)(a+b \sigma(\delta))=a^{2}+b \operatorname{Tr} \delta+b^{2} N(\delta)$ with each term equal to an integer and with the end terms $\geq 0$. Sorting out the possibilities, we see that

$$
R^{\times}= \begin{cases}\{ \pm 1, \pm \sqrt{-1}\} & \text { if } m=-1 \\ \left\{ \pm 1, \frac{1}{2}( \pm 1 \pm \sqrt{-3})\right\} & \text { if } m=-3 \\ \{ \pm 1\} & \text { for all other } m<0\end{cases}
$$

The respective orders of $R^{\times}$are 4,6 , and 2 .
Determination of the units when $m>0$ is more delicate. We require a lemma.
Lemma 1.15. If $\alpha$ is a real irrational number and if $N>0$ is an integer, then there exist integers $A$ and $B$ with

$$
|B \alpha-A|<\frac{1}{N} \quad \text { and } \quad 0<B \leq N
$$

For this $A$ and this $B$,

$$
\left|\alpha-\frac{A}{B}\right|<\frac{1}{B^{2}} .
$$

Proof. Put $\alpha_{n}=n \alpha-[n \alpha]$, where [•] denotes the greatest-integer function. Then $0 \leq \alpha_{n}<1$. We partition the half-open interval [0,1) into $N$ subintervals $\left[\frac{t-1}{N}, \frac{t}{N}\right)$ with $1 \leq t \leq N$. For $0 \leq n \leq N$, the expression $\alpha_{n}$ takes on $N+1$ distinct values because $\alpha_{n}=\alpha_{m}$ would imply that $(n-m) \alpha$ is in $\mathbb{Z}$. Hence there exist $\alpha_{n}$ and $\alpha_{m}$ with $n>m$ that lie in the same subinterval $\left[\frac{t-1}{N}, \frac{t}{N}\right)$. Then $\left|\alpha_{n}-\alpha_{m}\right|<\frac{1}{N}$. If we take $B=n-m$ and $A=[n \alpha]-[m \alpha]$, then $|B \alpha-A|=\left|\alpha_{n}-\alpha_{m}\right|$, and the inequality $|B \alpha-A|<\frac{1}{N}$ follows. Dividing this inequality by $B$ gives $\left|\alpha-\frac{A}{B}\right|<\frac{1}{B N}$, and this is $\leq \frac{1}{B^{2}}$ because $N \geq B$.

Proposition 1.16. For $K=\mathbb{Q}(\sqrt{m})$ with $m>0$, the units are the members of the infinite group

$$
R^{\times}=\left\{( \pm 1) \varepsilon_{1}^{n} \mid n \in \mathbb{Z}\right\} \cong \mathbb{Z} \times C_{2}
$$

where $\varepsilon_{1}$ is the fundamental unit, defined as the least unit $>1$.

REMARK. For example, when $m=2$, the fundamental unit is $\varepsilon_{1}=1+\sqrt{2}$.
Proof. The units $\omega$ with $|\omega|=1$ are $\pm 1$, since the members of $K$ are real numbers. We shall show shortly that there exists a unit $\omega$ with $|\omega| \neq 1$. Then $\omega$ or $\omega^{-1}$ has absolute value $>1$. Let us say that $|\omega|>1$. Then one of $\omega$ and $-\omega$ is $>1$. Let us say that $\omega>1$. Write $\omega=a+b \sqrt{m}$, so that $\sigma(\omega)=a-b \sqrt{m}= \pm \omega^{-1}$ has $|\sigma(\omega)|<1$. Then

$$
\begin{aligned}
|2 a| & =|\omega+\sigma(\omega)| \leq|\omega|+|\sigma(\omega)| \leq|\omega|+1 \\
|2 b \sqrt{m}| & =|\omega-\sigma(\omega)| \leq|\omega|+|\sigma(\omega)| \leq|\omega|+1
\end{aligned}
$$

together show that there are only finitely many units $\omega^{\prime}$ with $1<\left|\omega^{\prime}\right|<|\omega|$. Hence the existence of a unit $\omega$ with $|\omega| \neq 1$ implies the existence of a fundamental unit $\varepsilon_{1}$.

If $\omega^{\prime}$ is any unit $>1$, then we can choose a power $\varepsilon_{1}^{n}$ of $\varepsilon_{1}$ with $\varepsilon_{1}^{n+1}>\omega^{\prime} \geq \varepsilon_{1}^{n}$, by the archimedean property of $\mathbb{R}$. Then $\omega^{\prime} \varepsilon_{1}^{-n}$ is a unit $\geq 1$ with $\left|\omega^{\prime} \varepsilon_{1}^{-n}\right|<\varepsilon_{1}$. Since $\varepsilon_{1}$ is fundamental, $\omega^{\prime} \varepsilon_{1}^{-n}$ is 1 , and thus $\omega^{\prime}=\varepsilon_{1}^{n}$. Then it follows that the group of units has the asserted form.

Thus we need to exhibit some unit $\omega$ with $|\omega| \neq 1$. We apply Lemma 1.15 with $\alpha=\sqrt{m}$ and with $N$ arbitrary. Then we obtain infinitely many pairs $(A, B)$ of integers with $\left|\sqrt{m}-\frac{A}{B}\right|<\frac{1}{B^{2}} \leq 1$, hence with $|A / B|<1+\sqrt{m}$. For each such pair $(A, B)$, the member $r=A-B \sqrt{m}$ of $R$ has

$$
\begin{aligned}
|N(r)| & =|(A+B \sqrt{m})(A-B \sqrt{m})|=\left|\frac{A}{B}-\sqrt{m}\right|\left|B^{2}\right|\left|\frac{A}{B}+\sqrt{m}\right| \\
& \leq \frac{1}{B^{2}} B^{2}(1+2 \sqrt{m})=1+2 \sqrt{m}
\end{aligned}
$$

Thus there are infinitely many $r$ in $R$ with $|N(r)| \leq 1+2 \sqrt{m}$. Since the norm of an algebraic integer is in $\mathbb{Z}$, there is some integer $n$ such that infinitely many $r \in R$ have $N(r)=n$. Among the elements $r \in R$ with $N(r)=n$, which we write as $r=A+B \sqrt{m}$ with $A$ and $B$ in $\frac{1}{2} \mathbb{Z}$, we consider the finitely many congruence classes of $(A, B)$ modulo $n$, saying that two such $(A, B)$ and $\left(A^{\prime}, B^{\prime}\right)$ are congruent if $A-A^{\prime}$ and $B-B^{\prime}$ are integers divisible by $n$. Since infinitely many $r \in R$ have $N(r)=n$, there must be infinitely many of these in some particular congruence class. Take three such, say $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$. Then

$$
N\left(\alpha_{1}\right)=N\left(\alpha_{2}\right)=N\left(\alpha_{3}\right)=n
$$

with

$$
\frac{\alpha_{1}-\alpha_{2}}{n} \text { in } R \quad \text { and } \quad \frac{\alpha_{1}-\alpha_{3}}{n} \text { in } R .
$$

Since $n=N\left(\alpha_{2}\right)=\alpha_{2} \sigma\left(\alpha_{2}\right)$, we see that

$$
\frac{\alpha_{1}}{\alpha_{2}}=1+\left(\frac{\alpha_{1}-\alpha_{2}}{n}\right) \sigma\left(\alpha_{2}\right) .
$$

Thus $\alpha_{1} / \alpha_{2}$ is exhibited as in $R$, and it has $N\left(\alpha_{1} / \alpha_{2}\right)=N\left(\alpha_{1}\right) / N\left(\alpha_{2}\right)=n / n=$ 1. Hence $\alpha_{1} / \alpha_{2}$ is a unit different from +1 . Arguing similarly with $\alpha_{1} / \alpha_{3}$, we see that $\alpha_{1} / \alpha_{3}$ is a unit different from +1 and not equal to $\alpha_{1} / \alpha_{2}$. Hence one of $\alpha_{1} / \alpha_{2}$ and $\alpha_{1} / \alpha_{3}$ is a unit whose absolute value is not 1 .

## 7. Relationship of Quadratic Forms to Ideals

We continue with $K$ as the quadratic number field $\mathbb{Q}(\sqrt{m})$ and $R$ as the ring of algebraic integers in $K$. Here $R=\mathbb{Z}[\delta]$, where $\delta=-\sqrt{m}$ if $m \equiv 2$ or $3 \bmod 4$ and $\delta=\frac{1}{2}(1-\sqrt{m})$ if $m \equiv 1 \bmod 4$. Let $D$ be the field discriminant of $\mathbb{Q}(\sqrt{m})$ as defined in Section 6.

The topic of this section is a relationship between nonzero ideals in $R$ and binary quadratic forms with discriminant $D$. Binary quadratic forms with $D$ as discriminant are automatically primitive.

The relationship is not a one-one correspondence of ideals to forms but a oneone correspondence of a certain kind of equivalence class of ideals to proper equivalence classes of forms. We saw in Theorem 1.12 that the latter collection has the structure of a finite abelian group, and we shall see in this section that the former collection has the natural structure of a finite abelian group as well. The correspondence is a group isomorphism, according to Theorem 1.20 below.

Consider nonzero ideals $I$ in $R$. The first observation is that $I$ is additively a free abelian group of rank 2 . In fact, $R$ itself is additively a free abelian group of rank 2 , and the additive subgroup $I$ has to be free abelian of rank $\leq 2$. If $r$ is a nonzero element in $I$, then $N(r)=r \sigma(r)$ is in $I$, and thus $I$ contains a nonzero integer. If $n$ is an integer in $I$, then $n \sqrt{m}$ is in $I$, and thus $I$ contains a noninteger. Therefore $I$ is a free abelian group of rank exactly 2 , as asserted.

Certainly $I$ can then be generated as an ideal by two elements, and our customary notation has been to write $I=\left(r_{1}, r_{2}\right)$ in this case. However, without an extra condition on them, the two ideal generators need not together be a $\mathbb{Z}$ basis for $I$ because they need not generate all of $I$ additively. It will be helpful to have separate notation when the generators are known to give a $\mathbb{Z}$ basis. Accordingly we shall write $I=\left\langle r_{1}, r_{2}\right\rangle$ when $r_{1}, r_{2}$ give a $\mathbb{Z}$ basis of $I$. In this case it will be helpful also to regard the set $\left\{r_{1}, r_{2}\right\}$ as ordered with $r_{1}$ preceding $r_{2}$, and we shall often do so.

Now suppose that $I=\left\langle r_{1}, r_{2}\right\rangle$ is a nonzero ideal, and consider the expression

$$
r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}=\operatorname{det}\left(\begin{array}{ll}
r_{1} & \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right) .
$$

If $I$ is written in terms of a second ordered $\mathbb{Z}$ basis as $I=\left\langle s_{1}, s_{2}\right\rangle$, then the two
ordered bases are related by a matrix $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ in $\operatorname{GL}(2, \mathbb{Z})$, the relationship being

$$
\binom{r_{1}}{r_{2}}=\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\binom{s_{1}}{s_{2}}
$$

Hence

$$
\left(\begin{array}{ll}
r_{1} & \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)=\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)\left(\begin{array}{ll}
s_{1} & \sigma\left(s_{1}\right) \\
s_{2} & \sigma\left(s_{2}\right)
\end{array}\right)
$$

and therefore

$$
\operatorname{det}\left(\begin{array}{ll}
r_{1} & \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)= \pm \operatorname{det}\left(\begin{array}{ll}
s_{1} & \sigma\left(s_{1}\right) \\
s_{2} & \sigma\left(s_{2}\right)
\end{array}\right),
$$

where $\pm 1$ is the determinant of $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$. Consequently the expression

$$
N(I)=\frac{\left|r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right|}{|\sqrt{D}|}
$$

where $D$ is the field discriminant of $K$, is independent of the choice of $\mathbb{Z}$ basis. It is called the norm of the ideal $I$. The factor of $\sqrt{D}$ in the denominator is a normalization factor that arranges for the norm of the ideal $I=R$ to be 1 ; in fact, we can write $R=\langle 1, \delta\rangle$ with $\delta$ as in the first paragraph of this section, and then

$$
N(R)=\frac{|\sigma(\delta)-\delta|}{|\sqrt{D}|}=\left\{\begin{array}{ll}
\frac{|\sqrt{m}+\sqrt{m}|}{|\sqrt{4 m}|} & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\
\frac{\left|\frac{1}{2}(1+\sqrt{m})-\frac{1}{2}(1-\sqrt{m})\right|}{|\sqrt{m}|} & \text { if } m \equiv 1 \bmod 4
\end{array}\right\}=1
$$

Since the norm of an element of $R$ is given by $N(r)=r \sigma(r)$, it is immediate from the definition that

$$
N(r I)=|N(r)| N(I) \quad \text { for } r \in R
$$

Consequently the norm of the principal ideal $(r)$ is given by

$$
N((r))=|N(r)| N(R)=|N(r)| 1=|N(r)| \quad \text { for } r \in R
$$

Still with $I=\left\langle r_{1}, r_{2}\right\rangle$, let us observe that

$$
\sigma\left(r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right)=-\left(r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right)
$$

It follows that

$$
r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2} \quad \text { is } \quad \begin{cases}\text { real } & \text { if } m>0 \\ \text { imaginary } & \text { if } m<0\end{cases}
$$

Since $r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}$ changes sign when $r_{1}$ and $r_{2}$ are interchanged, let us say that the expression $I=\left\langle r_{1}, r_{2}\right\rangle$ for $I$ is positively oriented if $r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}$ is positive or positive imaginary, ${ }^{9}$ negatively oriented if $r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}$ is negative or negative imaginary. If $I=\left\langle r_{1}, r_{2}\right\rangle$, then exactly one of the expressions $I=\left\langle r_{1}, r_{2}\right\rangle$ and $I=\left\langle r_{2}, r_{1}\right\rangle$ is positively oriented. The notion of orientation will be critical to setting up the correspondence between classes of ideals and classes of forms.

The set of nonzero ideals of $R$ has a commutative associative multiplication that was introduced in Basic Algebra: if $I$ and $J$ are nonzero ideals, then $I J$ is defined to be the set of sums of products from the two ideals, the product $I J$ again being an ideal. Later in this section we shall recall some properties of this multiplication that were proved in Basic Algebra.

We define two equivalence relations on the set of nonzero ideals of $I$. We say that $I$ and $J$ are equivalent if there exist nonzero $r$ and $s$ in $R$ with $(r) I=(s) J$. Here $(r)$ and ( $s$ ) are understood to be principal ideals. The ideals $I$ and $J$ are strictly equivalent, or narrowly equivalent, if equivalence occurs and if $r$ and $s$ can be chosen with $N\left(r s^{-1}\right)>0$. Both relations are certainly reflexive and symmetric. To see transitivity, let $\left(r_{1}\right) I_{1}=\left(r_{2}\right) I_{2}$ and $\left(s_{2}\right) I_{2}=\left(s_{3}\right) I_{3}$. Then $\left(r_{1} s_{2}\right) I_{1}=\left(r_{2} s_{2}\right) I_{2}=\left(r_{2} s_{3}\right) I_{3}$, and $I_{1}$ is equivalent to $I_{3}$. If also $N\left(r_{1} r_{2}^{-1}\right)>0$ and $N\left(s_{2} s_{3}^{-1}\right)>0$, then the product $N\left(\left(r_{1} s_{2}\right)\left(r_{2} s_{3}\right)^{-1}\right)$ is positive, and $I_{1}$ is strictly equivalent to $I_{3}$. In other words, "equivalent" and "strictly equivalent" are equivalence relations.

The principal ideals form one full equivalence class under "equivalent." First of all, $(r)$ is equivalent to $(s)$ because $(s)(r)=(r s)=(r)(s)$. In the reverse direction, if $I$ and (1) are equivalent, let $(r) I=(s)$. Then there exists $x \in I$ with $r x=s$. Hence $s r^{-1}$ is in $I$, and $\left(s r^{-1}\right) \subseteq I$. In fact, equality holds: if $y$ is in $I$, then the equality $r y=s z$ with $z$ in $R$ says that $y=\left(s r^{-1}\right) z$, and $y$ is in $\left(s r^{-1}\right)$. In other words, $I=\left(s r^{-1}\right)$.

In a sense, therefore, equivalence of ideals measures the extent to which nonprincipal ideals exist.

Multiplication is a class property of ideals relative to equivalence and to strict equivalence. In fact, if $(r) I=\left(r^{\prime}\right) I^{\prime}$ and $(s) J=\left(s^{\prime}\right) J^{\prime}$, then $(r s) I J=$ $\left(r^{\prime} s^{\prime}\right) I^{\prime} J^{\prime}$, and the assertion follows.

The theorem will be that multiplication of strict equivalence classes of ideals of $R$ makes the set of such classes into an abelian group that is isomorphic to the finite abelian form class group of discriminant $D$. This result is not as beautiful as one might hope, since the identity class of ideals under strict equivalence need not match the set of all principal ideals. However, we can quantify the discrepancy. The relevant result is as follows.

[^7]Proposition 1.17. Equivalence and strict equivalence are the same for ideals of $R$ if and only if either
(a) $m>0$ and the fundamental unit $\varepsilon_{1}$ has $N\left(\varepsilon_{1}\right)=-1$ or
(b) $m<0$.

In the contrary case when $m>0$ and the fundamental unit $\varepsilon_{1}$ has $N(\varepsilon)=+1$, a nonzero principal ideal $(r)$ is strictly equivalent to (1) if and only if $N(r)>0$; in particular, the principal ideal $(\sqrt{m})$ is not strictly equivalent to (1).

REMARKS. When $m>0$, there are examples with $N\left(\varepsilon_{1}\right)=+1$ and examples with $N\left(\varepsilon_{1}\right)=-1$. Specifically when $m=2, \varepsilon_{1}=1+\sqrt{2}$, and this has $N\left(\varepsilon_{1}\right)=-1$. When $m>0$ and $m$ has any odd prime divisor $p$ with $p \equiv$ $3 \bmod 4$, then $N\left(\varepsilon_{1}\right)=+1$; in fact, otherwise $\varepsilon_{1}=x+y \sqrt{m}$ would imply that $-1=N\left(\varepsilon_{1}\right)=x^{2}-m y^{2}$ and therefore that $-1 \equiv x^{2} \bmod p$, but this congruence has no solutions by Theorem 1.2a.

PROOF. Suppose that $m>0$ and $N\left(\varepsilon_{1}\right)=-1$. If $(r) I=(s) J$ with $N\left(r s^{-1}\right)<$ 0 , then $\left(\varepsilon_{1} r\right) I=(s) J$ with $N\left(\varepsilon_{1} r s^{-1}\right)>0$. Thus equivalence implies strict equivalence in this case.

Suppose that $m<0$. Then all norms of nonzero elements are $>0$. Hence $N\left(r s^{-1}\right)>0$ is an empty condition, and equivalence implies strict equivalence.

Conversely suppose that $m>0$ and $N\left(\varepsilon_{1}\right)=+1$. Proposition 1.16 shows that the most general unit is $\varepsilon= \pm \varepsilon_{1}^{n}$, and consequently $N(\varepsilon)=N( \pm 1) N\left(\varepsilon_{1}\right)^{n}=+1$ for every unit. The element $\sqrt{m}$ is in $R$, and $N(\sqrt{m})=-m<0$. We know that the principal ideals (1) and $(\sqrt{m})$ are equivalent. Arguing by contradiction, suppose that they are strictly equivalent. Then $(r)=(r)(1)=(s)(\sqrt{m})=$ $(s \sqrt{m})$ for some $r$ and $s$ with $N\left(r s^{-1}\right)>0$. Since the principal ideals generated by $r$ and $s \sqrt{m}$ are the same, these elements must be related by $r=\varepsilon s \sqrt{m}$ for some unit $\varepsilon$. Then $N\left(r s^{-1}\right)=N(\varepsilon \sqrt{m})=N(\varepsilon) N(\sqrt{m})=-m<0$, contradiction. The proposition follows.

Once we have introduced group structures on the set of equivalence classes of ideals and the set of strict equivalence classes of ideals, it follows that the map that carries a strict equivalence class to the equivalence class containing it is a group homomorphism onto. If either of the conditions (a) and (b) in Proposition 1.17 is satisfied, then this homomorphism is one-one. Otherwise its kernel consists of the two strict equivalence classes of principal ideals - those whose generator has positive norm and those whose generator has negative norm.

At this point we could establish that the set of strict equivalence classes of ideals is a finite abelian group. The finiteness of the set of strict equivalence classes could be established directly by a geometric argument we give in Chapter V, and the group structure could be derived from the group structure on the set of "fractional ideals" of $K$ that were introduced in Problems 48-53 at the end of Chapter VIII of Basic Algebra.

Although we could proceed with proofs along these lines, it is instructive to proceed in a different way. Rather than give a stand-alone proof of the finiteness of the number of strict equivalence classes of ideals, we prefer to derive this finiteness as part of the correspondence with proper equivalence classes of binary quadratic forms, since the number of such classes of binary quadratic forms has already been proved to be finite in Theorem 1.6a. The group structure then readily follows from this finiteness and the fact that $R$ is a Dedekind domain.

Let us pause for a moment, therefore, to use results we already know in order to show how the group structure on the set of strict equivalence classes follows once it is known that there are only finitely many such classes. We know from Theorems 8.54 and 8.55 of Basic Algebra that $R$ is a Dedekind domain and that $R$ has unique factorization for its nonzero ideals. In other words, in terms of the already-defined multiplication of ideals, each nonzero ideal $I$ in $R$ is of the form $I=\prod_{j=1}^{k} P_{j}^{n_{j}}$, where the $P_{j}$ are distinct nonzero prime ideals, the $n_{j}$ are positive integers, and $k$ is $\geq 0$; moreover, this product expansion is unique up to the order of the factors.

Lemma 1.18. Let $\mathcal{H}$ be the set of strict equivalence classes of nonzero ideals in $R$, with its inherited commutative associative multiplication. If $\mathcal{H}$ is finite, then $\mathcal{H}$ is a group under this multiplication.

Remarks. The group $\mathcal{H}$ will be seen in Theorem 1.20 to be isomorphic to the form class group of $D$. The set of ordinary equivalence classes is a quotient and is called the ideal class group of $K$. It will be generalized in Chapter V.

Proof. The identity element of $\mathcal{H}$ is the strict equivalence class of the ideal $R=(1)$, and we are to prove the existence of inverses. Thus let $I$ be given. For the sequence of ideals $I, I^{2}, I^{3}, \ldots$, the finiteness of $\mathcal{H}$ shows that two of these ideals must be strictly equivalent. Suppose that $I^{k}$ is equivalent to $I^{k+l}$ for some $k>0$ and $l>0$. Then there exist nonzero principal ideals $(r)$ and $(s)$ such that $(r) I^{k}=(s) I^{k+l}$. The uniqueness of factorization of ideals implies that we can cancel $I^{k}$ from both sides of this equality, thereby obtaining $(r)=(s) I^{l}$. Let us define an element $t$ in $R$. If $N\left(r s^{-1}\right)>0$, we take $t$ to be 1 . Otherwise $m$ must be positive, and we let $t=\sqrt{m}$, so that $N(t)<0$. In both cases we then have $(r t)(1)=(s)(t) I^{l}$ with $N\left(r t s^{-1}\right)>0$, and the ideal $(t) I^{l}$ is strictly equivalent to (1). Hence the strict equivalence class of $(t) I^{l-1}$ is an inverse to the strict equivalence class of $I$, and $\mathcal{H}$ is a group.

Now we define the mappings $\mathcal{F}$ and $\mathcal{I}$ that we shall use to establish the main result of this section. Let $I$ be a nonzero ideal in $R$, and suppose that $I$ is given by an expression $I=\left\langle r_{1}, r_{2}\right\rangle$ that is positively oriented. We regard $x$ and $y$ as integer variables. To $I$, we associate the binary quadratic form

$$
\mathcal{F}\left(I, r_{1}, r_{2}\right)=N(I)^{-1} N\left(r_{1} x+r_{2} y\right)=N(I)^{-1}\left(r_{1} x+r_{2} y\right)\left(\sigma\left(r_{1}\right) x+\sigma\left(r_{2}\right) y\right)
$$

The associated 2-by-2 matrix for this form is

$$
\begin{aligned}
& \frac{1}{N(I)}\left(\begin{array}{cc}
2 r_{1} \sigma\left(r_{1}\right) & r_{1} \sigma\left(r_{2}\right)+r_{2} \sigma\left(r_{1}\right) \\
r_{1} \sigma\left(r_{2}\right)+r_{2} \sigma\left(r_{1}\right) & 2 r_{2} \sigma\left(r_{2}\right)
\end{array}\right) \\
& \\
& =\frac{1}{N(I)}\left(\begin{array}{ll}
r_{1} & \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
\sigma\left(r_{1}\right) & \sigma\left(r_{2}\right) \\
r_{1} & r_{2}
\end{array}\right)
\end{aligned}
$$

and the discriminant of the quadratic form is therefore

$$
\begin{aligned}
-\operatorname{det}\left[\frac{1}{N(I)}\left(\begin{array}{cc}
r_{1} & \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
\sigma\left(r_{1}\right) & \sigma\left(r_{2}\right) \\
r_{1} & r_{2}
\end{array}\right)\right] & =N(I)^{-2}\left(r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right)^{2} \\
& =|D| \frac{\left(r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right)^{2}}{\left|r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right|^{2}} \\
& =|D|(\operatorname{sgn} m)=D
\end{aligned}
$$

Thus we have associated a quadratic form $\mathcal{F}\left(I, r_{1}, r_{2}\right)$ of discriminant $D$ to an ideal $I$ when $I$ is given by a positively oriented expression $I=\left\langle r_{1}, r_{2}\right\rangle$. If $m<0$, this quadratic form is positive definite because the coefficient of $x^{2}$, namely $N(I)^{-1} r_{1} \sigma\left(r_{1}\right)=N(I)^{-1} N\left(r_{1}\right)$, is positive when $m<0$.

In the reverse direction we associate to an arbitrary form $(a, b, c)$ of discriminant $D$ an ideal $I=\mathcal{I}(a, b, c)$ given by a positively oriented expression $\left\langle r_{1}, r_{2}\right\rangle$. To begin with, if $b$ is an integer with $b \equiv D \bmod 2$, let us define $b^{\prime}$ to be $\frac{1}{2} b$ if $D \equiv 0 \bmod 4$ and to be $\frac{1}{2}(b-1)$ if $D \equiv 1 \bmod 4$; in other words, $b^{\prime}=\frac{1}{2}(b-\operatorname{Tr}(\delta))$ in both cases. The definition of $\mathcal{I}$ is to be

$$
\mathcal{I}(a, b, c)= \begin{cases}\left\langle a, b^{\prime}+\delta\right\rangle & \text { if } a>0 \\ \left\langle\delta a, \delta\left(b^{\prime}+\delta\right)\right\rangle & \text { if } a<0\end{cases}
$$

The right sides in the above display make sense as ideals if the angular brackets are replaced by parentheses. To see that the definitions make sense, we thus need to check that $\left(a, b^{\prime}+\delta\right)=\left\langle a, b^{\prime}+\delta\right\rangle$ for all $a$ and that the orientations are positive. Lemma 1.19a below shows that $\left(a, b^{\prime}+\delta\right)=\left\langle a, b^{\prime}+\delta\right\rangle$ if it is proved that $a$ divides $N\left(b^{\prime}+\delta\right)$, and the computation that verifies this equality is

$$
\begin{array}{rlr}
N\left(b^{\prime}+\delta\right) & =b^{\prime 2}+b^{\prime}(\delta+\sigma(\delta))+\delta \sigma(\delta) \\
& = \begin{cases}b^{\prime 2}+b^{\prime}+\frac{1}{4}(1-m) & \text { if } D \equiv 1 \bmod 4 \\
b^{\prime 2}-m & \text { if } D \equiv 0 \bmod 4\end{cases} \\
& = \begin{cases}\frac{1}{4}(b-1)^{2}+\frac{1}{2}(b-1)+\frac{1}{4}(1-D) & \text { if } D \equiv 1 \bmod 4 \\
\frac{1}{4} b^{2}-\frac{1}{4} D & \text { if } D \equiv 0 \bmod 4\end{cases} \\
& =\frac{1}{4}\left(b^{2}-D\right) & \\
& =a c . &
\end{array}
$$

From the definitions near the beginning of this section, the orientation of $\left\langle r_{1}, r_{2}\right\rangle$ is given by the sign of $(\sqrt{m})^{-1}\left(r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right)$. Thus

$$
\begin{aligned}
\text { orientation }\left\langle a, b^{\prime}+\delta\right\rangle & =\operatorname{sgn}\left((\sqrt{m})^{-1} a(\sigma(\delta)-\delta)\right)=\operatorname{sgn} a, \\
\text { orientation }\left\langle\delta a, \delta\left(b^{\prime}+\delta\right)\right\rangle & =\operatorname{sgn}\left((\sqrt{m})^{-1}\left(\delta a \sigma\left(\delta b^{\prime}+\delta^{2}\right)-\sigma(\delta) a \delta\left(b^{\prime}+\delta\right)\right)\right) \\
& =\operatorname{sgn}\left((\sqrt{m})^{-1} N(\delta) a(\sigma(\delta)-\delta)\right)=-\operatorname{sgn} a,
\end{aligned}
$$

and the orientations are positive in both cases.

## Lemma 1.19.

(a) If $a \neq 0$ and $b^{\prime}$ are integers such that $a$ divides $N\left(b^{\prime}+\delta\right)$ in $\mathbb{Z}$, then $\left(a, b^{\prime}+\delta\right)=\left\langle a, b^{\prime}+\delta\right\rangle$ in the sense that the free abelian subgroup of $R$ generated by $a$ and $b^{\prime}+\delta$ coincides with the ideal generated by $a$ and $b^{\prime}+\delta$.
(b) If $I$ is any nonzero ideal in $R$, then $I$ is of the form $I=\langle a, r\rangle$ for some integer $a>0$ and some $r$ in $R$.

Proof. For (a), we are to show that $I^{\prime}=\mathbb{Z} a+\mathbb{Z}\left(b^{\prime}+\delta\right)$ is closed under multiplication by the generators 1 and $\delta$ of $R$. Closure of $I^{\prime}$ under multiplication by 1 is evident, and the formula $\delta a=-b^{\prime} a+a\left(b^{\prime}+\delta\right)$ shows that $\delta(\mathbb{Z} a) \subseteq I^{\prime}$. Addition of $\delta b^{\prime}$ to the sum of the two formulas $\delta^{2}=\delta(\delta+\sigma(\delta))-\delta \sigma(\delta)=$ $\delta \operatorname{Tr}(\delta)-N(\delta)$ and $N\left(b^{\prime}+\delta\right)=b^{\prime 2}+b^{\prime} \operatorname{Tr}(\delta)+N(\delta)$ yields

$$
\delta\left(b^{\prime}+\delta\right)=-N\left(b^{\prime}+\delta\right)+\left(b^{\prime}+\operatorname{Tr}(\delta)\right)\left(b^{\prime}+\delta\right),
$$

which shows that $\delta\left(b^{\prime}+\delta\right) \subseteq I^{\prime}$ because $N\left(b^{\prime}+\delta\right)$ is by assumption an integer multiple of $a$.

For (b), we start from any $\mathbb{Z}$ basis $\left\{r_{1}, r_{2}\right\}$ of $I$, say with $r_{1}=a_{1}+b_{1} \delta$ and $r_{2}=a_{2}+b_{2} \delta$, and let $d=\operatorname{GCD}\left(b_{1}, b_{2}\right)$. Choose integers $n_{1}$ and $n_{2}$ with $n_{1} b_{1}+n_{2} b_{2}=d$. Then $\operatorname{GCD}\left(n_{1}, n_{2}\right)=1$, and we can therefore find integers $k_{1}$ and $k_{2}$ with $\operatorname{det}\left(\begin{array}{ll}k_{1} & k_{2} \\ n_{1} & n_{2}\end{array}\right)=1$. Consequently $\binom{s_{1}}{s_{2}}=\left(\begin{array}{ll}k_{1} & k_{2} \\ n_{1} & n_{2}\end{array}\right)\binom{r_{1}}{r_{2}}$ is a new $\mathbb{Z}$ basis of $I$ of the form

$$
\begin{aligned}
& s_{1}=c_{1}+k d \delta, \\
& s_{2}=c_{2}+d \delta
\end{aligned}
$$

If we put $a=s_{1}-k s_{2}$ and possibly replace $a$ by its negative, then $\left\{a, s_{2}\right\}$ is a $\mathbb{Z}$ basis of $I$ of the required form.

Theorem 1.20. The set $\mathcal{H}$ of strict equivalence classes of nonzero ideals relative to the field $K=\mathbb{Q}(\sqrt{m})$ is a finite abelian group. Moreover, the mapping $\mathcal{F}$ that carries a positively oriented expression $I=\left\langle r_{1}, r_{2}\right\rangle$ for a nonzero ideal of $R$ to a binary quadratic form depends only on $I$, not the ordered $\mathbb{Z}$ basis, and
descends to an isomorphism of the group $\mathcal{H}$ onto the form class group $H$ for the discriminant $D$ of the field $K$, i.e., the group of proper equivalence classes of binary quadratic forms of discriminant $D$, subject to the remark below. Moreover, the mapping $\mathcal{I}$ with domain all binary quadratic forms whose discriminant equals the field discriminant of $K$, sending such a form to a positively oriented expression for a nonzero ideal of $R$, descends to be defined from $H$ to $\mathcal{H}$, and the descended map is the two-sided inverse of the isomorphism induced by $\mathcal{F}$.

REMARK. If $m<0, H$ is understood as usual to include only the classes of the positive definite forms.

Proof. The proof proceeds in six steps.
Step 1. We show that the proper equivalence class of the quadratic form $\mathcal{F}\left(I, r_{1}, r_{2}\right)$ depends only on the ideal $I$, not the positively oriented expression $I=\left\langle r_{1}, r_{2}\right\rangle$ for it. Thus the class of the form can be abbreviated as $\mathcal{F}(I)$.

Suppose that $I=\left\langle s_{1}, s_{2}\right\rangle$ is another positively oriented expression for $I$. Then we can write $\binom{r_{1}}{r_{2}}=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)\binom{s_{1}}{s_{2}}$ for a matrix $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ in $\operatorname{GL}(2, \mathbb{Z})$, and we have seen that

$$
\binom{r_{1} \sigma\left(r_{1}\right)}{r_{2} \sigma\left(r_{2}\right)}=\left(\begin{array}{ll}
\alpha & \beta  \tag{*}\\
\gamma & \delta
\end{array}\right)\binom{s_{1} \sigma\left(s_{1}\right)}{s_{2} \sigma\left(s_{2}\right)}
$$

and that

$$
\operatorname{det}\binom{r_{1} \sigma\left(r_{1}\right)}{r_{2} \sigma\left(r_{2}\right)}= \pm \operatorname{det}\binom{s_{1} \sigma\left(s_{1}\right)}{s_{2} \sigma\left(s_{2}\right)}
$$

where $\pm 1$ is the determinant of $\left(\begin{array}{cc}\alpha & \beta \\ \gamma & \delta\end{array}\right)$. Since both expressions $I=\left\langle r_{1}, r_{2}\right\rangle$ and $I=\left\langle s_{1}, s_{2}\right\rangle$ are positively oriented, it follows that the sign in the determinant equation is plus, hence that $\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ is in $\operatorname{SL}(2, \mathbb{Z})$. Substituting from (*) into the formula for the matrix associated to the binary quadratic form $\mathcal{F}\left(I, r_{1}, r_{2}\right)$, we obtain the matrix

$$
N(I)^{-1}\left(\begin{array}{ll}
\alpha & \beta  \tag{**}\\
\gamma & \delta
\end{array}\right)\left(\begin{array}{l}
s_{1} \sigma\left(s_{1}\right) \\
s_{2} \\
\sigma\left(s_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
\sigma\left(s_{1}\right) \sigma\left(s_{2}\right) \\
s_{1} & s_{2}
\end{array}\right)\left(\begin{array}{cc}
\alpha & \gamma \\
\beta & \delta
\end{array}\right) .
$$

The product of the coefficient $N(I)^{-1}$ and the middle two matrices is the matrix associated to the quadratic form $\mathcal{F}\left(I, s_{1}, s_{2}\right)$, and $(* *)$ therefore exhibits the two quadratic forms as properly equivalent.

Step 2. We show that the proper equivalence class $\mathcal{F}(I)$ does not change when we replace $I$ by a strictly equivalent ideal.

Thus let $I=\left\langle r_{1}, r_{2}\right\rangle$ and $J=\left\langle s_{1}, s_{2}\right\rangle$ be expressions for $I$ and $J$, and suppose that $(r)$ and $(s)$ are nonzero principal ideals such that $(r) I=(s) J$ and $N(s / r)>0$. The formula

$$
\operatorname{det}\binom{r r_{1} \sigma\left(r r_{1}\right)}{r r_{2} \sigma\left(r r_{2}\right)}=r \sigma(r) \operatorname{det}\binom{r_{1} \sigma\left(r_{1}\right)}{r_{2} \sigma\left(r_{2}\right)}=N(r) \operatorname{det}\binom{r_{1} \sigma\left(r_{1}\right)}{r_{2} \sigma\left(r_{2}\right)}
$$

shows that the expression $(r) I=\left\langle r r_{1}, r r_{2}\right\rangle$ is positively oriented if $N(r)>0$ and is negatively oriented if $N(r)<0$. Similarly $(s) J=\left\langle s s_{1}, s s_{2}\right\rangle$ is positively oriented if $N(s)>0$ and is negatively oriented if $N(s)<0$. Since $N(r / s)>0$, $N(r)$ and $N(s)$ are both positive or both negative. Possibly replacing $r$ and $s$ by $r \sqrt{m}$ and $s \sqrt{m}$, we may assume that $N(r)$ and $N(s)$ are both positive. Then the matrix associated to the quadratic form $\mathcal{F}\left((r) I, r r_{1}, r r_{2}\right)$ is

$$
\begin{aligned}
N(r I)^{-1}\left(\begin{array}{c}
r r_{1} \\
\sigma\left(r r_{1}\right) \\
r r_{2} \\
\sigma\left(r r_{2}\right)
\end{array}\right) & \left(\begin{array}{cc}
\sigma\left(r r_{1}\right) & \sigma\left(r r_{2}\right) \\
r r_{1} & r r_{2}
\end{array}\right) \\
& =N(r I)^{-1}\left(\begin{array}{cc}
r_{1} & \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
r & 0 \\
0 & \sigma(r)
\end{array}\right)\left(\begin{array}{cc}
\sigma(r) & 0 \\
0 & r
\end{array}\right)\left(\begin{array}{cc}
\sigma\left(r_{1}\right) & \sigma\left(r_{2}\right) \\
r_{1} & r_{2}
\end{array}\right) \\
& =N(r I)^{-1} N(r)\left(\begin{array}{cc}
r_{1} \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
\sigma\left(r_{1}\right) & \sigma\left(r_{2}\right) \\
r_{1} & r_{2}
\end{array}\right) \\
& =|N(r)|^{-1} N(I)^{-1} N(r)\left(\begin{array}{cc}
r_{1} \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
\sigma\left(r_{1}\right) \sigma\left(r_{2}\right) \\
r_{1} & r_{2}
\end{array}\right) \\
& =N(I)^{-1}\left(\begin{array}{cc}
r_{1} & \sigma\left(r_{1}\right) \\
r_{2} & \sigma\left(r_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
\sigma\left(r_{1}\right) & \sigma\left(r_{2}\right) \\
r_{1} & r_{2}
\end{array}\right),
\end{aligned}
$$

while the matrix associated to $\mathcal{F}\left((s) J, s s_{1}, s s_{2}\right)$, by a similar computation, is

$$
N(J)^{-1}\binom{s_{1} \sigma\left(s_{1}\right)}{s_{2} \sigma\left(s_{2}\right)}\left(\begin{array}{cc}
\sigma\left(s_{1}\right) & \sigma\left(s_{2}\right) \\
s_{1} & s_{2}
\end{array}\right) .
$$

Since $(r) I=(s) J$, Step 1 shows that $\mathcal{F}\left((r) I, r r_{1}, r r_{2}\right)$ is properly equivalent to $\mathcal{F}\left((s) J, s s_{1}, s s_{2}\right)$.

Step 3. We show that $\mathcal{I}(a, b, c)$ depends only on the proper equivalence class of the binary quadratic form $(a, b, c)$.

Problem 37 at the end of Chapter VII of Basic Algebra shows that SL(2, $\mathbb{Z})$ is generated by $\alpha=\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$ and $\beta=\left(\begin{array}{rr}0 & 1 \\ -1 & -1\end{array}\right)$, hence by $\alpha \beta=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ and $\alpha^{-1}=\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$. Thus it is enough to handle $\alpha \beta$ and $\alpha^{-1}$.

The operation of $\alpha \beta=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ on forms sends $(a, b, c)$ into the translate $(a, b+2 a, *)$. Define $b^{\prime}=\frac{1}{2}(b-\operatorname{Tr}(\delta))$ in the same way as when $\mathcal{I}$ was defined. If $a>0$, then $\mathcal{I}(a, b, c)=\left(a, b^{\prime}+\delta\right)$, and $\mathcal{I}(a, b+2 a, *)=\left(a,(b+2 a)^{\prime}+\delta\right)=$ $\left(a, b^{\prime}+a+\delta\right)$; thus the two image ideals are the same. If $a<0$, then the respective images are $(\delta)\left(a, b^{\prime}+\delta\right)$ and $(\delta)\left(a, b^{\prime}+a+\delta\right)$, and again the image ideals are the same.

To handle $\alpha^{-1}=\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$, we are to show that the ideals $\mathcal{I}(a, b, c)$ and $\mathcal{I}(c,-b, a)$ are strictly equivalent. We saw just after the definition of $\mathcal{I}$ that $N\left(b^{\prime}+\delta\right)=a c$. There are four cases to the proof of the strict equivalence according to the signs of $a$ and $c$. Let us use the symbol $\sim$ to denote "is strictly equivalent to."

Suppose that $a>0$ and $c>0$, so that $N\left(b^{\prime}+\delta\right)>0$. Then

$$
\begin{aligned}
\mathcal{I}(a, b, c) & =\left(a, b^{\prime}+\delta\right) \sim\left(b^{\prime}+\sigma(\delta)\right)\left(a, b^{\prime}+\delta\right)=\left(a\left(b^{\prime}+\sigma(\delta)\right), N\left(b^{\prime}+\delta\right)\right) \\
& =\left(a\left(b^{\prime}+\sigma(\delta)\right), a c\right)=(a)\left(b^{\prime}+\sigma(\delta), c\right) \\
& \sim\left(c, b^{\prime}+\sigma(\delta)\right)=\left(c,-b^{\prime}-\sigma(\delta)\right)=\left(c,(-b)^{\prime}+\delta\right),
\end{aligned}
$$

the last equality holding because $b^{\prime}+(-b)^{\prime}=-\operatorname{Tr} \delta=-\delta-\sigma(\delta)$. The right side equals $\mathcal{I}(c,-b, a)$, and the strict equivalence is proved in this case.

Suppose that $a<0$ and $c<0$, so that $N\left(b^{\prime}+\delta\right)>0$. Then

$$
\begin{aligned}
\mathcal{I}(a, b, c) & =(\delta)\left(a, b^{\prime}+\delta\right) \sim\left(b^{\prime}+\sigma(\delta)\right)(\delta)\left(a, b^{\prime}+\delta\right) \\
& =(\delta)\left(a\left(b^{\prime}+\sigma(\delta)\right), N\left(b^{\prime}+\delta\right)\right)=(\delta)\left(a\left(b^{\prime}+\sigma(\delta)\right), a c\right) \\
& =(a)(\delta)\left(b^{\prime}+\sigma(\delta), c\right) \sim(\delta)\left(c, b^{\prime}+\sigma(\delta)\right) \\
& =(\delta)\left(c,-b^{\prime}-\sigma(\delta)\right)=(\delta)\left(c,(-b)^{\prime}+\delta\right)=\mathcal{I}(c,-b, a),
\end{aligned}
$$

and the strict equivalence is proved in this case.
Suppose that $a>0$ and $c<0$, so that $N\left(b^{\prime}+\delta\right)<0$. Then $N(\delta) N\left(b^{\prime}+\delta\right)$ is positive, and

$$
\begin{aligned}
\mathcal{I}(a, b, c) & =\left(a, b^{\prime}+\delta\right) \sim(\delta)\left(b^{\prime}+\sigma(\delta)\right)\left(a, b^{\prime}+\delta\right) \\
& =(\delta)\left(a\left(b^{\prime}+\sigma(\delta)\right), N\left(b^{\prime}+\delta\right)\right)=(\delta)\left(a\left(b^{\prime}+\sigma(\delta)\right), a c\right) \\
& =(a)(\delta)\left(b^{\prime}+\sigma(\delta), c\right) \sim(\delta)\left(c, b^{\prime}+\sigma(\delta)\right)=(\delta)\left(c,-b^{\prime}-\sigma(\delta)\right) \\
& =(\delta)\left(c,(-b)^{\prime}+\delta\right)=\mathcal{I}(c,-b, a),
\end{aligned}
$$

and the strict equivalence is proved in this case.
Suppose that $a<0$ and $c>0$, so that $N\left(b^{\prime}+\delta\right)<0$. Then $N(\delta)^{-1} N\left(b^{\prime}+\delta\right)$ is positive, and

$$
\begin{aligned}
\mathcal{I}(a, b, c) & =(\delta)\left(a, b^{\prime}+\delta\right) \sim\left(b^{\prime}+\sigma(\delta)\right)\left(a, b^{\prime}+\delta\right) \\
& =\left(a\left(b^{\prime}+\sigma(\delta)\right), N\left(b^{\prime}+\delta\right)\right)=\left(a\left(b^{\prime}+\sigma(\delta)\right), a c\right)=(a)\left(b^{\prime}+\sigma(\delta), c\right) \\
& \sim\left(c,-b^{\prime}-\sigma(\delta)\right)=\left(c,(-b)^{\prime}+\delta\right)=\mathcal{I}(c,-b, a),
\end{aligned}
$$

and the strict equivalence is proved in this case.
Step 4. We show that the mapping of the set $H$ of proper equivalence classes of forms to itself induced by $\mathcal{F} \mathcal{I}$ is the identity.

Let the given form be $(a, b, c)$. With $b^{\prime}$ defined to be $\frac{1}{2}(b-\operatorname{Tr}(\delta))$ as usual, we have seen that $N\left(b^{\prime}+\delta\right)=a c$. Therefore $a$ divides $N\left(b^{\prime}+\delta\right)$, and Lemma 1.19a shows that $\left(a, b^{\prime}+\delta\right)=\left\langle a, b^{\prime}+\delta\right\rangle$ in the sense that the ideal generated by $a$ and $b^{\prime}+\delta$ matches the free abelian group generated by these two elements.

First suppose that $a>0$. Then $\mathcal{I}(a, b, c)=\left(a, b^{\prime}+\delta\right)=\left\langle a, b^{\prime}+\delta\right\rangle$, and we know that this expression is positively oriented. Calculation gives

$$
\begin{align*}
N(I) & =|\sqrt{D}|^{-1}\left|\operatorname{det}\binom{a}{b^{\prime}+\delta \delta b^{\prime}+\sigma(\delta)}\right| \\
& \left.=a|\sqrt{D}|^{-1} \mid \sigma(\delta)-\delta\right) \mid \\
& =a \times \begin{cases}|\sqrt{m}| /|\sqrt{m}| & \text { if } D \equiv 1 \bmod 4, \\
2|\sqrt{m}| /|\sqrt{4 m}| & \text { if } D \equiv 0 \bmod 4, \\
& =a .\end{cases}
\end{align*}
$$

Therefore the quadratic form $\mathcal{F} \mathcal{I}(a, b, c)$ is

$$
\begin{aligned}
N(I)^{-1}(a x & \left.+\left(b^{\prime}+\delta\right) y\right)\left(a x+\left(b^{\prime}+\sigma(\delta)\right) y\right) \\
& =a^{-1}\left(a^{2} x^{2}+a\left(2 b^{\prime}+(\delta+\sigma(\delta))\right) x y+N\left(b^{\prime}+\delta\right) y^{2}\right) \\
& =a x^{2}+\left(2 b^{\prime}+\operatorname{Tr}(\delta)\right) x y+c y^{2} \\
& =a x^{2}+b x y+c y^{2}
\end{aligned}
$$

and we see that $\mathcal{F} \mathcal{I}(a, b, c)=(a, b, c)$ when $a>0$.
Next suppose that $a<0$. Then $\mathcal{I}(a, b, c)=\left(\delta a, \delta\left(b^{\prime}+\delta\right)\right)=\left\langle\delta a, \delta\left(b^{\prime}+\delta\right)\right\rangle$, and we know that this expression is positively oriented. Since $a<0$ cannot occur for $m<0, N(\delta)$ is negative. Thus calculation gives

$$
\begin{aligned}
N(I) & =N\left((\delta)\left(a, b^{\prime}+\delta\right)\right)=N\left((\delta)\left(-a, b^{\prime}+\delta\right)\right)=|N(\delta)| N\left(\left(-a, b^{\prime}+\delta\right)\right) \\
& =|N(\delta)||a|=N(\delta) a,
\end{aligned}
$$

the next-to-last equality following from the calculation that gives $(\dagger)$. Therefore the quadratic form $\mathcal{F} \mathcal{I}(a, b, c)$ is

$$
\begin{aligned}
N(I)^{-1}(a \delta & \left.x+\left(b^{\prime}+\delta\right) \delta y\right)\left(a \sigma(\delta) x+\left(b^{\prime}+\sigma(\delta)\right) \sigma(\delta) y\right) \\
= & N(I)^{-1} N(\delta)\left(a x+\left(b^{\prime}+\delta\right) y\right)\left(a x+\left(b^{\prime}+\sigma(\delta)\right) y\right) \\
= & a^{-1}\left(a^{2} x^{2}+a\left(2 b^{\prime}+(\delta+\sigma(\delta))\right) x y+N\left(b^{\prime}+\delta\right) y^{2}\right) \\
= & a x^{2}+\left(2 b^{\prime}+\operatorname{Tr}(\delta)\right) x y+c y^{2} \\
= & a x^{2}+b x y+c y^{2}
\end{aligned}
$$

and we see that $\mathcal{F} \mathcal{I}(a, b, c)=(a, b, c)$ when $a<0$.

Step 5. We show that the mapping of the set $\mathcal{H}$ of strict equivalence classes of ideals to itself induced by $\mathcal{I} \mathcal{F}$ is the identity. In view of Step 4 , it follows that $\mathcal{F}$ and $\mathcal{I}$ are both one-one onto. Since Theorem 1.6a shows $H$ to be finite, $\mathcal{H}$ has to be finite, and Lemma 1.18 shows that the multiplication on $\mathcal{H}$ makes $\mathcal{H}$ into an abelian group.

Let an ideal $I$ be given, and apply Lemma 1.19 b to write $I=\langle\widetilde{a}, r\rangle$ with $\widetilde{a}>0$ an integer. The expression deciding orientation is $\tilde{a} \sigma(r)-\sigma(\widetilde{a}) r=\widetilde{a}(\sigma(r)-r)$, and this is multiplied by -1 if $r$ is replaced by $-r$. Possibly changing $r$ to $-r$ in the expression for $I$, we may therefore assume that the expression $I=\langle\widetilde{a}, r\rangle$ is positively oriented. Write $r=c+d \delta$. Then

$$
\sigma(r)-r=d(\sigma(\delta)-\delta)=\left\{\begin{array}{ll}
2 d \sqrt{m} & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\
d \sqrt{m} & \text { if } m \equiv 1 \bmod 4
\end{array}\right\}=d \sqrt{D}
$$

The orientation of $I$ is given by $\widetilde{a}(\sigma(r)-r)=\widetilde{a} d \sqrt{D}$, and we deduce that $d>0$ and that

$$
N(I)=|\sqrt{D}|^{-1} \widetilde{a}|\sigma(r)-r|=\widetilde{a} d
$$

The definition of $\mathcal{F}$ gives $\mathcal{F}(I, \widetilde{a}, r)=N(I)^{-1} N(\widetilde{a} x+r y)$, which is a quadratic form whose $x^{2}$ coefficient is $a=N(I)^{-1} \widetilde{a}^{2}=d^{-1} \widetilde{a}$ and whose $x y$ coefficient is

$$
b=N(I)^{-1} \widetilde{a} \operatorname{Tr}(r)=d^{-1} \operatorname{Tr}(r)=d^{-1}(2 c+d \operatorname{Tr}(\delta))=2 d^{-1} c+\operatorname{Tr}(\delta)
$$

With $b^{\prime}$ defined as usual to be $b^{\prime}=\frac{1}{2}(b-\operatorname{Tr}(\delta))$, we see that $b^{\prime}=d^{-1} c$. Consequently $\mathcal{I} \mathcal{F}(I, \widetilde{a}, r)=\left(a, b^{\prime}+\delta\right)=\left(d^{-1} \widetilde{a}, d^{-1} c+\delta\right)$. The product of this ideal with $(d)$ is $(\tilde{a}, c+d \delta)=(\tilde{a}, r)=I$, and thus $\mathcal{I} \mathcal{F}(I, \tilde{a}, r)$ is strictly equivalent to $I$.

Step 6 . We show that the mapping induced by $\mathcal{I}$ from the set $H$ of proper equivalence classes of forms to the set $\mathcal{H}$ of strict equivalence classes of ideals respects the group operations in $H$ and $\mathcal{H}$ and hence is an isomorphism.

Let two proper equivalence classes of forms with discriminant $D$ be given, and use Theorem 1.12a to choose representatives $(a, b, c)$ and $(\tilde{a}, b, \tilde{c})$ with $\operatorname{GCD}(a, \tilde{a})=1$. The composition of the forms is well defined and is $(a \tilde{a}, b, *)$ for a suitable third entry in $\mathbb{Z}$. Let $b^{\prime}$ be $\frac{1}{2}(b-\operatorname{Tr}(\delta))$ as usual. We divide matters into cases according to the signs of $a$ and $\tilde{a}$.

Suppose that $a>0$ and $\widetilde{a}>0$. The definition of $\mathcal{I}$ shows that the ideals corresponding to the three quadratic forms in question are

$$
\left(a, b^{\prime}+\delta\right), \quad\left(\tilde{a}, b^{\prime}+\delta\right), \quad \text { and } \quad\left(a \tilde{a}, b^{\prime}+\delta\right)
$$

The product of the first two ideals is $\left(a \widetilde{a}, a\left(b^{\prime}+\delta\right), \widetilde{a}\left(b^{\prime}+\delta\right),\left(b^{\prime}+\delta\right)^{2}\right)$, and we are to show that this equals $\left(a \tilde{a}, b^{\prime}+\delta\right)$. In fact, the inclusion

$$
\left(a \widetilde{a}, a\left(b^{\prime}+\delta\right), \widetilde{a}\left(b^{\prime}+\delta\right),\left(b^{\prime}+\delta\right)^{2}\right) \subseteq\left(a \widetilde{a}, b^{\prime}+\delta\right)
$$

is clear. For the reverse inclusion we use the fact that $\operatorname{GCD}(a, \tilde{a})=1$ to write $k_{1} a+k_{2} \tilde{a}=1$ for suitable integers $k_{1}$ and $k_{2}$. Then we see that $b^{\prime}+\delta=$ $k_{1}\left(a\left(b^{\prime}+\delta\right)\right)+k_{2}\left(\widetilde{a}\left(b^{\prime}+\delta\right)\right)$, and the reverse inclusion follows.

Suppose that $a$ and $\tilde{a}$ are of opposite sign. By symmetry we may assume that $a>0$ and $\widetilde{a}<0$. The three ideals are then

$$
\left(a, b^{\prime}+\delta\right), \quad\left(\widetilde{a} \delta,\left(b^{\prime}+\delta\right) \delta\right), \quad \text { and } \quad\left(a \tilde{a} \delta,\left(b^{\prime}+\delta\right) \delta\right)
$$

while the product of the first two ideals is $\left(a \widetilde{a} \delta, a\left(b^{\prime}+\delta\right) \delta, \tilde{a}\left(b^{\prime}+\delta\right) \delta,\left(b^{\prime}+\delta\right)^{2} \delta\right)=$ $(\delta)\left(a \tilde{a}, a\left(b^{\prime}+\delta\right), \widetilde{a}\left(b^{\prime}+\delta\right),\left(b^{\prime}+\delta\right)^{2}\right)$. From the previous paragraph this last ideal equals $(\delta)\left(a \tilde{a}, b^{\prime}+\delta\right)=\left(a \tilde{a} \delta,\left(b^{\prime}+\delta\right) \delta\right)$, and we have the required match.

Suppose that $a<0$ and $\widetilde{a}<0$. This time the product ideal is given by $\left(a \delta,\left(b^{\prime}+\delta\right) \delta\right)\left(\widetilde{a} \delta,\left(b^{\prime}+\delta\right) \delta\right)=\left(\delta^{2}\right)\left(a \widetilde{a}, a\left(b^{\prime}+\delta\right), \widetilde{a}\left(b^{\prime}+\delta\right),\left(b^{\prime}+\delta\right)^{2}\right)=$ $\left(\delta^{2}\right)\left(a \tilde{a}, b^{\prime}+\delta\right)$, the second equality following from the computation in the paragraph for $a$ and $\tilde{a}$ both positive. The ideal $\left(\delta^{2}\right)\left(a \tilde{a}, b^{\prime}+\delta\right)$ is strictly equivalent to $\left(a \tilde{a}, b^{\prime}+\delta\right)$ because $N\left(\delta^{2}\right)=N(\delta)^{2}$ is positive. Thus we have the required match on the level of strict equivalence classes. We conclude that the mapping of $H$ to $\mathcal{H}$ is a group isomorphism.

## 8. Primes in the Progressions $4 n+1$ and $4 n+3$

This section is the first of three sections about Dirichlet's Theorem on primes in arithmetic progressions, whose statement is as follows.

Theorem 1.21 (Dirichlet's Theorem). If $m$ and $b$ are relatively prime integers with $m>0$, then there exist infinitely many primes of the form $k m+b$ with $k$ a positive integer.

We begin with the earlier treatment of the arithmetic progressions $4 n+1$ and $4 n+3$ by Euler. In 1737 Euler made the stunning discovery of the formula

$$
\sum_{n=1}^{\infty} \frac{1}{n^{s}}=\prod_{p \text { prime }} \frac{1}{1-p^{-s}}
$$

valid for $s>1$. Actually, the formula is valid for complex $s$ with $\operatorname{Re} s>1$, but Euler had not considered powers $n^{s}$ with $s$ complex by this time and did not need them for his purpose. Euler's formula is a consequence of unique factorization of integers. In fact, the product for $p \leq N$ is

$$
\prod_{p \leq N} \frac{1}{1-p^{-s}}=\prod_{p \leq N}\left(1+\frac{1}{p^{s}}+\frac{1}{p^{2 s}}+\cdots\right)=\sum_{\substack{n \text { with } \\ \text { no prime } \\ \text { divisors }>N}} \frac{1}{n^{s}}
$$

Letting $N \rightarrow \infty$, we obtain the desired formula.
Built into the formula is the result of Euclid's that there are infinitely many primes, i.e., infinitely many primes in the arithmetic progression $n$. There are two ways to see this. In both cases one starts from the observation that the sum $\sum_{n=1}^{\infty} 1 / n^{s}$ is $\geq \int_{1}^{\infty}\left(1 / x^{s}\right) d x=1 /(s-1)$, from which it follows that the sum tends to infinity as $s$ decreases to 1 . In one case the argument continues with the observation that if there were only finitely many primes, then $\prod_{p \text { prime }} \frac{1}{1-p^{-s}}$ would certainly have finite limit as $s$ decreases to 1 , and we arrive at a contradiction. In the other case the argument continues with the observation that the logarithm of $\frac{1}{1-p^{-s}}$ is comparable in size to $1 / p^{s}$, hence that $\log \sum_{n=1}^{\infty} 1 / n^{s}$ is comparable to $\sum_{p \text { prime }} 1 / p^{s}$. Since $\sum_{n=1}^{\infty} 1 / n^{s}$ tends to infinity, $\sum_{p \text { prime }} 1 / p^{s}$ must tend to infinity, and we conclude that there are infinitely many primes. We shall return to this observation shortly in order to justify it more rigorously. ${ }^{10}$

Euclid's proof was much simpler: if there were only finitely many primes, then the sum of 1 and the product of all the primes would be divisible by none of the primes and would give a contradiction. The difficulty with Euclid's argument is that there is no apparent way to adapt it to treat primes of the form $4 n+1$. Euler's argument, by contrast, does adapt to treat primes $4 n+1$.

Before continuing, let us make rigorous the notion of comparing sizes of factors of an infinite product with terms of an infinite series. An infinite product $\prod_{n=1}^{\infty} c_{n}$ with $c_{n} \in \mathbb{C}$ and with no factor 0 is said to converge if the sequence of partial products converges to a finite limit and the limit is not 0 . A necessary condition for convergence is that $c_{n}$ tend to 1 .

Proposition 1.22. If $\left|a_{n}\right|<1$ for all $n$, then the following conditions are equivalent:
(a) $\prod_{n=1}^{\infty}\left(1+\left|a_{n}\right|\right)$ converges,
(b) $\sum_{n=1}^{\infty}\left|a_{n}\right|$ converges,
(c) $\prod_{n=1}^{\infty}\left(1-\left|a_{n}\right|\right)$ converges.

In this case, $\prod_{n=1}^{\infty}\left(1+a_{n}\right)$ converges.
Proof. Condition (c) is equivalent to
(c') $\prod_{n=1}^{\infty}\left(1-\left|a_{n}\right|\right)^{-1}$ converges.
For each of (a), (b), and (c'), convergence is equivalent to boundedness above. Since

$$
1+\sum_{n=1}^{N}\left|a_{n}\right| \leq \prod_{n=1}^{N}\left(1+\left|a_{n}\right|\right) \leq \prod_{n=1}^{N} \frac{1}{1-\left|a_{n}\right|},
$$

[^8]we see that ( $c^{\prime}$ ) implies (a) and that (a) implies (b). To see that (b) implies ( $c^{\prime}$ ), we may assume, without loss of generality, that $\left|a_{n}\right| \leq \frac{1}{2}$ for all $n$. Since $|x| \leq \frac{1}{2}$ implies that
$$
\log \frac{1}{1-x} \leq|x| \sup _{|t| \leq|x| \leq \frac{1}{2}}\left|\frac{d}{d t} \log \frac{1}{1-t}\right|=|x| \sup _{|t| \leq|x| \leq \frac{1}{2}}\left(\frac{1}{1-t}\right) \leq 2|x|,
$$
we have
$$
\log \left(\prod_{n=1}^{N} \frac{1}{1-\left|a_{n}\right|}\right)=\sum_{n=1}^{N} \log \left(\frac{1}{1-\left|a_{n}\right|}\right) \leq 2 \sum_{n=1}^{N}\left|a_{n}\right| .
$$

Thus (b) implies (c').
Now suppose that (a) holds. To prove that $\prod_{n=1}^{\infty}\left(1+a_{n}\right)$ converges, it is enough to show that $\prod_{n=M}^{N}\left(1+a_{n}\right)$ tends to 1 as $M$ and $N$ tend to $\infty$. In the expression

$$
\left|\prod_{n=M}^{N}\left(1+a_{n}\right)-1\right|,
$$

we expand out the product, move the absolute values in for each term, and reassemble the product. The result is the inequality

$$
\left|\prod_{n=M}^{N}\left(1+a_{n}\right)-1\right| \leq \prod_{n=M}^{N}\left(1+\left|a_{n}\right|\right)-1 .
$$

By (a), the right side tends to 0 as $M$ and $N$ tend to $\infty$. Therefore so does the left side. This proves the proposition.

Using this proposition and its proof, we can give a more rigorous justification for the comparison of $\log \sum_{n=1}^{\infty} n^{-s}$ and $\sum_{p \text { prime }} p^{-s}$ in Euler's argument. Anticipating the notation that Riemann was to use for the function a century later, we introduce

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}},
$$

at the moment just for real $s$ with $s>1$. (This function subsequently was named the Riemann zeta function and is defined and analytic for complex $s$ with $\operatorname{Re} s>1$. We postpone a more serious discussion of $\zeta(s)$ to Proposition 1.24 below.) We begin from the formula

$$
\log \zeta(s)=\sum_{p \text { prime }} \log \frac{1}{1-p^{-s}}=\sum_{p \text { prime }}\left(\frac{1}{p^{s}}+\frac{1}{2 p^{2 s}}+\frac{1}{3 p^{3 s}}+\cdots\right) .
$$

Let us see that this expression equals

$$
\sum_{p \text { prime }} \frac{1}{p^{s}}+\text { bounded term } \quad \text { as } s \downarrow 1 .
$$

Going over the second displayed line in the proof of Proposition 1.22, which applied when $|x| \leq \frac{1}{2}$, we have

$$
\begin{aligned}
\left|\log \frac{1}{1-x}-x\right| & \leq|x| \sup _{|t| \leq|x| \leq \frac{1}{2}}\left|\frac{d}{d t}\left(\log \frac{1}{1-t}-t\right)\right| \\
& =|x| \sup _{|t| \leq|x| \leq \frac{1}{2}}\left|\frac{1}{1-t}-1\right|=|x| \sup _{|t| \leq|x| \leq \frac{1}{2}}\left|\frac{t}{1-t}\right| \leq 2|x|^{2}
\end{aligned}
$$

For $x=p^{-s}$ with $s>1$, this inequality becomes

$$
\left|\log \frac{1}{1-p^{-s}}-\frac{1}{p^{s}}\right| \leq 2 p^{-2 s}
$$

Consequently

$$
\begin{aligned}
\left|\log \zeta(s)-\sum_{p \text { prime }} \frac{1}{p^{s}}\right| & =\left|\sum_{p \text { prime }}\left[\log \frac{1}{1-p^{-s}}-\frac{1}{p^{s}}\right]\right| \\
& \leq \sum_{p \text { prime }}\left|\log \frac{1}{1-p^{-s}}-\frac{1}{p^{s}}\right| \leq 2 \sum_{p \text { prime }} p^{-2 s}
\end{aligned}
$$

The right side is $\leq 2 \sum_{n=1}^{\infty} n^{-2}$ for all $s>1$, and we arrive at the desired formula

$$
\log \zeta(s)=\sum_{p \text { prime }} \frac{1}{p^{s}}+\text { bounded term } \quad \text { as } s \downarrow 1
$$

Since we know that $\log \zeta(s)$ increases without bound as $s$ decreases to 1 , we can immediately conclude that there are infinitely many primes in the arithmetic progression $n$.

With this argument well understood as a prototype, let us modify it to treat primes $4 k+1$ separately from primes $4 k+3$. Euler needed one further key idea to succeed. It is tempting to replace the sum over all primes of $p^{-s}$ in the above argument by

$$
\sum_{\substack{p \text { prime, } \\ p \equiv 1 \bmod 4}} \frac{1}{p^{s}} \quad \text { or } \quad \sum_{\substack{p \text { prime, } \\ p \equiv 3 \bmod 4}} \frac{1}{p^{s}},
$$

trace backward, and see what happens. What happens is that the expansion of the corresponding product of $\left(1-p^{-s}\right)^{-1}$ as a sum does not yield anything very manageable. For example, with the first of the two sums, we are led to the logarithm of the series $\sum_{n=1}^{\infty} c(n) n^{-s}$, where $c(n)$ is 1 if $n$ is a product of primes $4 k+1$ and is 0 otherwise, and we have no direct way of deciding whether this diverges or converges as $s$ decreases to 1 .

Euler's key additional idea was to work with the sum and difference of the displayed series, rather than the two terms separately, and then to recover the two displayed series at the end. Let us see what this idea accomplishes. Tracing backward in the derivation of the formula $\log \zeta(s)=\sum_{p \text { prime }} p^{-s}+$ bounded term, we want to obtain a series $\sum_{p \text { prime }} a_{p} p^{-s}$ from the logarithm of a product $\prod_{p}\left(1-a_{p} p^{-s}\right)^{-1}$ and be able to recognize this product as equal to a manageable series $\sum_{n=1}^{\infty} b_{n} n^{-s}$. Guided by what happens for $\zeta(s)$, we can hope that $b_{n}$ will be readily computable from the $a_{p}$ 's and the unique factorization of $n$. The relevant identities, which we shall verify below, are as follows:

$$
\begin{aligned}
\sum_{n \text { odd }} \frac{1}{n^{s}} & =\prod_{\substack{p \text { prime, } \\
p \text { odd }}} \frac{1}{1-p^{-s}}, \\
\sum_{n \text { odd }} \frac{(-1)^{\frac{1}{2}(n-1)}}{n^{s}} & =\left(\prod_{\substack{p \text { prime } \\
p=4 k+1}} \frac{1}{1-p^{-s}}\right)\left(\prod_{\substack{p \text { prime, } \\
p=4 k+3}} \frac{1}{1+p^{-s}}\right) .
\end{aligned}
$$

In more detail let us write

$$
\begin{aligned}
& \chi_{0}(n)=\left\{\begin{aligned}
0 & \text { if } n \equiv 0 \bmod 2 \\
1 & \text { if } n \equiv 1 \bmod 2
\end{aligned}\right. \\
& \chi_{1}(n)=\left\{\begin{aligned}
0 & \text { if } n \equiv 0 \bmod 2 \\
1 & \text { if } n \equiv 1 \bmod 4 \\
-1 & \text { if } n \equiv 3 \bmod 4
\end{aligned}\right.
\end{aligned}
$$

With $\chi$ equal to $\chi_{0}$ or $\chi_{1}$, we have $\chi(m n)=\chi(m) \chi(n)$ for all $m$ and $n$. Consequently the two expressions $\sum_{n \text { odd }} \frac{1}{n^{s}}$ and $\sum_{n \text { odd }} \frac{(-1)^{\frac{1}{2}(n-1)}}{n^{s}}$ are both of the form

$$
L(s, \chi)=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}
$$

the function $\chi$ being $\chi_{0}$ for the first series and being $\chi_{1}$ for the second series. As we shall verify rigorously in the next section, the same argument via unique factorization that yields Euler's identity $\sum_{n=1}^{\infty} n^{-s}=\sum_{p \text { prime }} \frac{1}{1-p^{-s}}$ gives a factorization

$$
L(s, \chi)=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}=\prod_{p \text { prime }} \frac{1}{1-\chi(p) p^{-s}}
$$

because of the identity $\chi(m n)=\chi(m) \chi(n)$. Going over the argument that $\log \zeta(s)$ is the sum of $\sum_{p \text { prime }} p^{-s}$ and a bounded term, we find that

$$
\log L(s, \chi)=\sum_{p \text { prime }} \frac{\chi(p)}{p^{s}}+g(s, \chi)
$$

with $g(s, \chi)$ bounded as $s \downarrow 1$. The sum and difference for the two choices of $\chi(n)$ gives

$$
\log \left(L\left(s, \chi_{0}\right) L\left(s, \chi_{1}\right)\right)=2 \sum_{\substack{p \text { prime } \\ p=4 k+1}} \frac{1}{p^{s}}+\left(g\left(s, \chi_{0}\right)+g\left(s, \chi_{1}\right)\right)
$$

and

$$
\log \left(L\left(s, \chi_{0}\right) L\left(s, \chi_{1}\right)^{-1}\right)=2 \sum_{\substack{p \text { prime } \\ p=4 k+3}} \frac{1}{p^{s}}+\left(g\left(s, \chi_{0}\right)-g\left(s, \chi_{1}\right)\right) .
$$

The function $L\left(s, \chi_{0}\right)$ is the product of $\zeta(s)$ and an elementary factor. In fact, a change of index of summation in the formula defining $\zeta(s)$ gives $2^{-s} \zeta(s)=$ $\sum_{n \text { even }} n^{-s}$. Subtracting this formula from the definition of $\zeta(s)$ gives

$$
L\left(s, \chi_{0}\right)=\sum_{n \text { odd }} \frac{1}{n^{s}}=\left(1-2^{-s}\right) \zeta(s) .
$$

Therefore

$$
\lim _{s \downarrow 1} L\left(s, \chi_{0}\right)=+\infty
$$

Meanwhile, the series $L\left(s, \chi_{1}\right)=\sum_{n \text { odd }} \frac{(-1)^{\frac{1}{2}(n-1)}}{n^{s}}$ is alternating and converges for $s>0$ by the Leibniz test. The convergence is uniform on compact sets, and the sum $L\left(s, \chi_{1}\right)$ is continuous for $s>0$. Grouping the terms of this series in pairs, we see that $L\left(1, \chi_{1}\right)$ is positive. ${ }^{11}$ Hence we have

$$
0<\lim _{s \downarrow 1} L\left(s, \chi_{1}\right)<+\infty
$$

Putting together the two limit relations for $L\left(s, \chi_{0}\right)$ and $L\left(s, \chi_{1}\right)$ as $s$ decreases to 1 , we see that

$$
\log \left(L\left(s, \chi_{0}\right) L\left(s, \chi_{1}\right)\right) \quad \text { and } \quad \log \left(L\left(s, \chi_{0}\right) L\left(s, \chi_{1}\right)^{-1}\right)
$$

both tend to $+\infty$ as $s \downarrow 1$. Referring to the values computed above for these expressions and taking into account that $\sum 1 / p$ exceeds $\sum 1 / p^{s}$ when $s>1$, we see that

$$
\sum_{\substack{p \text { prime } \\ p=4 k+1}} \frac{1}{p} \quad \text { and } \quad \sum_{\substack{p \text { prime } \\ p=4 k+3}} \frac{1}{p}
$$

[^9]are both infinite. Hence there are infinitely many primes $4 k+1$, and there are infinitely many primes $4 k+3$.

The proof of the general case of Dirichlet's Theorem (Theorem 1.21) will proceed in similar fashion. We return to it in Section 10 after a brief but systematic investigation of the kinds of series and products that we have encountered in the present section.

## 9. Dirichlet Series and Euler Products

A series $\sum_{n=1}^{\infty} a_{n} n^{-s}$ with $a_{n}$ and $s$ complex is called a Dirichlet series. The first result below shows that the region of convergence and the region of absolute convergence for such a series are each right half-planes in $\mathbb{C}$ unless they are equal to the empty set or to all of $\mathbb{C}$. These half-planes may not be the same: for example, $\sum_{n=1}^{\infty}(-1)^{n} n^{-s}$ is convergent for $\operatorname{Re} s>0$ and absolutely convergent for $\operatorname{Re} s>1$.

Proposition 1.23. Let $\sum_{n=1}^{\infty} a_{n} n^{-s}$ be a Dirichlet series.
(a) If the series is convergent for $s=s_{0}$, then it is convergent uniformly on compact sets for $\operatorname{Re} s>\operatorname{Re} s_{0}$, and the sum of the series is analytic in this region.
(b) If the series is absolutely convergent for $s=s_{0}$, then it is uniformly absolutely convergent for $\operatorname{Re} s \geq \operatorname{Re} s_{0}$.
(c) If the series is convergent for $s=s_{0}$, then it is absolutely convergent for $\operatorname{Re} s>\operatorname{Re} s_{0}+1$.
(d) If the series is convergent at some $s_{0}$ and sums to 0 in a right half-plane, then all the coefficients are 0 .

REMARK. The proof of (a) will use the summation by parts formula. Namely if $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ are sequences and if $U_{n}=\sum_{k=1}^{n} u_{k}$ for $n \geq 0$, then $1 \leq M \leq N$ implies

$$
\begin{equation*}
\sum_{n=M}^{N} u_{n} v_{n}=\sum_{n=M}^{N-1} U_{n}\left(v_{n}-v_{n+1}\right)+U_{N} v_{N}-U_{M-1} v_{M} \tag{*}
\end{equation*}
$$

Proof. For (a), we write $a_{n} n^{-s}=a_{n} n^{-s_{0}} \cdot n^{-\left(s-s_{0}\right)}=u_{n} v_{n}$ and then apply the summation by parts formula $(*)$. The given convergence means that the sequence $\left\{U_{n}\right\}$ is convergent, and certainly $v_{n}$ tends to 0 uniformly on any proper half-plane of $\operatorname{Re} s>\operatorname{Re} s_{0}$. Thus the second and third terms on the right side of $(*)$ tend to 0 with the required uniformity as $M$ and $N$ tend to $\infty$. For the first term, the sequence $\left\{U_{n}\right\}$ is bounded, and we shall show that

$$
\sum_{n=1}^{\infty}\left|v_{n}-v_{n+1}\right|=\sum_{n=1}^{\infty}\left|\frac{1}{n^{s-s_{0}}}-\frac{1}{(n+1)^{s-s_{0}}}\right|
$$

is convergent uniformly on compact sets for which $\operatorname{Re} s>\operatorname{Re} s_{0}$. Use of (*) and the Cauchy criterion will complete the proof of convergence. For $n \leq t \leq n+1$, we have

$$
\begin{aligned}
\left|n^{-\left(s-s_{0}\right)}-t^{-\left(s-s_{0}\right)}\right| & \leq \sup _{n \leq t \leq n+1}\left|\frac{d}{d t}\left(n^{-\left(s-s_{0}\right)}-t^{-\left(s-s_{0}\right)}\right)\right| \\
& =\sup _{n \leq t \leq n+1}\left|\frac{s-s_{0}}{t^{s-s_{0}+1}}\right| \leq \frac{\left|s-s_{0}\right|}{n^{1+\operatorname{Re}\left(s-s_{0}\right)}}
\end{aligned}
$$

Thus

$$
\left|v_{n}-v_{n+1}\right|=\left|n^{-\left(s-s_{0}\right)}-(n+1)^{-\left(s-s_{0}\right)}\right| \leq \frac{\left|s-s_{0}\right|}{n^{1+\operatorname{Re}\left(s-s_{0}\right)}},
$$

and $\sum_{n=1}^{\infty}\left|v_{n}-v_{n+1}\right|$ is uniformly convergent on compact sets with $\operatorname{Re} s>\operatorname{Re} s_{0}$, by the Weierstrass $M$-test. It follows that the given Dirichlet series is uniformly convergent on compact sets for which $\operatorname{Re} s>\operatorname{Re} s_{0}$. Since each term is analytic in this region, the sum is analytic.

For (b), we have

$$
\left|\frac{a_{n}}{n^{s}}\right|=\left|\frac{a_{n}}{n^{s_{0}}}\right| \cdot\left|\frac{1}{n^{s-s_{0}}}\right| \leq\left|\frac{a_{n}}{n^{0}}\right| .
$$

Since the sum of the right side is convergent, the desired uniform convergence follows from the Weierstrass $M$-test.

For (c), let $\epsilon>0$ be given. Then

$$
\left|\frac{a_{n}}{n^{s_{0}+1+\epsilon}}\right|=\left|\frac{a_{n}}{n^{s_{0}}}\right| n^{-(1+\epsilon)}
$$

with the first factor on the right bounded and the second factor contributing to a finite sum. Therefore we have absolute convergence at $s_{0}+1+\epsilon$, and (c) follows from (b).

For (d), we may assume by (c) that there is absolute convergence at $s_{0}$. Suppose that $a_{1}=\cdots=a_{N-1}=0$. By (b), $\sum_{n=N}^{\infty} a_{n} n^{-s}=0$ for $\operatorname{Re} s>\operatorname{Re} s_{0}$. The series

$$
\begin{equation*}
\sum_{n=N}^{\infty} a_{n}(n / N)^{-s} \tag{**}
\end{equation*}
$$

is by assumption absolutely convergent at $s_{0}$, and $\operatorname{Re} s>\operatorname{Re} s_{0}$ implies

$$
\left|a_{n}(n / N)^{-s}\right| \leq\left|a_{n}(n / N)^{-s_{0}}\right|
$$

By dominated convergence we can take the limit of $(* *)$ term by term as $s \rightarrow+\infty$. The only term that survives is $a_{N}$. Since $(* *)$ has sum 0 for all $s$, we conclude that $a_{N}=0$. This completes the proof.

Proposition 1.24. The Riemann zeta function $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}$, initially defined and analytic for $\operatorname{Re} s>1$, extends to be meromorphic for $\operatorname{Re} s>0$. Its only pole is at $s=1$, and the pole is simple.

REMARK. Actually, $\zeta(s)$ extends to be meromorphic in $\mathbb{C}$ with no additional poles, but we do not need this additional information.

Proof. For $\operatorname{Re} s>1$, we have

$$
\frac{1}{s-1}=\int_{1}^{\infty} t^{-s} d t=\sum_{n=1}^{\infty} \int_{n}^{n+1} t^{-s} d t
$$

Thus $\operatorname{Re} s>1$ implies

$$
\zeta(s)=\frac{1}{s-1}+\sum_{n=1}^{\infty}\left(\frac{1}{n^{s}}-\int_{n}^{n+1} t^{-s} d t\right)=\frac{1}{s-1}+\sum_{n=1}^{\infty} \int_{n}^{n+1}\left(n^{-s}-t^{-s}\right) d t
$$

It is enough to show that the series on the right side converges uniformly on compact sets for $\operatorname{Re} s>0$. Thus suppose that $\operatorname{Re} s \geq \sigma>0$ and $|s| \leq C$. The proof of Proposition 1.23a showed that $\left|n^{-s}-t^{-s}\right| \leq|s| n^{-(1+\operatorname{Re} s)}$. Hence

$$
\left|\int_{n}^{n+1}\left(n^{-s}-t^{-s}\right) d t\right| \leq \int_{n}^{n+1}\left|n^{-s}-t^{-s}\right| d t \leq|s| n^{-(1+\operatorname{Re} s)} \leq C n^{-(1+\sigma)}
$$

Since $\sum_{n=1}^{\infty} n^{-(1+\sigma)}<\infty$, the desired uniform convergence follows from the Weierstrass $M$-test.

Proposition 1.25. Let $Z(s)=\sum_{n=1}^{\infty} a_{n} n^{-s}$ be a Dirichlet series with all $a_{n} \geq 0$. Suppose that the series is convergent in some half-plane and that the sum extends to be analytic for $\operatorname{Re} s>0$. Then the series converges for $\operatorname{Re} s>0$.

Proof. By assumption the series converges somewhere, and therefore $s_{0}=$ $\inf \left\{s \geq 0 \mid \sum_{n=1}^{\infty} a_{n} n^{-s}\right.$ converges $\}$ is a well-defined real number $\geq 0$. Arguing by contradiction, suppose that $s_{0}>0$. Since $\sum a_{n} n^{-s}$ converges uniformly on compact sets for $\operatorname{Re} s>s_{0}$ by Proposition 1.23a and since the terms of the series are analytic, we can compute the derivatives of the series term by term. Thus

$$
\begin{equation*}
Z^{(N)}\left(s_{0}+1\right)=\sum_{n=1}^{\infty} \frac{a_{n}(-\log n)^{N}}{n^{s_{0}+1}} \tag{*}
\end{equation*}
$$

The Taylor series of $Z(s)$ about $s_{0}+1$ is

$$
Z(s)=\sum_{N=0}^{\infty} \frac{1}{N!}\left(s-s_{0}-1\right)^{N} Z^{(N)}\left(s_{0}+1\right)
$$

and is convergent at $s=\frac{1}{2} s_{0}$, since $Z(s)$ is analytic in the open disk centered at $s_{0}+1$ and having radius $s_{0}+1$. Thus

$$
Z\left(\frac{1}{2} s_{0}\right)=\sum_{N=0}^{\infty} \frac{1}{N!}\left(1+\frac{1}{2} s_{0}\right)^{N}(-1)^{N} Z^{(N)}\left(s_{0}+1\right)
$$

with the series convergent. Substituting from $(*)$, we have

$$
Z\left(\frac{1}{2} s_{0}\right)=\sum_{N=0}^{\infty} \sum_{n=1}^{\infty} \frac{a_{n}(\log n)^{N}}{N!n^{n} 0^{+1}}\left(1+\frac{1}{2} s_{0}\right)^{N}
$$

This is a series with terms $\geq 0$, and Fubini's Theorem allows us to interchange the order of summation and obtain

$$
Z\left(\frac{1}{2} s_{0}\right)=\sum_{n=1}^{\infty} \sum_{N=0}^{\infty} \frac{a_{n}}{n^{0}+1} \frac{(\log n)^{N}\left(1+\frac{1}{2} s_{0}\right)^{N}}{N!}=\sum_{n=1}^{\infty} \frac{a_{n}}{n^{0}+1} e^{(\log n)\left(1+\frac{1}{2} s_{0}\right)}=\sum_{n=1}^{\infty} a_{n} n^{-\frac{1}{2} s_{0}}
$$

In other words, the assumption $s_{0}>0$ led to a point between 0 and $s_{0}$ (namely $\frac{1}{2} s_{0}$ ) for which there is convergence. This contradiction proves that $s_{0}=0$. Therefore $\sum_{n=1}^{\infty} a_{n} n^{-s}$ converges for $\operatorname{Re} s>0$.

We shall now examine special features of Dirichlet series that allow the series to have product expansions like the one for $\zeta(s)$, namely $\sum_{n=1}^{\infty} n^{-s}=$ $\prod_{p \text { prime }} \frac{1}{1-p^{-s}}$. Consider a formal product

$$
\prod_{p \text { prime }}\left(1+a_{p} p^{-s}+\cdots+a_{p^{m}} p^{-m s}+\cdots\right)
$$

If this product is expanded without regard to convergence, the result is the Dirichlet series $\sum_{n=1}^{\infty} a_{n} n^{-s}$, where $a_{1}=1$ and $a_{n}$ is given by

$$
a_{n}=a_{p_{1}^{r_{1}}} \cdots a_{p_{k}^{r_{k}}} \quad \text { if } n=p_{1}^{r_{1}} \cdots p_{k}^{r_{k}}
$$

Suppose that the Dirichlet series $\sum_{n=1}^{\infty} a_{n} n^{-s}$ is in fact absolutely convergent in some right half-plane. Then every rearrangement is absolutely convergent to the same sum, and the same conclusion is valid for subseries. If $E$ is a finite set of primes and if $\mathbb{N}(E)$ denotes the set of positive integers requiring only members of $E$ for their factorization, then we have

$$
\prod_{p \in E}\left(1+a_{p} p^{-s}+\cdots+a_{p^{m}} p^{-m s}+\cdots\right)=\sum_{n \in \mathbb{N}(E)} a_{n} n^{-s}
$$

Letting $E$ swell to the whole set of positive integers, we see that the infinite product has a limit in the half-plane of absolute convergence of the Dirichlet
series, and the limit of the infinite product equals the sum of the series. The sum of the series is 0 only if one of the factors on the left side is 0 . In particular, the sum of the series cannot be identically 0 , by Proposition 1.23 d . Thus the limit of the infinite product can can be given by only this one Dirichlet series.

Conversely if an absolutely convergent Dirichlet series $\sum_{n=1}^{\infty} a_{n} n^{-s}$ has the property that its coefficients are multiplicative, i.e.,

$$
a_{1}=1 \quad \text { and } \quad a_{m n}=a_{m} a_{n} \quad \text { whenever } \operatorname{GCD}(m, n)=1,
$$

then we can form the above infinite product and recover the given series by expanding the product and using the formula $a_{n}=a_{p_{1}^{r_{1}}} \cdots a_{p_{k}^{r_{k}}}$ when $n=p_{1}^{r_{1}} \cdots p_{k}^{r_{k}}$. In this case we say that the Dirichlet series $\sum_{n=1}^{\infty} a_{n} n^{-s}$ has the infinite product as an Euler product. Many functions in elementary number theory give rise to multiplicative sequences; an example is $a_{n}=\varphi(n)$, where $\varphi$ is the Euler $\varphi$ function.

If the coefficients are strictly multiplicative, i.e., if

$$
a_{1}=1 \quad \text { and } \quad a_{m n}=a_{m} a_{n} \quad \text { for all } m \text { and } n,
$$

then the $p^{\text {th }}$ factor of the infinite product simplifies to

$$
1+a_{p} p^{-s}+\cdots+\left(a_{p} p^{-s}\right)^{m}+\cdots=\frac{1}{1-a_{p} p^{-s}}
$$

As a consequence we obtain the following proposition.
Proposition 1.26. If the coefficients of the Dirichlet series $\sum_{n=1}^{\infty} a_{n} n^{-s}$ are strictly multiplicative, then the Dirichlet series has an Euler product of the form

$$
\sum_{n=1}^{\infty} \frac{a_{n}}{n^{s}}=\prod_{p \text { prime }} \frac{1}{1-a_{p} p^{-s}}
$$

valid in its region of absolute convergence.
REMARK. We refer to the kind of Euler product in this proposition as a firstdegree Euler product.

This is what happens with $\zeta(s)$, for which all the coefficients are 1 , and with $a_{n}=\chi_{0}(n)$ and $a_{n}=\chi_{1}(n)$ as in the previous section. Conversely an Euler product expansion of the form in the proposition forces the coefficients of the Dirichlet series to be strictly multiplicative.

A Dirichlet series $\sum_{n=1}^{\infty} a_{n} n^{-s}$ with $\left|a_{n}\right| \leq n^{c}$ for some real $c$ is absolutely convergent for $\operatorname{Re} s>c+1$. This fact leads us to a convergence criterion for first-degree Euler products.

Proposition 1.27. A first-degree Euler product $\Pi\left(1-a_{p} p^{-s}\right)^{-1}$ with $\left|a_{p}\right| \leq p^{c}$ for some real $c$ and all primes $p$ defines an absolutely convergent Dirichlet series for $\operatorname{Re} s>c+1$ and hence a valid identity $\sum_{n=1}^{\infty} a_{n} n^{-s}=$ $\prod_{p \text { prime }}\left(1-a_{p} p^{-s}\right)^{-1}$ in that region.

Proof. The coefficients $a_{n}$ are strictly multiplicative, and thus $\left|a_{n}\right| \leq n^{c}$ for all $n$. The absolute convergence follows.

## 10. Dirichlet's Theorem on Primes in Arithmetic Progressions

In this section we shall prove Dirichlet's Theorem as stated in Theorem 1.21. Recall from Section 8 that the proof of Dirichlet's Theorem for the progressions $4 n+1$ and $4 n+3$ required taking the sum and difference of two expressions, working with them, and then passing back to the original expressions. Generalizing this step involves recognizing this process as Fourier analysis on the 2-element group $(\mathbb{Z} / 4 \mathbb{Z})^{\times}$. This kind of Fourier analysis was discussed in Section VII. 4 of Basic Algebra. Let us begin by reviewing what is needed from that section of Basic Algebra and then pinpoint the Fourier analysis that was the key to the argument in Section 8.

Let $G$ be a finite abelian group, such as $(\mathbb{Z} / m \mathbb{Z})^{\times}$. A multiplicative character of $G$ is a homomorphism of $G$ into the circle group $S^{1} \subseteq \mathbb{C}^{\times}$. The multiplicative characters of $G$ form a finite abelian group $\widehat{G}$ under pointwise multiplication:

$$
\left(\chi \chi^{\prime}\right)(g)=\chi(g) \chi^{\prime}(g)
$$

In this setting we recall the statement of the Fourier inversion formula.
TheOrem 7.17 of Basic Algebra (Fourier inversion formula). Let $G$ be a finite abelian group, and introduce an inner product on the complex vector space $C(G, \mathbb{C})$ of all functions from $G$ to $\mathbb{C}$ by the formula

$$
\left\langle F, F^{\prime}\right\rangle=\sum_{g \in G} F(g) \overline{F^{\prime}(g)}
$$

the corresponding norm being $\|F\|=\langle F, F\rangle^{1 / 2}$. Then the members of $\widehat{G}$ form an orthogonal basis of $C(G, \mathbb{C})$, each $\chi$ in $\widehat{G}$ satisfying $\|\chi\|^{2}=|G|$. Consequently $|\widehat{G}|=|G|$, and any function $F: G \rightarrow C$ is given by the "sum of its Fourier series":

$$
F(g)=\frac{1}{|G|} \sum_{\chi \in \widehat{G}}\left(\sum_{h \in G} F(h) \overline{\chi(h)}\right) \chi(g) .
$$

ExAmpLE. With the two-element group $G=\{ \pm 1\}$, there are two multiplicative characters, with $\chi_{0}(+1)=\chi_{0}(-1)=1, \chi_{1}(+1)=1$, and $\chi_{1}(-1)=-1$. We can think of the Fourier-coefficient mapping as carrying any complex-valued function $F$ on $G$ to the function $\widehat{F}$ on $\widehat{G}$ given by $\widehat{F}(\chi)=\sum_{h \in G} F(h) \overline{\chi(h)}$. The inversion formula says that $F$ is recovered as $F=\frac{1}{2}\left(\widehat{F}\left(\chi_{0}\right) \chi_{0}+\widehat{F}\left(\chi_{1}\right) \chi_{1}\right)$. A basis for the 2-dimensional space of complex-valued functions on $G$ consists of the two functions $F^{+}$and $F^{-}$, with $F^{+}$equal to 1 at +1 and 0 at -1 and with $F^{-}$equal to 0 at +1 and 1 at -1 . The multiplicative characters are given by $\chi_{0}=F^{+}+F^{-}$and $\chi_{1}=F^{+}-F^{-}$. For these two functions the inversion formula reads $F^{+}=\frac{1}{2}\left(\chi_{0}+\chi_{1}\right)$ and $F^{-}=\frac{1}{2}\left(\chi_{0}-\chi_{1}\right)$. In Section 8 the roles of $F^{+}$and $F^{-}$are played by functions of $s$, not by scalars, with $F^{+}$corresponding to $\sum_{p \equiv 1 \bmod 4} p^{-s}$ and $F^{-}$corresponding to $\sum_{p \equiv 3 \bmod 4} p^{-s}$. We are to consider the functions of $s$ corresponding to their sum $\chi_{0}$ and to their difference $\chi_{1}$. The results of Section 9 show that these are the series that come from Euler products. The role of the Fourier inversion formula is to ensure that we can reconstruct $\sum_{p \equiv 1 \bmod 4} p^{-s}$ and $\sum_{p \equiv 3 \bmod 4} p^{-s}$ from the sum and difference. The general proof of Dirichlet's Theorem is a direct generalization of this argument for $m=4$.

Fix an integer $m>1$. A Dirichlet character modulo $m$ is a function $\chi: \mathbb{Z} \rightarrow S^{1} \cup\{0\}$ such that
(i) $\chi(j)=0$ if and only if $\operatorname{GCD}(j, m)>1$,
(ii) $\chi(j)$ depends only on the residue class $j \bmod m$,
(iii) when regarded as a function on the residue classes modulo $m, \chi$ is a multiplicative character of $(\mathbb{Z} / m \mathbb{Z})^{\times}$.

In particular, a Dirichlet character modulo $m$ determines a multiplicative character of $(\mathbb{Z} / m \mathbb{Z})^{\times}$. Conversely each multiplicative character of $(\mathbb{Z} / m \mathbb{Z})^{\times}$defines a unique Dirichlet character modulo $m$ as the lift of the multiplicative character on the set $\{j \in \mathbb{Z} \mid \operatorname{GCD}(j, m)=1\}$ and as 0 on the rest of $\mathbb{Z}$. For example the multiplicative character on $(\mathbb{Z} / 4 \mathbb{Z})^{\times}$that is 1 at $1 \bmod 4$ and is -1 at $3 \bmod 4$ lifts to the Dirichlet character that is 1 at integers congruent to 1 modulo 4, is -1 at integers congruent to 3 modulo 4 , and is 0 at even integers. It will often be notationally helpful to use the same symbol for the Dirichlet character and the multiplicative character of $(\mathbb{Z} / m \mathbb{Z})^{\times}$. Because of this correspondence, the number of Dirichlet characters modulo $m$ matches the order of $\widehat{G}$ for $G=$ $(\mathbb{Z} / m \mathbb{Z})^{\times}$, which matches the order of $G$ and is $\varphi(m)$, where $\varphi$ is the Euler $\varphi$ function. The principal Dirichlet character modulo $m$, denoted by $\chi_{0}$, is the one built from the trivial character of $(\mathbb{Z} / m \mathbb{Z})^{\times}$:

$$
\chi_{0}(j)= \begin{cases}1 & \text { if } \operatorname{GCD}(j, m)=1 \\ 0 & \text { if } \operatorname{GCD}(j, m)>1\end{cases}
$$

Each Dirichlet character modulo $m$ is strictly multiplicative, in the sense of the previous section. We assemble each as the coefficients of a Dirichlet series, the associated Dirichlet $L$ function, by the definition

$$
L(s, \chi)=\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}
$$

Proposition 1.28. Fix $m$, and let $\chi$ be a Dirichlet character modulo $m$.
(a) The Dirichlet series $L(s, \chi)$ is absolutely convergent for $\operatorname{Re} s>1$ and is given in that region by a first-degree Euler product

$$
L(s, \chi)=\prod_{p \text { prime }} \frac{1}{1-\chi(p) p^{-s}}
$$

(b) If $\chi$ is not principal, then the series for $L(s, \chi)$ is convergent for $\operatorname{Re} s>0$, and the sum is analytic for $\operatorname{Re} s>0$.
(c) For the principal Dirichlet character $\chi_{0}$ modulo $m, L\left(s, \chi_{0}\right)$ extends to be meromorphic for $\operatorname{Re} s>0$. Its only pole for $\operatorname{Re} s>0$ is at $s=1$, and the pole is simple. It is given in terms of the Riemann zeta function by

$$
L\left(s, \chi_{0}\right)=\zeta(s) \prod_{\substack{p \text { prime, } \\ p \text { dividing } m}}\left(1-p^{-s}\right)
$$

Proof. For (a), the boundedness of $\chi$ implies that the series is absolutely convergent for $\operatorname{Re} s>1$. Since $\chi$ is strictly multiplicative, $L(s, \chi)$ has a firstdegree Euler product by Proposition 1.26, and the product is convergent in the same region.

For (b), let us notice that $\chi \neq \chi_{0}$ implies the equality

$$
\begin{equation*}
\sum_{n=1}^{m} \chi(n+b)=0 \quad \text { for any } b \tag{*}
\end{equation*}
$$

since the member of $(\mathbb{Z} / m \mathbb{Z})^{\times}$that corresponds to $\chi$ is orthogonal to the trivial character, by the Fourier inversion formula as quoted above from Basic Algebra. For $s$ real and positive, let us write

$$
\frac{\chi(n)}{n^{s}}=\chi(n) \cdot \frac{1}{n^{s}}=u_{n} v_{n}
$$

in the notation of the summation by parts formula that follows the statement of Proposition 1.23, and let us put $U_{n}=\sum_{k=1}^{n} u_{k}$. Equation (*) implies that $\left\{U_{n}\right\}$ is bounded, say with $\left|U_{n}\right| \leq C$. Summation by parts then gives

$$
\left|\sum_{n=M}^{N} \frac{\chi(n)}{n^{s}}\right| \leq \sum_{n=M}^{N-1} C\left(\frac{1}{n^{s}}-\frac{1}{(n+1)^{s}}\right)+\frac{C}{N^{s}}+\frac{C}{M^{s}}=\frac{2 C}{M^{s}} .
$$

This expression tends to 0 as $M$ and $N$ tend to $\infty$. Therefore the series $L(s, \chi)=$ $\sum_{n=1}^{\infty} \frac{\chi(n)}{n^{s}}$ is convergent for $s$ real and positive. By Proposition 1.23a the series is convergent for $\operatorname{Re} s>0$, and the sum is analytic in this region.

For (c), let $\operatorname{Re} s>1$. From the product formula in (a) with $\chi$ set equal to $\chi_{0}$, we have

$$
L\left(s, \chi_{0}\right)=\prod_{\substack{p \text { prime, } \\ p \text { not dividing } m}} \frac{1}{1-p^{-s}} .
$$

Using the Euler product expansion of $\zeta(s)$, we obtain the displayed formula of (c). The remaining statements in (c) follow from Proposition 1.24, since the product over primes $p$ not dividing $m$ is a finite product.

By Proposition 1.28b, $L(s, \chi)$ is well defined and finite at $s=1$ if $\chi$ is not principal. The main step in the proof of Dirichlet's Theorem is the following lemma.

Lemma 1.29. $L(1, \chi) \neq 0$ if $\chi$ is not principal.
Proof. Let $Z(s)=\prod_{\chi} L(s, \chi)$. Exactly one factor of $Z(s)$ has a pole at $s=1$, according to Proposition 1.28. If any factor has a zero at $s=1$, then $Z(s)$ is analytic for $\operatorname{Re} s>0$. Assuming that $Z(s)$ is indeed analytic, we shall derive a contradiction.

Being the finite product of absolutely convergent Dirichlet series for $\operatorname{Re} s>1$, $Z(s)$ is given by an absolutely convergent Dirichlet series. We shall prove that the coefficients of this series are $\geq 0$. More precisely we shall prove for $\operatorname{Re} s>1$ that

$$
\begin{equation*}
Z(s)=\prod_{p \text { with } \operatorname{GCD}(p, m)=1} \frac{1}{\left(1-p^{-f(p) s}\right)^{g(p)}}, \tag{*}
\end{equation*}
$$

where $f(p)$ is the order of $p$ in $(\mathbb{Z} / m \mathbb{Z})^{\times}$and where $g(p)=\varphi(m) / f(p), \varphi$ being Euler's $\varphi$ function. The factor $\left(1-p^{-f(p) s}\right)^{-1}$ is given by a Dirichlet series with all coefficients $\geq 0$. Hence so is the $g(p)^{\text {th }}$ power, and so is the product over $p$ of the result. Thus $(*)$ will prove that all coefficients of $Z(s)$ are $\geq 0$.

To prove (*), we write, for $\operatorname{Re} s>1$,

$$
Z(s)=\prod_{\chi} L(s, \chi)=\prod_{p}\left(\prod_{\chi} \frac{1}{1-\chi(p) p^{-s}}\right)=\prod_{\substack{p \text { with } \\ \operatorname{GCD}(p, m)=1}}\left(\prod_{\chi} \frac{1}{1-\chi(p) p^{-s}}\right) .
$$

Fix $p$ not dividing $m$. We shall show that

$$
\begin{equation*}
\prod_{\chi}\left(1-\chi(p) p^{-s}\right)=\left(1-p^{-f s}\right)^{g} \tag{**}
\end{equation*}
$$

where $f$ is the order of $p$ in $(\mathbb{Z} / m \mathbb{Z})^{\times}$and where $g=\varphi(m) / f$; then $(*)$ will follow.

The function $\chi \rightarrow \chi(p)$ is a homomorphism of $(\mathbb{Z} / m \mathbb{Z})^{\times}$into the subgroup $\left\{e^{2 \pi i k / f}\right\}$ of $S^{1}$ and is onto some cyclic subgroup $\left\{e^{2 \pi i k / f^{\prime}}\right\}$ with $f^{\prime}$ dividing $f$. Let us see that $f^{\prime}=f$. In fact, if $f^{\prime}<f$, then $p^{f^{\prime}} \not \equiv 1 \bmod m$, while $\chi\left(p^{f^{\prime}}\right)=\chi(p)^{f^{\prime}}=1$ for all $\chi$; since $\chi\left(p^{f^{\prime}}\right)=\chi(1)$ for all $\chi$, the $\chi$ 's cannot span all functions on $(\mathbb{Z} / m \mathbb{Z})^{\times}$, in contradiction to the Fourier inversion formula (Theorem 7.17 of Basic Algebra).

Thus $\chi \rightarrow \chi(p)$ is onto $\left\{e^{2 \pi i k / f}\right\}$. In other words, $\chi(p)$ takes on all $f^{\text {th }}$ roots of unity as values, and the homomorphism property ensures that each is taken on the same number of times, namely $g=\varphi(m) / f$ times. If $X$ is an indeterminate, we then have

$$
\prod_{\chi}(1-\chi(p) X)=\left(\prod_{k=0}^{f-1}\left(1-e^{2 \pi i k / f} X\right)\right)^{g}=\left(1-X^{f}\right)^{g}
$$

Then $(* *)$ follows and so does $(*)$. Hence all the coefficients of the Dirichlet series of $Z(s)$ are $\geq 0$. We have already observed that this series, as the finite product of absolutely convergent series for $\operatorname{Re} s>1$, is absolutely convergent for Re $s>1$. Thus Proposition 1.25 applies and shows that the Dirichlet series of $Z(s)$ converges for $\operatorname{Re} s>0$.

Since the coefficients of the series are positive, the convergence is absolute for $s$ real and positive. By Proposition 1.23b the convergence is absolute for $\operatorname{Re} s>0$. Therefore the Euler product expansion (*) is valid for $\operatorname{Re} s>0$.

For primes $p$ not dividing $m$ and for real $s>0$, we have

$$
\begin{aligned}
\frac{1}{\left(1-p^{-f s}\right)^{g}} & =\left(1+p^{-f s}+p^{-2 f s}+\cdots\right)^{g} \geq 1+p^{-f g s}+p^{-2 f g s}+\cdots \\
& =1+p^{-\varphi(m) s}+p^{-2 \varphi(m) s}+\cdots=\frac{1}{1-p^{-\varphi(m) s}}
\end{aligned}
$$

In combination with $(*)$, this inequality gives

$$
\begin{aligned}
Z(s)\left(\prod_{p \text { dividing } m}\right. & \left.\frac{1}{1-p^{-\varphi(m) s}}\right) \\
& =\left(\prod_{p \text { with } \operatorname{GCD}(p, m)=1} \frac{1}{\left(1-p^{-f s}\right)^{g}}\right)\left(\prod_{p \text { dividing } m} \frac{1}{1-p^{-\varphi(m) s}}\right) \\
& \geq \prod_{p \text { prime }} \frac{1}{1-p^{-\varphi(m) s}}=\sum_{n=1}^{\infty} \frac{1}{n^{\varphi(m) s}} .
\end{aligned}
$$

The sum on the right is $+\infty$ for $s=1 / \varphi(m)$, while the left side is finite for that $s$. This contradiction completes the proof of the lemma.

Proof of Theorem 1.21. First we show for each Dirichlet character $\chi$ modulo $m$ that

$$
\begin{equation*}
\log L(s, \chi)=\sum_{p \text { prime }} \frac{\chi(p)}{p^{s}}+g(s, \chi) \tag{*}
\end{equation*}
$$

for real numbers $s>1$, with $g(s, \chi)$ remaining bounded as $s \downarrow 1$. In this statement we have not yet specified a branch of the logarithm, and we shall choose it presently. Fix $p$ and define, for $s \geq 1$, a value of the logarithm of the $p^{\text {th }}$ factor of the Euler product of $L(s, \chi)$ in Proposition 1.28a by

$$
\begin{equation*}
\log \left(\frac{1}{1-\chi(p) p^{-s}}\right)=\frac{\chi(p)}{p^{s}}+\frac{1}{2} \frac{\chi\left(p^{2}\right)}{p^{2 s}}+\frac{1}{3} \frac{\chi\left(p^{3}\right)}{p^{3 s}}+\cdots=\frac{\chi(p)}{p^{s}}+g(s, p, \chi) \tag{**}
\end{equation*}
$$

In Section 8 we obtained the inequality $\left|\log (1-x)^{-1}-x\right| \leq 2|x|^{2}$ for real $x$ with $|x| \leq \frac{1}{2}$, but the proof remains valid for complex $x$ with $|x| \leq \frac{1}{2}$. Since $x=\chi(p) p^{-s}$ is complex with $\left|\chi(p) p^{-s}\right| \leq \frac{1}{2}$, we obtain

$$
|g(s, p, \chi)|=\left|\log \left(\frac{1}{1-\chi(p) p^{-s}}\right)-\chi(p) p^{-s}\right| \leq 2\left|\chi(p) p^{-s}\right|^{2} \leq 2 p^{-2}
$$

Since $\sum_{p \text { prime }} p^{-2} \leq \sum_{n=1}^{\infty} n^{-2}<\infty$, the series $\sum_{p} g(s, p, \chi)$ is uniformly convergent for $s \geq 1$. Let $g(s, \chi)$ be the continuous function $\sum_{p} g(s, p, \chi)$. Summing ( $* *$ ) over primes $p$, we obtain

$$
\sum_{p} \log \left(\frac{1}{1-\chi(p) p^{-s}}\right)=\sum_{p} \frac{\chi(p)}{p^{s}}+g(s, \chi) .
$$

Because of the validity of the Euler product expansion of $L(s, \chi)$ in Proposition 1.28a, the left side represents a branch of $\log L(s, \chi)$. This proves $(*)$.

For each $b$ prime to $m$, define a function $F_{b}$ on the positive integers by

$$
F_{b}(n)= \begin{cases}1 & \text { if } n \equiv b \bmod m \\ 0 & \text { otherwise }\end{cases}
$$

The Fourier inversion formula (Theorem 7.17 of Basic Algebra) gives

$$
\sum_{\chi} \overline{\chi(b)} \chi(n)=\varphi(m) F_{b}(n) .
$$

Multiplying $(*)$ by $\overline{\chi(b)}$, summing on $\chi$, and using $(\dagger)$ to handle the term that is summed over $p$ prime, we obtain

$$
\varphi(m) \sum_{\substack{p \text { prime, } \\ p=k m+b}} p^{-s}=\sum_{\chi} \overline{\chi(b)} \log L(s, \chi)-\sum_{\chi} \overline{\chi(b)} g(s, \chi) .
$$

The term $\sum_{\chi} \overline{\chi(b)} g(s, \chi)$ is bounded as $s \downarrow 1$, according to $(*)$. The term $\overline{\chi_{0}(b)} \log L\left(s, \underline{\chi_{0}}\right)$ is unbounded as $s \downarrow 1$, by Proposition 1.28c. For $\chi$ nonprincipal, the term $\overline{\chi(b)} \log L(s, \chi)$ is bounded as $s \downarrow 1$, by Proposition 1.28 b and Lemma 1.29. Therefore the left side of $(\dagger \dagger)$ is unbounded as $s \downarrow 1$. Hence the number of primes contributing to the sum is infinite.

## 11. Problems

1. Fix an odd integer $m>1$. Let $P$ be the set of odd primes $p>0$ such that $x^{2} \equiv m \bmod p$ is solvable and such that $p$ does not divide $m$. Show that $P$ is nonempty and that there is a finite set $S$ of arithmetic progressions such that the members of $P$ are the odd primes $>0$ that lie in at least one member of $S$.
2. Let $D$ be a nonsquare integer, and let $m$ be an odd integer with $\operatorname{GCD}(D, m)=1$. By suitably adapting the proof of Theorem 1.6,
(a) prove that if $m$ is primitively representable by some binary quadratic form of discriminant $D$, then $x^{2} \equiv D \bmod m$ is solvable,
(b) prove that if $x^{2} \equiv D \bmod m$ is solvable and $m$ is odd, then $m$ is primitively representable by some binary quadratic form of discriminant $D$.
3. For a fixed discriminant $D$, let $H$ be the group of proper equivalence classes of binary quadratic forms of discriminant $D$, and let $H^{\prime}$ be the set of ordinary equivalence classes of discriminant $D$. Inclusion of a proper equivalence class into the ordinary equivalence class that contains it gives a map $f$ of $H$ onto $H^{\prime}$. Give an example in which $H^{\prime}$ can admit no group structure for which $f$ is a group homomorphism.
4. (a) Show that if $(a, b, c)$ has order 3 in the form class group, then the product of any two integers of the form $a x^{2}+b x y+c y^{2}$ is again of that form.
(b) Show that $h(-23)=3$.
(c) Using the general theory, show that the class of $2 x^{2}+x y+3 y^{2}$ has order 3 .
(d) Find an explicit formula for $(X, Y)$ in terms of $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ such that $\left(2 x_{1}^{2}+x_{1} y_{1}+3 y_{1}^{2}\right)\left(2 x_{2}^{2}+x_{2} y_{2}+3 y_{2}^{2}\right)=2 X^{2}+X Y+3 Y^{2}$.
5. If two integer forms are improperly equivalent over $\mathbb{Z}$, prove that they are properly equivalent over $\mathbb{Q}$.
6. Verify for the fundamental discriminant $D=-67$ that $h(D)=1$. (Educational note: It is known that the only negative fundamental discriminants $D$ with $h(D)=1$ are $-3,-4,-7,-8,-11,-19,-43,-67,-163$. It is known also that the only other nonsquare $D<0$ for which $h(D)=1$ are $-12,-16,-28,-27$.)
7. This problem carries out the algorithm suggested by Theorem 1.8 to find representatives of all proper equivalence classes of binary quadratic forms $(a, b, c)$ of discriminant $316=4 \cdot 79$. For each of these, $b$ will be even.
(a) For each even positive $b$ with $b<\sqrt{4 \cdot 79}$, factor $\left(b^{2}-4 \cdot 79\right) / 4$ as a product $a c$ in all possible ways such that $a>0$ and such that both $|a|$ and $|c|$ lie between $\sqrt{79}-b / 2$ and $\sqrt{79}+b / 2$, obtaining 16 forms $(a, b, c)$. Expand the list by adjoining each form $(-a, b,-c)$, so that the expanded list has 32 members.
(b) Arrange the 32 members of the expanded list of (a) into 6 cycles, obtaining 2 cycles of length 4 and 4 cycles of length 6 .
(c) Conclude that $h(4 \cdot 79)=6$.
8. For discriminant $D=-47$, the class number is $h(-47)=5$, and the reduced binary quadratic forms are $(1,1,12),(2,1,6),(2,-1,6),(3,1,4),(3,-1,4)$. Show what the multiplication table is for the proper equivalence classes of these forms.

Problems 9-11 concern the Jacobi symbol, which is a generalization of the Legendre symbol. Let $m$ and $n$ be integers with $n>0$ odd, and let $n=p_{1}^{k_{1}} \cdots p_{r}^{k_{r}}$ be the prime factorization of $n$. The Jacobi symbol $\left(\frac{m}{n}\right)$ is defined to be 0 if $\operatorname{GCD}(m, n)>1$ and is defined to be $\prod_{j=1}^{r}\left(\frac{m}{p_{j}}\right)^{k_{j}}$ if $\operatorname{GCD}(m, n)=1$, where $\left(\frac{m}{p_{j}}\right)$ is a Legendre symbol. The Jacobi symbol therefore extends the domain of the Legendre symbol, and it depends only on the residue $m \bmod n$. Even when $\operatorname{GCD}(m, n)=1$, the Jacobi symbol does not encode whether $m$ is a square modulo $n$, however, since $\left(\frac{-1}{21}\right)=+1$ and since the residue -1 is not a square modulo 21 .
9. Suppose that $n$ and $n^{\prime}$ are odd positive integers and that $m$ and $m^{\prime}$ are integers. Verify that
(a) $\left(\frac{m m^{\prime}}{n n^{\prime}}\right)=\left(\frac{m}{n}\right)\left(\frac{m^{\prime}}{n^{\prime}}\right)$,
(b) $\left(\frac{m^{2}}{n}\right)=\left(\frac{m}{n^{2}}\right)=1$ if $\operatorname{GCD}(m, n)=1$.
10. Prove for all odd positive integers $n$ that
(a) $\left(\frac{-1}{n}\right)=(-1)^{\frac{1}{2}(n-1)}$,
(b) $\left(\frac{2}{n}\right)=(-1)^{\frac{1}{8}\left(n^{2}-1\right)}$.
11. (Quadratic reciprocity) Prove for all odd positive integers $m$ and $n$ satisfying $\operatorname{GCD}(m, n)=1$ that $\left(\frac{m}{n}\right)=(-1)^{\left[\frac{1}{2}(m-1)\right]\left[\frac{1}{2}(n-1)\right]}\left(\frac{n}{m}\right)$.

Problems 12-13 indicate, without spelling out what the group $G$ is, two uses of Dirichlet's Theorem in the subject of "elliptic curves." No knowledge of the subject of elliptic curves is assumed, however.
12. Suppose that $G$ is a finite abelian group whose order $|G|$ divides $p+1$ for all sufficiently large primes $p$ with $p \equiv 3 \bmod 4$. It is to be shown that $|G|$ divides 4 by means of multiple applications of Dirichlet's Theorem.
(a) Deduce that 8 does not divide $|G|$ by considering the arithmetic progression $8 k+3$.
(b) Deduce that 3 does not divide $|G|$ by considering the arithmetic progression $12 k+7$.
(c) Deduce that no odd prime $q>3$ divides $|G|$ by considering the arithmetic progression $4 q k+3$.
13. Suppose that $G$ is a finite abelian group whose order $|G|$ divides $p+1$ for all sufficiently large primes $p$ with $p \equiv 2$ mod 3 . It is to be shown that $|G|$ divides 6 by means of multiple applications of Dirichlet's Theorem.
(a) Deduce that 4 does not divide $|G|$ by considering the arithmetic progression $12 k+5$.
(b) Deduce that 9 does not divide $|G|$ by considering the arithmetic progression $9 k+2$.
(c) Deduce that no odd prime $q>3$ divides $|G|$ by considering the arithmetic progression $3 q k+2$.

Problems 14-19 develop some elementary properties of ideals and their norms in quadratic number fields. Notation is as in Sections 6-7. In particular, the number field is $K=\mathbb{Q}(\sqrt{m})$, the ring $R$ of algebraic integers in it has $\mathbb{Z}$ basis $\{1, \delta\}$, and $\sigma$ is the nontrivial automorphism of $K$ fixing $\mathbb{Q}$.
14. Prove that if $I=\langle a, r\rangle$ is a nonzero ideal in $R$ with $a \in \mathbb{Z}$ and $r \in R$, then $a$ divides $N(s)$ for every $s$ in $I$.
15. Prove that any nonzero ideal $I$ in $R$ can be written as $I=\langle a, b+g \delta\rangle$ with $a$, $b$, and $g$ in $\mathbb{Z}$ and with $a>0,0 \leq b<a$, and $0<g \leq a$. Prove also that the $\mathbb{Z}$ basis with these properties is unique, and it has the properties that $g$ divides $a$ and $b$ and that $a g$ divides $N(b+g \delta)$.
16. Let $a, b$, and $g$ be integers satisfying $a>0,0 \leq b<a$, and $0<g \leq a$ with $g$ dividing $a$ and $b$ and with $a g$ dividing $N(b+g \delta)$. Prove that the ideal $I=(a, b+g \delta)$ in $R$ has $\{a, b+g \delta\}$ as a $\mathbb{Z}$ basis.
17. Prove that if $I=\langle a, r\rangle$ is a nonzero ideal in $R$ with $a \in \mathbb{Z}, r \in R$, and $r=c+d \delta$ for integers $c$ and $d$, then $N(I)=|a d|$.
18. (a) Prove that if $I$ is a nonzero ideal in $R$, then $N(I)$ is the number of elements in $R / I$.
(b) Deduce that if $I \subseteq J$ are nonzero ideals in $R$, then $N(J)$ divides $N(I)$, and $I=J$ if and only if $N(J)=N(I)$.
19. (a) Using the Chinese Remainder Theorem, prove that if $I$ and $J$ are nonzero ideals in $R$ with $I+J=R$, then $N(I J)=N(I) N(J)$.
(b) Let $P$ be a nonzero prime ideal in $R$, and let $p>0$ be the prime number such that $P \cap \mathbb{Z}=(p) \mathbb{Z}$. Then $R / P$ is a vector space over $\mathbb{Z} / p \mathbb{Z}$, and its order is of the form $p^{f}$ for some integer $f>0$. Show by induction on the integer $e>0$ that $R / P^{e}$ has order $p^{e f}$.
(c) Using unique factorization of ideals, deduce that if $I$ and $J$ are any two nonzero ideals in $R$, then $N(I J)=N(I) N(J)$.
(d) Prove that any nonzero ideal $I$ of $R$ has $I \sigma(I)=(N(I))$.

Problems 20-24 concern the splitting of prime ideals when extended to quadratic number fields. Fix a quadratic number field $\mathbb{Q}(\sqrt{m})$, and let $R, D, \delta$, and $\sigma$ be as
in Sections 6-7. Let $p>0$ be a prime in $\mathbb{Z}$. According to Theorem 9.62 of Basic Algebra, the unique factorization of the ideal $(p) R$ in $R$ is one of the following: $(p) R=(p)$ is already prime in $R,(p) R=P_{1} P_{2}$ is the product of two distinct prime ideals, or $(p) R=P^{2}$ is the square of a prime ideal.
20. Deduce from the formula $N((p) R)=p^{2}$ that if $P$ is a nontrivial factor in the unique factorization of the ideal $(p) R$, then $N(P)=p$.
21. This problem concerns the prime $p=2$.
(a) Use Problem 15 to prove that if $D \equiv 5 \bmod 8$, then (2) $R$ is a prime ideal in $R$.
(b) Prove that if $D \equiv 1 \bmod 8$, then (2) $R$ factors into the product of two distinct prime factors as (2) $R=\langle 2, \delta\rangle\langle 2,1+\delta\rangle$.
(c) Prove that if $D$ is even and $D / 4 \equiv 3 \bmod 4$, then (2) $R=(2,1+\delta)^{2}$ exhibits (2) $R$ as the square of a prime ideal.
(d) Prove that if $D$ is even and $D / 4 \equiv 2 \bmod 4$, then $(2) R=(2, \delta)^{2}$ exhibits (2) $R$ as the square of a prime ideal.
22. Let $p$ be an odd prime.
(a) Prove that if $D$ is odd, then $(p) R$ has a nontrivial factorization into prime ideals if and only if $x^{2}+x+\frac{1}{4}(1-D) \equiv 0 \bmod p$ has a solution, and in this case a factorization of $(p) R$ is as $(p) R=(p, x+\delta)(p, x+\sigma(\delta))$.
(b) Prove that if $D$ is even, then $(p) R$ has a nontrivial factorization into prime ideals if and only if $x^{2} \equiv 0 \bmod (D / 4)$ has a solution, and in this case a factorization of $(p) R$ is as $(p) R=(p, x+\delta)(p, x+\sigma(\delta))$.
(c) Deduce from (a) and (b) that ( $p$ ) $R$ has a nontrivial factorization into prime ideals if and only if $D$ is a square modulo $p$.
23. Let $p$ be an odd prime such that $D$ is a square modulo $p$, so that Problem 22c gives a nontrivial factorization of $(p) R$ into prime ideals of the form $(p) R=$ $(p, x+\delta)(p, x+\sigma(\delta))$ for some integer $x$. Let $I=(p, x+\delta)$.
(a) Prove that if $D$ is odd, then $\sigma(I)=I$ if and only if the integer $x$ is $\frac{1}{2}(p-1)$.
(b) Prove that if $D$ is even, then $\sigma(I)=I$ if and only if the integer $x$ is 0 .
24. Let $p$ be an odd prime such that $D$ is a square modulo $p$, so that Problem 22c gives a nontrivial factorization of $(p) R$ into prime ideals of the form $(p) R=$ $(p, x+\delta)(p, x+\sigma(\delta))$ for some integer $x$. Using the previous problem, show that the two factors on the right are the same ideal if and only if $p$ divides $D$.

Problems 25-29 seek to identify the genus group explicitly for fundamental discriminants $D$. Let $K=\mathbb{Q}(\sqrt{m})$ be the corresponding quadratic number field, let $R$ be the ring of algebraic integers in $K$, and let $\sigma$ be the nontrivial automorphism of $K$ fixing $\mathbb{Q}$. Let $E=\left\{p_{1}, \ldots, p_{g+1}\right\}$ with $g \geq 0$ be the set of distinct prime divisors of $D$. The goal of this set of problems is to prove that the order of the genus group is $2^{g}$ and to exhibit ideals in $R$ representing each genus. Recall from Theorem 1.20
that strict equivalence classes of ideals correspond to proper equivalence classes of binary quadratic forms and therefore that each genus corresponds to a set of proper equivalence classes of binary quadratic forms.
25. Let the form class group $H$ for discriminant $D$ be isomorphic to a product of cyclic groups of orders $2^{k_{1}}, \ldots, 2^{k_{r}}, q_{1}^{l_{1}}, \ldots, q_{s}^{l_{s}}$, where $k_{1}, \ldots, k_{r}$ and $l_{1}, \ldots, l_{s}$ are positive integers and $q_{1}, \ldots, q_{s}$ are odd primes that are not necessarily distinct. Prove that the genus group has order $2^{r}$ and is abstractly isomorphic to the subgroup of $H$ of elements whose order divides 2. (Educational note: Thus a goal of the present set of problems is to show that $r=g$.)
26. According to Problems 20-24, the nonzero prime ideals of $R$ are of three kinds:
(i) unique distinct ideals $I=(p, b+\delta)$ and $\sigma(I)=(p, b+\sigma(\delta))$ with product $(p) R$ if $p$ is an odd prime not dividing $D$ such that $x^{2} \equiv D \bmod p$ is solvable, or if $p=2$ and $D \equiv 1 \bmod 8$,
(ii) the ideal $(p) R$ if $p$ is an odd prime not dividing $D$ such that $x^{2} \equiv$ $D \bmod p$ is not solvable, or if $p=2$ and $D \equiv 5 \bmod 8$,
(iii) a unique ideal $I_{p}$ with $I_{p}^{2}=(p) R$ if $p$ divides $D$.

For each subset $S \subseteq E$ of the $g+1$ distinct prime divisors of $D$, define $J_{s}=$ $\prod_{p \in S} I_{p}$.
(a) Using unique factorization of ideals in $R$, show that any nonzero proper ideal $I$ in $R$ with $\sigma(I)=I$ is of the form (a) $J_{S}$ for some $a \in \mathbb{Z}$ and some subset $S \subseteq E$.
(b) By considering norms of ideals, show that $I$ uniquely determines $S$ in (a).
27. (a) The element $x=-1$ of $K$ has $N(x)=1$ and factors as $x=\sigma(y) y^{-1}$ for the element $y=\sqrt{m}$ of $K$. For all other elements $x$ of $K$ with norm 1, verify the formula

$$
\frac{1+x}{1+\sigma(x)}=\frac{(1+x) x}{(1+\sigma(x)) x}=\frac{(1+x) x}{x+x \sigma(x)}=\frac{(1+x) x}{1+x}=x,
$$

and explain why it shows that $x$ is of the form $\sigma(y) y^{-1}$ for some $y \neq 0$ in $K$. (Educational note: This result is a special case of Hilbert's Theorem 90, which is a theorem in the cohomology of groups and appears in Chapter III. The general theorem says for a finite Galois extension $K / k$ with Galois group $\Gamma$ that the cohomology $H^{1}$ of the group $\Gamma$ with coefficients in the abelian group $K^{\times}$is 0 .)
(b) Show that the element $y$ in (a) can be taken to be in $R$ and that all such $y$ 's in $R$ are $\mathbb{Z}$ multiples of one of them $y_{0}$, which is unique up to a factor of -1 .
28. Let $I$ be a nonzero ideal in $R$ whose class in the ideal class group $\mathcal{H}$ has order 2, i.e., an ideal $I$ such that $I^{2}=(x)$ for some element $x \in R$.
(a) Show that the element $x N(I)^{-1}$ of $K$ has norm 1 .
(b) Show that the corresponding element $y_{0}$ of $R$ from the previous problem has the property that $\sigma\left(\left(y_{0}\right) I\right)=\left(y_{0}\right) I$.
(c) Using either $y_{0}$ or $y_{0} \sqrt{m}$ from (b), deduce that for any nonzero ideal $I$ in $R$ with $I^{2}$ principal, there is a strictly equivalent ideal $J_{S}$ for some subset $S \subseteq E$ of the $g+1$ prime divisors of $E$. Consequently the order of the genus group is a power of 2 equal to at most $2^{g+1}$.
29. This problem shows that the number of ideals $J_{S}$ in the previous problem that are mutually strictly inequivalent is exactly $2^{g}$. To get at this fact, the problem investigates properties of principal ideals $I=(x)$ in $R$ with the properties that $\sigma(I)=I$ and $N(x)>0$. Since $\sigma(I)=I$, it must be true that $\sigma(x)=\varepsilon x$ for some unit $\varepsilon$ in $R$, and then $N(\sigma(x))=N(x)$ implies that $N(\varepsilon)=+1$. Matters now split into cases along the lines of the hypotheses of Proposition 1.17.
(a) Under the assumption that $m<0$ and that $m$ is neither -1 nor -3 , show that if a principal ideal $I=(x)$ in $R$ has $\sigma(I)=I$, then $x$ is in $\mathbb{Z}$ or in $\mathbb{Z} \sqrt{m}$.
(b) Under the assumption that $m<0$, show that the only subsets $S$ of $E$ for which the ideal $J_{S}$ is principal are $S=\varnothing$ and $S$ equal to the set of all prime divisors of $m$, i.e., $S$ equal to $E$ for $D$ odd and for $D$ even with $D / 4 \equiv 2 \bmod 4$ and $S$ equal to $E-\{2\}$ for $D$ even with $D / 4 \equiv 2 \bmod 4$.
(c) Under the assumption that $m<0$, Proposition 1.17 says that strict equivalence for ideals coincides with equivalence. Show how to conclude from this fact and the results of (a) and (b) that the order of the genus group is $2^{g}$ when $m<0$.
(d) Under the assumption that $m>0$ and that the fundamental unit $\varepsilon_{1}$ has norm -1 , Proposition 1.17 says that strict equivalence for ideals coincides with equivalence. With $I, x$, and $\varepsilon$ as in the statement of the problem, show that $\varepsilon= \pm \varepsilon_{1}^{2 n}$ for some integer $n \geq 0$. Deduce that $\sigma\left(\varepsilon_{1}^{n} x\right)=s \varepsilon_{1}^{n} x$ for a suitable choice of $\operatorname{sign} s$, and show as a consequence that $J_{S}$ is principal for the same $S$ 's as in (b) and that the order of the genus group is $2^{g}$.
(e) Under the assumption that $m>0$ and that the fundamental unit $\varepsilon_{1}$ has norm +1 , Proposition 1.17 says that strict equivalence for ideals is distinct from equivalence; in particular, there are two strict equivalence classes of principal ideals: those with a generator of positive norm and those with a generator of negative norm. Let $y_{0}^{+}$and $y_{0}^{-}$be the elements produced by Problem 27 that satisfy $\varepsilon_{1}=\sigma\left(y_{0}^{+}\right)\left(y_{0}^{+}\right)^{-1}$ and $-\varepsilon_{1}=\sigma\left(y_{0}^{-}\right)\left(y_{0}^{-}\right)^{-1}$. Prove that exactly one of $y_{0}^{+}$and $y_{0}^{-}$has positive norm, so that two of the principal ideals (1), $\left(y_{0}^{+}\right),\left(y_{0}^{-}\right),(\sqrt{m})$ are strictly equivalent to (1), and two are not. Prove that all four of these principal ideals are of the form $J_{S}$ and that they are distinct. By expressing elements arising from Problem 27 for the most general unit in $R$ in terms of $y_{0}$ and $\varepsilon_{1}$, show that no other $J_{S}$ is a principal ideal. Show as a consequence that the number of strict equivalence classes of ideals among the $J_{S}$ 's is $2^{g}$.

Problems 30-34 show that proper equivalence over $\mathbb{Q}$ for two integer forms of fundamental discriminant $D$ implies proper equivalence over $\mathbb{Z} / D \mathbb{Z}$. Consequently the order of the genus group is at most the number of classes of integer forms of discriminant $D$ under proper equivalence over $\mathbb{Z} / D \mathbb{Z}$. It will follow from the next set of problems, concerning "genus characters," that the number of such classes is at least $2^{g}$, where $g+1$ is the number of distinct prime divisors of $D$. In combination with Problem 29, this result shows that the number of genera equals $2^{g}$. Throughout this set of problems, let $D$ be a fundamental discriminant.
30. Let $\left(a_{1}, b_{1}, c_{1}\right)$ be a binary quadratic form over $\mathbb{Z}$ of discriminant $D$. Using Lemma 1.10 , prove that ( $a_{1}, b_{1}, c_{1}$ ) is properly equivalent over $\mathbb{Z}$ to a form $(a, b, c)$ of discriminant $D$ such that $\operatorname{GCD}(a, D)=1$.
31. Suppose that $(a, b, c)$ is a binary quadratic form over $\mathbb{Z}$ of discriminant $D$ such that $\operatorname{GCD}(a, D)=1$.
(a) Prove that if $D$ is odd, then $(a, b, c)$ is properly equivalent over $\mathbb{Z}$ to a form $(a, k D, l D)$ for some integers $k$ and $l$.
(b) Prove that if $D$ is even, then $(a, b, c)$ is properly equivalent over $\mathbb{Z}$ to a form $(a, 2 k D,-a(D / 4)+l D)$ for some integers $k$ and $l$.
32. Suppose that ( $a, k D, l D$ ) is a form over $\mathbb{Z}$ having odd discriminant $D$, satisfying $\operatorname{GCD}(a, D)=1$, and taking on an integer value $r$ relatively prime to $D$ for some rational $(x, y)$. Write $x$ and $y$ as fractions with a positive common denominator as small as possible: $x=u / w$ and $y=v / w$.
(a) Prove that $\operatorname{GCD}(w, D)=1$, and conclude that $a \equiv d^{2} r \bmod D$ for some integer $d$ relatively prime to $D$.
(b) Suppose that ( $a^{\prime}, k^{\prime} D, l^{\prime} D$ ) is a second form over $\mathbb{Z}$ having discriminant $D$, satisfying $\operatorname{GCD}\left(a^{\prime}, D\right)=1$, and taking on the value $r$ at some rational point. Prove that $a^{\prime} \equiv a s^{2} \bmod D$ for some $s$ relatively prime to $D$.
(c) Suppose that $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ are forms over $\mathbb{Z}$ of the same odd discriminant with $\operatorname{GCD}(a, D)=\operatorname{GCD}\left(a^{\prime}, D\right)=1$, and suppose that these forms are properly equivalent over $\mathbb{Q}$. Deduce that $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ are properly equivalent over $\mathbb{Z} / D \mathbb{Z}$ in the sense that there exists a matrix $\left(\begin{array}{l}\alpha \\ \gamma \\ \gamma\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Z} / D \mathbb{Z})$ such that substitution of $x=\alpha x^{\prime}+\beta y^{\prime}$ and $y=$ $\gamma x^{\prime}+\delta y^{\prime}$ leads from $a x^{2}+b x y+c y^{2}$ modulo $D$ to $a^{\prime} x^{\prime 2}+b^{\prime} x^{\prime} y^{\prime}+c^{\prime} y^{\prime 2}$ modulo $D$.
33. Suppose that $(a, 2 k D,-a(D / 4)+l D)$ is a form over $\mathbb{Z}$ having even discriminant $D$, satisfying $\operatorname{GCD}(a, D)=1$, and taking on an integer value $r$ relatively prime to $D$ for some rational $(x, y)$. Write $x$ and $y$ as fractions with a positive common denominator as small as possible: $x=u / w$ and $y=v / w$.
(a) Prove that $\operatorname{GCD}(w, D)=1$, and obtain a congruence relating $a$ and $r$ modulo $D$.
(b) Suppose that $\left(a^{\prime}, 2 k^{\prime} D,-a^{\prime}(D / 4)+l^{\prime} D\right)$ is a second form over $\mathbb{Z}$ having discriminant $D$, satisfying $\operatorname{GCD}\left(a^{\prime}, D\right)=1$, and taking on the value $r$ at some rational point. Prove that $\left(\frac{a}{p}\right)=\left(\frac{a^{\prime}}{p}\right)$ for every odd prime $p$ dividing $D$.
(c) In the setting of (b), suppose in addition that $D / 4 \equiv 3 \bmod 4$. Prove that $a \equiv a^{\prime} \bmod 4$.
(d) In the setting of (b), suppose in addition that $D / 4 \equiv 2 \bmod 4$. Prove for $D / 4 \equiv 2 \bmod 8$ that $a^{\prime} \equiv \pm a \bmod 8$, and prove for $D / 4 \equiv 6 \bmod 8$ that either $a^{\prime} \equiv a \bmod 8$ or $a^{\prime} \equiv 3 a \bmod 8$.
(e) Suppose that $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ are forms over $\mathbb{Z}$ of the same even discriminant with $\operatorname{GCD}(a, D)=\operatorname{GCD}\left(a^{\prime}, D\right)=1$, and suppose that these forms are properly equivalent over $\mathbb{Q}$. Deduce that $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ are properly equivalent over $\mathbb{Z} / D \mathbb{Z}$.
34. Why does it follow from Problems 30-33 that the order of the genus group for discriminant $D$ is at least as large as the number of proper equivalence classes under $\operatorname{SL}(2, \mathbb{Z} / D \mathbb{Z})$ of integer forms of discriminant $D$ ?

Problems 35-40 introduce "genus characters." In fact, genus characters are already implicit in Problems 32 and 33. Throughout this set of problems, let $D$ be a fundamental discriminant, and suppose that $D$ has exactly $g+1$ distinct prime factors. The content of these problems will be summarized in Problem 40. Call two binary quadratic forms over $\mathbb{Z}$ of discriminant $D$ similar modulo $D$ if they take on the same residues $r$ modulo $D$ that are relatively prime to $D$. Proper equivalence over $\mathbb{Z}$ via $\operatorname{SL}(2, \mathbb{Z})$ implies proper equivalence modulo $D$ via $\operatorname{SL}(2, \mathbb{Z} / D \mathbb{Z})$, and this in turn implies similarity modulo $D$ in the sense that was just defined. Problems 30-31 show that it is enough to study forms $a x^{2} \bmod D$ for $D$ odd, where $\operatorname{GCD}(a, D)=1$, and to study forms $a\left(x^{2}-(D / 4) y^{2}\right)$ for $D$ even, again where $\operatorname{GCD}(a, D)=1$. Initially the genus characters are functions of pairs (similarity class, $r$ ), where $r$ is a residue modulo $D$ with $\operatorname{GCD}(r, D)=1$ such that $r$ is represented by the form modulo $D$. The values of these functions are $\left(\frac{r}{p}\right)$ for each odd prime $p>0$ dividing $D$, as well as the indicated one of the following for $p=2$ if $D$ is even:

$$
\begin{aligned}
\xi(r) & =\left(\frac{-1}{r}\right)=(-1)^{\frac{1}{2}(r-1)} & & \text { if } D \text { is even and } D / 4 \equiv 3 \bmod 4, \\
\eta(r) & =\left(\frac{2}{r}\right)=(-1)^{\frac{1}{8}\left(r^{2}-1\right)} & & \text { if } D \text { is even and } D / 4 \equiv 2 \bmod 8, \\
\xi(r) \eta(r) & =\left(\frac{-2}{r}\right)=(-1)^{\frac{1}{2}(r-1)+\frac{1}{8}\left(r^{2}-1\right)} & & \text { if } D \text { is even and } D / 4 \equiv 6 \bmod 8 .
\end{aligned}
$$

Thus $g+1$ expressions have been defined for each ordered pair (similarity class, $r$ ).
35. Using Problems 32 and 33 , show that the genus characters are independent of the residue $r$ modulo $D$ with $\operatorname{GCD}(r, D)=1$ such that $r$ is represented by the form modulo $D$. Therefore the residue $a$ in the quadratic form, either $a x^{2} \bmod D$ for $D$ odd or $a\left(x^{2}-(D / 4) y^{2}\right)$ for $D$ even, can be used as $r$, and the genus characters are $g+1$ functions defined on the set of similarity classes modulo $D$.
36. Prove that the genus characters respect the operation of multiplication of proper equivalence classes of forms over $\mathbb{Z}$.
37. The product of all $g+1$ genus characters is 1 in every case. A sketch of the argument for $D$ odd is as follows: Since $D \equiv 1 \bmod 4, D$ has an even number $2 t$ of prime factors $4 k+3$. Use of the Jacobi symbol with $a$ odd and $p$ varying over the (odd) prime divisors of $D$ gives

$$
\prod_{p}\left(\frac{a}{p}\right)=\prod_{p=4 k+1}\left(\frac{a}{p}\right) \prod_{p=4 k+3}\left(\frac{a}{p}\right)=\xi(a)^{2 t} \prod_{p=4 k+1}\left(\frac{p}{a}\right) \prod_{p=4 k+3}\left(\frac{p}{a}\right)=\left(\frac{D}{a}\right),
$$

and the right side is +1 by Problem 2a. Using this sketch as a guide, show that the product of all $g+1$ genus characters is 1 for the cases that $D$ is even and
(a) $D / 4 \equiv 3 \bmod 4$,
(b) $D / 4 \equiv 2 \bmod 8$,
(c) $D / 4 \equiv 6 \bmod 8$.
38. If $D$ is even, let $\alpha$ be $\xi$ if $D / 4 \equiv 3 \bmod 4, \eta$ if $D / 4 \equiv 2 \bmod 8$, and $\xi \eta$ if $D / 4 \equiv 6 \bmod 8$. Let $p \mapsto s_{p}$ be any function to $\{ \pm 1\}$ from the set of distinct prime divisors of $D$. Using Dirichlet's Theorem on primes in arithmetic progressions, prove that there exists a prime $q$ such that $\left(\frac{q}{p}\right)=s_{p}$ for each odd prime divisor $p$ of $D$ and $\alpha(q)=s_{2}$ in case $D$ is even.
39. With $\alpha$ as in the previous problem, let $p \mapsto s_{p}$ be any function to $\{ \pm 1\}$ from the set of distinct prime divisors of $D$ such that $\prod_{p} s_{p}=+1$, and choose a prime $q$ as in the previous problem. Prove that $q$ is primitively representable by some integer binary quadratic form of discriminant $D$ and that the values of the genus characters on this form are the numbers $s_{p}$. Conclude that the number of distinct similarity classes modulo $D$ is at least $2^{g}$.
40. For the quadratic number field $K=\mathbb{Q}(\sqrt{m})$ with discriminant $D$, suppose that $D$ has $g+1$ distinct prime divisors. Conclude that the following equivalence classes of binary quadratic forms over $\mathbb{Z}$ of discriminant $D$ coincide and that the number of such classes is $2^{g}$ :
(i) classes relative to proper equivalence over $\mathbb{Q}$, i.e., genera,
(ii) classes relative to proper equivalence over $\mathbb{Z} / D \mathbb{Z}$,
(iii) classes relative to similarity modulo $D$.

## CHAPTER II

## Wedderburn-Artin Ring Theory


#### Abstract

This chapter studies finite-dimensional associative division algebras, as well as other finite-dimensional associative algebras and closely related rings. The chapter is in two parts that overlap slightly in Section 6. The first part gives the structure theory of the rings in question, and the second part aims at understanding limitations imposed by the structure of a division ring.


Section 1 briefly summarizes the structure theory for finite-dimensional (nonassociative) Lie algebras that was the primary historical motivation for structure theory in the associative case. All the algebras in this chapter except those explicitly called Lie algebras are understood to be associative.

Section 2 introduces left semisimple rings, defined as rings $R$ with identity such that the left $R$ module $R$ is semisimple. Wedderburn's Theorem says that such a ring is the finite product of full matrix rings over division rings. The number of factors, the size of each matrix ring, and the isomorphism class of each division ring are uniquely determined. It follows that left semisimple and right semisimple are the same. If the ring is a finite-dimensional algebra over a field $F$, then the various division rings are finite-dimensional division algebras over $F$. The factors of semisimple rings are simple, i.e., are nonzero and have no nontrivial two-sided ideals, but an example is given to show that a simple ring need not be semisimple. Every finite-dimensional simple algebra is semisimple.

Section 3 introduces chain conditions into the discussion as a useful generalization of finite dimensionality. A ring $R$ with identity is left Artinian if the left ideals of the ring satisfy the descending chain condition. Artin's Theorem for simple rings is that left Artinian is equivalent to semisimplicity, hence to the condition that the given ring be a full matrix ring over a division ring.

Sections 4-6 concern what happens when the assumption of semisimplicity is dropped but some finiteness condition is maintained. Section 4 introduces the Wedderburn-Artin radical $\operatorname{rad} R$ of a left Artinian ring $R$ as the sum of all nilpotent left ideals. The radical is a two-sided nilpotent ideal. It is 0 if and only if the ring is semisimple. More generally $R / \operatorname{rad} R$ is always semisimple if $R$ is left Artinian. Sections 5-6 state and prove Wedderburn's Main Theorem - that a finite-dimensional algebra $R$ with identity over a field $F$ of characteristic 0 has a semisimple subalgebra $S$ such that $R$ is isomorphic as a vector space to $S \oplus \operatorname{rad} R$. The semisimple algebra $S$ is isomorphic to $R / \operatorname{rad} R$. Section 5 gives the hard part of the proof, which handles the special case that $R / \operatorname{rad} R$ is isomorphic to a product of full matrix algebras over $F$. The remainder of the proof, which appears in Section 6, follows relatively quickly from the special case in Section 5 and an investigation of circumstances under which the tensor product over $F$ of two semisimple algebras is semisimple. Such a tensor product is not always semisimple, but it is semisimple in characteristic 0 .

The results about tensor products in Section 6, but with other hypotheses in place of the condition of characteristic 0 , play a role in the remainder of the chapter, which is aimed at identifying certain division rings. Sections $7-8$ provide general tools. Section 7 begins with further results about tensor products. Then the Skolem-Noether Theorem gives a relationship between any two homomorphisms of a simple subalgebra into a simple algebra whose center coincides with the underlying field of
scalars. Section 8 proves the Double Centralizer Theorem, which says for this situation that the centralizer of the simple subalgebra in the whole algebra is simple and that the product of the dimensions of the subalgebra and the centralizer is the dimension of the whole algebra.

Sections 9-10 apply the results of Sections 6-8 to obtain two celebrated theorems - Wedderburn's Theorem about finite division rings and Frobenius's Theorem classifying the finite-dimensional associative division algebras over the reals.

## 1. Historical Motivation

Elementary ring theory came from several sources historically and was already in place by 1880. Some of the sources are field theory (studied by Galois and others), rings of algebraic integers (studied by Gauss, Dirichlet, Kummer, Kronecker, Dedekind, and others), and matrices (studied by Cayley, Hamilton, and others). More advanced general ring theory arose initially not on its own but as an effort to imitate the theory of "Lie algebras," which began about 1880.

A brief summary of some early theorems about Lie algebras will put matters in perspective. The term "algebra" in connection with a field $F$ refers at least to an $F$ vector space with a multiplication that is $F$ bilinear. This chapter will deal only with two kinds of such algebras, the Lie algebras and those algebras whose multiplication is associative. If the modifier "Lie" is absent, the understanding is that the algebra is associative.

Lie algebras arose originally from "Lie groups"-which we can regard for current purposes as connected groups with finitely many smooth parametersby a process of taking derivatives along curves at the identity element of the group. Precise knowledge of that process will be unnecessary in our treatment, but we describe one example: The vector space $M_{n}(\mathbb{R})$ of all $n$-by- $n$ matrices over $\mathbb{R}$ becomes a Lie algebra with multiplication defined by the "bracket product" $[X, Y]=X Y-Y X$. If $G$ is a closed subgroup of the matrix group $\operatorname{GL}(n, \mathbb{R})$ and $\mathfrak{g}$ is the set of all members of $M_{n}(\mathbb{R})$ of the form $X=c^{\prime}(0)$, where $c$ is a smooth curve in $G$ with $c(0)$ equal to the identity, then it turns out that the vector space $\mathfrak{g}$ is closed under the bracket product and is a Lie algebra. Although one might expect the Lie algebra $\mathfrak{g}$ to give information about the Lie group $G$ only infinitesimally at the identity, it turns out that $\mathfrak{g}$ determines the multiplication rule for $G$ in a whole open neighborhood of the identity. Thus the Lie group and Lie algebra are much more closely related than one might at first expect.

We turn to the underlying definitions and early main theorems about Lie algebras. Let $F$ be a field. A vector space $A$ over $F$ with an $F$ bilinear multiplication $(X, Y) \mapsto[X, Y]$ is a Lie algebra if the multiplication has the two properties
(i) $[X, X]=0$ for all $X \in A$,
(ii) (Jacobi identity) $[X,[Y, Z]]+[Y,[Z, X]]+[Z,[X, Y]]=0$ for all $X, Y, Z \in A$.

Multiplication is often referred to as bracket. It is usually not associative. The vector space $M_{n}(F)$ with $[X, Y]=X Y-Y X$ is a Lie algebra, as one easily checks by expanding out the various brackets that are involved; it is denoted by $\mathfrak{g l}(n, F)$.

The elementary structural definitions with Lie algebras run parallel to those with rings. A Lie subalgebra $S$ of $A$ is a vector subspace closed under brackets, an ideal $I$ of $A$ is a vector subspace such that $[X, Y]$ is in $I$ for $X \in I$ and $Y \in A$, a homomorphism $\varphi: A_{1} \rightarrow A_{2}$ of Lie algebras is a linear mapping respecting brackets in the sense that $\varphi[X, Y]=[\varphi(X), \varphi(Y)]$ for all $X, Y \in A_{1}$, and an isomorphism is an invertible homomorphism. Every ideal is a Lie subalgebra. In contrast to the case of rings, there is no distinction between "left ideals" and "right ideals" because the bracket product is skew symmetric. Under the passage from Lie groups to Lie algebras, abelian Lie groups yield Lie algebras with all brackets 0 , and thus one says that a Lie algebra is abelian if all its brackets are 0 .

Examples of Lie subalgebras of $\mathfrak{g l}(n, F)$ are the subalgebra $\mathfrak{s l}(n, F)$ of all matrices of trace 0 , the subalgebra $\mathfrak{s o}(n, F)$ of all skew-symmetric matrices, and the subalgebra of all upper-triangular matrices.

The elementary properties of subalgebras, homomorphisms, and so on for Lie algebras mimic what is true for rings: The kernel of a homomorphism is an ideal. Any ideal is the kernel of a quotient homomorphism. If $I$ is an ideal in $A$, then the ideals of $A / I$ correspond to the ideals of $A$ containing $I$, just as in the First Isomorphism Theorem for rings. If $I$ and $J$ are ideals in $A$, then $(I+J) / I \cong J /(I \cap J)$, just as in the Second Isomorphism Theorem for rings.

The connection of Lie algebras to Lie groups makes one want to introduce definitions that lead toward classifying all Lie algebras that are finite-dimensional. We therefore assume for the remainder of this section that all Lie algebras under discussion are finite-dimensional over $F$. Some of the steps require conditions on $F$, and we shall assume that $F$ has characteristic 0 .

Group theory already had a notion of "solvable group" from Galois, and this leads to the notion of solvable Lie algebra. In $A$, let $[A, A]$ denote the linear span of all $[X, Y]$ with $X, Y \in A ;[A, A]$ is called the commutator ideal of $A$, and $A /[A, A]$ is abelian. In fact, $[A, A]$ is the smallest ideal $I$ in $A$ such that $A / I$ is abelian. Starting from $A$, let us form successive commutator ideals. Thus put $A_{0}=A, A_{1}=\left[A_{0}, A_{0}\right], \ldots, A_{n}=\left[A_{n-1}, A_{n-1}\right]$, so that

$$
A=A_{0} \supseteq A_{1} \supseteq \cdots \supseteq A_{n} \supseteq \cdots
$$

The terms of this sequence are all the same from some point on, by finite dimensionality, and we say that $A$ is solvable if the terms are ultimately 0 . One easily checks that the sum $I+J$ of two solvable ideals in $A$, i.e., the set of sums, is a solvable ideal. By finite dimensionality, there exists a unique largest solvable ideal. This is called the radical of $A$ and is denoted by $\operatorname{rad} A$. The Lie algebra
$A$ is said to be semisimple if $\operatorname{rad} A=0$. It is easy to use the First Isomorphism Theorem to check that $A / \operatorname{rad} A$ is always semisimple.

In the direction of classifying Lie algebras, one might therefore want to see how all solvable Lie algebras can be constructed by successive extensions, identify all semisimple Lie algebras, and determine how a general Lie algebra can be constructed from a semisimple Lie algebra and a solvable Lie algebra by an extension.

The first step in this direction historically concerned identifying semisimple Lie algebras. We say that the Lie algebra $A$ is simple if $\operatorname{dim} A>1$ and if $A$ contains no nonzero proper ideals.

Working with the field $\mathbb{C}$ but in a way that applies to other fields of characteristic 0 , W. Killing proved in 1888 that $A$ is semisimple if and only if $A$ is the (internal) direct sum of simple ideals. In this case the direct summands are unique, and the only ideals in $A$ are the partial direct sums.

This result is strikingly different from what happens for abelian Lie algebras, for which the theory reduces to the theory of vector spaces. A 2-dimensional vector space is the internal direct sum of two 1-dimensional subspaces in many ways. But Killing's theorem says that the decomposition of semisimple Lie algebras into simple ideals is unique, not just unique up to some isomorphism.

É. Cartan in his 1894 thesis classified the simple Lie algebras, up to isomorphism, for the case that the field is $\mathbb{C}$. The Lie algebras $\mathfrak{s l}(n, \mathbb{C})$ for $n \geq 2$ and $\mathfrak{s o}(n, \mathbb{C})$ for $n=3$ and $n \geq 5$ were in his list, and there were others. Killing had come close to this classification in his 1888 work, but he had made a number of errors in both his statements and his proofs.
E. E. Levi in 1905 addressed the extension problem for obtaining all finitedimensional Lie algebras over $\mathbb{C}$ from semisimple ones and solvable ones. His theorem is that for any Lie algebra $A$, there exists a subalgebra $S$ isomorphic to $A / \operatorname{rad} A$ such that $A=S \oplus \operatorname{rad} A$ as vector spaces. In essence, this result says that the extension defining $A$ is given by a semidirect product.

The final theorem in this vein at this time in history was a 1914 result of Cartan classifying the simple Lie algebras when the field $F$ is $\mathbb{R}$. This classification is a good bit more complicated than the classification when $F$ is $\mathbb{C}$.

With this background in mind, we can put into context the corresponding developments for associative algebras. Although others had done some earlier work, J. H. M. Wedderburn made the first big advance for associative algebras in 1905. Wedderburn's theory in a certain sense is more complicated than the theory for Lie algebras because left ideals in the associative case are not necessarily twosided ideals. Let us sketch this theory.

For the remainder of this section until the last paragraph, $A$ will denote a finitedimensional associative algebra over a field $F$ of characteristic 0 , possibly the 0
algebra. We shall always assume that $A$ has an identity. Although we shall make some definitions here, we shall repeat them later in the chapter at the appropriate times. For many results later in the chapter, the field $F$ will not be assumed to be of characteristic 0 .

As in Chapter X of Basic Algebra, a unital left A module $M$ is said to be simple if it is nonzero and it has no proper nonzero $A$ submodules, semisimple if it is the sum (or equivalently the direct sum) of simple $A$ submodules. The algebra $A$ is semisimple if the left $A$ module $A$ is a semisimple module, i.e., if $A$ is the direct sum of simple left ideals; $A$ is simple if it is nonzero and has no nontrivial twosided ideals. In contrast to the setting of Lie algebras, we make no exception for the 1-dimensional case; this distinction is necessary and is continually responsible for subtle differences between the two theories.

Wedderburn's first theorem has two parts to it, the first one modeled on Killing's theorem for Lie algebras and the second one modeled on Cartan's thesis:
(i) The algebra $A$ is semisimple if and only if it is the (internal) direct sum of simple two-sided ideals. In this case the direct summands are unique, and the only two-sided ideals of $A$ are the partial direct sums.
(ii) The algebra $A$ is simple if and only if $A \cong M_{n}(D)$ for some integer $n \geq 1$ and some division algebra $D$ over $F$. In particular, if $F$ is algebraically closed, then $A \cong M_{n}(F)$ for some $n$.
E. Artin generalized the Wedderburn theory to a suitable kind of "semisimple ring." For part of the theory, he introduced a notion of "radical" for the associative case - the radical of a finite-dimensional associative algebra $A$ being the sum of the "nilpotent" left ideals of $A$. Here a left ideal $I$ is called nilpotent if $I^{k}=0$ for some $k$. The radical $\operatorname{rad} A$ is a two-sided ideal, and $A / \operatorname{rad} A$ is a semisimple ring.

Wedderburn's Main Theorem, proved later in time and definitely assuming characteristic 0 , is an analog for associative algebras of Levi's result about Lie algebras. The result for associative algebras is that $A$ decomposes as a vectorspace direct sum $A=S \oplus \operatorname{rad} A$, where $S$ is a semisimple subalgebra isomorphic to $A / \operatorname{rad} A$.

The remaining structural question for finite-dimensional associative algebras is to say something about simple algebras when the field is not algebraically closed. Such a result may be regarded as an analog of the 1914 work by Cartan. In the associative case one then wants to know what the $F$ isomorphism classes of finite-dimensional associative division algebras $D$ are for a given field $F$. We now drop the assumption that the field $F$ has characteristic 0 . In asking this question, one does not want to repeat the theory of field extensions. Consequently one looks only for classes of division algebras whose center is $F$. If $F$ is algebraically closed, the only such $D$ is $F$ itself, as we shall observe in more detail in Section 2.

If $F$ is a finite field, one is led to another theorem of Wedderburn's, saying that $D$ has to be commutative and hence that $D=F$; this theorem appears in Section 9 . If $F$ is $\mathbb{R}$, one is led to a theorem of Frobenius saying that there are just two such $D$ 's up to $\mathbb{R}$ isomorphism, namely $\mathbb{R}$ itself and the quaternions $\mathbb{H}$; this theorem appears in Section 10. For a general field $F$, it turns out that the set of classes of finite-dimensional division algebras with center $F$ forms an abelian group. The group is called the "Brauer group" of $F$. Its multiplication is defined by the condition that the class of $D_{1}$ times $D_{2}$ is the class of a division algebra $D_{3}$ such that $D_{1} \otimes_{F} D_{2} \cong M_{n}\left(D_{3}\right)$ for some $n$; the inverse of the class of $D$ is the class of the opposite algebra $D^{o}$, and the identity is the class of $F$. The study of the Brauer group is postponed to Chapter III. This group has an interpretation in terms of cohomology of groups, and it has applications to algebraic number theory.

## 2. Semisimple Rings and Wedderburn's Theorem

We now begin our detailed investigation of associative algebras over a field. In this section we shall address the first theorem of Wedderburn's that is mentioned in the previous section. It has two parts, one dealing with semisimple algebras and one dealing with finite-dimensional simple algebras. The first part does not need the finite dimensionality as a hypothesis, and we begin with that one.

Let $R$ be a ring with identity. The ring $R$ is left semisimple if the left $R$ module $R$ is a semisimple module, i.e., if $R$ is the direct sum of minimal left ideals. ${ }^{1}$ In this case $R=\bigoplus_{i \in S} I_{i}$ for some set $S$ and suitable minimal left ideals $I_{i}$. Since $R$ has an identity, we can decompose the identity according to the direct sum as $1=1_{i_{1}}+\cdots+1_{i_{n}}$ for some finite subset $\left\{i_{1}, \ldots, i_{n}\right\}$ of $S$, where $1_{i_{k}}$ is the component of 1 in $I_{i_{k}}$. Multiplying by $r \in R$ on the left, we see that $R \subseteq \bigoplus_{k=1}^{n} I_{i_{k}}$. Consequently $R$ has to be a finite sum of minimal left ideals. A ring $R$ with identity is right semisimple if the right $R$ module $R$ is a semisimple module. We shall see later in this section that left semisimple and right semisimple are equivalent.

## EXAMPLES OF SEMISIMPLE RINGS.

(1) If $D$ is a division ring, then we saw in Example 4 in Section X. 1 of Basic Algebra that the ring $R=M_{n}(D)$ is left semisimple in the sense of the above definition. Actually, that example showed more. It showed that $R$ as a left $R$ module is given by $M_{n}(D) \cong D^{n} \oplus \cdots \oplus D^{n}$, where each $D^{n}$ is a simple left $R$ module and the $j^{\text {th }}$ summand $D^{n}$ corresponds to the matrices whose only nonzero entries are in the $j^{\text {th }}$ column. The left $R$ module $M_{n}(D)$ has a composition series whose terms are the partial sums of the $n$ summands $D^{n}$. If $M$ is any simple left $M_{n}(D)$ module and if $x \neq 0$ is in $M$, then $M=M_{n}(D) x$. If we set $I=\left\{r \in M_{n}(D) \mid r x=0\right\}$, then $I$ is a left ideal in $M_{n}(D)$ and $M \cong M_{n}(D) / I$

[^10]as a left $M_{n}(D)$ module. In other words, $M$ is an irreducible quotient module of the left $M_{n}(D)$ module $M_{n}(D)$. By the Jordan-Hölder Theorem (Corollary 10.7 of Basic Algebra), $M$ occurs as a composition factor. Hence $M \cong D^{n}$ as a left $M_{n}(D)$ module. Hence every simple left $M_{n}(D)$ module is isomorphic to $D^{n}$. We shall use this style of argument repeatedly but will ordinarily include less detail.
(2) If $R_{1}, \ldots, R_{n}$ are left semisimple rings, then the direct product $R=$ $\prod_{i=1}^{n} R_{i}$ is left semisimple. ${ }^{2}$ In fact, each minimal left ideal of $R_{i}$, when included into $R$, is a minimal left ideal of $R$. Hence $R$ is the sum of minimal left ideals and is left semisimple. By the same kind of argument as for Example 1, every simple left $R$ module is isomorphic to one of these minimal left ideals.

Lemma 2.1. Let $D$ be a division ring, let $R=M_{n}(D)$, and let $D^{n}$ be the simple left $R$ module of column vectors. Each member of $D$ acts on $D^{n}$ by scalar multiplication on the right side, yielding a member of $\operatorname{End}_{R}\left(D^{n}\right)$. In turn, $\operatorname{End}_{R}\left(D^{n}\right)$ is a ring, and this identification therefore is an inclusion of the members of $D$ into the right $D$ module $\operatorname{End}_{R}\left(D^{n}\right)$. The inclusion is in fact an isomorphism of rings: $D^{o} \cong \operatorname{End}_{R}\left(D^{n}\right)$, where $D^{o}$ is the opposite ring of $D$.

Proof. Let $\varphi: D \rightarrow \operatorname{End}_{R}\left(D^{n}\right)$ be the function given by $\varphi(d)(v)=v d$. Then $\varphi\left(d d^{\prime}\right)(v)=v\left(d d^{\prime}\right)=(v d) d^{\prime}=\varphi\left(d^{\prime}\right)(v d)=\varphi\left(d^{\prime}\right)(\varphi(d)(v))$. Since the order of multiplication in $D$ is reversed by $\varphi, \varphi$ is a ring homomorphism of $D^{o}$ into $\operatorname{End}_{R}\left(D^{n}\right)$. It is one-one because $D^{o}$ is a division ring and has no nontrivial two-sided ideals. To see that it is onto $\operatorname{End}_{R}\left(D^{n}\right)$, let $f$ be in $\operatorname{End}_{R}\left(D^{n}\right)$. Put $f\left(\begin{array}{c}1 \\ 0 \\ \vdots \\ 0\end{array}\right)=\left(\begin{array}{c}d \\ d_{2} \\ \vdots \\ d_{n}\end{array}\right)$. Since $f$ is an $R$ module homomorphism,

$$
\begin{aligned}
f\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right) & =f\left(\left(\begin{array}{cccc}
a_{1} & 0 & \cdots & 0 \\
a_{2} & 0 & \cdots & 0 \\
\vdots & & & \\
a_{n} & 0 & \cdots & 0
\end{array}\right)\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)\right)=\left(\begin{array}{cccc}
a_{1} & 0 & \cdots & 0 \\
a_{2} & 0 & \cdots & 0 \\
\vdots & & & \\
a_{n} & 0 & \cdots & 0
\end{array}\right) f\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right) \\
& =\left(\begin{array}{cccc}
a_{1} & 0 & \cdots & 0 \\
a_{2} & 0 & \cdots & 0 \\
\vdots & & \\
a_{n} & 0 & \cdots & 0
\end{array}\right)\left(\begin{array}{c}
d \\
d_{2} \\
\vdots \\
d_{n}
\end{array}\right)=\left(\begin{array}{c}
a_{1} d \\
a_{2} d \\
\vdots \\
a_{n} d
\end{array}\right)=\varphi(d)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right) .
\end{aligned}
$$

Therefore $\varphi(d)=f$, and $\varphi$ is onto.

[^11]Theorem 2.2 (Wedderburn). If $R$ is any left semisimple ring, then

$$
R \cong M_{n_{1}}\left(D_{1}\right) \times \cdots \times M_{n_{r}}\left(D_{r}\right)
$$

for suitable division rings $D_{1}, \ldots, D_{n}$ and positive integers $n_{1}, \ldots, n_{r}$. The number $r$ is uniquely determined by $R$, and the ordered pairs $\left(n_{1}, D_{1}\right), \ldots,\left(n_{r}, D_{r}\right)$ are determined up to a permutation of $\{1, \ldots, r\}$ and an isomorphism of each $D_{j}$. There are exactly $r$ mutually nonisomorphic simple left $R$ modules, namely $\left(D_{1}\right)^{n_{1}}, \ldots,\left(D_{r}\right)^{n_{r}}$.

Proof. Write $R$ as the direct sum of minimal left ideals, and then regroup the summands according to their $R$ isomorphism type as $R \cong \bigoplus_{j=1}^{r} n_{j} V_{j}$, where $n_{j} V_{j}$ is the direct sum of $n_{j}$ submodules $R$ isomorphic to $V_{j}$ and where $V_{i} \nsupseteq V_{j}$ for $i \neq j$. The isomorphism is one of unital left $R$ modules. Put $D_{i}^{o}=\operatorname{End}_{R}\left(V_{i}\right)$. This is a division ring by Schur's Lemma (Proposition 10.4b of Basic Algebra). Using Proposition 10.14 of Basic Algebra, we obtain an isomorphism of rings

$$
\begin{equation*}
R^{o} \cong \operatorname{End}_{R} R \cong \operatorname{Hom}_{R}\left(\bigoplus_{i=1}^{r} n_{i} V_{i}, \bigoplus_{j=1}^{r} n_{j} V_{j}\right) \tag{*}
\end{equation*}
$$

Define $p_{i}: \bigoplus_{j=1}^{r} n_{j} V_{j} \rightarrow n_{i} V_{i}$ to be the $i^{\text {th }}$ projection and $q_{i}: n_{i} V_{i} \rightarrow$ $\bigoplus_{j=1}^{r} n_{j} V_{j}$ to be the $i^{\text {th }}$ inclusion. Let us see that the right side of $(*)$ is isomorphic as a ring to $\prod_{i} \operatorname{End}_{R}\left(n_{i} V_{i}\right)$ via the mapping $f \mapsto\left(p_{1} f q_{1}, \ldots, p_{r} f q_{r}\right)$. What is to be shown is that $p_{j} f q_{i}=0$ for $i \neq j$. Here $p_{j} f q_{i}$ is a member of $\operatorname{Hom}_{R}\left(n_{i} V_{i}, n_{j} V_{j}\right)$. The abelian group $\operatorname{Hom}_{R}\left(n_{i} V_{i}, n_{j} V_{j}\right)$ is the direct sum of abelian groups isomorphic to $\operatorname{Hom}_{R}\left(V_{i}, V_{j}\right)$ by Proposition 10.12, and each $\operatorname{Hom}_{R}\left(V_{i}, V_{j}\right)$ is 0 by Schur's Lemma (Proposition 10.4a).

Referring to (*), we therefore obtain ring isomorphisms

$$
\begin{array}{rlr}
R^{o} & \cong \prod_{i=1}^{r} \operatorname{Hom}_{R}\left(n_{i} V_{i}, n_{i} V_{i}\right)=\prod_{i=1}^{r} \operatorname{End}_{R}\left(n_{i} V_{i}\right) & \\
& \cong \prod_{i=1}^{r} M_{n_{i}}\left(\operatorname{End}_{R}\left(V_{i}\right)\right) & \text { by Corollary } 10.13 \\
& \cong \prod_{i=1}^{r} M_{n_{i}}\left(D_{i}^{o}\right) & \text { by definition of } D_{i}^{o} .
\end{array}
$$

Reversing the order of multiplication in $R^{o}$ and using the transpose map to reverse the order of multiplication in each $M_{n_{i}}\left(D_{i}^{o}\right)$, we conclude that $R \cong$ $\prod_{i=1}^{r} M_{n_{i}}\left(D_{i}\right)$. This proves existence of the decomposition in the theorem.

We still have to identify the simple left $R$ modules and prove an appropriate uniqueness statement. As we recalled in Example 1, we have a decomposition
$M_{n_{i}}\left(D_{i}\right) \cong D_{i}^{n_{i}} \oplus \cdots \oplus D_{i}^{n_{i}}$ of left $M_{n_{i}}\left(D_{i}\right)$ modules, and each term $D_{i}^{n_{i}}$ is a simple left $M_{n_{i}}\left(D_{i}\right)$ module. The decomposition just proved allows us to regard each term $D_{i}^{n_{i}}$ as a simple left $R$ module, $1 \leq i \leq r$. Each of these modules is acted upon by a different coordinate of $R$, and hence we have produced at least $r$ nonisomorphic simple left $R$ modules. Any simple left $R$ module must be a quotient of $R$ by a maximal left ideal, as we observed in Example 2, hence a composition factor as a consequence of the Jordan-Hölder Theorem. Thus it must be one of the $V_{j}$ 's in the previous part of the proof. There are only $r$ nonisomorphic such $V_{j}$ 's, and we conclude that the number of simple left $R$ modules, up to isomorphism, is exactly $r$.

For uniqueness suppose that $R \cong M_{n_{1}^{\prime}}\left(D_{1}^{\prime}\right) \times \cdots \times M_{n_{s}^{\prime}}\left(D_{s}^{\prime}\right)$ as rings. Let $V_{j}^{\prime}=\left(D_{j}^{\prime}\right)^{n_{j}^{\prime}}$ be the unique simple left $M_{n_{j}^{\prime}}\left(D_{j}^{\prime}\right)$ module up to isomorphism, and regard $V_{j}^{\prime}$ as a simple left $R$ module. Then we have $R \cong \bigoplus_{j=1}^{s} n_{j}^{\prime} V_{j}^{\prime}$ as left $R$ modules. By the Jordan-Hölder Theorem we must have $r=s$ and, after a suitable renumbering, $n_{i}=n_{i}^{\prime}$ and $V_{i} \cong V_{i}^{\prime}$ for $1 \leq i \leq r$. Thus we have ring isomorphisms

$$
\begin{array}{rlr}
\left(D_{i}^{\prime}\right)^{o} & \cong \operatorname{End}_{M_{n_{i}^{\prime}}\left(D_{i}^{\prime}\right)}\left(V_{i}^{\prime}\right) \quad \text { by Lemma } 2.1 \\
& \cong \operatorname{End}_{R}\left(V_{i}^{\prime}\right) & \\
& \cong \operatorname{End}_{R}\left(V_{i}\right) & \text { since } V_{i} \cong V_{i}^{\prime} \\
& \cong D_{i}^{o} .
\end{array}
$$

Reversing the order of multiplication gives $D_{i}^{\prime} \cong D_{i}$, and the proof is complete.

Corollary 2.3. For a ring $R$, left semisimple coincides with right semisimple.
REMARK. Therefore we can henceforth refer to left semisimple rings unambiguously as semisimple.

Proof. The theorem gives the form of any left semisimple ring, and each ring of this form is certainly right semisimple.

Wedderburn's original formulation of Theorem 2.2 was for algebras over a field $F$, and he assumed finite dimensionality. The theorem in this case gives

$$
R \cong M_{n_{1}}\left(D_{1}\right) \times \cdots \times M_{n_{r}}\left(D_{r}\right),
$$

and the proof shows that $D_{i}^{o} \cong \operatorname{End}_{R}\left(V_{i}\right)$, where $V_{i}$ is a minimal left ideal of $R$ of the $i^{\text {th }}$ isomorphism type. The field $F$ lies inside $\operatorname{End}_{R}\left(V_{i}\right)$, each member of $F$ yielding a scalar mapping, and hence each $D_{i}$ is a division algebra over $F$. Each $D_{i}$ is necessarily finite-dimensional over $F$, since $R$ was assumed to be finite-dimensional.

We shall make occasional use in this chapter of the fact that if $D$ is a finitedimensional division algebra over an algebraically closed field $F$, then $D=F$. To see this equality, suppose that $x$ is a member of $D$ but not of $F$, i.e., is not an $F$ multiple of the identity. Then $x$ and $F$ together generate a subfield $F(x)$ of $D$ that is a nontrivial algebraic extension of $F$, contradiction. Consequently every finite-dimensional semisimple algebra $R$ over an algebraically closed field $F$ is of the form

$$
R \cong M_{n_{1}}(F) \times \cdots \times M_{n_{r}}(F)
$$

for suitable integers $n_{1}, \ldots, n_{r}$.
As we saw, the finite dimensionality plays no role in decomposing semisimple rings as the finite product of rings that we shall call "simple." The place where finite dimensionality enters the discussion is in identifying simple rings as semisimple, hence in establishing a converse theorem that every finite direct product of simple rings, each equal to an ideal of the given ring, is necessarily semisimple. We say that a nonzero ring $R$ with identity is simple if its only two-sided ideals are 0 and $R$.

## EXAMPLES OF SIMPLE RINGS.

(1) If $D$ is a division ring, then $M_{n}(D)$ is a simple ring. In fact, let $J$ be a two-sided ideal in $M_{n}(D)$, fix an ordered pair $(i, j)$ of indices, and let

$$
I=\left\{x \in D \mid \text { some member } X \text { of } J \text { has } X_{i j}=x\right\} .
$$

Multiplying $X$ in this definition on each side by scalar matrices with entries in $D$, we see that $I$ is a two-sided ideal in $D$. If $I=0$ for all $(i, j)$, then $J=0$. So assume for some $(i, j)$ that $I \neq 0$. Then $I=D$ for that $(i, j)$, and we may suppose that some $X$ in $J$ has $X_{i j}=1$. If $E_{k l}$ denotes the matrix that is 1 in the $(k, l)^{\text {th }}$ place and is 0 elsewhere, then $E_{i i} X E_{j j}=E_{i j}$ has to be in $J$. Hence $E_{k l}=E_{k i} E_{i j} E_{j l}$ has to be in $J$, and $J=M_{n}(D)$.
(2) Let $R$ be the Weyl algebra over $\mathbb{C}$ in one variable, namely

$$
R=\left\{\left.\sum_{n \geq 0} P_{n}(x)\left(\frac{d}{d x}\right)^{n} \right\rvert\, \text { each } P_{n} \text { is in } \mathbb{C}[x], \text { and the sum is finite }\right\}
$$

To give a more abstract construction of $R$, we can view $R$ as $\mathbb{C}\left[x, \frac{d}{d x}\right]$ subject to the relation $\frac{d}{d x} x=x \frac{d}{d x}+1$; this is not to be a quotient of a polynomial algebra in two variables but a quotient of a tensor algebra in two variables. We omit the details. We shall now prove that the ring $R$ is simple but not semisimple.

To see that $R$ is a simple ring, we easily check the two identities
(i) $\frac{d}{d x}\left(x^{m} \frac{d^{n}}{d x^{n}}\right)=m x^{m-1} \frac{d^{n}}{d x^{n}}+x^{m} \frac{d^{n+1}}{d x^{n+1}}$ by the product rule,
(ii) $\frac{d^{n}}{d x^{n}} x=n \frac{d^{n-1}}{d x^{n-1}}+x \frac{d^{n}}{d x^{n}}$ by induction when applied to a polynomial $f(x)$.

Let $I$ be a nonzero two-sided ideal in $R$, and fix an element $X \neq 0$ in $I$. Let $x^{m}$ be the highest power of $x$ appearing in $X$, and let $\frac{d^{n}}{d x^{n}}$ be the highest power of $\frac{d}{d x}$ appearing in terms of $X$ involving $x^{m}$. Let $l$ and $r$ denote "left multiplication by" and "right multiplication by", and apply $\left(l\left(\frac{d}{d x}\right)-r\left(\frac{d}{d x}\right)\right)^{m}$ to $X$. Since (i) shows that

$$
\left(l\left(\frac{d}{d x}\right)-r\left(\frac{d}{d x}\right)\right) x^{k}\left(\frac{d}{d x}\right)^{l}=k x^{k-1}\left(\frac{d}{d x}\right)^{l}
$$

the result of computing $\left(l\left(\frac{d}{d x}\right)-r\left(\frac{d}{d x}\right)\right)^{m} X$ is a polynomial in $\frac{d}{d x}$ of degree exactly $n$ with no $x$ 's. Application of $(r(x)-l(x))^{n}$ to the result, using (ii), yields a nonzero constant. We conclude that 1 is in $I$ and therefore that $I=R$. Hence $R$ is simple.

To show that $R$ is not semisimple, first note that $\mathbb{C}[x]$ is a natural unital left $R$ module. We shall show that $R$ has infinite length as a left $R$ module, in the sense of the length of finite filtrations. In fact,

$$
\begin{equation*}
R \supseteq R\left(\frac{d}{d x}\right) \supseteq R\left(\frac{d}{d x}\right)^{2} \supseteq \cdots \supseteq R\left(\frac{d}{d x}\right)^{n} \tag{*}
\end{equation*}
$$

is a finite filtration of left $R$ submodules of $R$. If $R\left(\frac{d}{d x}\right)^{k}=R\left(\frac{d}{d x}\right)^{k+1}$, then $\left(\frac{d}{d x}\right)^{k}=r\left(\frac{d}{d x}\right)^{k+1}$ for some $r \in R$. Applying these two equal expressions for a member of $R$ to the member $x^{k}$ of the left $R$ module $\mathbb{C}[x]$, we arrive at a contradiction and conclude that every inclusion in ( $*$ ) is strict. Therefore $R$ has infinite length and is not semisimple.

The extra hypothesis that Wedderburn imposed so that simple rings would turn out to be semisimple is finite dimensionality. Wedderburn's result in this direction is Theorem 2.4 below. This hypothesis is quite natural to the extent that the subject was originally motivated by the theory of Lie algebras. E. Artin found a substitute for the assumption of finite dimensionality that takes the result beyond the realm of algebras, and we take up Artin's idea in the next section.

Theorem 2.4 (Wedderburn). Let $R$ be a finite-dimensional algebra with identity over a field $F$. If $R$ is a simple ring, then $R$ is semisimple and hence is isomorphic to $M_{n}(D)$ for some integer $n \geq 1$ and some finite-dimensional division algebra $D$ over $F$. The integer $n$ is uniquely determined by $R$, and $D$ is unique up to isomorphism.

Proof. By finite dimensionality, $R$ has a minimal left ideal $V$. For $r$ in $R$, form the set $V r$. This is a left ideal, and we claim that it is minimal or is 0 . In fact, the function $v \mapsto v r$ is $R$ linear from $V$ onto $V r$. Since $V$ is simple as a left $R$ module, $V r$ is simple or 0 . The sum $I=\sum_{r \text { with } V r \neq 0} V r$ is a two-sided ideal in $R$, and it is not 0 because $V 1 \neq 0$. Since $R$ is simple, $I=R$. Then the left $R$ module $R$ is exhibited as the sum of simple left $R$ modules and is therefore semisimple. The isomorphism with $M_{n}(D)$ and the uniqueness now follow from Theorem 2.2.

## 3. Rings with Chain Condition and Artin's Theorem

Parts of Chapters VIII and IX of Basic Algebra made considerable use of a hypothesis that certain commutative rings are "Noetherian," and we now extend this notion to noncommutative rings. A ring $R$ with identity is left Noetherian if the left $R$ module $R$ satisfies the ascending chain condition for its left ideals. It is left Artinian if the left $R$ module $R$ satisfies the descending chain condition for its left ideals. The notions of right Noetherian and right Artinian are defined similarly.

We saw many examples of Noetherian rings in the commutative case in Basic Algebra. The ring of integers $\mathbb{Z}$ is Noetherian, and so is the ring of polynomials $R[X]$ in an indeterminate over a nonzero Noetherian ring $R$. It follows from the latter example that the ring $F\left[X_{1}, \ldots, X_{n}\right]$ in finitely many indeterminates over a field is a Noetherian ring. Other examples arose in connection with extensions of Dedekind domains.

Any finite direct product of fields is Noetherian and Artinian because it has a composition series and because its ideals therefore satisfy both chain conditions. If $p$ is any prime, the ring $\mathbb{Z} / p^{2} \mathbb{Z}$ is Noetherian and Artinian for the same reason, and it is not a direct product of fields.

In the noncommutative setting, any semisimple ring is necessarily left Noetherian and left Artinian because it has a composition series for its left ideals and the left ideals therefore satisfy both chain conditions.

Proposition 2.5. Let $R$ be a ring with identity, and let $M$ be a finitely generated unital left $R$ module. If $R$ is left Noetherian, then $M$ satisfies the ascending chain condition for its $R$ submodules; if $R$ is left Artinian, then $M$ satisfies the descending chain condition for its $R$ submodules.

Proof. We prove the first conclusion by induction on the number of generators, and the proof of the second conclusion is completely similar. The result is trivial if $M$ has 0 generators. If $M=R x$, then $M$ is a quotient of the left $R$ module $R$ and satisfies the ascending chain condition for its $R$ submodules, according to Proposition 10.10 of Basic Algebra. For the inductive step with $\geq 2$ generators, write $M=R x_{1}+\cdots+R x_{n}$ and $N=R x_{1}+\cdots+R x_{n-1}$. Then $N$ satisfies the ascending chain condition for its $R$ submodules by the inductive hypothesis, and $M / N$ is isomorphic to $R x_{n} /\left(N \cap R x_{n}\right)$, which satisfies the ascending chain condition for its $R$ submodules by the inductive hypothesis. Therefore $M$ satisfies the ascending chain condition for its $R$ submodules by application of the converse direction of Proposition 10.10.

Artin's theorem (Theorem 2.6 below) will make use of the hypothesis "left Artinian" in identifying those simple rings that are semisimple. The hypothesis
left Artinian may therefore be regarded as a useful generalization of finite dimensionality. Before we come to that theorem, we give a construction that produces large numbers of nontrivial examples of such rings.

EXAMPLE (triangular rings). Let $R$ and $S$ be nonzero rings with identity, and let $M$ be an $(R, S)$ bimodule. ${ }^{3}$ Define a set $A$ and operations of addition and multiplication symbolically by

$$
\begin{aligned}
A= & \left(\begin{array}{cc}
R & M \\
0 & S
\end{array}\right)=\left\{\left.\left(\begin{array}{cc}
r & m \\
0 & s
\end{array}\right) \right\rvert\, r \in R, m \in M, s \in S\right\} \\
& \left(\begin{array}{cc}
r & m \\
0 & s
\end{array}\right)\left(\begin{array}{cc}
r^{\prime} & m^{\prime} \\
0 & s^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
r r^{\prime} & r m^{\prime}+m s^{\prime} \\
0 & s s^{\prime}
\end{array}\right) .
\end{aligned}
$$

Then $A$ is a ring with identity, the bimodule property entering the proof of associativity of multiplication in $A$. We can identify $R, M$, and $S$ with the additive subgroups of $A$ given by $\left(\begin{array}{cc}R & 0 \\ 0 & 0\end{array}\right),\left(\begin{array}{cc}0 & M \\ 0 & 0\end{array}\right)$, and $\left(\begin{array}{cc}0 & 0 \\ 0 & S\end{array}\right)$. Problems $8-11$ at the end of the chapter ask one to check the following facts:
(i) The left ideals in $A$ are of the form $I_{1} \oplus I_{2}$, where $I_{2}$ is a left ideal in $S$ and $I_{1}$ is a left $R$ submodule of $R \oplus M$ containing $M I_{2}$.
(ii) The right ideals in $A$ are of the form $J_{1} \oplus J_{2}$, where $J_{1}$ is a right ideal in $R$ and $J_{2}$ is a right $S$ submodule of $M \oplus S$ containing $J_{1} M$.
(iii) The ring $A$ is left Noetherian if and only if $R$ and $S$ are left Noetherian and $M$ satisfies the ascending chain condition for its left $R$ submodules. The ring $A$ is right Noetherian if and only if $R$ and $S$ are right Noetherian and $M$ satisfies the ascending chain condition for its right $S$ submodules.
(iv) The previous item remains valid if "Noetherian" is replaced by "Artinian" and "ascending" is replaced by "descending."
(v) If $A=\left(\begin{array}{ll}R & R \\ 0 & S\end{array}\right)$ is a ring such as $\left(\begin{array}{c}\mathbb{Q} \mathbb{Q} \\ 0 \\ \mathbb{Z}\end{array}\right)$ in which $S$ is a (commutative) Noetherian integral domain with field of fractions $R$ and if $S \neq R$, then $A$ is left Noetherian and not right Noetherian, and $A$ is neither left nor right Artinian.
(vi) If $A=\left(\begin{array}{ll}R & R \\ 0 & S\end{array}\right)$ is a ring such as $\left(\begin{array}{cc}\mathbb{Q}(x) & \mathbb{Q}(x) \\ 0 & \mathbb{Q}\end{array}\right)$ in which $R$ and $S$ are fields with $S \subseteq R$ and $\operatorname{dim}_{S} R$ infinite, then $A$ is left Noetherian and left Artinian, and $A$ is neither right Noetherian nor right Artinian.
From these examples we see, among other things, that "left" and "right" are somewhat independent for both the Noetherian and the Artinian conditions. We

[^12]already know from the commutative case that Noetherian does not imply Artinian, $\mathbb{Z}$ being a counterexample. We shall see in Theorem 2.15 later that left Artinian implies left Noetherian and that right Artinian implies right Noetherian.

Theorem 2.6 (E. Artin). If $R$ is a simple ring, then the following conditions are equivalent:
(a) $R$ is left Artinian,
(b) $R$ is semisimple,
(c) $R$ has a minimal left ideal,
(d) $R \cong M_{n}(D)$ for some integer $n \geq 1$ and some division ring $D$.

In particular, a left Artinian simple ring is right Artinian.
REMARK. Theorem 2.4 is a special case of the assertion that (a) implies (d). In fact, if $R$ is a finite-dimensional algebra over a field $F$, then the finite dimensionality forces $R$ to be left Artinian.

Proof. It is evident from Wedderburn's Theorem (Theorem 2.2) that (b) and (d) are equivalent. For the rest we prove that (a) implies (c), that (c) implies (b), and that (b) implies (a).

Suppose that (a) holds. Applying the minimum condition for left ideals in $R$, we obtain a minimal left ideal. Thus (c) holds.

Suppose that (c) holds. Let $V$ be a minimal left ideal. Then the sum $I=$ $\sum_{r \in R} V r$ is a two-sided ideal in $R$, and it is nonzero because the term for $r=1$ is nonzero. Since $R$ is simple, $I=R$. Then the left $R$ module $R$ is spanned by the simple left $R$ modules $V r$, and $R$ is semisimple. Thus (b) holds.

Suppose that (b) holds. Since $R$ is semisimple, the left $R$ module $R$ has a composition series. Then the left ideals in $R$ satisfy both chain conditions, and it follows that $R$ is left Artinian. Thus (a) holds.

## 4. Wedderburn-Artin Radical

In this section we introduce one notion of "radical" for certain rings with identity, and we show how it is related to semisimplicity. This notion, the "WedderburnArtin radical," is defined under the hypothesis that the ring is left Artinian. It is not the only notion of radical studied by ring theorists, however. There is a useful generalization, known as the "Jacobson radical," that is defined for arbitrary rings with identity. We shall not define and use the Jacobson radical in this text.

Fix a ring $R$ with identity. A nilpotent element in $R$ is an element $a$ with $a^{n}=0$ for some integer $n \geq 1$. A nil left ideal is a left ideal in which every element is nilpotent; nil right ideals and nil two-sided ideals are defined similarly.

A nilpotent left ideal is a left ideal $I$ such that $I^{n}=0$ for some integer $n \geq 1$, i.e., for which $a_{1} \cdots a_{n}=0$ for all $n$-fold products of elements from $I$; nilpotent right ideals and nilpotent two-sided ideals are defined similarly.

Lemma 2.7. If $I_{1}$ and $I_{2}$ are nilpotent left ideals in a ring $R$ with identity, then $I_{1}+I_{2}$ is nilpotent.

Proof. Let $I_{1}^{r}=0$ and $I_{2}^{s}=0$. Expand $\left(I_{1}+I_{2}\right)^{k}$ as $\sum I_{i_{1}} I_{i_{2}} \cdots I_{i_{k}}$ with each $i_{j}$ equal to 1 or 2 . Take $k=r+s$. In any term of the sum, there are $\geq r$ indices 1 or $\geq s$ indices 2 . In the first case let there be $t$ indices 2 at the right end. Since $I_{2} I_{1} \subseteq I_{1}$, we can absorb all other indices 2 , and the term of the sum is contained in $I_{1}^{r} I_{2}^{t}=0$. Similarly in the second case if there are $t^{\prime}$ indices 1 at the right end, then the term is contained in $I_{2}^{s} I_{1}^{t^{\prime}}=0$.

Lemma 2.8. If $I$ is a nilpotent left ideal in a ring $R$ with identity, then $I$ is contained in a nilpotent two-sided ideal $J$.

Proof. Put $J=\sum_{r \in R} I r$. This is a two-sided ideal. For any integer $k \geq 0$, $J^{k}=\left(\sum_{r \in R} I r\right)^{k} \subseteq \sum_{r_{1}, \ldots, r_{k}} \operatorname{Ir}_{1} I r_{2} \cdots I r_{k} \subseteq \sum_{r_{k}} I^{k} r_{k}$. If $I^{k}=0$, then $J^{k}=0$.

Lemma 2.9. If $R$ is a ring with identity, then the sum of all nilpotent left ideals in a nil two-sided ideal.

Proof. Let $K$ be the sum of all nilpotent left ideals in $R$, and let $a$ be a member of $K$. Write $a=a_{1}+\cdots+a_{n}$ with $a_{i} \in I_{i}$ for a nilpotent left ideal $I_{i}$. Lemma 2.7 shows that $I=\sum_{i=1}^{n} I_{i}$ is a nilpotent left ideal. Since $a$ is in $I, a$ is a nilpotent element.

The set $K$ is certainly a left ideal, and we need to see that $a R$ is in $K$ in order to see that $K$ is a two-sided ideal. Lemma 2.8 shows that $I \subseteq J$ for some nilpotent two-sided ideal $J$. Then $J \subseteq K$ because $J$ is one of the nilpotent left ideals whose sum is $K$. Since $a$ is in $I$ and therefore in $J$ and since $J$ is a two-sided ideal, $a R$ is contained in $J$. Therefore $a R$ is contained in $K$, and $K$ is a two-sided ideal.

Theorem 2.10. If $R$ is a left Artinian ring, then any nil left ideal in $R$ is nilpotent.

REMARK. Readers familiar with a little structure theory for finite-dimensional Lie algebras will recognize this theorem as an analog for associative algebras of Engel's Theorem.

Proof. Let $I$ be a nil left ideal of $R$, and form the filtration

$$
I \supseteq I^{2} \supseteq I^{3} \supseteq \cdots
$$

Since $R$ is left Artinian, this filtration is constant from some point on, and we have $I^{k}=I^{k+1}=I^{k+2}=\cdots$ for some $k \geq 1$. Put $J=I^{k}$. We shall show that $J=0$, and then we shall have proved that $I$ is a nilpotent ideal.

Suppose that $J \neq 0$. Since $J^{2}=I^{2 k}=I^{k}=J$, we have $J^{2}=J$. Thus the left ideal $J$ has the property that $J J \neq 0$. Since $R$ is left Artinian, the set of left ideals $K \subseteq J$ with $J K \neq 0$ has a minimal element $K_{0}$. Choose $a \in K_{0}$ with $J a \neq 0$. Since $J a \subseteq J K_{0} \subseteq K_{0}$ and $J(J a)=J^{2} a=J a \neq 0$, the minimality of $K_{0}$ implies that $J a=K_{0}$. Thus there exists $x \in J$ with $x a=a$. Applying powers of $x$, we obtain $x^{n} a=a$ for every integer $n \geq 1$. But $x$ is a nilpotent element, being in $I$, and thus we have a contradiction.

Corollary 2.11. If $R$ is a left Artinian ring, then there exists a unique largest nilpotent two-sided ideal $I$ in $R$. This ideal is the sum of all nilpotent left ideals and also is the sum of all nilpotent right ideals.

REmARKs. The two-sided ideal $I$ of the corollary is called the WedderburnArtin radical of $R$ and will be denoted by $\operatorname{rad} R$. This exists under the hypothesis that $R$ is left Artinian.

Proof. By Lemma 2.9 and Theorem 2.10 the sum of all nilpotent left ideals in $R$ is a two-sided nilpotent ideal $I$. Lemma 2.8 shows that any nilpotent right ideal is contained in a nilpotent two-sided ideal $J$. Since $J$ is in particular a nilpotent left ideal, the definition of $I$ forces $J \subseteq I$. Hence the sum of all nilpotent right ideals is contained in $I$. But $I$ itself is a nilpotent right ideal and hence equals the sum of all the nilpotent right ideals.

Lemma 2.12 (Brauer's Lemma). If $R$ is any ring with identity and if $V$ is a minimal left ideal in $R$, then either $V^{2}=0$ or $V=R e$ for some element $e$ of $V$ with $e^{2}=e$.

REMARK. An element $e$ with the property that $e^{2}=e$ is said to be idempotent.
Proof. Being a minimal left ideal, $V$ is a simple left $R$ module. Schur's Lemma (Proposition 10.4b of Basic Algebra) shows that $\operatorname{End}_{R} V$ is a division ring. If $a$ is in $V$, then the map $v \mapsto v a$ of $V$ into itself lies in $\operatorname{End}_{R} V$ and hence is the 0 map or is one-one onto. If it is the 0 map for all $a \in V$, then $V^{2}=0$. Otherwise suppose that $a$ is an element for which $v \mapsto v a$ is one-one onto. Then there exists $e \in V$ with $e a=a$. Multiplying on the left by $e$ gives $e^{2} a=e a$ and therefore $\left(e^{2}-e\right) a=0$. Since the map $v \mapsto v a$ is assumed to be one-one onto, we must have $e^{2}-e=0$ and $e^{2}=e$.

Theorem 2.13. If $R$ is a left Artinian ring and if the Wedderburn-Artin radical of $R$ is 0 , then $R$ is a semisimple ring.

REMARKS. Conversely semisimple rings are left Artinian and have radical 0. In fact, we already know that semisimple rings have a composition series for their left ideals and hence are left Artinian. To see that the radical is 0, apply Theorem 2.2 and write the ring as $R=M_{n_{1}}\left(D_{1}\right) \times \cdots \times M_{n_{r}}\left(D_{r}\right)$. The two-sided ideals of $R$ are the various subproducts, with 0 in the missing coordinates. Such a subproduct cannot be nilpotent as an ideal unless it is 0 , since the identity element in any factor is not a nilpotent element in $R$.

Proof. Let us see that any minimal left ideal $I$ of $R$ is a direct summand as a left $R$ submodule. Since $\operatorname{rad} R=0, I$ is not nilpotent. Thus $I^{2} \neq 0$, and Lemma 2.12 shows that $I$ contains an idempotent $e$. This element satisfies $I=R e$. Put $I^{\prime}=\{r \in R \mid r e=0\}$. Then $I^{\prime}$ is a left ideal in $R$. Since $I^{\prime} \cap I \subseteq I$ and $e$ is not in $I^{\prime}$, the minimality of $I$ forces $I^{\prime} \cap I=0$. Writing $r=r e+(r-r e)$ with $r e \in I$ and $r-r e \in I^{\prime}$, we see that $R=I+I^{\prime}$. Therefore $R=I \oplus I^{\prime}$.

Now put $I_{1}=I$. If $I^{\prime}$ is not 0 , choose a minimal left ideal $I_{2} \subseteq I^{\prime}$ by the minimum condition for left ideals in $R$. Arguing as in the previous paragraph, we have $I_{2}=R e_{2}$ for some element $e_{2}$ with $e_{2}^{2}=e_{2}$. The argument in the previous paragraph shows that $R=I_{2} \oplus I_{2}^{\prime}$, where $I_{2}^{\prime}=\left\{r \in R \mid r e_{2}=0\right\}$. Define $I^{\prime \prime}=$ $\left\{r \in R \mid r e_{1}=r e_{2}=0\right\}=I^{\prime} \cap I_{2}^{\prime}$. Since $I_{2}$ is contained in $I^{\prime}$, we can intersect $R=I_{2} \oplus I_{2}^{\prime}$ with $I^{\prime}$ and obtain $I^{\prime}=I_{2} \oplus I^{\prime \prime}$. Then $R=I_{1} \oplus I^{\prime}=I_{1} \oplus I_{2} \oplus I^{\prime \prime}$. Continuing in this way, we obtain $R=I_{1} \oplus I_{2} \oplus I_{3} \oplus I^{\prime \prime \prime}$, etc. As this construction continues, we have $I^{\prime} \supseteq I^{\prime \prime} \supseteq I^{\prime \prime \prime} \supseteq \cdots$. Since $R$ is left Artinian, this sequence must terminate, evidently in 0 . Then $R$ is exhibited as the sum of simple left $R$ modules and is semisimple.

Corollary 2.14. If $R$ is a left Artinian ring, then $R / \operatorname{rad} R$ is a semisimple ring.
Proof. Let $I=\operatorname{rad} R$, and let $\varphi: R \rightarrow R / I$ be the quotient homomorphism. Arguing by contradiction, let $\bar{J}$ be a nonzero nilpotent left ideal in $R / I$, and let $J=\varphi^{-1}(\bar{J}) \subseteq R$. Since $\bar{J}$ is nilpotent, $J^{k} \subseteq I$ for some integer $k \geq 1$. But $I$, being the radical, is nilpotent, say with $I^{l}=0$, and hence $J^{k+l} \subseteq I^{l}=0$. Therefore $J$ is a nilpotent left ideal in $R$ strictly containing $I$, in contradiction to the maximality of $I$. We conclude that no such $\bar{J}$ exists. Then $\operatorname{rad}(R / \operatorname{rad} R)=0$. Since $R / \operatorname{rad} R$ is left Artinian as a quotient of a left Artinian ring, Theorem 2.13 shows that $R / \operatorname{rad} R$ is a semisimple ring.

We shall use this corollary to prove that left Artinian rings are left Noetherian. We state the theorem, state and prove a lemma, and then prove the theorem.

Theorem 2.15 (Hopkins). If $R$ is a left Artinian ring, then $R$ is left Noetherian.
Lemma 2.16. If $R$ is a semisimple ring, then every unital left $R$ module $M$ is semisimple. Consequently any unital left $R$ module satisfying the descending
chain condition has a composition series and therefore satisfies the ascending chain condition.

Proof. For each $m \in M$, let $R_{m}$ be a copy of the left $R$ module $R$, and define $\tilde{M}=\bigoplus_{m \in M} R_{m}$ as a left $R$ module. Since each $R_{m}$ is semisimple, $\tilde{M}$ is semisimple. Define a function $\varphi: \widetilde{M} \rightarrow M$ as follows: if $r_{m_{1}}+\cdots+r_{m_{k}}$ is given with $r_{m_{j}}$ in $R_{m_{j}}$ for each $j$, let $\varphi\left(r_{m_{1}}+\cdots+r_{m_{k}}\right)=\sum_{j=1}^{k} r_{m_{j}} m_{j}$. Then $\varphi$ is an $R$ module map with the property that $\varphi\left(1_{m}\right)=m$, and consequently $\varphi$ carries $\tilde{M}$ onto $M$. As the image of a semisimple $R$ module under an $R$ module map, $M$ is semisimple.

Now suppose that $M$ is a unital left $R$ module satisfying the descending chain condition. We have just seen that $M$ is semisimple, and thus we can write $M=\bigoplus_{i \in S} M_{i}$ as a direct sum over a set $S$ of simple left $R$ modules $M_{i}$. Let us see that $S$ is a finite set. If $S$ were not a finite set, then we could choose an infinite sequence $i_{1}, i_{2}, \ldots$ of distinct members of $S$, and we would obtain

$$
M \supsetneqq \bigoplus_{i \neq i_{1}} M_{i} \supsetneqq \bigoplus_{i \neq i_{1}, i_{2}} M_{i} \supsetneqq \cdots,
$$

in contradiction to the fact that the $R$ submodules of $M$ satisfy the descending chain condition.

Proof of Theorem 2.15. Let $I=\operatorname{rad} R$. Since $I$ is nilpotent, $I^{n}=0$ for some $n$. Each $I^{k}$ for $k \geq 0$ is a left $R$ submodule of $R$. Since $R$ is left Artinian, its left $R$ submodules satisfy the descending chain condition, and the same thing is true of the $R$ submodules of each $I^{k}$. Consequently the $R$ submodules of each $I^{k} / I^{k+1}$ satisfy the descending chain condition.

In the action of $R$ on $I^{k} / I^{k+1}$ on the left, $I$ acts as 0 . Hence $I^{k} / I^{k+1}$ becomes a left $R / I$ module, and the $R / I$ submodules of this left $R / I$ module must satisfy the descending chain condition. Corollary 2.14 shows that $R / I=R / \operatorname{rad} R$ is a semisimple ring. Since the $R / I$ submodules of $I^{k} / I^{k+1}$ satisfy the descending chain condition, Lemma 2.16 shows that these $R / I$ submodules satisfy the ascending chain condition. Therefore the $R$ submodules of each left $R$ module $I^{k} / I^{k+1}$ satisfy the ascending chain condition.

We shall show inductively for $k \geq 0$ that the $R$ submodules of $R / I^{k+1}$ satisfy the ascending chain condition. Since $I^{n}=0$, this conclusion will establish that $R$ is left Noetherian, as required. The case $k=0$ was shown in the previous paragraph. Assume inductively that the $R$ submodules of $R / I^{k}$ satisfy the ascending chain condition. Since $R / I^{k} \cong\left(R / I^{k+1}\right) /\left(I^{k} / I^{k+1}\right)$ and since the $R$ submodules of $R / I^{k}$ and of $I^{k} / I^{k+1}$ satisfy the ascending chain condition, the same is true for $R / I^{k+1}$. This completes the proof.

## 5. Wedderburn's Main Theorem

Wedderburn's Main Theorem is an analog for finite-dimensional associative algebras over a field of characteristic 0 of the Levi decomposition of a finitedimensional Lie algebra over a field of characteristic 0 . Each of these results says that the given algebra is a "semidirect product" of the radical and a semisimple subalgebra isomorphic to the quotient of the given algebra by the radical. In other words, the whole algebra, as a vector space, is the direct sum of the radical and a vector subspace that is closed under multiplication.

An example of this phenomenon occurs with a block upper-triangular subalgebra $A$ of $M_{n}(D)$ whenever $D$ is a finite-dimensional division algebra over the given field. Let the diagonal blocks be of sizes $n_{1}, \ldots, n_{r}$ with $n_{1}+\cdots+n_{r}=n$. The radical $\operatorname{rad} A$ is the nilpotent ideal of all matrices whose only nonzero entries are above and to the right of the diagonal blocks, and the semisimple subalgebra consists of all matrices whose only nonzero entries lie within the diagonal blocks.

Theorem 2.17 (Wedderburn's Main Theorem). Let $A$ be a finite-dimensional associative algebra with identity over a field $F$ of characteristic 0 , and let rad $A$ be the Wedderburn-Artin radical. Then there exists a subalgebra $S$ of $A$ isomorphic as an $F$ algebra to $A / \operatorname{rad} A$ such that $A=S \oplus \operatorname{rad} A$ as vector spaces.

REMARKS. The finite dimensionality implies that $A$ is left Artinian, and Corollary 2.14 shows that $A / \operatorname{rad} A$ is a semisimple algebra. The decomposition $A=S \oplus \operatorname{rad} A$ is different in nature from the one in Theorem 2.2, which involves complementary ideals. When there are complementary ideals, the identity of $A$ decomposes as the sum of the identities for each summand. Here the identity of $A$ is the identity of $S$ and has 0 component in rad $A$. To see this, write $1=a+b$ with $a \in S$ and $b \in \operatorname{rad} A$. Multiplying $1=a+b$ on the left and right by $s \in S$, we see that $a s=s=s a$ and that $b s=s b=0$. Hence $a=1_{S}$ is the identity of $S$. Then $b^{2}=\left(1-1_{S}\right)^{2}=1-2 \cdot 1_{S}+1_{S}^{2}=1-2 \cdot 1_{S}+1_{S}=1-1_{S}=b$, and $b^{n}=b$ for all $n \geq 1$. Since $\operatorname{rad} A$ is nilpotent, $b^{n}=0$ for some $n$. Thus $b=0$, and $1=1_{S}$ as asserted.

Theorem 2.17 is a deep result, and the proof will occupy all of the present section and the next. The key special case to understand occurs when $A / \operatorname{rad} A \cong$ $M_{n_{1}}(F) \times \cdots \times M_{n_{r}}(F)$. We shall handle this case by means of Theorem 2.18 below, whose proof will be the main goal of the present section. Corollary 2.27 (of Theorem 2.18) near the end of this section will show that Theorem 2.18 implies this special case of Theorem 2.17 for $r=1$, and Corollary 2.28 will deduce this special case of Theorem 2.17 for general $r$ from Corollary 2.27.

Theorem 2.18. Let $A$ be a left Artinian ring with Wedderburn-Artin radical $\operatorname{rad} A$, and suppose that $A / \operatorname{rad} A$ is simple, i.e., is of the form $A / \operatorname{rad} A \cong M_{n}(D)$ for some division ring $D$. Then $A$ is isomorphic as a ring to $M_{n}(R)$ for some left Artinian ring $R$ such that $R / \operatorname{rad} R \cong D$.

The idea behind the proof of Theorem 2.18 is to give an abstract characterization of a ring of matrices in terms of the elements $E_{i j}$ that are 1 in the $(i, j)^{\text {th }}$ place and are 0 elsewhere. In turn, these elements arise from the diagonal such elements $E_{i i}$, which are idempotents, i.e., have $E_{i i}^{2}=E_{i i}$. The critical issue in the proof of Theorem 2.18 is to show that each idempotent of $A / \operatorname{rad} A$, which is assumed to be a full matrix ring $M_{n}(D)$, has an idempotent in its preimage in $A$. The lifted idempotents then point to $M_{n}(R)$ for a certain $R$.

Thus we begin with some discussion of idempotents. We shall intersperse facts about general rings with facts about left Artinian rings as we go along. For the moment let $R$ be any ring with identity, and let $e$ be an idempotent. Then $1-e$ is an idempotent, and we have the three Peirce ${ }^{4}$ decompositions

$$
\begin{aligned}
& R=R e \oplus R(1-e) \\
& R=e R \oplus(1-e) R \\
& R=e R e \oplus e R(1-e) \oplus(1-e) R e \oplus(1-e) R(1-e)
\end{aligned}
$$

All the direct sums may be regarded as direct sums of abelian groups. The two members of the right side in the first case are left ideals, and the two members of the right side in the second case are right ideals. If $r \in R$ is given, then the first decomposition is as $r=r e+r(1-e)$; the decomposition is direct because if $r_{1} e=r_{2}(1-e)$, then right multiplication by $e$ gives $r_{1} e=0$ since $e^{2}=e$. The second decomposition is proved similarly, and the third decomposition follows by combining the first two. In the third decomposition, $e R e$ is a ring with $e$ as identity, and $(1-e) R(1-e)$ is a ring with $1-e$ as identity.

Example. Let $R=M_{n}(F)$, and let

[^13]In block form we then have

$$
\begin{aligned}
& e R e=\left(\begin{array}{cc}
* & 0 \\
0 & 0
\end{array}\right), \quad e R(1-e)=\left(\begin{array}{cc}
0 & * \\
0 & 0
\end{array}\right), \\
& (1-e) R e=\left(\begin{array}{cc}
0 & 0 \\
* & 0
\end{array}\right), \quad(1-e) R(1-e)=\left(\begin{array}{cc}
0 & 0 \\
0 & *
\end{array}\right) .
\end{aligned}
$$

Proposition 2.19. In a ring $R$ with identity, let $e$ be an element of $R$ with $e^{2}=e$.
(a) If $I$ is a left ideal in $e R e$, then $e R I=I$. Hence $I \mapsto R I$ is a one-one inclusion-preserving map of the left ideals of $e R e$ to those of $R$.
(b) If $J$ is a two-sided ideal of $e R e$, then $e(R J R) e=J$. Hence $J \mapsto R J R$ is a one-one inclusion-preserving map of the two-sided ideals of $e R e$ to those of $R$. This map respects multiplication of ideals.
(c) If $\widetilde{J}$ is a two-sided ideal of $R$, then $e \widetilde{J} e$ is a two-sided ideal of $e R e$, and $e \operatorname{Re} \cap \widetilde{J}=e \widetilde{J} e$.

Proof. For (a), we have $e R I=e R(e I)=(e R e) I=I$, the first equality holding because $e$ is the identity in $e R e$ and the third equality holding because $e R e$ contains its identity $e$. The rest of (a) then follows.

For (b), $J$ satisfies $J=e J e$, since $e j=j e=j$ for every $j \in e R e$, and therefore $e R J R e=e R e J e R e=(e R e) J(e R e)=J$, the last equality holding because $e R e$ contains its identity $e$. To see that $J \mapsto R J R$ respects multiplication, we compute that $(R J R)\left(R J^{\prime} R\right)=R J R J^{\prime} R=R(J e) R\left(e J^{\prime}\right) R=$ $R J(e R e) J^{\prime} R=R J J^{\prime} R$.

For (c), $e \operatorname{Re} \cap \widetilde{J} \supseteq e \widetilde{J} e$ certainly. In the reverse direction, let $j$ be in $e \operatorname{Re} \cap \widetilde{J}$. Then $j=e r e$ for some $r \in R$, and hence eje $=e^{2} r e^{2}=e r e=j$ shows that $j$ is in $e \widetilde{J} e$.

Corollary 2.20. In a left Artinian ring $R$, let $e$ be an element with $e^{2}=e$. Then the ring $e R e$ is left Artinian, and

$$
\operatorname{rad}(e R e)=e R e \cap \operatorname{rad} R=e(\operatorname{rad} R) e
$$

If $\bar{R}$ denotes the quotient $\operatorname{ring} R / \operatorname{rad} R$ and $\bar{e}$ denotes the element $e+\operatorname{rad} R$ of the quotient, then the quotient map carries $e \operatorname{Re}$ onto $\bar{e} R \bar{e}$ and has kernel $\operatorname{rad}(e R e)$. Consequently

$$
e \operatorname{Re} / \operatorname{rad}(e \operatorname{Re}) \cong \bar{e} \bar{R} \bar{e}
$$

Proof. The ring $e R e$ is left Artinian as an immediate consequence of Proposition 2.19a. For the first display we may assume that $R$ and $e R e$ are both left Artinian. Then $e \operatorname{Re} \cap \operatorname{rad} R$ is a two-sided ideal of $e \operatorname{Re}$, and $(e \operatorname{Re} \cap \operatorname{rad} R)^{n} \subseteq$
$(\operatorname{rad} R)^{n}$ for every $n$. Since $(\operatorname{rad} R)^{N}=0$ for some $N, e \operatorname{Re} \cap \operatorname{rad} R$ is nilpotent, and $e \operatorname{Re} \cap \operatorname{rad} R \subseteq \operatorname{rad}(e R e)$. Since the reverse inclusion is evident, we obtain $\operatorname{rad}(e R e)=e \operatorname{Re} \cap \operatorname{rad} R$. The equality $e \operatorname{Re} \cap \operatorname{rad} R=e(\operatorname{rad} R) e$ is the special case of Proposition 2.19c in which $\widetilde{J}=\operatorname{rad} R$. This proves the equalities in the first display.

For the isomorphism in the second display, the quotient mapping carries ere to ere $+\operatorname{rad} R=(e+\operatorname{rad} R)(r+\operatorname{rad} R)(e+\operatorname{rad} R)=\bar{e}(r+\operatorname{rad} R) \bar{e}$. Thus the quotient map $R \rightarrow \bar{R}$ carries $e R e$ onto $\bar{e} \bar{R} \bar{e}$. The kernel is $e R e \cap \operatorname{rad} R$, which we have just proved is $\operatorname{rad}(e R e)$. Therefore the quotient map exhibits an isomorphism of rings $e R e / \operatorname{rad}(e R e) \cong \bar{e} \bar{R} \bar{e}$.

Proposition 2.21. In a ring $R$ with identity, let $e_{1}$ and $e_{2}$ be idempotents. Then the unital left $R$ modules $R e_{1}$ and $R e_{2}$ are isomorphic as left $R$ modules if and only if there exist elements $e_{12}$ and $e_{21}$ in $R$ such that

$$
\begin{aligned}
e_{1} e_{12} e_{2} & =e_{12}, & e_{2} e_{21} e_{1} & =e_{21} \\
e_{12} e_{21} & =e_{1}, & e_{21} e_{12} & =e_{2}
\end{aligned}
$$

REMARK. In this case we shall say that $e_{1}$ and $e_{2}$ are isomorphic idempotents, and we shall write $e_{1} \cong e_{2}$.

Proof. Let $\varphi: R e_{1} \rightarrow R e_{2}$ be an $R$ isomorphism. Define $e_{12}=\varphi\left(e_{1}\right)$ and $e_{21}=\varphi^{-1}\left(e_{2}\right)$. Every element $s$ of $R e_{2}$ has the property that $s e_{2}=s$ because $e_{2}^{2}=e_{2}$; since $e_{12}$ lies in $e_{2}, e_{12} e_{2}=e_{12}$. Meanwhile, $e_{12}=\varphi\left(e_{1}\right)=$ $\varphi\left(e_{1}^{2}\right)=e_{1} \varphi\left(e_{1}\right)=e_{1} e_{12}$. Putting these two facts together gives $e_{12}=e_{12} e_{2}=$ $e_{1} e_{12} e_{2}$. This proves the first equality in the display, and the equality $e_{21}=$ $e_{2} e_{21} e_{1}$ is proved similarly. Also, $e_{1}=\varphi^{-1}\left(\varphi\left(e_{1}\right)\right)=\varphi^{-1}\left(e_{12}\right)=\varphi^{-1}\left(e_{12} e_{2}\right)=$ $e_{12} \varphi^{-1}\left(e_{2}\right)=e_{12} e_{21}$, and similarly $e_{21} e_{12}=e_{2}$. This completes the proof that an $R$ isomorphism $R e_{1} \cong R e_{2}$ leads to elements $e_{12}$ and $e_{21}$ such that the four displayed identities hold.

For the converse, suppose that $e_{12}$ and $e_{21}$ exist and satisfy the four displayed identities. Define $\varphi: \operatorname{Re} e_{1} \rightarrow R$ by $\varphi\left(r e_{1}\right)=r e_{12}$. To see that this map is well defined, suppose that $r e_{1}=0$; then $r e_{12}=r\left(e_{1} e_{12} e_{2}\right)=\left(r e_{1}\right) e_{12} e_{2}=0$, as required. Similarly we can define $\psi: R e_{2} \rightarrow R$ by $\psi\left(r e_{2}\right)=r e_{21}$. Then

$$
\psi \varphi\left(e_{1}\right)=\psi\left(e_{12}\right)=\psi\left(e_{12} e_{2}\right)=e_{12} \psi\left(e_{2}\right)=e_{12} e_{21}=e_{1},
$$

and similarly $\varphi \psi\left(e_{2}\right)=e_{2}$. Since $\psi \varphi$ and $\varphi \psi$ are $R$ module homomorphisms, each is the identity on its domain.

Corollary 2.22. Let $R$ be a left Artinian ring. For each $r$ in $R$, let $\bar{r}$ be the coset $r+\operatorname{rad} R$ in $R / \operatorname{rad} R$. If $e_{1}$ and $e_{2}$ are idempotents in $R$, then $e_{1}$ and $e_{2}$ are isomorphic if and only if $\bar{e}_{1}$ and $\bar{e}_{2}$ are isomorphic.

Proof. If $e_{1}$ and $e_{2}$ are given as isomorphic in $R$, let $e_{12}$ and $e_{21}$ be as in Proposition 2.21, and pass to $R / \operatorname{rad} R$ by the quotient homomorphism to obtain elements $\bar{e}_{12}$ and $\bar{e}_{21}$ that exhibit $\bar{e}_{1}$ and $\bar{e}_{2}$ as isomorphic idempotents.

Conversely let $\bar{e}_{1}$ and $\bar{e}_{2}$ be isomorphic idempotents in $R / \operatorname{rad} R$, and use Proposition 2.21 to produce elements $\bar{u}_{12}$ and $\bar{u}_{21}$ in $R / \operatorname{rad} R$ such that

$$
\bar{e}_{1} \bar{u}_{12} \bar{e}_{2}=\bar{u}_{12}, \quad \bar{e}_{2} \bar{u}_{21} \bar{e}_{1}=\bar{u}_{21}, \quad \bar{u}_{12} \bar{u}_{21}=\bar{e}_{1}, \quad \bar{u}_{21} \bar{u}_{12}=\bar{e}_{2}
$$

Let $u_{12}$ and $u_{21}$ be preimages of $\bar{u}_{12}$ and $\bar{u}_{21}$ in $R$. Possibly replacing $u_{12}$ by $e_{1} u_{12} e_{2}$ and $u_{21}$ by $e_{2} u_{21} e_{1}$, we may assume that $e_{1} u_{12} e_{2}=u_{12}$ and $e_{2} u_{21} e_{1}=u_{21}$. Our construction is such that $u_{12} u_{21}=e_{1}-z_{1}$ with $z_{1}$ in $\operatorname{rad} R$ and $e_{1} z_{1}=z_{1}=z_{1} e_{1}$. Since $z_{1}$ is a nilpotent element,

$$
\left(e_{1}-z_{1}\right)\left(e_{1}+z_{1}+z_{1}^{2}+\cdots+z_{1}^{n}\right)=e_{1}
$$

as soon as $z_{1}^{n+1}=0$. Thus we have $u_{12} u_{21}\left(e_{1}+z_{1}+z_{1}^{2}+\cdots+z_{1}^{n}\right)=e_{1}$. Define $e_{12}=u_{12}$ and $e_{21}=u_{21}\left(e_{1}+z_{1}+z_{1}^{2}+\cdots+z_{1}^{n}\right)$. Then it is immediate that $\bar{e}_{12}=\bar{u}_{12}, \bar{e}_{21}=\bar{u}_{21}$, and $e_{12} e_{21}=e_{1}$. Also, the equality $e_{1} u_{12} e_{2}=u_{12}$ implies that $e_{1} e_{12} e_{2}=e_{12}$, and the equality $e_{2} u_{21} e_{1}\left(e_{1}+z_{1}+z_{1}^{2}+\cdots+z_{1}^{n}\right)=$ $u_{21}\left(e_{1}+z_{1}+z_{1}^{2}+\cdots+z_{1}^{n}\right)$ implies that $e_{2} e_{21} e_{1}=e_{21}$ since $e_{1} z_{1}=z_{1}=z_{1} e_{1}$.

In view of Proposition 2.21, we are left with checking the value of $e_{21} e_{12}$. We know that $\bar{e}_{21} \bar{e}_{12}=\bar{u}_{21} \bar{u}_{12}=\bar{e}_{2}$, and hence $e_{21} e_{12}=e_{2}-z_{2}$ for some $z_{2}$ in rad $R$. Multiplying by $e_{2}$ on both sides, we see that

$$
\begin{equation*}
e_{2} z_{2}=z_{2}=z_{2} e_{2} \tag{*}
\end{equation*}
$$

Now $\left(e_{21} e_{12}\right)\left(e_{21} e_{12}\right)=e_{21} e_{1} e_{12}=e_{21} e_{12}$, and thus $\left(e_{2}-z_{2}\right)^{2}=e_{2}-z_{2}$. Expanding out this equality and using (*) gives $e_{2}-2 z_{2}+z_{2}^{2}=e_{2}-z_{2}$ and therefore gives $z_{2}^{2}=z_{2}$. Hence $z_{2}^{n}=z_{2}$ for every $n \geq 1$. But $z_{2}$ is in $\operatorname{rad} R$, and every element of $\operatorname{rad} R$ is nilpotent. Thus $z_{2}=0$, and $e_{12} e_{21}=e_{1}$ as required.

The proof of Corollary 2.22 shows a little more than the statement asserts, and we shall use this little extra conclusion when we finally get to the proof of Theorem 2.18. The extra fact is that any elements $\bar{u}_{12}$ and $\bar{u}_{21}$ exhibiting $\bar{e}_{1}$ and $\bar{e}_{2}$ have lifts to elements $e_{12}$ and $e_{21}$ exhibiting $e_{1}$ and $e_{2}$ as isomorphic.

The critical step of lifting a single idempotent from $A / \operatorname{rad} A$ to $A$ is accomplished by the following proposition.

Proposition 2.23. Let $R$ be a left Artinian ring. For each $r$ in $R$, let $\bar{r}$ be the element $r+\operatorname{rad} R$ of $R / \operatorname{rad} R$. If $a$ is an element of $R$ such that $\bar{a}$ is idempotent in $R / \operatorname{rad} R$, then there exists an idempotent $e$ in $R$ such that $\bar{e}=\bar{a}$.

Proof. Set $b=1-a$. The elements $a$ and $b$ commute, and $a b=a(1-a)$ maps to $\bar{a}-\bar{a}^{2}=0$ in $R / \operatorname{rad} R$, since $\bar{a}$ is idempotent. Therefore $a b$ lies in $\operatorname{rad} R$ and must satisfy $(a b)^{n}=0$ for some $n$. Since $a$ and $b$ commute, we can apply the Binomial Theorem to obtain

Define

$$
\begin{gathered}
1=(a+b)^{2 n}=\sum_{k=0}^{2 n}\binom{2 n}{k} a^{2 n-k} b^{k} . \\
e=\sum_{k=0}^{n}\binom{2 n}{k} a^{2 n-k} b^{k} \quad \text { and } \quad f=\sum_{k=n+1}^{2 n}\binom{2 n}{k} a^{2 n-k} b^{k}
\end{gathered}
$$

Each term of $e$ contains at least the $n^{\text {th }}$ power of $a$, and each term of $b$ contains at least the $n^{\text {th }}$ power of $b$. Thus each term of ef contains at least a factor $a^{n} b^{n}=$ $(a b)^{n}=0$, and we see that $e f=0$. Therefore $e=e 1=e(e+f)=e^{2}+0=e^{2}$, and $e$ is an idempotent. Each term of $e$ except the one for $k=0$ contains a factor $a b$, and thus $e \equiv a^{2 n} \bmod \operatorname{rad} R$. Since $\bar{a}$ is idempotent, $a^{2 n} \equiv a \bmod \operatorname{rad} R$, and therefore $\bar{e}=\bar{a}$.

For the proof of Theorem 2.18, we need to lift an entire matrix ring to obtain a matrix ring, and this involves lifting more than a single idempotent. In effect, we have to lift compatibly an entire system $\bar{e}_{i j}$ that behaves like the usual system of $E_{i j}$ for matrices. The idea is that if $R / \operatorname{rad} R$ is a matrix ring $M_{n}(K)$ with some ring of coefficients $K$, then the $i^{\text {th }}$ and $j^{\text {th }}$ columns of $M_{n}(K)$ may be described compatibly as $M_{n}(K) \bar{e}_{i i}$ and $M_{n}(K) \bar{e}_{j j}$. Proposition 2.23 allows us to lift $\bar{e}_{i i}$ and $\bar{e}_{j j}$ to idempotents $e_{i i}$ and $e_{j j}$, and Corollary 2.22 shows that an isomorphism $\bar{e}_{i i} \cong \bar{e}_{j j}$ implies an isomorphism $e_{i i} \cong e_{j j}$. The isomorphism gives us elements $e_{i j}$ and $e_{j i}$, and then we can piece these together to form matrices.

Two idempotents $e$ and $f$ in a ring $R$ with identity are said to be orthogonal if $e f=0=f e$. Suppose that $e_{1}, \ldots, e_{n}$ are mutually orthogonal idempotents such that $\sum_{i=1}^{n} e_{i}=1$. Let us see in this case that

$$
R=R e_{1} \oplus \cdots \oplus R e_{n}
$$

as left $R$ modules. In fact, the condition $\sum_{i=1}^{n} e_{i}=1$ shows that $r=\sum_{i=1}^{n} r e_{i}$ for each $r \in R$, and thus $R=R e_{1}+\cdots+R e_{n}$. If $r$ lies in $R e_{j} \cap \sum_{i \neq j} R e_{i}$, then $r=s e_{j}$ and $r=\sum_{i \neq j} r_{i} e_{i}$. Multiplying the first of these equalities on the right by $e_{j}$ gives $r e_{j}=s e_{j}^{2}=s e_{j}=r$. Hence the second of these equalities, upon multiplication by $e_{j}$, yields $r=r e_{j}=\sum_{i \neq j} r_{i} e_{i} e_{j}=0$. In other words, the sum is direct, as asserted.

Corollary 2.24. Let $R$ be a left Artinian ring. For each $r$ in $R$, let $\bar{r}$ be the coset $r+\operatorname{rad} R$ in $R / \operatorname{rad} R$. If $x$ and $y$ are orthogonal idempotents in $\bar{R}=R / \operatorname{rad} R$ and if $e$ is an idempotent in $R$ with $\bar{e}=x$, then there exists an idempotent $f$ in $R$ with $\bar{f}=y$ and $e f=f e=0$.

Proof. By Proposition 2.23 choose an idempotent $f_{0}$ in $R$ with $\bar{f}_{0}=y$. Then $f_{0} e$ has $\overline{f_{0} e}=y x=0$. Hence $f_{0} e$ is in $\operatorname{rad} R$, and $\left(f_{0} e\right)^{n+1}=0$ for some $n$. Consequently $1+f_{0} e+\left(f_{0} e\right)^{2}+\cdots+\left(f_{0} e\right)^{n}$ is a two-sided inverse to $1-f_{0} e$. Define

$$
f=(1-e)\left(1+f_{0} e+\left(f_{0} e\right)^{2}+\cdots+\left(f_{0} e\right)^{n}\right) f_{0}\left(1-f_{0} e\right)
$$

Then $\bar{f}=(1-x)(y+0+\cdots+0) y(1-0)=(1-x) y=y-x y=y$. Moreover,

$$
f e=(1-e)\left(1+f_{0} e+\left(f_{0} e\right)^{2}+\cdots+\left(f_{0} e\right)^{n}\right)\left(f_{0} e-f_{0}^{2} e^{2}\right)=0
$$

since $f_{0} e-f_{0}^{2} e^{2}=f_{0} e-f_{0} e=0$, and

$$
e f=e(1-e)\left(1+f_{0} e+\left(f_{0} e\right)^{2}+\cdots+\left(f_{0} e\right)^{n}\right) f_{0}\left(1-f_{0} e\right)=0
$$

since $e(1-e)=0$.
We still need to see that $f^{2}=0$. Since $f_{0}\left(1-f_{0} e\right)=f_{0}(1-e)$, we can write $f=(1-e)\left(1+f_{0} e+\cdots\right) f_{0}(1-e)$ and

$$
\begin{aligned}
f^{2} & =(1-e)\left(1+f_{0} e+\cdots\right) f_{0}(1-e)\left(1+f_{0} e+\cdots\right) f_{0}(1-e) \\
& =(1-e)\left(1+f_{0} e+\cdots\right) f_{0}\left(1-f_{0} e\right)\left(1+f_{0} e+\cdots\right) f_{0}(1-e) \\
& =(1-e)\left(1+f_{0} e+\cdots\right) f_{0} \cdot 1 \cdot f_{0}(1-e) \\
& =(1-e)\left(1+f_{0} e+\cdots\right) f_{0}\left(1-f_{0} e\right) \\
& =f
\end{aligned}
$$

as required.
Corollary 2.25. Let $R$ be a left Artinian ring. For each $r$ in $R$, let $\bar{r}$ be the coset $r+\operatorname{rad} R$ in $R / \operatorname{rad} R$. If $\left\{x_{1}, \ldots, x_{N}\right\}$ is a finite set of mutually orthogonal idempotents in $\bar{R}=R / \operatorname{rad} R$, then there exists a set of mutually orthogonal idempotents $\left\{e_{1}, \ldots, e_{N}\right\}$ in $R$ such that $\bar{e}_{i}=x_{i}$ for all $i$. If $\sum_{i=1}^{N} x_{i}=1$, then $\sum_{i=1}^{N} e_{i}=1$.

Proof. For the existence of $\left\{x_{1}, \ldots, x_{N}\right\}$, we proceed by induction on $N$, the case $N=1$ being Proposition 2.23. Suppose we have found $e_{1}, \ldots, e_{n}$ and we want to find $e_{n+1}$. Let $e$ be the idempotent $e_{1}+\cdots+e_{n}$, and apply Corollary 2.24 to the idempotent $e$ in $R$ and the idempotent $x_{n+1}$ in $R / \mathrm{rad} R$. The corollary gives us $e_{n+1}$ orthogonal to $e$ with $\bar{e}_{n+1}=x_{n+1}$. Since $e_{i}=e_{i} e=e e_{i}$ for $i \leq n$, we obtain $e_{n+1} e_{i}=e_{n+1}\left(e e_{i}\right)=\left(e_{n+1} e\right) e_{i}=0$ and similarly $e_{i} e_{n+1}=0$ for those $i$ 's, and the induction is complete.

Finally $\sum_{i} x_{i}=1$ implies that $\sum_{i} e_{i}=1+r$ for some $r$ in $\operatorname{rad} R$. Then the idempotent $1-\sum_{i} e_{i}$ is exhibited as in $\operatorname{rad} R$ and must be 0 because every element of $\operatorname{rad} R$ is nilpotent.

In a nonzero ring $R$ with identity, a finite subset $\left\{e_{i j} \mid i, j \in\{1, \ldots, n\}\right\}$ is called a set of matrix units in $R$ if $\sum_{i=1}^{n} e_{i i}=1$ and $e_{i j} e_{k l}=\delta_{j k} e_{i l}$ for all $i, j, k, l$. It follows from these conditions that the $e_{i i}$ are mutually orthogonal idempotents with sum 1 , since $e_{i i} e_{j j}=\delta_{i j} e_{i j}=\delta_{i j} e_{i i}$. In view of the remarks before Corollary 2.24, we automatically have $R=\bigoplus_{i=1}^{n} R e_{i i}$. In addition, the product rule gives $e_{i i} e_{i j} e_{j j}=e_{i j}, e_{j j} e_{j i} e_{i i}=e_{j i}, e_{i j} e_{j i}=e_{i i}$, and $e_{j i} e_{i j}=e_{j j}$; by Proposition 2.21 the idempotents $e_{i i}$ and $e_{j j}$ are isomorphic in the sense that there is a left $R$ module isomorphism $R e_{i i} \cong R e_{j j}$.

If $A=M_{n}(R)$, define $E_{i j}$ to be the matrix that is 1 in the $(i, j)^{\text {th }}$ place and is 0 elsewhere. Then it is immediate that $\left\{E_{i j}\right\}$ is a set of matrix units in $A$. To recognize matrix rings, we prove the following converse.

Proposition 2.26. For a nonzero ring $A$ with identity, suppose that

$$
\left\{e_{i j} \mid i, j \in\{1, \ldots, n\}\right\}
$$

is a set of matrix units in $A$. Let $R$ be the subring of $A$ of all elements of $A$ commuting with all $e_{i j}$. Then every element of $A$ can be written in one and only one way as $\sum_{i, j} r_{i j} e_{i j}$ with $r_{i j} \in R$ for all $i$ and $j$, and the map $A \rightarrow M_{n}(R)$ given by $a \mapsto\left[r_{i j}\right]$ is a ring isomorphism. The ring $R$ can be recovered from $A$ by means of the isomorphism $R \cong e_{11} A e_{11}$.

Proof. To each $a \in A$, associate the matrix $\left[r_{i j}\right]$ in $M_{n}(A)$ whose entries are given by $r_{i j}=\sum_{k} e_{k i} a e_{j k}$. Then

$$
\begin{equation*}
r_{i j} e_{l m}=\sum_{k} e_{k i} a e_{j k} e_{l m}=\sum_{k} e_{k i} a \delta_{k l} e_{j m}=e_{l i} a e_{j m} \tag{*}
\end{equation*}
$$

and

$$
e_{l m} r_{i j}=\sum_{k} e_{l m} e_{k i} a e_{j k}=\sum_{k} \delta_{m k} e_{l i} a e_{j k}=e_{l i} a e_{j m}
$$

Thus $r_{i j} e_{l m}=e_{l i} a e_{j m}=e_{l m} r_{i j}$. Because of the definition of $R$, this equality shows that $r_{i j}$ is in $R$. In particular, $\left[r_{i j}\right]$ is in $M_{n}(R)$. A special case of $(*)$ is that $r_{i j} e_{i j}=e_{i i} a e_{j j}$. Hence

$$
\sum_{i, j} r_{i j} e_{i j}=\sum_{i, j} e_{i i} a e_{j j}=1 a 1=a
$$

This proves that $a$ can be expanded as $a=\sum_{i, j} r_{i j}$.
For uniqueness, suppose that $a=\sum_{i, j} s_{i j} e_{i j}$ is given with each $s_{i j}$ in $R$. Multiplication on the left by $e_{k p}$ and right by $e_{q k}$, followed by addition, gives

$$
r_{p q}=\sum_{k} e_{k p} a e_{q k}=\sum_{k} e_{k p}\left(\sum_{i, j} s_{i j} e_{i j}\right) e_{q k}=\sum_{i, j, k} s_{i j} e_{k p} e_{i j} e_{q k}=\sum_{k} s_{p q} e_{k k}=s_{p q} .
$$

This proves that the map $A \rightarrow M_{n}(R)$ is one-one onto.
To see that the map $A \rightarrow M_{n}(R)$ respects multiplication, let $a$ and $a^{\prime}$ be in $A$, and let the effect of the map on $a, a^{\prime}$, and $a a^{\prime}$ be $a \mapsto\left[r_{i j}\right], a^{\prime} \mapsto\left[r_{i j}^{\prime}\right]$, and $a a^{\prime} \mapsto\left[s_{i j}\right]$. Then we have

$$
\sum_{l} r_{i l} r_{l j}^{\prime}=\sum_{l, k, k^{\prime}} e_{k i} a e_{l k} e_{k^{\prime} l} a^{\prime} e_{j k^{\prime}}=\sum_{l, k} e_{k i} a e_{l l} a^{\prime} e_{j k}=\sum_{k} e_{k i} a a^{\prime} e_{j k}=s_{i j}
$$

and the matrix product of the images of $a$ and $a^{\prime}$ coincides with the image of $a a^{\prime}$.
Finally consider the image $E_{11}=\left[r_{i j}\right]$ of the element $a=e_{11}$ of $A$. It has $r_{i j}=\sum_{k} e_{k i} e_{11} e_{j k}=\delta_{i 1} \delta_{1 j} \sum_{k} e_{k k}=\delta_{i 1} \delta_{1 j}$. If $a$ is a general element of $A$ and its image is $\left[r_{i j}\right]$, then the result of the previous paragraph shows that $e_{11} a e_{11}$ maps to $E_{11}\left[r_{i j}\right] E_{11}=r_{11} E_{11}$. Hence the map $e_{11} a e_{11} \mapsto r_{11}$ is an isomorphism of $e_{11} A e_{11}$ with $R$.

Proof of Theorem 2.18. Let $\left\{x_{i j} \mid i, j \in\{1, \ldots, n\}\right\}$ be a set of matrix units for the matrix ring $A / \operatorname{rad} A \cong M_{n}(D)$. Then $x_{11}, \ldots, x_{n n}$ are mutually orthogonal idempotents in $A / \operatorname{rad} A$ with sum 1. By Corollary 2.25 we can choose mutually orthogonal idempotents $e_{11}, \ldots, e_{n n}$ in $A$ with $\sum_{i=1}^{n} e_{i i}=1$ and with $\bar{e}_{i i}=x_{i i}$.

We observed at the time of defining matrix units that $x_{11}, \ldots, x_{n n}$ are isomorphic as idempotents. Corollary 2.22 shows as a consequence that $e_{11}, \ldots, e_{n n}$ are isomorphic as idempotents. The remarks following Corollary 2.22 show that the isomorphism of $R e_{11}$ with $R e_{i i}$ can be exhibited by elements $e_{1 i}$ and $e_{i 1}$ in $A$ satisfying the usual properties

$$
e_{11} e_{1 i} e_{i i}=e_{1 i}, \quad e_{i i} e_{i 1} e_{11}=e_{i 1}, \quad e_{1 i} e_{i 1}=e_{11}, \quad e_{i 1} e_{1 i}=e_{i i}
$$

and also the properties $\bar{e}_{1 i}=x_{1 i}$ and $\bar{e}_{i 1}=x_{i 1}$. Here $\bar{a}$ is shorthand for $a+\operatorname{rad} A$. Define $e_{i j}=e_{i 1} e_{1 j}$. Then $\bar{e}_{i j}=\bar{e}_{i 1} \bar{e}_{1 j}=x_{i 1} x_{1 j}=x_{i j}$, and we readily check that $\left\{e_{i j}\right\}$ is a set of matrix units for $A$.

By Proposition 2.26, $A \cong M_{n}(R)$ with $R \cong e_{11} A e_{11}$. From Corollary 2.20 we know that $e_{11} A e_{11} / \operatorname{rad}\left(e_{11} A e_{11}\right) \cong \bar{e}_{11}(A / \operatorname{rad} A) \bar{e}_{11}$, where $\bar{e}_{11}$ denotes the element $e_{11}+\operatorname{rad} A$ of $A / \operatorname{rad} A$. Hence

$$
R / \operatorname{rad} R \cong \bar{e}_{11}(A / \operatorname{rad} A) \bar{e}_{11} \cong \bar{e}_{11} M_{n}(D) \bar{e}_{11} \cong D
$$

and the proof is complete.
Corollary 2.27. If $A$ is a finite-dimensional algebra with identity over a field $F$ and if $A / \operatorname{rad} A \cong M_{n}(F)$ as algebras, then there is a subalgebra $S$ isomorphic to $M_{n}(F)$ such that $A \cong S \oplus \operatorname{rad} A$ as vector spaces.

REMARKS. This corollary shows that Theorem 2.18 implies Theorem 2.17 under the additional assumption that the algebra $A$ of Theorem 2.17 satisfies $A / \operatorname{rad} A \cong M_{n}(F)$. It is not necessary to assume characteristic 0 .

Proof. Suppose that $A$ is a finite-dimensional algebra with identity over $F$ such that $A / \operatorname{rad} A \cong M_{n}(F)$. Then $A$ is left Artinian, and Theorem 2.18 produces a certain ring $R$ with $A \cong M_{n}(R)$. Here Proposition 2.26 shows that $R$ is isomorphic as a ring to $e_{11} A e_{11}$ for a certain idempotent $e_{11}$ in $A$. It follows that $R$ is an algebra with identity over $F$, necessarily finite-dimensional because $A$ is finite-dimensional. The algebra $R$, according to Theorem 2.18, has $R / \operatorname{rad} R \cong F$. Therefore $R \cong F \oplus \operatorname{rad} R$ as $F$ vector spaces. If we allow $M_{n}(\cdot)$ to be defined even for rings without identity, then we have $F$ algebra isomorphisms

$$
A \cong M_{n}(R) \cong M_{n}(F \oplus \operatorname{rad} R) \cong M_{n}(F) \oplus M_{n}(\operatorname{rad} R)
$$

in which the direct sums are understood to be direct sums of vector spaces. We shall show that

$$
\begin{equation*}
\operatorname{rad}\left(M_{n}(R)\right)=M_{n}(\operatorname{rad} R), \tag{*}
\end{equation*}
$$

and then the decomposition $A=S \oplus \operatorname{rad} A$ will have been proved with $S \cong$ $M_{n}(F)$.

To prove $(*)$, let $E_{i j}$ be the member of $M_{n}(R)$ that is 1 in the $(i, j)^{\text {th }}$ place and is 0 elsewhere. Suppose that $J$ is a two-sided ideal in $M_{n}(R)$. Let $I \subseteq R$ be the set of all elements $x_{11}$ for $x \in J$. If $r$ is in $R$, then $r E_{11}$ is a member of $M_{n}(R)$, and the $(1,1)^{\text {th }}$ entry of the element $\left(r E_{11}\right) x$ of $J$ is $r x_{11}$. Thus $r x_{11}$ is in $I$. Similarly $x_{11} r$ is in $I$, and $I$ is a two-sided ideal in $R$. Let us see that

$$
\begin{equation*}
J=M_{n}(I) \tag{**}
\end{equation*}
$$

If $x$ is in $J$, then so is $E_{i 1} x E_{1 j}=x_{11} E_{i j}$, and hence $I E_{i j}$ is in $J$; taking sums over $i$ and $j$ shows that $M_{n}(I) \subseteq J$. In the reverse direction if $x$ is in $J$, then so is $E_{1 i} x E_{j 1}=x_{i j} E_{11}$, and hence $x_{i j}$ is in $I$; therefore $J \subseteq M_{n}(I)$. This proves $(* *)$. Let us apply $(* *)$ with $J=\operatorname{rad}\left(M_{n}(R)\right)$. The corresponding ideal $I$ of $R$ consists of all entries $x_{11}$ of members $x$ of $J$. Using Corollary 2.20, we obtain

$$
I E_{11}=E_{11} J E_{11}=E_{11} \operatorname{rad}\left(M_{n}(R)\right) E_{11}=\operatorname{rad}\left(E_{11} M_{n}(R) E_{11}\right)=\operatorname{rad}\left(R E_{11}\right)
$$

Thus $I=\operatorname{rad} R$. Taking $M_{n}(\cdot)$ of both sides and applying $(* *)$, we arrive at $(*)$. This completes the proof.

Corollary 2.28. If $A$ is a finite-dimensional associative algebra with identity over a field $F$ and if $A / \operatorname{rad} A \cong M_{n_{1}}(F) \times \cdots \times M_{n_{r}}(F)$, then there is a subalgebra $S$ of $A$ isomorphic as an algebra to $A / \operatorname{rad} A$ such that $A \cong S \oplus \operatorname{rad} A$ as vector spaces.

REMARKS. This corollary gives the conclusion of Theorem 2.17 under the additional assumption that the semisimple algebra $A / \operatorname{rad} A$ over $F$ is of the form $A / \operatorname{rad} A \cong M_{n_{1}}(F) \times \cdots \times M_{n_{r}}(F)$. If $F$ is algebraically closed, then the division rings $D_{k}$ in Theorem 2.2 are finite-dimensional division algebras over $F$ and necessarily equal $F$, as was observed in the discussion after Corollary 2.3. Thus Theorem 2.2 shows that the additional assumption about the form of $A / \operatorname{rad} A$ is automatically satisfied if $F$ is algebraically closed. In other words, Corollary 2.28 completes the proof of Theorem 2.17 if $F$ is algebraically closed.

Proof. For $1 \leq j \leq r$, let $x_{j}$ be the identity matrix of $M_{n_{j}}(F)$ when $M_{n_{j}}(F)$ is regarded as a subalgebra of $A / \operatorname{rad} A$. The elements $x_{j}$ are orthogonal idempotents in $A / \operatorname{rad} A$ with sum 1, and Corollary 2.25 shows that they lift to orthogonal idempotents $e_{j}$ of $A$ with sum 1 . For each $j$, Corollary 2.20 shows that $e_{j} A e_{j} / \operatorname{rad}\left(e_{j} A e_{j}\right)=x_{j}(A / \operatorname{rad} A) x_{j} \cong M_{n_{j}}(F)$. By Corollary 2.27, $e_{j} A e_{j}$ has a subalgebra $S_{j} \cong M_{n_{j}}(F)$ with $e_{j} A e_{j}=S_{j} \oplus \operatorname{rad}\left(e_{j} A e_{j}\right)$ as vector spaces. Put $S=\bigoplus_{j=1}^{r} S_{j}$, the direct sum being understood in the sense of vector spaces. The subalgebra $S_{j}$ has identity $e_{j}$, and the product of $e_{j}$ with any other $S_{i}$ is 0 because $e_{i} e_{j}=e_{j} e_{i}=0$ when $i \neq j$. If $s=\sum_{j} s_{j}$ and $s^{\prime}=\sum_{j} s_{j}^{\prime}$ are two elements of $S$, then $s s^{\prime}=\left(\sum_{i} s_{i} e_{i}\right)\left(\sum_{j} e_{j} s_{j}^{\prime}\right)=\sum_{i, j} s_{i} e_{i} e_{j} s_{j}^{\prime}=\sum_{j} s_{j} e_{j} s_{j}^{\prime}=\sum_{j} s_{j} s_{j}^{\prime}$. Hence $S$ is a subalgebra. The element $\sum_{j=1}^{r} e_{j}$ is a two-sided identity in $S$.

Let us prove that $S \cap \operatorname{rad} A=0$. If $s=\sum_{j} s_{j}$ is in $S \cap \operatorname{rad} A$, then $s_{j}=e_{j} s e_{j}$ is in $S_{j}=e_{j} S e_{j}$ and is in $e_{j}(\operatorname{rad} A) e_{j}$, which equals $\operatorname{rad}\left(e_{j} A e_{j}\right)$ by Corollary 2.20. Since $S_{j} \cap \operatorname{rad}\left(e_{j} A e_{j}\right)=0$ by construction, $s_{j}=0$. Thus $s=\sum_{j} s_{j}=0$.

Consequently $S \cap \operatorname{rad} A=0$. A count of dimensions gives $\operatorname{dim} S=\sum_{j} \operatorname{dim} S_{j}$ $=\sum_{j} n_{j}^{2}=\operatorname{dim}(A / \operatorname{rad} A)$. Thus $\operatorname{dim} A=\operatorname{dim} S+\operatorname{dim}(\operatorname{rad} A)$, and we conclude that $A=S \oplus \operatorname{rad} A$ as vector spaces.

## 6. Semisimplicity and Tensor Products

In this section we shall complete the proof of Wedderburn's Main Theorem (Theorem 2.17). In the previous section we proved in Corollary 2.28 the special case in which $A / \operatorname{rad} A$ is isomorphic to a product of full matrix rings over the base field $F$. This special case includes all cases of Theorem 2.17 in which $F$ is algebraically closed.

The idea for the general case is to make a change of rings by tensoring $A$ with the algebraic closure of the underlying field $F$, or at least with a large enough finite extension $K$ of $F$ for Corollary 2.28 to be applicable. That is, we first consider $A_{K}=A \otimes_{F} K$ and $(A / \operatorname{rad} A) \otimes_{F} K$ in place of $A$ and $A / \operatorname{rad} A$. Inside $A_{K}$ we can recognize $(\operatorname{rad} A) \otimes_{F} K$ as a subalgebra defined over $K$, and we expect that it is rad $A_{K}$ and that we can find a complementary subalgebra $S$ over
$K$; then the question is one of showing that $S$ is of the form $S_{0} \otimes_{F} K$ for some semisimple subalgebra $S_{0}$ of $A$ defined over $F$. The trouble with this style of argument is that the tensor product $(A / \operatorname{rad} A) \otimes_{F} K$ need not be semisimple and there need not be a candidate for $S$. Some question about separability of field extensions plays a role, as the following example shows, and the assumption of characteristic 0 will ensure this separability.

Example. We exhibit two extension fields $K$ and $L$ of a base field $F$ such that $K \otimes_{F} L$ is not a semisimple algebra over $F$. The field extensions are each 1-by-1 matrix algebras over an extension field of $F$ and hence are simple algebras, yet the tensor product is not semisimple. Fix a prime field $\mathbb{F}_{p}$, and let $F=\mathbb{F}_{p}\left(x^{p}\right)$ be a simple transcendental extension of $\mathbb{F}_{p}$. Define $K=L=\mathbb{F}_{p}(x)=F\left(\sqrt[p]{x^{p}}\right)$. Both $K$ and $L$ are field extensions of $F$ of degree $p$. Thus $K \otimes_{F} L$ is a finitedimensional commutative algebra with identity over $F$, by the construction in Proposition 10.24 of Basic Algebra. The element $z=x \otimes 1-1 \otimes x$ in $K \otimes_{F} L$ is nonzero but has $z^{p}=x^{p} \otimes 1-1 \otimes x^{p}=x^{p} \otimes 1-x^{p} \otimes 1=0$, the next-to-last equality following because $x^{p}$ lies in the base field $F$. Consequently $K \otimes_{F} L$ has a nonzero nilpotent element. If $K \otimes_{F} L$ were semisimple, Theorem 2.2 would show that it was the direct product of fields, and it could not have any nonzero nilpotent elements. We conclude that $K \otimes_{F} L$ is not a semisimple algebra.

Proposition 2.29. Let $F$ be a field, let $K=F(\alpha)$ be a simple algebraic extension, let $g(X)$ be the minimal polynomial of $\alpha$ over $F$, and let $L$ be another field extension of $F$. Then
(a) $K \otimes_{F} L \cong L[X] /(g(X))$ as associative algebras over $L$,
(b) $K \otimes_{F} L$ is a semisimple algebra if the polynomial $g(X)$ is separable.

Remarks. Proposition 10.24 of Basic Algebra shows that the tensor product $A \otimes_{F} B$ of two associative algebras with identity over $F$ has a unique associative algebra structure such that $\left(a_{1} \otimes b_{1}\right)\left(a_{2} \otimes b_{2}\right)=a_{1} a_{2} \otimes b_{1} b_{2}$. Problem 8 at the end of Chapter X shows that if $B$ is an extension field of $F$, then $A \otimes_{F} B$ is in fact an associative algebra with identity over $B$, the multiplication by $b \in B$ being given by the mapping $1 \otimes($ left by $b)$.

Proof. For (a), let $n=[K: F]$. Form the $F$ bilinear mapping of $F[X] \times L$ into $L[X]$ given by $(P(X), \ell) \mapsto \ell P(X)$. Corresponding to this $F$ bilinear mapping is a unique $F$ linear map $\varphi: F[X] \otimes_{F} L \rightarrow L[X]$ carrying $P(X) \otimes \ell$ to $\ell P(X)$ for $P(X) \in F[X]$ and $\ell \in L$. The $F$ vector space $F[X] \otimes_{F} L$ is an $L$ vector space with multiplication by $\ell_{0} \in L$ given by the linear mapping $1 \otimes$ (left by $\ell_{0}$ ). Since $\varphi\left(\left(1 \otimes\left(\right.\right.\right.$ left by $\left.\left.\left.\left.\ell_{0}\right)\right)(P(X) \otimes \ell)\right)=\ell_{0} \ell P(X)=\ell_{0} \varphi(P(X) \otimes \ell)\right), \varphi$ is $L$ linear. In addition, $\varphi\left((P(X) \otimes \ell)\left(Q(X) \otimes \ell^{\prime}\right)\right)=\varphi\left(P(X) Q(X) \otimes \ell \ell^{\prime}\right)=\ell \ell^{\prime} P(X) Q(X)=$ $\varphi(P(X) \otimes \ell) \varphi\left(Q(X) \otimes \ell^{\prime}\right)$, and therefore $\varphi$ is an algebra homomorphism.

We follow $\varphi$ with the quotient homomorphism $\psi: L[X] \rightarrow L[X] /(g(X))$, and the composition $\psi \varphi$ is 0 on the ideal $(g(x)) \otimes_{F} L$ of $F[X] \otimes_{F} L$. Therefore $\psi \varphi$ descends to a homomorphism $(F[X] /(g(X))) \otimes_{F} L \rightarrow L[X] /(g(X))$, hence to a homomorphism $\eta: K \otimes_{F} L \rightarrow L[X] /(g(X))$. Since $\varphi$ and $\psi$ are onto, so is $\eta$.

It is enough to prove that $\eta$ is one-one. Thus suppose that $\eta\left(\sum_{i} k_{i} \otimes \ell_{i}\right)=0$ with all $k_{i}$ in $K$, all $\ell_{i}$ in $L$, and the $\ell_{i}$ linearly independent over $F$. Write $k_{i}=P_{i}(X)+(g(X))$ with $\operatorname{deg} P_{i}(X)<n$ whenever $P_{i} \neq 0$. Then $\sum_{i} \ell_{i} P_{i}(X) \equiv$ $0 \bmod g(X)$. Since $g(X)$ has degree $n$ and each nonzero $P_{i}(X)$ has degree at most $n, \sum_{i} \ell_{i} P_{i}(X)=0$. Write $P_{i}(X)=\sum_{j} c_{i j} X^{j}$ with each $c_{i j}$ in $F$. Then $\sum_{j}\left(\sum_{i} \ell_{i} c_{i j}\right) X^{j}=0$, and $\sum_{i} \ell_{i} c_{i j}=0$ for all $j$. Since the $\ell_{i}$ are linearly independent over $F, c_{i j}=0$ for all $i$ and $j$. Thus $k_{i}=0$ for all $i, \sum_{i} k_{i} \otimes \ell_{i}=0$, and $\eta$ is one-one. This proves (a).

For (b), factor $g(X)$ over $L$ as $g_{1}(X) \cdots g_{m}(X)$ for polynomials $g_{j}(X)$ irreducible over $L$. Since the separability of $g$ forces $g_{1}, \ldots, g_{m}$ to be relatively prime in pairs, the Chinese Remainder Theorem implies that

$$
L[X] /\left(g_{1}(X) \cdots g_{m}(X)\right) \cong L[X] /\left(g_{1}(X)\right) \times \cdots \times L[X] /\left(g_{m}(X)\right)
$$

Each $L[X] /\left(g_{j}(X)\right)$ is a field, and thus $L[X] /(g(X))$ is exhibited as a product of fields and is semisimple.

Corollary 2.30. Let $F$ be a field, let $K$ be a finite separable algebraic extension of $F$, and let $L$ be another field extension of $F$. Then the algebra $K \otimes_{F} L$ is semisimple.

REMARKS. The condition of separability of the extension $K / F$ is automatic in characteristic 0 . The two field extensions $K$ and $L$ in the example before Proposition 2.29 both failed to be separable extensions of the base field $F$.

Proof. The Theorem of the Primitive Element (Theorem 9.34 of Basic Algebra) shows that $K / F$ is a simple extension, say with $K=F(\alpha)$. Since this extension is assumed separable, the minimal polynomial over $F$ of any element of $K$ is a separable polynomial. The hypotheses of Proposition 2.29b are therefore satisfied, and $K \otimes_{F} L$ is semisimple.

Proposition 2.31. Suppose that $A$ and $B$ are algebras with identity over a field $F$, that $B$ is simple, and that $B$ has center $F$. Then the two-sided ideals of the tensor-product algebra $A \otimes_{F} B$ are all subsets $I \otimes_{F} B$ such that $I$ is a two-sided ideal of $A$.

Proof. The set $I \otimes_{F} B$ is a two-sided ideal of $A \otimes_{F} B$, since $(a \otimes b)\left(i \otimes b^{\prime}\right)=$ ai $\otimes b b^{\prime}$ and since a similar identity applies to multiplication in the other order.

Conversely suppose that $J$ is an ideal in $A \otimes_{F} B$. Let $1_{B}$ be the identity of $B$, and define $I=\left\{a \in A \mid a \otimes 1_{B} \in J\right\}$. Then $I$ is a two-sided ideal of $A$, and we shall prove that $J=I \otimes_{F} B$. The easy inclusion is $I \otimes_{F} B \subseteq J$. For this, let $i$ be in $I$ and $b$ be in $B$. Then $i \otimes 1_{B}$ is in $J$ and $1_{A} \otimes b$ is in $A \otimes_{F} B$. Their product $i \otimes b$ has to be in $J$, and thus $I \otimes_{F} B \subseteq J$.

For the reverse inclusion, take a basis $\left\{x_{i}\right\}$ of $I$ over $F$ and extend it to a basis of $A$ by adjoining some vectors $\left\{y_{j}\right\}$. It is enough to show that any finite sum $\sum_{j} y_{j} \otimes b_{j}$ in $J$ necessarily has all $b_{j}$ equal to 0 . Arguing by contradiction, suppose that $\sum_{k=1}^{m} y_{j_{k}} \otimes b_{j_{k}}$ is a nonzero sum in $J$ with $m$ as small as possible and in particular with all $b_{j_{k}}$ nonzero. Let $H$ be the subset of $B$ defined by

$$
H=\left\{c_{j_{1}} \mid \sum_{k=1}^{m} y_{j_{k}} \otimes c_{j_{k}} \in J \text { for some } m \text {-tuple }\left\{c_{j_{k}}\right\} \subseteq B\right\}
$$

The set $H$ is a two-sided ideal of $B$ containing the nonzero element $b_{j_{1}}$ of $B$. Since $B$ is simple by assumption, $H=B$. Thus $1_{B}$ is in $H$. Therefore some element

$$
y_{j_{1}} \otimes 1_{B}+\sum_{k=2}^{m} y_{j_{k}} \otimes c_{j_{k}}
$$

is in $J$. Let $b \in B$ be arbitrary. Multiplying the displayed element on the left and right by $1_{A} \otimes b$ and subtracting the results shows that

$$
y_{j_{2}} \otimes\left(b c_{j_{2}}-c_{j_{2}} b\right)+\cdots+y_{j_{m}} \otimes\left(b c_{j_{m}}-c_{j_{m}} b\right)
$$

is in $J$. Since $m$ was chosen to be minimal, this element must be 0 for all choices of $b$. Then all coefficients are 0 , and the conclusion is that all coefficients $c_{j_{k}}$ are in the center of $B$, which is $F$ by assumption. Consequently we can rewrite our element of $J$ as
$y_{j_{1}} \otimes 1_{B}+\sum_{k=2}^{m} y_{j_{k}} \otimes c_{j_{k}}=y_{j_{1}} \otimes 1_{B}+\sum_{k=2}^{m} c_{j_{k}} y_{j_{k}} \otimes 1_{B}=\left(y_{j_{1}}+c_{j_{2}} y_{j_{2}}+\cdots+c_{j_{m}} y_{j_{m}}\right) \otimes 1_{B}$.
The definition of $I$ shows that the factor $y_{j_{1}}+c_{j_{2}} y_{j_{2}}+\cdots+c_{j_{m}} y_{j_{m}}$ in the pure tensor on the right is in $I$. Since the $y_{j}$ 's form a basis of a vector-space complement to $I$, this vector must be 0 . The linear independence of the $y_{j}$ 's over $F$ forces each coefficient to be 0 , and we have arrived at a contradiction because the coefficient of $y_{j_{1}}$ is 1 , not 0 .

Lemma 2.32. The center of a finite-dimensional simple algebra $A$ over a field $F$ is a field that is a finite extension of $F$.

Proof. By Theorem $2.4, A \cong M_{n}(D)$ for some finite-dimensional division algebra $D$ over $F$. Let $Z$ be the center of $A$. By inspection this consists of the scalar matrices whose entries lie in the center of $D$. The center of $D$ is a field. Hence $Z$ is a field, necessarily a finite extension of $F$.

Proposition 2.33. Let $A$ be a finite-dimensional semisimple algebra over a field $F$ of characteristic 0 , and suppose that $K$ is a field containing $F$. Then the algebra $A \otimes_{F} K$ over $K$ is semisimple.

Proof. Since the tensor product of a finite direct sum is the direct sum of tensor products, we may assume without loss of generality that $A$ is simple. Lemma 2.32 shows that the center $Z$ of $A$ is a finite extension field of $F$. By Corollary 2.30 and the assumption that $F$ has characteristic 0 , the algebra $Z \otimes_{F} K$ is semisimple. Being commutative, it must be of the form $K_{1} \oplus \cdots \oplus K_{s}$ with each ideal $K_{i}$ equal to a field, by Theorem 2.2.

Each ideal $K_{i}$ is a unital $Z \otimes_{F} K$ module, hence is both a unital $Z$ module and a unital $K$ module. Thus we can regard each $K_{i}$ as an extension field of $Z$ or of $K$, whichever we choose. First let us regard $K_{i}$ as an extension field of $Z$. Since $K_{i}$ has no nontrivial ideals and $A$ has center $Z$, Proposition 2.31 shows that the $Z$ algebra $A \otimes_{Z} K_{i}$ is simple as a ring.

Next let us regard $K_{i}$ as an extension field of $K$; since $A$ is finite-dimensional over $F$, so is $Z$. Therefore $Z \otimes_{F} K$ is finite-dimensional over $K$, and $K_{i}$ is a finite extension of $K$. Hence $A \otimes_{Z} K_{i}$ is a finite-dimensional algebra over $K$, and it is left Artinian as a ring.

By Theorem 2.6, any left Artinian simple ring such as $A \otimes_{Z} K_{i}$ is necessarily semisimple. Using the associativity formula for tensor products given in Proposition 10.22 of Basic Algebra, we obtain an isomorphism of rings

$$
\begin{aligned}
A \otimes_{F} K & \cong\left(A \otimes_{Z} Z\right) \otimes_{F} K \cong A \otimes_{Z}\left(Z \otimes_{F} K\right) \\
& \cong A \otimes_{Z}\left(K_{1} \oplus \cdots \oplus K_{s}\right) \cong \bigoplus_{j=1}^{s}\left(A \otimes_{Z} K_{j}\right),
\end{aligned}
$$

the summands being two-sided ideals in each case. Since each $A \otimes_{Z} K_{j}$ is a finite-dimensional simple algebra over $K, A \otimes_{F} K$ is a semisimple algebra over $K$ by Theorem 2.4.

Let us digress for a moment, returning in Lemma 2.34 to the argument that leads to the proof of Theorem 2.17. In the next section we shall want to know circumstances under which we can draw the same conclusion as in Proposition 2.33 without assuming that the characteristic is 0 . Write the finite-dimensional semisimple algebra $A$ as $A=M_{n_{1}}\left(D_{1}\right) \times \cdots \times M_{n_{r}}\left(D_{r}\right)$, where each $D_{r}$ is a division algebra over $F$. Let $Z_{1}, \ldots, Z_{r}$ be the respective centers of the simple factors of $A$. Lemma 2.32 observes that each $Z_{j}$ is a finite extension field of $F$. The proof of Proposition 2.33 appealed to Corollary 2.30 to conclude from the condition characteristic 0 that $Z_{j} \otimes_{F} K$ is semisimple. Instead, by rereading the statement of Corollary 2.30, we see that it would have been enough for each $Z_{j}$ to be a finite separable field extension of $F$, even if $F \operatorname{did}$ not have characteristic 0 .

Then the rest of the above proof goes through without change. Accordingly we define a finite-dimensional semisimple algebra $A$ over a field $F$ to be a separable semisimple algebra if the center of each simple component of $A$ is a separable extension field of $F$. In terms of this definition, we obtain the following improved version of Proposition 2.33.

Proposition 2.33'. Let $A$ be a finite-dimensional separable semisimple algebra over a field $F$, and suppose that $K$ is a field containing $F$. Then the algebra $A \otimes_{F} K$ over $K$ is semisimple.

Lemma 2.34. Suppose that $A$ is a finite-dimensional algebra with identity over a field $F$, and suppose that $N$ is a nilpotent two-sided ideal of $A$ such that the algebra $A / N$ is semisimple. Then $N=\operatorname{rad} A$.

Proof. The algebra $A$ is left Artinian, being finite-dimensional. Since $N$ is nilpotent, we must have $N \subseteq \operatorname{rad} A$. The two-sided ideal $(\operatorname{rad} A) / N$ of the semisimple algebra $A / N$ is nilpotent and hence must be 0 . Therefore $N=\operatorname{rad} A$.

Proof of Theorem 2.17. Let $A$ be the given finite-dimensional algebra of the field $F$ of characteristic 0 , and write $N$ for $\operatorname{rad} A$ and $\bar{A}$ for $A / N$. For any extension field $K$ of $F$, we write $A_{K}=A \otimes_{F} K, N_{K}=N \otimes_{F} K$, and $\bar{A}_{K}=\bar{A} \otimes_{F} K$.

For most of the proof, we shall treat the special case that $N^{2}=0$. Let $\bar{F}$ be an algebraic closure of $F$. Then $\bar{A}_{\bar{F}}=\bar{A} \otimes_{F} \bar{F}=(A / N) \otimes_{F} \bar{F} \cong$ $\left(A \otimes_{F} \bar{F}\right) /\left(N \otimes_{F} \bar{F}\right)=A_{\bar{F}} / N_{\bar{F}}$. Proposition 2.33 shows that $\bar{A}_{\bar{F}}=\bar{A} \otimes_{F} \bar{F}$ is a semisimple algebra over $\bar{F}$, and the claim is that the two-sided ideal $N_{\bar{F}}$ of $A_{\bar{F}}$ is nilpotent. In fact, any element of $N_{\bar{F}}$ is a finite sum of the form $\sum_{i}\left(a_{i} \otimes c_{i}\right)$ with each $a_{i}$ in $N$ and each $c_{i}$ in $\bar{F}$. The product of this element with $\sum_{j}\left(a_{j}^{\prime} \otimes c_{j}^{\prime}\right)$ is $\sum_{i, j}\left(a_{i} a_{j}^{\prime} \otimes c_{i} c_{j}^{\prime}\right)$, and this is 0 because the assumption $N^{2}=0$ implies that $a_{i} a_{j}^{\prime}=0$ for all $i$ and $j$. Thus $N_{\bar{F}}^{2}=0$, and $N_{\bar{F}}$ is nilpotent.

Since $A_{\bar{F}} / N_{\bar{F}}$ is semisimple and $N_{\bar{F}}$ is nilpotent, Lemma 2.34 shows that $N_{\bar{F}}=\operatorname{rad}\left(A_{\bar{F}}\right)$. Corollary 2.28 (a special case of Theorem 2.17) is applicable to $A_{\bar{F}}$ because $\bar{F}$ is algebraically closed, and it follows that there exists a subalgebra $\widetilde{S}$ of $A_{\bar{F}}$ such that $A_{\bar{F}}=\widetilde{S} \oplus N_{\bar{F}}$ as vector spaces. Here $\widetilde{S}$ is a product of finitely many algebras $M_{n_{j}}(\bar{F})$. The embedded matrix units $e_{i j}$ of $\widetilde{S}$ obtained from each $M_{n_{j}}(\bar{F})$ are members of $A_{\bar{F}}=A \otimes_{F} \bar{F}$ and hence are of the form $\sum_{l} x_{l} \otimes c_{l}$, where $\left\{x_{l}\right\}_{l=1}^{n}$ is a vector-space basis of $A$ over $F$ and each $c_{l}$ is in $\bar{F}$. Only finitely many such $c_{l}$ 's are needed to handle all $e_{i j}$ 's, and we let $K$ be a finite extension of $F$ within $\bar{F}$ containing all of them. Let $\rho_{0}=1, \rho_{1}, \ldots, \rho_{s}$ be a vector-space basis of $K$ over $F$.

Relative to this $K$, we form $A_{K}, N_{K}$, and $\bar{A}_{K}$ as in the first paragraph of the proof. The same argument as with $\bar{F}$ shows that $\bar{A}_{K} \cong A_{K} / N_{K}$ is semisimple and that $N_{K}$ is nilpotent. By Lemma 2.34, $N_{K}=\operatorname{rad} A_{K}$. The formulas for the $e_{i j}$ 's in the previous paragraph are valid in $A_{K}$ and give us a system of matrix units. As in the previous paragraph, Corollary 2.28 produces a subalgebra $S$ of $A_{K}$ isomorphic to some $M_{n_{1}}(K) \times \cdots \times M_{n_{r}}(K)$ such that $A_{K}=S \oplus N_{K}$ as vector spaces.

In the basis $\left\{x_{i}\right\}_{i=1}^{n}$ of $A$ over $F$, we may assume that the first $t$ vectors form a basis of $N=\operatorname{rad} A$ and the remaining vectors form a basis of a vector-space complement to $N$. We identify members $a$ of $A$ with members $a \otimes 1$ of $A_{K}$. With this identification in force, we decompose each basis vector $x_{i}$ for $i>t$ according to $A_{K}=S \oplus N_{K}$ as $x_{i}=y_{i}-z_{i}$ with $y_{i} \in S$ and $z_{i} \in N_{K}$. Since the $x_{i}$ 's for $i \leq t$ are in $N \subseteq N_{K}$, the vectors $y_{i}$ with $i>t$ form a vector-space basis of $S$ over $K$. For $i>t$, write $z_{i}=\sum_{j=0}^{s} z_{i j} \otimes \rho_{j}$ with $z_{i j}$ in $N$. Then we have

$$
y_{i}=x_{i}+z_{i}=\left(x_{i}+z_{i 0}\right)+\sum_{j=1}^{s} z_{i j} \otimes \rho_{j} \quad \text { for } i>t .
$$

Put

$$
x_{i}^{\prime}=x_{i}+z_{i 0} \quad \text { and } \quad z_{i}^{\prime}=\sum_{j=1}^{s} z_{i j} \otimes \rho_{j} \quad \text { for } i>t
$$

Then $\left\{x_{i}\right\}_{i=1}^{t} \cup\left\{x_{i}^{\prime}\right\}_{i=t+1}^{n}$ is a basis of $A$ over $F$. We shall show that $S_{0}=$ $\sum_{i=t+1}^{n} F x_{i}^{\prime}$ is a subalgebra of $A$, and then $A=S_{0} \oplus N$ will be the required decomposition.

Let $x_{i}^{\prime}$ and $x_{j}^{\prime}$ be given with $i>t$ and $j>t$, and write

$$
x_{i}^{\prime} x_{j}^{\prime}=\sum_{k} \gamma_{k i j} x_{k}^{\prime}+v_{i j} \quad \text { with } \gamma_{k i j} \in F \text { and } v_{i j} \in N .
$$

Substituting $x_{i}^{\prime}=y_{i}-z_{i}^{\prime}$ and taking into account that $N_{K}$ is an ideal in $A_{K}$, we have

$$
y_{i} y_{j} \equiv \sum_{k} \gamma_{k i j} x_{k}^{\prime} \bmod N_{K} \equiv \sum_{k} \gamma_{k i j} y_{k} \bmod N_{K}
$$

Then $y_{i} y_{j}=\sum_{k} \gamma_{k i j} y_{k}+u_{i j}$ with each $u_{i j} \in N_{K}$. Since the $y_{i}$ are in $S$ and $S$ is a subalgebra, $u_{i j}=0$. Thus $y_{i} y_{j}=\sum_{k} \gamma_{k i j} y_{k}$. Let us resubstitute into this equality from $y_{i}=x_{i}^{\prime}+z_{i}^{\prime}$. Taking into account that $z_{i}^{\prime} z_{j}^{\prime}=0$ because $N_{K}^{2}=0$, we obtain

$$
x_{i}^{\prime} x_{j}^{\prime}+x_{i}^{\prime} z_{j}^{\prime}+z_{i}^{\prime} x_{j}^{\prime}=\sum_{k} \gamma_{k i j} x_{k}^{\prime}+\sum_{k} \gamma_{k i j} z_{k}^{\prime}
$$

Substituting from $z_{i}^{\prime}=\sum_{j=1}^{s} z_{i j} \otimes \rho_{j}$ gives

$$
x_{i}^{\prime} x_{j}^{\prime} \otimes 1+\sum_{l=1}^{s} x_{i}^{\prime} z_{j l} \otimes \rho_{l}+\sum_{l=1}^{s} z_{i l} x_{j}^{\prime} \otimes \rho_{l}=\sum_{k} \gamma_{k i j} x_{k}^{\prime} \otimes 1+\sum_{k} \sum_{l=1}^{s} \gamma_{k i j} z_{k l} \otimes \rho_{l} .
$$

The coefficients of $\rho_{0}=1$ must be equal, and therefore

$$
x_{i}^{\prime} x_{j}^{\prime}=\sum_{k} \gamma_{k i j} x_{k}^{\prime}
$$

This equation shows that $S_{0}$ is a subalgebra and completes the proof under the hypothesis that $N^{2}=0$.

Now we drop the assumption that $N^{2}=0$. We shall prove the theorem by induction on $\operatorname{dim}_{F} A$, the base cases of the induction being $\operatorname{dim}_{F} A=0$ and $\operatorname{dim}_{F} A=1$, for which the theorem is immediate by inspection. For the inductive case, let $A$ be given, and assume the theorem to be known for algebras of dimension $<\operatorname{dim}_{F} A$. If $N^{2}=0$, then we are done. Thus we may assume that the product ideal $N^{2}$ is nonzero and therefore that $\operatorname{dim}_{F}\left(A / N^{2}\right)<\operatorname{dim}_{F} A$. The First Isomorphism Theorem shows that $\left(A / N^{2}\right) /\left(N / N^{2}\right) \cong A / N=\bar{A}$. The quotient $A / N$ is semisimple, and $N / N^{2}$ is a nilpotent ideal in $A / N^{2}$. By Lemma 2.34, $N / N^{2}=\operatorname{rad}\left(A / N^{2}\right)$. The inductive hypothesis gives $A / N=S_{1} / N^{2} \oplus N / N^{2}$ for a subalgebra $S_{1}$ of $A$ with $S_{1} \supseteq N^{2}$. This means that $A=S_{1}+N$ and $S_{1} \cap N=N^{2}$. Here

$$
\begin{aligned}
\operatorname{dim}_{F} A & =\operatorname{dim}_{F}\left(S_{1}+N\right)=\operatorname{dim}_{F} S_{1}+\operatorname{dim}_{F} N-\operatorname{dim}_{F}\left(S_{1} \cap N\right) \\
& =\operatorname{dim}_{F} S_{1}+\operatorname{dim}_{F} N-\operatorname{dim}_{F} N^{2}=\operatorname{dim}_{F} S_{1}+\operatorname{dim}_{F}\left(N / N^{2}\right)
\end{aligned}
$$

and $N / N^{2} \neq 0$ implies $\operatorname{dim}_{F} S_{1}<\operatorname{dim}_{F} A$. The Second Isomorphism Theorem gives $A / N=\left(S_{1}+N\right) / N \cong S_{1} /\left(S_{1} \cap N\right)=S_{1} / N^{2}$. Thus $S_{1} / N^{2}$ is semisimple. Since $N^{2}$ is nilpotent, Lemma 2.34 shows that $N^{2}=\operatorname{rad} S_{1}$. The inductive hypothesis gives $S_{1}=S \oplus N^{2}$ for a semisimple subalgebra $S$. Substituting into $A=S_{1}+N$, we obtain $A=\left(S \oplus N^{2}\right)+N=S+N$. Meanwhile, $S \cap N=\left(S \cap S_{1}\right) \cap N=S \cap\left(S_{1} \cap N\right)=S \cap N^{2}=0$. Therefore $A=S \oplus N$, and the induction is complete.

## 7. Skolem-Noether Theorem

In this section we begin an investigation of division algebras that are finitedimensional over a given field $F$. A nonzero algebra $A$ with identity over a field $F$ will be called central if the center of $A$ consists exactly of the scalar multiples of the identity, i.e., if center $(A)=F$. Of special interest will be algebras with identity that are central simple, i.e., are both central and simple.

Lemma 2.35. Let $A$ and $B$ be algebras with identity over a field $F$, and suppose that $B$ is central. Then
(a) the members of $A \otimes_{F} B$ commuting with $1 \otimes B$ are the members of $A \otimes 1$,
(b) $\operatorname{center}\left(A \otimes_{F} B\right)=($ center $A) \otimes_{F} 1$.

Proof. For (a), suppose that $z=\sum_{i} a_{i} \otimes b_{i}$ commutes with $1 \otimes B$ and that the $a_{i}$ are linearly independent over $F$. If $b$ is in $B$, then

$$
0=(1 \otimes b) z-z(1 \otimes b)=\sum_{i} a_{i} \otimes\left(b b_{i}-b_{i} b\right)
$$

from which it follows that $b b_{i}-b_{i} b=0$ for all $b$ and all $i$. Since $B$ is central, each $b_{i}$ is in $F$, and we can write $z$ as

$$
z=\sum_{i} a_{i} \otimes b_{i}=\sum_{i}\left(a_{i} b_{i} \otimes 1\right)=\left(\sum_{i} a_{i} b_{i}\right) \otimes 1 .
$$

In other words, $z$ is of the form $z=a \otimes 1$.
For (b), we need to prove the inclusion $\subseteq$. Thus let $z$ be in center $\left(A \otimes_{F} B\right)$. By (a), $z$ is of the form $z=a \otimes 1$ for some $a \in A$. Now suppose that $a^{\prime}$ is in $A$. Then $0=\left(a^{\prime} \otimes 1\right) z-z\left(a^{\prime} \otimes 1\right)=\left(a^{\prime} a-a a^{\prime}\right) \otimes 1$. Hence $a^{\prime} a=a a^{\prime}$, and we conclude that $a$ is in center $(A)$.

Proposition 2.36. Let $A$ and $B$ be algebras with identity over a field $F$, and suppose that $B$ is central simple. Then
(a) $A$ simple implies $A \otimes_{F} B$ simple,
(b) $A$ central simple implies $A \otimes_{F} B$ central simple.

Proof. For (a), Proposition 2.31 shows that any two-sided ideal of $A \otimes_{F} B$ is of the form $I \otimes_{F} B$ for some two-sided ideal $I$ of $A$. Since $A$ is assumed simple, the only $I$ 's are 0 and $A$. Thus the only ideals in $A \otimes_{F} B$ are 0 and $A \otimes_{F} B$, and $A \otimes_{F} B$ is simple.

For (b), conclusion (a) shows that $A \otimes_{F} B$ is simple. By Lemma 2.35b the center of $A \otimes_{F} B$ is $($ center $A) \otimes 1=F 1 \otimes 1=F(1 \otimes 1)$, and hence $A \otimes_{F} B$ is central.

Corollary 2.37. If $A$ and $B$ are finite-dimensional semisimple algebras over a field $F$ and at least one of them is separable over $F$, then $A \otimes_{F} B$ is semisimple.

REMARK. The definition of separability of $A$ or $B$ appears between Proposition 2.33 and Proposition 2.33'.

Proof. Without loss of generality, we may assume that $A$ and $B$ are simple. For definiteness let us say that $A$ is the given separable algebra over $F$. Let $K=\operatorname{center}(B)$. Lemma 2.32 shows that $K$ is a field, and associativity of tensor products allows us to write

$$
A \otimes_{F} B \cong A \otimes_{F}\left(K \otimes_{K} B\right) \cong\left(A \otimes_{F} K\right) \otimes_{K} B
$$

Here $A \otimes_{F} K$ is semisimple by Proposition $2.33^{\prime}$, and $B$ is central simple over $K$. Thus Proposition 2.36a applies and shows that $\left(A \otimes_{F} K\right) \otimes_{K} B$ is simple.

Corollary 2.38. Let $A$ be a central simple algebra of finite dimension $n$ over a field $F$, and let $A^{o}$ be the opposite algebra. Then $A \otimes_{F} A^{o} \cong M_{n}(F)$.

EXAMPLE. Take $F=\mathbb{R}$ and $A=\mathbb{H}$, the algebra of quaternions. Then conjugation, with $1 \mapsto 1$ and $i, j, k \mapsto-i,-j,-k$, is an antiautomorphism of $\mathbb{H}$. Consequently $H^{o} \cong H$. The corollary says in this case that $\mathbb{H} \otimes_{\mathbb{R}} \mathbb{H} \cong M_{4}(\mathbb{R})$.

Proof. Let $V$ be $A$ considered as a vector space. For each $a_{0} \in A$, we associate the members $l\left(a_{0}\right)$ and $r\left(a_{0}\right)$ of $\operatorname{End}_{F}(V)$ given by $l\left(a_{0}\right) a=a_{0} a$ and $r\left(a_{0}\right) a=$ $a a_{0}$. Then $l\left(a_{0} a_{0}^{\prime}\right)=l\left(a_{0}\right) l\left(a_{0}^{\prime}\right)$ and $r\left(a_{0} a_{0}^{\prime}\right)=r\left(a_{0}^{\prime}\right) r\left(a_{0}\right)$, and it follows that $l: A \rightarrow \operatorname{End}_{F}(V)$ and $r: A^{o} \rightarrow \operatorname{End}_{F}(V)$ are algebra homomorphisms sending 1 to 1 .

Meanwhile, the map $A \times A^{o} \rightarrow \operatorname{End}_{F}(V)$ given by $\left(a, a^{\prime}\right) \mapsto l(a) r\left(a^{\prime}\right)$ is $F$ bilinear and extends to an $F$ linear $\operatorname{map} \varphi: A \otimes_{F} A^{o} \rightarrow \operatorname{End}_{F}(V)$. Because of the homomorphism properties of $l$ and $r$, the mapping $\varphi$ is an algebra homomorphism sending 1 to 1 . Proposition 2.36 shows that $A \otimes_{F} A^{o}$ is simple, and it follows that $\varphi$ is one-one. Since $\operatorname{dim}_{F}\left(A \otimes_{F} A^{o}\right)=\left(\operatorname{dim}_{F} A\right)^{2}=\operatorname{dim}_{F} \operatorname{End}_{F}(V), \varphi$ is onto.

Corollary 2.39. Let $A$ be a central simple algebra of finite dimension $d$ over a field $F$. Then $d$ is the square of an integer.

Proof. Let $\bar{F}$ be an algebraic closure of $F$. Proposition 2.36 a shows that the algebra $\bar{F} \otimes_{F} A$ is simple, and its dimension over $\bar{F}$ is $d$. A simple finitedimensional algebra over an algebraically closed field is a full matrix algebra over that field, and thus $\bar{F} \otimes_{F} A \cong M_{n}(\bar{F})$. Comparing dimensions over $\bar{F}$, we see that $d=n^{2}$.

Corollary 2.40. If $D$ is a division algebra finite-dimensional over its center $F$, then $\operatorname{dim}_{F} D$ is the square of an integer.

Proof. The algebra $D$ is central simple over its center $F$, and the result is immediate from Corollary 2.39.

Theorem 2.41 (Skolem-Noether Theorem). Let $A$ be a finite-dimensional central simple algebra over the field $F$, and let $B$ be any simple algebra over $F$. Suppose that $f$ and $g$ are $F$ algebra homomorphisms of $B$ into $A$ carrying the identity to the identity. Then there exists an $x \in A$ with $f(b)=x g(b) x^{-1}$ for all $b$ in $B$.

Proof. Let us observe that the homomorphisms $f$ and $g$ are one-one because $B$ is simple, and the finite dimensionality of $A$ therefore forces $B$ to be finitedimensional.

We consider first the special case that $A=M_{n}(F)$ for some $n$. The homomorphism $f$ makes the space $F^{n}$ of column vectors into a unital left $B$ module by the definition $b v=f(b) v$, and similarly the homomorphism $g$ makes $F^{n}$ into a unital left $B$ module. Since $B$ is finite-dimensional and simple, an argument given with Example 1 of semisimple rings in Section 2 shows that there is only one simple left $B$ module up to isomorphism and that every unital left $B$ module is a direct sum of copies of this simple left $B$ module. Consequently the isomorphism classes of the $B$ modules determined by $f$ and $g$ depend only on their dimension. The dimension is $n$ in both cases, and hence there exists an invertible $F$ linear map $L: F^{n} \rightarrow F^{n}$ such that $L f(b) v=g(b) L v$ for all $v \in F^{n}$. If $L$ is given by the matrix $x^{-1}$ in $M_{n}(F)$, then $x^{-1} f(b)=g(b) x^{-1}$, and the theorem is therefore proved in this special case.

For the general case we form the tensor products $B \otimes_{F} A^{o}$ and $A \otimes_{F} A^{o}$. The maps $f \otimes 1$ and $g \otimes 1$ are $F$ algebra homomorphisms between these algebras, $B \otimes_{F} A^{o}$ is simple by Proposition 2.36a, and Corollary 2.38 shows that $A \otimes_{F} A^{o}$ is isomorphic to $M_{n}(F)$ for the integer $n=\operatorname{dim} A$. The special case is applicable, and we obtain an invertible element $X$ of $A \otimes_{F} A^{o}$ such that

$$
(f \otimes 1)\left(b \otimes a^{o}\right)=X(g \otimes 1)\left(b \otimes a^{o}\right) X^{-1} \quad \text { for all } b \in B \text { and } a^{o} \in A^{o} . \quad(*)
$$

Taking $b=1$, we see that $1 \otimes a^{o}=X\left(1 \otimes a^{o}\right) X^{-1}$ for all $a^{o} \in A^{o}$. By Lemma 2.35a, $X$ lies in $A \otimes 1$, hence is of the form $X=x \otimes 1$ for some $x$ in $A$. Substituting for $X$ in $(*)$, we obtain $f(b)=x g(b) x^{-1}$ as required.

Corollary 2.42. If $A$ is a finite-dimensional central simple algebra over the field $F$, then every $F$ automorphism of $A$ is inner in the sense of being given by conjugation by an invertible element of $A$.

Proof. This is the special cse of Theorem 2.41 in which $B=A$ and $g$ is the identity map on $B$.

## 8. Double Centralizer Theorem

We saw in Corollary 2.40 that if $D$ is a division algebra finite-dimensional over its center $F$, then $\operatorname{dim}_{F} D$ is the square of an integer. In this section we shall prove a theorem from which we can conclude that the positive integer of which $\operatorname{dim}_{F} D$ is the square is the dimension of any maximal subfield of $D$. We state the theorem, establish two lemmas, prove the theorem, and then derive two corollaries concerning maximal subfields of division algebras.

If $A$ is an algebra with identity and $B$ is a subalgebra containing the identity, then the centralizer of $B$ in $A$ is the subalgebra of all members of $A$ commuting with every element of $B$.

Theorem 2.43 (Double Centralizer Theorem). Let $A$ be a finite-dimensional central simple algebra over a field $F$, let $B$ be a simple subalgebra of $A$, and let $C$ be the centralizer of $B$ in $A$. Then $C$ is simple, $B$ is the centralizer of $C$ in $A$, and $\left(\operatorname{dim}_{F} B\right)\left(\operatorname{dim}_{F} C\right)=\operatorname{dim}_{F} A$.

Lemma 2.44. Let $A$ and $A^{\prime}$ be algebras with identity over a field $F$, let $B$ and $B^{\prime}$ be subalgebras of them, and let $C$ and $C^{\prime}$ be the centralizers of $B$ and $B^{\prime}$ in $A$ and $A^{\prime}$, respectively. Then the centralizer of $B \otimes_{F} B^{\prime}$ in $A \otimes_{F} A^{\prime}$ is $C \otimes_{F} C^{\prime}$.

Proof. Expand an element of $A \otimes_{F} A^{\prime}$ for the moment as $x=\sum_{i} a_{i} \otimes a_{i}^{\prime}$ with the elements $a_{i}^{\prime}$ linearly independent over $F$. If $x$ satisfies $x(b \otimes 1)=(b \otimes 1) x$ for all $b$ in $B$, then $\sum_{i}\left(a_{i} b-b a_{i}\right) \otimes a_{i}^{\prime}=0$. Since the $a_{i}^{\prime}$ 's are independent, $a_{i} b-b a_{i}=0$ for all $i$, and each $a_{i}$ is in $C$. Thus the centralizer of $B \otimes_{F} 1$ is $C \otimes_{F} A^{\prime}$.

Rewriting $x$ with the $a_{i}$ 's assumed independent, we see similarly that the centralizer of $1 \otimes_{F} B^{\prime}$ is $A \otimes_{F} C^{\prime}$. Putting these conclusions together, we see that

$$
\begin{aligned}
\operatorname{centralizer}\left(B \otimes_{F} B^{\prime}\right) & \subseteq \operatorname{centralizer}\left(B \otimes_{F} 1\right) \cap \text { centralizer }\left(1 \otimes_{F} B^{\prime}\right) \\
& =\left(C \otimes_{F} A^{\prime}\right) \cap\left(A \otimes_{F} C^{\prime}\right)=C \otimes_{F} C^{\prime}
\end{aligned}
$$

The reverse inclusion, namely centralizer $\left(B \otimes_{F} B^{\prime}\right) \supseteq C \otimes_{F} C^{\prime}$, is immediate, and the lemma follows.

Lemma 2.45. Let $B$ be a finite-dimensional simple algebra over a field $F$, and write $V$ for the algebra $B$ considered as a vector space. For $b$ in $B$ and $v$ in $V$, define members $l(b)$ and $r(b)$ of $\operatorname{End}_{F}(V)$ by $l(b) v=b v$ and $r(b) v=v b$. Then the centralizer in $\operatorname{End}_{F}(V)$ of $l(B)$ is $r(B)$.

Proof. Let $K$ be the center of $B$. This is an extension field of $F$ by Lemma 2.32 , and $B$ is central simple over $K$. Let us see that any member $a$ of $\operatorname{End}_{F}(V)$ that centralizes $l(B)$ is actually in $\operatorname{End}_{K}(V)$. If $c$ is in $K$, then $c$ is in particular in $B$, and therefore $a l(c)=l(c) a$. Applying this equality to $v \in V$ yields $a(c v)=c a(v)$, and this equality for all $c \in K$ says that $a$ is in $\operatorname{End}_{K}(V)$.

Thus it is enough to show that the centralizer of $l(B)$ in $\operatorname{End}_{K}(V)$ is $r(B)$. We argue as in the proof of Corollary 2.38: The definitions of $l$ and $r$ make $V$ into a unital left $B$ module and a unital right $B$ module, and the members of $K$ operate consistently on either side of $V$ because $K$ lies in the center of $B$. The function $\left(b, b^{\prime}\right) \mapsto l(b) r\left(b^{\prime}\right)$ is therefore $K$ bilinear, and it extends to the tensor product $B \otimes_{K} B^{o}$ as an algebra homomorphism $\varphi: B \otimes_{K} B^{o} \mapsto \operatorname{End}_{K}(V)$. The homomorphism $\varphi$ is one-one, since Proposition 2.36a shows $B \otimes_{K} B^{o}$ to be simple. The dimensional equality $\operatorname{dim}_{K}\left(B \otimes_{K} B^{o}\right)=\left(\operatorname{dim}_{K} B\right)^{2}=\operatorname{dim}_{K}\left(\operatorname{End}_{K}(V)\right)$ allows us to conclude that $\varphi$ is onto, hence is an isomorphism.

Lemma 2.35a shows that the centralizer of $B \otimes_{K} 1$ in $B \otimes_{K} B^{o}$ is $1 \otimes_{K} B^{o}$. If this statement is translated from the context of $B \otimes_{K} B^{o}$ into the isomorphic context of $\operatorname{End}_{K}(V)$, then the centralizer of $l(B)$ in $\operatorname{End}_{K}(V)$ is $r(B)$, and we saw that this fact is sufficient to imply the lemma.

Proof of Theorem 2.43. Let $V$ be the algebra $B$ considered as a vector space over $F$, and let $l(B)$ and $r(B)$ be the sets of those members of $\operatorname{End}_{F}(V)$ that are given by left multiplication and right multiplication by members of $B$. The algebra $A$ is central simple by assumption, and $\operatorname{End}_{F}(V)$ is central simple, being isomorphic to $M_{n}(F)$ for the integer $n=\operatorname{dim}_{F}(V)$. By Proposition 2.36b, $A \otimes_{F} \operatorname{End}_{F}(V)$ is central simple. We define two algebra homomorphisms $f$ and $g$ of $B$ into $A \otimes_{F} \operatorname{End}_{F}(V)$ by $f(b)=l(b) \otimes 1$ and $g(b)=1 \otimes l(b)$.

The Skolem-Noether Theorem (Theorem 2.41) produces an element $x$ of $A \otimes_{F} \operatorname{End}_{F}(V)$ with $f(b)=x g(b) x^{-1}$ for all $b \in B$. Hence

$$
\begin{equation*}
B \otimes_{F} 1=x\left(1 \otimes_{F} l(B)\right) x^{-1} \tag{*}
\end{equation*}
$$

Lemma 2.44 shows that the centralizer of $B \otimes_{F} 1$ in $A \otimes_{F} \operatorname{End}_{F}(V)$ is $C \otimes_{F} \operatorname{End}_{F}(V)$ and that the centralizer of $1 \otimes_{F} l(B)$ is $A \otimes_{F} r(B)$. From the latter identification the centralizer of $x\left(1 \otimes_{F} l(B)\right) x^{-1}$ is $x\left(A \otimes_{F} r(B)\right) x^{-1}$. Combining ( $*$ ) with these computations of centralizers, we see that

$$
\begin{equation*}
C \otimes_{F} \operatorname{End}_{F}(V)=x\left(A \otimes_{F} r(B)\right) x^{-1} \tag{**}
\end{equation*}
$$

The algebra $A \otimes_{F} r(B)$ is isomorphic to $A \otimes_{F} B^{o}$, which is simple by Proposition 2.36a. Therefore $C \otimes_{F} \operatorname{End}_{F}(V)$ is simple, and $C$ has to be simple.

Equating the dimensions of the two sides of $(* *)$ gives

$$
\begin{aligned}
\left(\operatorname{dim}_{F} C\right)\left(\operatorname{dim}_{F} B\right)^{2} & =\left(\operatorname{dim}_{F} C\right)\left(\operatorname{dim}_{F} \operatorname{End}_{F}(V)\right)=\operatorname{dim}_{F}\left(C \otimes_{F} \operatorname{End}_{F}(V)\right) \\
& =\operatorname{dim}_{F}\left(A \otimes_{F} r(B)\right)=\left(\operatorname{dim}_{F} A\right)\left(\operatorname{dim}_{F} B\right)
\end{aligned}
$$

and hence

$$
\left(\operatorname{dim}_{F} C\right)\left(\operatorname{dim}_{F} B\right)=\operatorname{dim}_{F} A
$$

Finally the centralizer $D$ of $C$ contains $B$, and two applications of the dimensional equality gives

$$
\left(\operatorname{dim}_{F} D\right)\left(\operatorname{dim}_{F} C\right)=\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} C\right)\left(\operatorname{dim}_{F} B\right)
$$

Thus $\operatorname{dim}_{F} D=\operatorname{dim}_{F} B$, and we must have $D=B$. In other words, $B$ is the centralizer of $C$.

Corollary 2.46. Let $D$ be a central finite-dimensional division algebra over the field $F$. If $K$ is any maximal subfield of $D$, then $\operatorname{dim}_{F} D=\left(\operatorname{dim}_{F} K\right)^{2}$.

Proof. Apply the Double Centralizer Theorem (Theorem 2.43) with $A=$ $D$. Let $Z(K)$ be the centralizer of the simple subalgebra $K$ in $D$. Since $K$ is commutative, $K \subseteq Z(K)$. If $a$ is in $Z(K)$ but not $K$, then $K(a)$ is a field in $D$ properly containing $K$, in contradiction to the assumption that $K$ is a maximal subfield of $D$. Hence $K=Z(K)$. The dimensional equality in the theorem therefore gives $\operatorname{dim}_{F} D=\left(\operatorname{dim}_{F} K\right)\left(\operatorname{dim}_{F} Z(K)\right)=\left(\operatorname{dim}_{F} K\right)^{2}$.

Corollary 2.47. Let $A$ be a finite-dimensional central simple algebra over a field $F$, and let $K$ be a subfield of $A$. Then the following are equivalent:
(a) $K$ is its own centralizer,
(b) $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$,
(c) $K$ is a maximal commutative subalgebra of $A$.

Proof. Let $Z(K)$ be the centralizer of $K$ in $A$. The Double Centralizer Theorem (Theorem 2.43) gives the equality

$$
\begin{equation*}
\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)\left(\operatorname{dim}_{F} Z(K)\right) . \tag{*}
\end{equation*}
$$

If (a) holds, then $Z(K)=K$, and $(*)$ yields (b).
If (b) holds, then $(*)$ and the equality $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$ together imply that $\operatorname{dim}_{F} Z(K)=\operatorname{dim}_{F} K$. Since $K$ is commutative, $Z(K) \supseteq K$. The equality of dimensions implies that $Z(K)=K$, and then (c) follows.

If (c) holds, we start from the inclusion $K \subseteq Z(K)$. If $x$ is in $Z(K)$ but not $K$, then $K(x)$ is a field strictly larger than $K$, in contradiction to (c). Thus $K=Z(K)$, and (a) holds.

## 9. Wedderburn's Theorem about Finite Division Rings

The theorem of this section is as follows.

Theorem 2.48 (Wedderburn). Every finite division ring is a field.

The proof will be preceded by a lemma.

Lemma 2.49. If $G$ is a finite group and $H$ is a proper subgroup, then $\bigcup_{g \in G} g \mathrm{Hg}^{-1}$ does not exhaust $G$.

Proof. In the union $\bigcup_{g \in G} g \mathrm{Hg}^{-1}$, the terms corresponding to $g$ and to $g h$, for $h$ in $H$, are the same because $(g h) H(g h)^{-1}=g\left(h H h^{-1}\right) g^{-1}=g H g^{-1}$. Thus the union can be rewritten as $\bigcup_{g H} g \mathrm{Hg}^{-1}$, it being understood that only one $g$ is used from each coset $g H$. From this rewritten form of the union, we see that the number of elements other than the identity in the union is

$$
\leq[G: H](|H|-1)=[G: H]|H|-[G: H]=|G|-[G: H]<|G|-1,
$$

and the lemma follows.

Proof of Theorem 2.48. Let $D$ be a finite division ring, and let $F$ be the center. Then $F$ is a field, say of $q$ elements. Maximal subfields of $D$ certainly exist. Any such subfield $K$ has $\operatorname{dim}_{F} D=\left(\operatorname{dim}_{F} K\right)^{2}$ by Corollary 2.46, and hence any two such subfields $K$ and $K^{\prime}$ are isomorphic. The Skolem-Noether Theorem (Theorem 2.41) shows that $K^{\prime}=x K x^{-1}$ for some invertible $x$ in the group $D^{\times}$of invertible elements of $D$.

On the other hand, $F$ and any element of $D$ generate a subfield of $D$, and this subfield is contained in a maximal subfield. Consequently any element of $D$ is contained in some such $K^{\prime}$, and $D=\bigcup_{x \in D^{\times}} x K x^{-1}$. Discarding the element 0 from both sides, we obtain $D^{\times}=\bigcup_{x \in D^{\times}} x K^{\times} x^{-1}$. Applying Lemma 2.49 to the group $G=D^{\times}$and the subgroup $H=K^{\times}$, we see that $K^{\times}$cannot be a proper subgroup of $D^{\times}$. Therefore $D=K$, and $D$ is commutative.

## 10. Frobenius's Theorem about Division Algebras over the Reals

We conclude this chapter by bringing together our results to prove the following celebrated theorem of Frobenius.

Theorem 2.50 (Frobenius). Up to $\mathbb{R}$ isomorphism the only finite-dimensional associative division algebras over $\mathbb{R}$ are the algebras $\mathbb{R}$ of reals, $\mathbb{C}$ of complex numbers, and $\mathbb{H}$ of quaternions.

Remarks. The text of this chapter has not produced any concrete examples of noncommutative division rings other than the quaternions. Problems 12-16 at the end of the chapter produce generalized quaternion algebras in which $\mathbb{R}$ can be replaced by many other fields; there are infinitely many nonisomorphic such examples when the field is $\mathbb{Q}$. In addition, Problems 17-19 produce examples of central division algebras of dimension 9 over suitable base fields. The next chapter will give further insight into the construction of division algebras.

Proof. Let $D$ be such a division algebra, and let $F$ be the center. Then $F$ is a finite extension field of $\mathbb{R}$ and must be $\mathbb{R}$ or $\mathbb{C}$, since $\mathbb{C}$ is algebraically closed. If $F=\mathbb{C}$, then we have seen that $D=\mathbb{C}$. Thus we may assume that center $(D)=\mathbb{R}$.

Let $K$ be a maximal subfield of $D$ (existence by finite dimensionality), and let $n=\operatorname{dim}_{\mathbb{R}} K$. Corollary 2.46 shows that $\operatorname{dim}_{\mathbb{R}} D=n^{2}$. Since $K$ has to be $\mathbb{R}$ or $\mathbb{C}, n$ has to be 1 or 2 . If $n=1$, we obtain $D \cong \mathbb{R}$. Thus we may assume that $n=2, K=\mathbb{C}$, and $\operatorname{dim}_{\mathbb{R}} D=4$.

The map $f: K \rightarrow D$ given by $f(a+b i)=a-b i$, where $i$ is the member of $K$ corresponding to $\sqrt{-1}$ in $\mathbb{C}$, is an algebra homomorphism into a central simple algebra over $\mathbb{R}$, and so is the map $g: K \rightarrow D$ given by $g(a+b i)=a+b i$. By the Skolem-Noether Theorem (Theorem 2.41), there exists some $x$ in $D$ with $x(a+b i) x^{-1}=a-b i$ for all $a$ and $b$ in $\mathbb{R}$.

This element $x$ has the property that $x^{2}$ commutes with every element of $K$ and must lie in $K$, by Corollary 2.47. Let us see that $x^{2}$ lies in $\operatorname{center}(D)=\mathbb{R}$. In fact, otherwise 1 and $x^{2}$ would generate $K$ as an $\mathbb{R}$ algebra, and every member of $D$ commuting with 1 and $x^{2}$ would commute with all of $K$; since $x$ commutes with 1 and $x^{2}, x$ would have to commute with $K$, contradiction. Thus $x^{2}$ lies in $\mathbb{R}$.

If $x^{2}>0$, then $x^{2}=r^{2}$ for some $r \in \mathbb{R}$. The elements $x$ and $r$ together lie in some subfield $K^{\prime}$ of $D$, and $K^{\prime}$ has no zero divisors. Since $(x-r)(x+r)=0$ within $K^{\prime}$, we conclude that $x= \pm r$. Then $x$ commutes with the maximal subfield $K$ above, and we arrive at a contradiction.

Thus $x^{2}<0$. Write $x^{2}=-y^{2}$ for some $y \in \mathbb{R}$, and put $j=y^{-1} x$. The equation $x(a+b i) x^{-1}=a-b i$ says that $j(a+b i) j^{-1}=a-b i$ and in particular that $j i j^{-1}=-i$. Define $k=i j$.

We have $j^{2}=y^{-2} x^{2}=-1$. Hence $k^{2}=i j i j=i\left(j i j^{-1}\right) j^{2}=i(-i)(-1)=$ $i^{2}=-1$. Then $i j k=-1$, and $k=-1\left(j^{-1}\right)\left(i^{-1}\right)=-1(-j)(-i)=-j i$; hence $i j+j i=0$.

Let us show that $\{1, i, j, k\}$ is a linearly independent set over $\mathbb{R}$. Certainly $j$ is not an $\mathbb{R}$ linear combination of 1 and $i$. If $k=a+b i+c j$ for some $a, b, c \in \mathbb{R}$, then squaring gives

$$
\begin{aligned}
-1 & =k^{2}=a^{2}+b^{2} i^{2}+c^{2} j^{2}+2 a b i+2 a c j+b c(i j+j i) \\
& =a^{2}-b^{2}-c^{2}+2 a b i+2 a c j
\end{aligned}
$$

Equating coefficients of $1, i$, and $j$, we obtain $-1=a^{2}-b^{2}-c^{2}, a b=0$, and $a c=0$. We cannot have $-1=a^{2}$, and thus at least one of $b$ and $c$ is nonzero. Then $a=0$, and $i j=k=b i+c j$. Left multiplication by $i$ gives $-j=-b+c i j=-b+c(b i+c j)$; equating coefficients shows that $b=0$. Hence $i j=c j$, and we arrive at the contradiction $i=c \in \mathbb{R}$. We conclude that $\{1, i, j, k\}$ is linearly independent over $\mathbb{R}$.

To complete the proof that $D$ is isomorphic to $\mathbb{H}$, we have only to verify that $\{1, i, j, k\}$ satisfies the usual multiplication table for $\mathbb{H}$. We know that $i^{2}=j^{2}=$ $k^{2}=-1$, that $k=i j$, and that $k=-j i$. The last of these says that $j i=-k$. The other verifications are

$$
\begin{aligned}
j k & =j i j=\left(j i j^{-1}\right) j^{2}=(-i)(-1)=i, \\
k j & =i j j=i(-1)=-i, \\
k i & =i j i=i\left(j i j^{-1}\right) j=i(-i) j=j, \\
i k & =i i j=(-1) j=-j,
\end{aligned}
$$

and the proof is complete.

## 11. Problems

In all the problems below, all algebras are assumed to be associative.

1. Let $G$ be a finite group, and let $\mathbb{C} G$ be its complex group algebra. Prove that $\mathbb{C} G$ is a semisimple ring, and identify the constituent matrix algebras that arise for $\mathbb{C} G$ in Theorem 2.2 in terms of the irreducible representations of $G$.
2. Wedderburn's Main Theorem (Theorem 2.17) decomposes finite-dimensional algebras $A$ in characteristic 0 as $A=S \oplus \operatorname{rad} A$ for some subalgebra $S$.
(a) What explicitly is a decomposition $A=S \oplus \operatorname{rad} A$ for the complex algebra $\mathbb{C}[X] /\left(X^{2}+1\right)^{2}$ ?
(b) Is the subalgebra $S$ in (a) unique? Prove that it is, or give a counterexample.
(c) Answer the same questions as for (a) and (b) in the case of the real algebra $\mathbb{R}[X] /\left(X^{2}+1\right)^{2}$.
3. Let $A$ and $B$ be finite-dimensional algebras with identity over a field $F$, and suppose that $B$ is central simple. Prove that $\operatorname{rad}\left(A \otimes_{F} B\right)=(\operatorname{rad} A) \otimes_{F} B$.
Problems 4-7 concern commutative Artinian rings. Let $R$ be such a ring.
4. Prove that
(a) $R$ has only finitely many maximal ideals,
(b) $\operatorname{rad} R$ is the set of all nilpotent elements in $R$,
(c) $R$ is semisimple if and only if it has no nonzero nilpotent elements,
(d) $R$ semisimple implies that $R$ is the direct product of fields.
5. Let $\bar{e}$ be an idempotent in $R / \operatorname{rad} R$. Prove that the idempotent $e \in R$ in Proposition 2.23 with $\bar{e}=e+\operatorname{rad} R$ is unique.
6. Problem 4 a shows that $R$ has only finitely many maximal ideals. Let $N$ be their product. Use Nakayama's Lemma (Lemma 8.51 of Basic Algebra, restated in the present book on page xxiii) to prove that $N$ is a nilpotent ideal in $R$.
7. Deduce from the previous problem that any prime ideal in $R$ contains one of the finitely many maximal ideals, hence that every prime ideal in $R$ is maximal.

Problems 8-11 concern triangular rings, which were introduced in an example after Proposition 2.5. The problems ask for verifications for some assertions that were made in that example without proof. The notation is as follows: $R$ and $S$ are rings with identity, and $M$ is a unital $(R, S)$ bimodule. Define a set $A$ and operations of addition and multiplication symbolically by

$$
\begin{aligned}
A= & \left(\begin{array}{cc}
R & M \\
0 & S
\end{array}\right)=\left\{\left.\left(\begin{array}{cc}
r & m \\
0 & s
\end{array}\right) \right\rvert\, r \in R, m \in M, s \in S\right\} \\
& \left(\begin{array}{cc}
r & m \\
0 & s
\end{array}\right)\left(\begin{array}{cc}
r^{\prime} & m^{\prime} \\
0 & s^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
r r^{\prime} & r m^{\prime}+m s^{\prime} \\
0 & s s^{\prime}
\end{array}\right) .
\end{aligned}
$$

8. Prove that the left ideals in $A$ are of the form $I_{1} \oplus I_{2}$, where $I_{2}$ is a left ideal in $S$ and $I_{1}$ is a left $R$ submodule of $R \oplus M$ containing $M I_{2}$. (Educational note: Then similarly the right ideals in $A$ are of the form $J_{1} \oplus J_{2}$, where $J_{1}$ is a right ideal in $R$ and $J_{2}$ is a right $S$ submodule of $M \oplus S$ containing $J_{1} M$.)
9. (a) Prove that the ring $A$ is left Noetherian if and only if $R$ and $S$ are left Noetherian and $M$ satisfies the ascending chain condition for its left $R$ submodules.
(b) Prove that the ring $A$ is right Noetherian if and only if $R$ and $S$ are right Noetherian and $M$ satisfies the ascending chain condition for its right $S$ submodules. (Educational note: By similar arguments the conclusions of (a) and (b) remain valid if "Noetherian" is replaced by "Artinian" and "ascending" is replaced by "descending.")
10. If $A=\left(\begin{array}{ll}R & R \\ 0 & S\end{array}\right)$ is any ring such as $\left(\begin{array}{cc}\mathbb{Q} \mathbb{Q} \\ 0 & \mathbb{Z}\end{array}\right)$ in which $S$ is a (commutative) Noetherian integral domain with field of fractions $R$ and if $S \neq R$, prove that $A$ is left Noetherian and not right Noetherian, and $A$ is neither left nor right Artinian.
11. If $A=\left(\begin{array}{ll}R & R \\ 0 & S\end{array}\right)$ is a ring such as $\left(\begin{array}{cc}\mathbb{Q}(x) & \mathbb{Q}(x) \\ 0 & \mathbb{Q}\end{array}\right)$ in which $R$ and $S$ are fields with $S \subseteq R$ and $\operatorname{dim}_{S} R$ is infinite, prove that $A$ is left Noetherian and left Artinian, and $A$ is neither right Noetherian nor right Artinian.

Problems $12-16$ concern generalized quaternion algebras. Let $F$ be a field of characteristic other than 2 , let $K$ be a quadratic extension field, and let $\sigma$ be the nontrivial element in the Galois group. The field $K$ is necessarily of the form $K=$ $F(\sqrt{m})$ for some nonsquare $m \in F$, and the elements $c$ of $K$ for which $\sigma(c)=-c$ are the $F$ multiples of $\sqrt{m}$. Fix an element $r \neq 0$ of $F$, and let $A$ be the subset of $M_{2}(K)$ given by $\left(\begin{array}{cc}a & b \\ r \sigma(b) & \sigma(a)\end{array}\right)$.
12. (a) Prove that $A$ is a 4-dimensional algebra over $F$.
(b) Prove that $A$ is central simple by examining $c x-x c$ for $c=\left(\begin{array}{cc}\sqrt{m} & 0 \\ 0 & -\sqrt{m}\end{array}\right)$ when $x \neq 0$ is in a two-sided ideal $I$ and is not in $K \cong\left\{\left(\begin{array}{cc}a & 0 \\ 0 & \sigma(a)\end{array}\right)\right\}$.
13. Prove that $A$ is a division algebra if and only if $r$ is not of the form $N_{K / F}(c)$ for some $c \in K$. Why must $A$ be isomorphic to $M_{2}(F)$ when $A$ is not a division algebra?
14. Prove that if $r$ and $r^{\prime}$ are two members of $F$ such that $r=r^{\prime} N_{K / F}(c)$ for some $c$ in $K$, then the algebra $A$ associated to $r$ is isomorphic to the algebra associated to $r^{\prime}$.
15. Let $\{1, i, j, k\}$ be the $F$ basis of $A$ consisting of the matrices

$$
1=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad i=\left(\begin{array}{cc}
\sqrt{m} & 0 \\
0 & -\sqrt{m}
\end{array}\right), \quad j=\left(\begin{array}{ll}
1 & 1 \\
r & 0
\end{array}\right), \quad k=\left(\begin{array}{cc}
0 & \sqrt{m} \\
-r \sqrt{m} & 0
\end{array}\right) .
$$

Prove that these satisfy $i^{2}=m 1, j^{2}=r 1, k^{2}=-r m 1, i j=k=-j i$, $j k=-r i=-k j$, and $k i=-m j=-i k$.
16. By going over the proof of Theorem 2.50 and using the relations of the previous problem, prove that every central simple algebra of dimension 4 over $F$ is of the same kind as $A$ for some quadratic extension $K=F(\sqrt{m})$ and some member $r \neq 0$ of $F$.
Problems 17-19 concern cyclic algebras, which were introduced by L. E. Dickson. These extend the theory of generalized quaternion algebras to other sizes of matrices. The analogy with the theory in Problems 12-16 is tightest when the size is a prime. For notational simplicity this set of problems asks about size 3 . Let $F$ be any field, and let $K$ be a finite Galois extension of $F$ with cyclic Galois group. It is assumed in these problems that $K$ has degree 3 over $F$ and that $\left\{1, \sigma, \sigma^{2}\right\}$ is the Galois group. Fix an element $r \neq 0$ of $F$, and let $A$ be the subset of $M_{3}(K)$ given by $\left(\begin{array}{ccc}a & b & c \\ r \sigma(c) & \sigma(a) & \sigma(b) \\ r \sigma^{2}(b) & r \sigma^{2}(c) & \sigma^{2}(a)\end{array}\right)$. Identifying $a \in K$ with the member $\left(\begin{array}{ccc}a & 0 & 0 \\ 0 & \sigma(a) & 0 \\ 0 & 0 & \sigma^{2}(a)\end{array}\right)$ of $A$ and letting $j$ be the member $\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ r & 0 & 0\end{array}\right)$ of $A$ allows one to view $A$ as the set of all matrices $a+b j+c j^{2}$ with $a, b, c \in K$. The element $j$ satisfies $j a j^{-1}=\sigma(a)$ for $a \in K$ and $j^{3}=r$.
17. Arguing as for Problem 12, show that $A$ is an algebra over $F$ and that it is central simple of dimension 9 .
18. Using the general theory, prove that $A$ either is a division algebra over $F$ or is isomorphic to $M_{3}(F)$, and that $A \cong M_{3}(F)$ if and only if there is a 3-dimensional vector subspace of $A$ that is a left $A$ submodule of $A$. (Educational note: This problem makes crucial use of the fact that the size 3 is a prime.)
19. (a) Prove that if $r=N_{K / F}(d)$ for some $d \in K$, then the 3-dimensional vector subspace $K\left(1+d^{-1} j+d^{-1} \sigma(d)^{-1} j^{2}\right)$ of $A$ is a left $A$ submodule.
(b) Prove that any 3 -dimensional left $K$ submodule of $A$ is necessarily of the form $K\left(a_{0}+b_{0} j+c_{0} j^{2}\right)$ for some nonzero $a_{0}+b_{0} j+c_{0} j^{2}$ in $A$ and that this left $K$ submodule is a left $A$ submodule only if there exists an element $d \in K$ with $N_{K / F}(d)=r, d a_{0}=r \sigma\left(c_{0}\right), d b_{0}=\sigma\left(a_{0}\right)$, and $d c_{0}=\sigma\left(b_{0}\right)$.

## CHAPTER III

## Brauer Group


#### Abstract

This chapter continues the study of finite-dimensional associative division algebras over a field $F$, with particular attention to those that are simple and have center $F$. Section 5 is a selfcontained digression on cohomology of groups that is preparation for an application in Section 6


 and for a general treatment of homological algebra in Chapter IV.Section 1 introduces the Brauer group of $F$ and the relative Brauer group of $K / F, K$ being any finite extension field. The Brauer group $\mathcal{B}(F)$ is the abelian group of equivalence classes of finite-dimensional central simple algebras over $F$ under a relation called Brauer equivalence. The inclusion $F \subseteq K$ induces a group homomorphism $\mathcal{B}(F) \rightarrow \mathcal{B}(K)$, and the relative Brauer group $\mathcal{B}(K / F)$ is the kernel of this homomorphism. The members of the kernel are those classes such that the tensor product with $K$ of any member of the class is isomorphic to some full matrix algebra $M_{n}(K)$; such a class always has a representative $A$ with $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$. One proves that $\mathcal{B}(F)$ is the union of all $\mathcal{B}(K / F)$ as $K$ ranges over all finite Galois extensions of $F$.

Sections 2-3 establish a group isomorphism $\mathcal{B}(K / F) \cong H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$when $K$ is a finite Galois extension of $F$. With these hypotheses on $K$ and $F$, Section 2 introduces data called a factor set for each member of $\mathcal{B}(K / F)$. The data depend on some choices, and the effect of making different choices is to multiply the factor set by a "trivial factor set." Passage to factor sets thereby yields a function from $\mathcal{B}(K / F)$ to the cohomology group $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$. Section 3 shows how to construct a concrete central simple algebra over $F$ from a factor set, and this construction is used to show that the function from $\mathcal{B}(K / F)$ to $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$constructed in Section 2 is one-one onto. An additional argument shows that this function in fact is a group isomorphism.

Section 4 proves under the same hypotheses that $H^{1}\left(\operatorname{Gal}(K / F), K^{\times}\right)=0$, and a corollary makes this result concrete when the Galois group is cyclic. This result and the corollary are known as Hilbert's Theorem 90.

Section 5 is a self-contained digression on the cohomology of groups. If $G$ is a group and $\mathbb{Z} G$ is its integral group ring, a standard resolution of $\mathbb{Z}$ by free $\mathbb{Z} G$ modules is constructed in the category of all unital left $\mathbb{Z} G$ modules. This has the property that if $M$ is an abelian group on which $G$ acts by automorphisms, then the groups $H^{n}(G, M)$ result from applying the functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to the members of this resolution, dropping the term $\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z}, M)$, and taking the cohomology of the resulting complex. Section 5 goes on to show that the groups $H^{n}(G, M)$ arise whenever this construction is applied to any free resolution of $\mathbb{Z}$, not necessarily the standard one. This section serves as a prerequisite for Section 6 and as motivational background for Chapter IV.

Section 6 applies the result of Section 5 in the case that $G$ is finite cyclic, producing a nonstandard free resolution of $\mathbb{Z}$ in this case. From this alternative free resolution, one obtains a rather explicit formula for $H^{2}(G, M)$ whenever $G$ is finite cyclic. Application to the case that $G$ is the Galois group $\operatorname{Gal}(K / F)$ for a finite Galois extension gives the explicit formula $\mathcal{B}(K / F) \cong F^{\times} / N_{K / F}\left(K^{\times}\right)$for the relative Brauer group when the Galois group is cyclic.

## 1. Definition and Examples, Relative Brauer Group

The "Brauer group" of a field allows one to work with the set of all isomorphism classes of finite-dimensional central division algebras over the field. The basic theory in principle reduces the study of all such division algebras to questions in the cohomology theory of groups. The latter theory was introduced in Chapter VII of Basic Algebra and will be developed further in the present chapter and the next.

Let $F$ be a field. Theorem 2.4 shows that every finite-dimensional central simple algebra $A$ over $F$ is of the form $A \cong M_{n}(D)$ for some uniquely determined integer $n \geq 1$ and some finite-dimensional central division algebra $D$ over $F$ that is uniquely determined up to $F$ isomorphism. We can introduce an equivalence relation for finite-dimensional central division algebras over $F$ that exactly mirrors the relation of $F$ isomorphism of the underlying finite-dimensional central division algebras. Specifically if $A \cong M_{n}(D)$ and $A^{\prime} \cong M_{n^{\prime}}\left(D^{\prime}\right)$ are two such central simple algebras for the same $F$ such that $D \cong D^{\prime}$, then we say that $A$ is Brauer equivalent to $A^{\prime}$, and we write $A \sim A^{\prime}$. It is immediate from the definition that "Brauer equivalent" is an equivalence relation. We shall introduce an abelian-group structure into the set of Brauer equivalence classes, hence into the set of isomorphism classes of central finite-dimensional division algebras over $F$.

Proposition 10.24 of Basic Algebra gives the definition of the tensor product of two $F$ algebras ${ }^{1}$ over $F$, and this operation is associative, up to canonical isomorphism, by Proposition 10.22. It is also commutative, up to canonical isomorphism. In fact, if $A$ and $B$ are given algebras over $F$, then the canonical vector-space isomorphism $\varphi: A \otimes_{F} B \rightarrow B \otimes_{F} A$ is given by $\varphi(a \otimes b)=b \otimes a$. If $a_{1} \otimes b_{1}$ and $a_{2} \otimes b_{2}$ are given, then the computation

$$
\begin{aligned}
\varphi\left(a_{1} \otimes b_{1}\right) \varphi\left(a_{2} \otimes b_{2}\right) & =\left(b_{1} \otimes a_{1}\right)\left(b_{2} \otimes a_{2}\right)=b_{1} b_{2} \otimes a_{1} a_{2} \\
& =\varphi\left(a_{1} a_{2} \otimes b_{1} b_{2}\right)=\varphi\left(\left(a_{1} \otimes b_{1}\right)\left(a_{2} \otimes b_{2}\right)\right)
\end{aligned}
$$

shows that $\varphi$ respects multiplication. Hence tensor product is commutative for algebras, up to canonical isomorphism.

Lemma 3.1. If $F$ is a field, then
(a) $M_{n}(R) \cong R \otimes_{F} M_{n}(F)$ for any algebra $R$ with identity over $F$,
(b) $M_{m}(F) \otimes_{F} M_{n}(F) \cong M_{(m n)}(F)$.

Proof. For (a), the $F$ bilinear map $\left(r,\left[a_{i j}\right]\right) \mapsto\left[r a_{i j}\right]$ of $R \times M_{n}(F)$ into

[^14]$M_{n}(R)$ has a unique linear extension $\varphi$ to an $F$ linear map of $R \otimes_{F} M_{n}(F)$ into $M_{n}(R)$. The map $\varphi$ has
\[

$$
\begin{array}{rlr}
\varphi\left(\left(r \otimes\left[a_{i j}\right]\right)\left(r^{\prime} \otimes\left[a_{i j}^{\prime}\right]\right)\right) & =\varphi\left(r r^{\prime} \otimes\left[a_{i j}\right]\left[a_{i j}^{\prime}\right]\right) & \\
& =r r^{\prime}\left[a_{i j}\right]\left[a_{i j}^{\prime}\right] & \\
& =r\left[a_{i j}\right] r^{\prime}\left[a_{i j}^{\prime}\right] & \text { since each } a_{i j} \text { is in } F \\
& =\varphi\left(r \otimes_{F}\left[a_{i j}\right]\right) \varphi\left(r^{\prime} \otimes\left[a_{i j}^{\prime}\right]\right), &
\end{array}
$$
\]

and hence $\varphi$ is an $F$ algebra homomorphism. If $\left\{r_{k}\right\}$ is a vector-space basis of $R$ over $F$ and if $\left\{E_{i j}\right\}$ is the usual basis of $M_{n}(F)$, then $\varphi\left(r_{k} \otimes E_{i j}\right)=r_{k} E_{i j}$, and it follows that $\varphi$ carries a vector-space basis onto a vector-space basis. Hence $\varphi$ is one-one and onto.

For (b), the result of (a) gives $M_{m}(F) \otimes_{F} M_{n}(F) \cong M_{n}\left(M_{m}(F)\right)$, and the algebra on the right is isomorphic to the algebra $M_{(m n)}(F)$ of matrices of size $m n$ by the multiplication-in-blocks isomorphism.

Proposition 3.2. For the field $F$, the operation of tensor product on finitedimensional central simple algebras over $F$ descends to an operation on the set of Brauer equivalence classes of such algebras and makes this set into an abelian group.

Proof. The tensor product of two finite-dimensional algebras over $F$ is again a finite-dimensional algebra, and Proposition 2.36 shows that the tensor product of two central simple algebras is again central simple. Hence tensor product is well defined as an operation on finite-dimensional central simple algebras over $F$. Let us see that tensor product is a Brauer class property. Thus suppose that $A \sim A^{\prime}$ and $B \sim B^{\prime}$, say with $A=M_{m}(D), A^{\prime} \cong M_{m^{\prime}}(D), B=M_{n}(E)$, and $B^{\prime}=M_{n^{\prime}}(E)$. Since the tensor product of some $M_{r}(F)$ with an algebra over $F$, up to isomorphism, does not depend on the order of the two factors and since tensor product is associative up to isomorphism, Lemma 3.1 gives

$$
\begin{aligned}
A \otimes_{F} B & =M_{m}(D) \otimes_{F} M_{n}(E) \cong D \otimes_{F} M_{m}(F) \otimes_{F} M_{n}(F) \otimes_{F} E \\
& \cong D \otimes_{F} M_{(m n)}(F) \otimes_{F} E \cong M_{(m n)}(F) \otimes_{F} D \otimes_{F} E \\
& \cong M_{(m n)}\left(D \otimes_{F} E\right)
\end{aligned}
$$

Similarly $A^{\prime} \otimes_{F} B^{\prime} \cong M_{\left(m^{\prime} n^{\prime}\right)}\left(D \otimes_{F} E\right)$. Thus $A \otimes_{F} B \sim A^{\prime} \otimes_{F} B^{\prime}$.
We have observed that the tensor product operation on algebras over $F$ is associative and commutative, up to canonical isomorphisms, and hence so is the product operation on Brauer equivalence classes. The class of the 1-dimensional algebra $F$ is the identity, and the class of the opposite algebra $A^{o}$ is an inverse to the class of $A$ because of the isomorphism $A \otimes_{F} A^{o} \cong M_{n}(F)$ given in Corollary 2.38 .

The abelian group of Brauer equivalence classes of finite-dimensional central simple algebras over $F$ is called the Brauer group of $F$ and is denoted by $\mathcal{B}(F)$. We use additive notation for its product operation.

## Examples already settled in Chapter II.

(1) If $F$ is algebraically closed, then $\mathcal{B}(F)=0$.
(2) If $F=\mathbb{R}$, then $\mathcal{B}(F)=\mathbb{Z} / 2 \mathbb{Z}$ by Frobenius's Theorem (Theorem 2.50).
(3) If $F$ is a finite field, then $\mathcal{B}(F)=0$ by Wedderburn's Theorem about finite division rings (Theorem 2.48).

The group structure for $\mathcal{B}(F)$ given in Proposition 3.2 offers little help by itself in identifying the finite-dimensional division algebras over a particular field. Instead, the usual procedure for understanding $\mathcal{B}(F)$ is to isolate certain special subgroups of $\mathcal{B}(F)$, known as "relative Brauer groups" and denoted by $\mathcal{B}(K / F)$, $K$ being any finite extension of $F$. Under the assumption that $K$ is a finite Galois extension of $F$, Theorem 3.14 below says that $\mathcal{B}(K / F)$ is isomorphic to the cohomology group $H^{2}(G, N)$, where $G$ is the finite group $G=\operatorname{Gal}(K / F)$ and $N$ is the (abelian) multiplicative group $K^{\times}$of the field $K$. This cohomology group is in principle manageable. Corollary 3.9 below says that $\mathcal{B}(F)$ is the union over all finite Galois extensions $K / F$ of $\mathcal{B}(K / F)$, and we therefore obtain a handle on $\mathcal{B}(F)$.

If $A$ is any finite-dimensional central simple algebra over $F$ and if $K / F$ is any field extension, then Proposition 2.36a shows that $A \otimes_{F} K$ is simple as a ring, and Lemma 2.35b shows that $A \otimes_{F} K$ has center $K$. Therefore $A \otimes_{F} K$ is a central simple algebra over $K$, and its Brauer equivalence class is a member of $\mathcal{B}(K)$.

Let us see that this map of algebras $A$ into $\mathcal{B}(K)$ depends only on the Brauer equivalence class of $A$ in $\mathcal{B}(F)$. Thus suppose that $A=M_{m}(D)$ and $A^{\prime}=M_{n}(D)$ for some finite-dimensional central division algebra $D$ over $F$. Lemma 3.1a gives us isomorphisms of $F$ algebras

$$
\begin{aligned}
A \otimes_{F} K & \cong M_{m}(D) \otimes_{F} K \cong\left(M_{m}(F) \otimes_{F} D\right) \otimes_{F} K \\
& \cong M_{m}(F) \otimes_{F}\left(D \otimes_{F} K\right) \cong M_{m}\left(D \otimes_{F} K\right)
\end{aligned}
$$

and similarly $A^{\prime} \otimes_{F} K \cong M_{n}\left(D \otimes_{F} K\right)$. In each case the left member of the isomorphism is a $K$ algebra, with $K$ contained in the center. Thus we can view each of our isomorphisms as isomorphisms of central simple $K$ algebras. Since $D \otimes_{F} K$ is a finite-dimensional central simple $K$ algebra, we know that $D \otimes_{F} K \cong M_{r}(E)$ for some finite-dimensional central division algebra $E$ over $K$. Application of Lemma 3.1b allows us to continue the displayed isomorphisms as

$$
A \otimes_{F} K \cong M_{m}\left(D \otimes_{F} K\right) \cong M_{m}\left(M_{r}(E)\right) \cong M_{(m r)}(E)
$$

Similarly we have $A^{\prime} \otimes_{F} K \cong M_{(n r)}(E)$. Thus $A \otimes_{F} K$ and $A^{\prime} \otimes_{F} K$ yield the same member of $\mathcal{B}(K)$, and $(\cdot) \otimes_{F} K$ induces a well-defined function from $\mathcal{B}(F)$ into $\mathcal{B}(K)$.

The function from $\mathcal{B}(F)$ into $\mathcal{B}(K)$ is a group homomorphism. In fact, if $A$ and $B$ are finite-dimensional central simple over $F$, then we have $K$ isomorphisms

$$
\begin{aligned}
\left(A \otimes_{F} K\right) \otimes_{K}\left(B \otimes_{F} K\right) & \cong A \otimes_{F}\left(K \otimes_{K}\left(B \otimes_{F} K\right)\right) \\
& \cong A \otimes_{F}\left(B \otimes_{F} K\right) \cong\left(A \otimes_{F} B\right) \otimes_{F} K
\end{aligned}
$$

and the map is indeed a group homomorphism.
In addition, the resulting homomorphism satisfies the expected compatibility condition with respect to compositions. In more detail, if we have nested fields $F \subseteq K \subseteq L$, then the $L$ isomorphisms

$$
\left(A \otimes_{F} K\right) \otimes_{K} L \cong A \otimes_{F}\left(K \otimes_{K} L\right) \cong A \otimes_{F} L
$$

show that the composition of tensoring with $K$ over $F$, followed by tensoring with $L$ over $K$, yields the same result as tensoring directly with $L$ over $F$.

We define the relative Brauer group $\mathcal{B}(K / F)$ to be the kernel of the homomorphism of $\mathcal{B}(F)$ into $\mathcal{B}(K)$. The members of the group $\mathcal{B}(K / F)$ are the Brauer equivalence classes of finite-dimensional central simple $F$ algebras $A$ such that $A \otimes_{F} K$ is $F$ isomorphic to $M_{n}(K)$ for some $n$. We say that such algebras are split over $K$, that $K$ splits such algebras, and that $K$ is a splitting field for these algebras and their Brauer equivalence classes.

Theorem 3.3. Let $K / F$ be a finite extension of fields. Then $K$ is a splitting field for a given member $X$ of $\mathcal{B}(K / F)$ if and only if there exists an algebra $A$ over $F$ in the Brauer equivalence class $X$ containing a subfield $K^{\prime}$ isomorphic to $K$ such that $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K^{\prime}\right)^{2}$.

## REMARKS.

(1) The theory of the Brauer group makes repeated use of this result. Corollary 2.47 shows that the subfield $K^{\prime}$ of $A$ is a maximal commutative subalgebra of $A$ and in particular is a maximal subfield of $A$.
(2) Observe that the field $K$ is given in the theorem, and hence the integer $n=$ $\operatorname{dim}_{F} K$ is known. Then $A$ must have dimension $n^{2}$. The equality $\operatorname{dim}_{F} A=n^{2}$ determines $A$ up to $F$ isomorphism. In fact, Theorem 2.4 shows that $A \cong M_{r}(D)$ for a central division algebra whose isomorphism class is determined by the class $X$. Then $n^{2}=\operatorname{dim}_{F} A=r^{2} \operatorname{dim}_{F} D$, and $r^{2}=n^{2} / \operatorname{dim}_{F}(D)$. So $A$ is indeed determined up to $F$ isomorphism.
(3) In view of the previous remark, any class $X$ in $\mathcal{B}(K / F)$ has a distinguished representative that is unique up to $F$ isomorphism; the distinguished representatives of the members of $\mathcal{B}(K / F)$ for fixed $K$ all have the same dimension.

Proof. Suppose that $A$ is a central simple algebra in the Brauer equivalence class $X$ containing a subfield $K^{\prime}$ isomorphic to $K$ such that $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K^{\prime}\right)^{2}$. We are to prove that $K^{\prime}$ splits $A$. Write $n$ for $\operatorname{dim}_{F} K^{\prime}$, so that $\operatorname{dim}_{F} A=$ $n^{2}$. Regard $A$ as an $n$-dimensional $K^{\prime}$ vector space with $K^{\prime}$ acting by right multiplication on $A$. Define an $F$ bilinear mapping $f: A \times K^{\prime} \rightarrow \operatorname{End}_{K^{\prime}}(A)$ by $f(a, c)\left(a^{\prime}\right)=a a^{\prime} c$; the image $f(a, c)$ is in $\operatorname{End}_{K^{\prime}}(A)$ because

$$
f(a, c)\left(a^{\prime} c^{\prime}\right)=a a^{\prime} c^{\prime} c=\left(a a^{\prime} c\right) c^{\prime}=\left(f(a, c)\left(a^{\prime}\right)\right) c^{\prime}
$$

Extend $f$ without changing its name to an $F$ linear mapping $f: A \otimes_{F} K^{\prime} \rightarrow$ $\operatorname{End}_{K^{\prime}}(A)$ such that $f(a \otimes c)\left(a^{\prime}\right)=a a^{\prime} c$. The mapping $f$ is actually $K^{\prime}$ linear because

$$
f\left((a \otimes c) c^{\prime}\right)\left(a^{\prime}\right)=f\left(a \otimes c c^{\prime}\right)\left(a^{\prime}\right)=a a^{\prime} c c^{\prime}=\left(f(a \otimes c)\left(a^{\prime}\right)\right) c^{\prime}
$$

Also, it respects multiplication, since

$$
\begin{aligned}
f(a \otimes c)\left(f\left(a^{\prime} \otimes c^{\prime}\right)\left(a^{\prime \prime}\right)\right) & =f(a \otimes c)\left(a^{\prime} a^{\prime \prime} c^{\prime}\right)=a a^{\prime} a^{\prime \prime} c^{\prime} c=a a^{\prime} a^{\prime \prime} c c^{\prime} \\
& =f\left(a a^{\prime} \otimes c c^{\prime}\right)\left(a^{\prime \prime}\right)=f\left((a \otimes c)\left(a^{\prime} \otimes c^{\prime}\right)\right)\left(a^{\prime \prime}\right)
\end{aligned}
$$

Thus $f$ is a homomorphism of $K^{\prime}$ algebras. The domain $A \otimes_{F} K^{\prime}$ is central simple over $K^{\prime}$, as we saw when setting up the homomorphism $\mathcal{B}(F) \rightarrow \mathcal{B}(K)$, and therefore $f$ is one-one. Since $A \otimes_{F} K^{\prime}$ and $\operatorname{End}_{K^{\prime}}(A)$ both have $K^{\prime}$ dimension $n^{2}, f$ has to be onto. Thus $f$ exhibits $A \otimes_{F} K^{\prime}$ as isomorphic to a full matrix ring over $K^{\prime}$, and $K^{\prime}$ splits $A$.

Conversely suppose that $K$ is a splitting field for the members of the class $X$ in $\mathcal{B}(F)$. Let $D$ be a division algebra in the class $X$. Since $\mathcal{B}(K / F)$ is a group and therefore contains the inverse class $D^{o}$, we must have $D^{o} \otimes_{F} K \cong M_{m}(K)$ for the integer $m$ such that $\operatorname{dim}_{F} D^{o}=m^{2}$. Let us rewrite this $K$ isomorphism as $D^{o} \otimes_{F} K \cong \operatorname{End}_{K}\left(K^{m}\right)$. The algebra $\operatorname{End}_{F}\left(K^{m}\right)$ is central simple over $F$, and up to an isomorphism, it contains the $K$ algebra $D^{o} \otimes_{F} K$ and hence also the $F$ algebra $D^{o} \otimes_{F} F \cong D^{o}$. Let $A$ be the centralizer of $D^{o}$ in $\operatorname{End}_{F}\left(K^{m}\right)$. We shall prove that $A$ has the required properties.

The algebra $A$ contains (center $\left.D^{o}\right) \otimes_{F} K$, which is a subfield $K^{\prime}$ isomorphic to $K$ because $D^{o}$ is central over $F$, and $A$ is simple by the Double Centralizer Theorem (Theorem 2.43). The center of $A$ matches the center of the centralizer of $A$, which is the center of $D^{o}$ by Theorem 2.43, which in turn is $F$. Thus $A$ is central simple over $F$. Yet another application of Theorem 2.43 gives

$$
\begin{equation*}
\left(\operatorname{dim}_{F} A\right)\left(\operatorname{dim}_{F} D^{o}\right)=\operatorname{dim}_{F} \operatorname{End}_{F}\left(K^{m}\right)=m^{2}\left(\operatorname{dim}_{F} K\right)^{2} . \tag{*}
\end{equation*}
$$

Since $\operatorname{dim}_{F} D^{o}=m^{2}$, we see that $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$. Thus the subfield $K^{\prime}$ of $A$ isomorphic to $K$ has the required dimension.

To see that $A$ is in the Brauer equivalence class $X$, start from the $F$ bilinear map $A \times\left(D^{o} \otimes_{F} F\right) \rightarrow \operatorname{End}_{F}\left(K^{m}\right)$ given by $(a, d \otimes 1) \mapsto a d$, and form its $F$ linear extension $\varphi: A \otimes_{F}\left(D^{o} \otimes_{F} F\right) \rightarrow \operatorname{End}_{F}\left(K^{m}\right)$. The map $\varphi$ respects multiplication because the members of $A$ commute with the members of $D^{o} \otimes_{F} F$ :

$$
\begin{aligned}
\varphi(a \otimes(d \otimes 1))\left(\varphi\left(a^{\prime} \otimes\left(d^{\prime} \otimes 1\right)\right)(v)\right) & =\varphi(a \otimes(d \otimes 1))\left(a^{\prime} d^{\prime} v\right)=a d a^{\prime} d^{\prime} v \\
& =a a^{\prime} d d^{\prime} v=\varphi\left(a a^{\prime} \otimes\left(d d^{\prime} \otimes 1\right)\right)(v)
\end{aligned}
$$

Since $A \otimes_{F}\left(D^{o} \otimes_{F} F\right)$ is simple by Proposition 2.36, $\varphi$ is one-one. A look at $(*)$ shows that

$$
\operatorname{dim}_{F}\left(A \otimes_{F}\left(D^{o} \otimes_{F} F\right)\right)=\left(\operatorname{dim}_{F} A\right)\left(\operatorname{dim}_{F} D^{o}\right)=\operatorname{dim}_{F} \operatorname{End}_{F}\left(K^{m}\right)
$$

and allows us to conclude that $\varphi$ is onto. Therefore $A \otimes_{F} D^{o} \cong \operatorname{End}_{F}\left(K^{m}\right)$. Since $\operatorname{End}_{F}\left(K^{m}\right)$ is Brauer equivalent to $F$, the Brauer equivalence class of $A$ is the inverse of the class of $D^{o}$. Hence the class of $A$ equals the class of $D$, which is $X$.

Corollary 3.4. If $D$ is a finite-dimensional central division algebra over the field $F$, then any maximal subfield $K$ of $D$ splits $D$.

Proof. This is the special case of Theorem 3.3 in which $A=D$. The formula for the dimensions holds by Corollary 2.47.

Corollary 3.5. If $F$ is a field, then the Brauer group $\mathcal{B}(F)$ is the union of all relative Brauer groups $\mathcal{B}(K / F)$ as $K$ ranges over all finite extensions of $F$.

REMARKS. This result is all very tidy but is not very useful, since we have no indication how to identify $\mathcal{B}(K / F)$ for a general finite extension $F$. In Corollary 3.9 below, we sharpen this result to make $K$ range only over the finite Galois extensions of $F$, and we shall see in Section 3 that $\mathcal{B}(K / F)$ can be realized for such fields $K$ in terms of the cohomology of groups.

Proof. Any member of $\mathcal{B}(F)$ has some central division algebra $D$ as a representative, and Corollary 3.4 identifies an extension field $K$ of $F$ that splits $D$, namely any maximal subfield of $D$.

Corollary 3.6. Let $D$ be a finite-dimensional central division algebra over a field $F$, and let $\operatorname{dim}_{F} D=n^{2}$. If $K$ is a splitting field for $D$, then $\operatorname{dim}_{F} K$ is a multiple of $n$.

Proof. If $K$ is a splitting field for $D$, then Theorem 3.3 says that there exists an integer $r$ such that $M_{r}(D)$ contains a subfield $K^{\prime}$ isomorphic to $K$ with $\operatorname{dim}_{F} M_{r}(D)=\left(\operatorname{dim}_{F} K^{\prime}\right)^{2}$. Thus $r^{2} n^{2}=\left(\operatorname{dim}_{F} K\right)^{2}$, and $r n=\operatorname{dim}_{F} K$.

Theorem 3.7 (Noether-Jacobson Theorem). If $D$ is a noncommutative finitedimensional central division algebra over the field $F$, then there exists a member of $D$ that is not in $F$ and is separable over $F$.

Remarks. Within a field extension $K / F$, we know from Corollary 9.31 of Basic Algebra that the subset of all elements of $K$ that are separable over $F$ is a subfield of $K$ containing $F$. Consequently an equivalent formulation of the theorem is that $D$ contains a nontrivial separable extension field of $F$.

Proof (Herstein). Arguing by contradiction, suppose that no element of $D$ outside $F$ is separable over $F$. Let the characteristic of $F$ be $p$, necessarily nonzero. If $a$ is any element of $D$ not in $F$, then the assumed nonseparability implies that the minimal polynomial $f(X)$ of $a$ over $F$ has $f^{\prime}(X)=0$, according to Proposition 9.27 of Basic Algebra. Hence $f(X)=f_{1}\left(X^{p}\right)$ for some polynomial $f_{1}(X)$ in $F[X]$. In turn, the minimal polynomial of $a^{p}$ is $f_{1}(X)$, and if $a^{p}$ is not in $F$, then $f_{1}(X)=f_{2}\left(X^{p}\right)$ for some polynomial $f_{2}(X)$ in $F[X]$. Since the degree decreases at each step as we pass from $f$ to $f_{1}$, from $f_{1}$ to $f_{2}$, and so on, we conclude that $a^{p^{e}}$ is in $F$ for some $e$. In short, each $a$ in $D$ has the property that there is some integer $e \geq 0$ depending on $a$ such that $a^{p^{e}}$ is in $F$.

In view of the assumption that $D \neq F$ and the argument that we have just seen, there exists an element $a$ in $D$ outside $F$ such that $a^{p}$ is in $F$. Define a function $d: D \rightarrow D$ by $d(x)=x a-a x$. The function $d$ is $F$ linear, and it is not identically 0 because $a$ is not in the center $F$ of $D$. If $r$ and $l$ denote right and left multiplication, we can rewrite $d$ as $d(x)=(r(a)-l(a))(x)$. The linear maps $r(a)$ and $l(a)$ commute with each other, and thus the Binomial Theorem is applicable in computing $d^{p}(x)$ as

$$
d^{p}(x)=(r(a)-l(a))^{p}(x)=\left(r(a)^{p}-l(a)^{p}\right)(x)=x a^{p}-p^{a} x=0
$$

the last equality holding because $a^{p}$ is in $F$ and is therefore central. Since $d^{p}$ is the zero function and $d$ is not, there exist an integer $s$ with $2 \leq s \leq p$ and an element $y$ in $D$ with $d^{s-1} y \neq 0$ and $d^{s} y=0$. Put $x=d^{s-1} y$. Since $x=d\left(d^{s-2} y\right)$, the element $w=d^{s-2} y$ has the property that $x=w a-a w$. The condition $d x=0$ says that $x a=a x$. Put $x=a u$. The elements $a$ and $u$ commute because $a$ and $x$ commute. If we set $c=w u^{-1}$, then $x=w a-a w=c u a-a c u$, and hence $a=x u^{-1}=c u a u^{-1}-a c$. Since $a$ and $u$ commute, we obtain $a=c a-a c$. Right multiplying by $a^{-1}$ gives $1=c-a c a^{-1}$ and therefore $c=1+a c a^{-1}$. Raising both sides to the $p^{e^{\prime}}$ power gives $c^{p^{e^{\prime}}}=1+a c^{p^{e^{\prime}}} a^{-1}$. The first paragraph of the proof shows that there is some $e^{\prime} \geq 0$ for which $c^{p^{e^{\prime}}}$ is in $F$, and for this integer $e^{\prime}$, we obtain the contradictory equation $c^{p^{e^{\prime}}}=1+c^{p^{e^{\prime}}}$ from the commutativity of $a$ with $F$. This completes the proof.

Corollary 3.8. If $D$ is a noncommutative finite-dimensional central division algebra over the field $F$ and if $K$ is a subfield of $D$ that is separable over $F$, then there exists a maximal subfield $L$ of $D$ containing $K$ such that $L$ is separable over $F$.

Proof. Because of the finite dimensionality, we may assume without loss of generality that $K$ is not properly contained in any larger subfield of $D$ that is separable over $F$. Arguing by contradiction, we may assume that $K$ is not a maximal subfield of $D$. Let $E$ be the centralizer of $K$ in $D$. This is a division algebra over $F$. It is simple by the Double Centralizer Theorem (Theorem 2.43), and it contains $K$ because $K$ is commutative. Moreover, we know from Theorem 2.43 that

$$
\operatorname{dim}_{F} D=\left(\operatorname{dim}_{F} K\right)\left(\operatorname{dim}_{F} E\right)
$$

and that $K$ is the centralizer of $E$. The latter condition shows that division algebra $E$ is central simple over $K$. Since $K$ is not a maximal subfield of $D$, Corollary 2.46 gives $\operatorname{dim}_{F} D>\left(\operatorname{dim}_{F} K\right)^{2}$. Thus $\operatorname{dim}_{F} K<\operatorname{dim}_{F} E$. Since $E$ is central over $K, E$ is noncommutative.

Application of Theorem 3.7 produces an element $x$ in $E$ outside $K$ that is separable over $K$. Let $L$ be the subfield $K(x)$ of $E$. Since $K$ is a separable extension of $F$, the Theorem of the Primitive Element gives an element $\alpha$ of $K$ such that $K=F(\alpha)$. Then $L=F(\alpha, x)$. The implication (b) implies (c) in Corollary 9.29 of Basic Algebra shows that if $\alpha$ is separable over $F$ and $x$ is separable over $F(\alpha)$, then $\alpha$ and $x$ are both separable over $F$. The elements of $L$ that are separable over $F$ form a subfield of $L$, and we have just proved that this subfield properly contains $K$. This conclusion contradicts the assumption that $K$ is a maximal separable extension of $F$ within $D$, and the proof is complete.

Corollary 3.9. If $F$ is a field, then the Brauer group $\mathcal{B}(F)$ is the union of all relative Brauer groups $\mathcal{B}(K / F)$ as $K$ ranges over all finite Galois extensions of $F$.

REMARKS. This is the result of interest. Each $\mathcal{B}(K / F)$ with $K$ as in the corollary will be seen to be given as an $H^{2}$ in the cohomology of groups, and this group is in principle manageable. Thus we obtain a handle on $\mathcal{B}(F)$.

Proof. If $D$ is a central division algebra over $F$, then Corollaries 3.4 and 3.8 together show that some finite separable extension $K^{\prime}$ of $F$ splits $D$. That is, the Brauer equivalence class of $D$ lies in $\mathcal{B}\left(K^{\prime} / F\right)$. Let us write $K^{\prime}=F(\alpha)$ by the Theorem of the Primitive Element. If $f(X)$ is the minimal polynomial of $\alpha$ over $F$, then every root of $f(X)$ in an algebraic closure $\bar{F}$ of $F$ containing $K^{\prime}$ is separable over $F$. Let $K$ be the subfield of $\bar{F}$ generated by all the roots. This is a finite normal extension, and Corollary 9.30 of Basic Algebra shows that it is a separable
extension. We have seen that the composition of the homomorphisms $\mathcal{B}(F) \rightarrow$ $\mathcal{B}\left(K^{\prime}\right)$ and $\mathcal{B}\left(K^{\prime}\right) \rightarrow \mathcal{B}(K)$ is $\mathcal{B}(F) \rightarrow \mathcal{B}(K)$, and consequently $\mathcal{B}\left(K^{\prime} / F\right) \subseteq$ $\mathcal{B}(K / F)$. Therefore the Brauer equivalence class of $D$ lies in $\mathcal{B}(K / F)$.

## 2. Factor Sets

Throughout this section let $K / F$ be a finite Galois extension of fields. Our objective is to construct a function from the relative Brauer group $\mathcal{B}(K / F)$ into the cohomology group $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$. In Section 3 we shall prove that this function is a group isomorphism.

We take as known the material in Chapter VII of Basic Algebra on cohomology of groups. For convenient reference we list the relevant formulas for cohomology in degree 2. If $G$ is a group and $N$ is an abelian group on which $G$ acts by automorphisms, the group $C^{2}(G, N)$ of 2-cochains is the group of all functions $a: G \times G \rightarrow N$, the group $Z^{2}(G, N)$ of 2-cocycles is the set of members $f$ of $C^{2}(G, N)$ such that

$$
u(f(v, w))+f(u, v w)=f(u v, w)+f(u, v) \quad \text { for all } u, v, w \in G
$$

the group $B^{2}(G, N)$ of 2-coboundaries is the set of members $f$ of $C^{2}(G, N)$ of the form

$$
f(u, v)=u(\alpha(v))-\alpha(u v)+\alpha(u) \quad \text { for some } \alpha: G \rightarrow N,
$$

and the cohomology group $H^{2}(G, N)$ is the quotient

$$
H^{2}(G, N)=Z^{2}(G, N) / B^{2}(G, N)
$$

Here it is understood that we are using additive notation for the group operation in $N$ and that the action of $u \in G$ on a member $n$ of $N$ is denoted by $u(n)$.

In constructing the function from $\mathcal{B}(K / F)$ into $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$, we shall proceed in somewhat the same fashion as for the identification of group extensions with an $H^{2}$ that was carried out in Chapter VII of Basic Algebra. Namely we shall associate a "factor set" to some choices concerning a given finite-dimensional central simple algebra and see that this factor set is a cocyle. Then we shall show that the factor set for any set of choices for any Brauer-equivalent central simple algebra differs from this cocyle by a coboundary. The result will be the desired function from $\mathcal{B}(K / F)$ into $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$.

Thus write $G$ for $\operatorname{Gal}(K / F)$, fix a Brauer equivalence class $X$ in $\mathcal{B}(K / F)$, and let $A$ be a central simple algebra in the class $X$ meeting the conditions of Theorem 3.3: $A$ contains a subfield $K^{\prime}$ isomorphic to $K$, and $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K^{\prime}\right)^{2}$. Write $c \mapsto c^{\prime}$ for the isomorphism $K \rightarrow K^{\prime}$.

Let $\sigma$ be an element of the Galois group $G$. Then $c \mapsto c^{\prime}$ and $c \mapsto \sigma(c)^{\prime}$ are two algebra homomorphisms of the simple algebra $K$ into the central simple algebra $A$, and the Skolem-Noether Theorem (Theorem 2.41) says that they are related by an inner automorphism:

$$
\sigma(c)^{\prime}=x_{\sigma} c^{\prime} x_{\sigma}^{-1} \quad \text { for some } x_{\sigma} \in A
$$

Some choice is involved in selecting $x_{\sigma}$, but the element $x_{\sigma}$ is unique up to a factor from $K^{\prime}$ on the right. In fact, if $x_{\sigma}$ and $y_{\sigma}$ both behave as in the boxed formula, then $y_{\sigma}^{-1} x_{\sigma}$ commutes with $K^{\prime}$ and hence is in $K^{\prime}$. Thus $x_{\sigma}=y_{\sigma} c_{0}^{\prime}$ with $c_{0}^{\prime}$ in $K^{\prime}$.

The nonuniqueness can be expressed also in terms of a factor from $K^{\prime}$ on the left. In fact, the boxed formula for $c=c_{0}$ implies that $x_{\sigma}=\left(x_{\sigma} c_{0}^{\prime} x_{\sigma}^{-1}\right)\left(x_{\sigma} c_{0}^{-1}\right)=$ $\sigma\left(c_{0}\right)^{\prime} y_{\sigma}$.

At any rate, fix a choice of $x_{\sigma}$ for all $\sigma \in G$, and let us examine the effect of composition. If $\sigma$ and $\tau$ are in $G$, then

$$
x_{\sigma \tau} c^{\prime} x_{\sigma \tau}^{-1}=(\sigma \tau)(c)^{\prime}=\sigma(\tau(c))^{\prime}=x_{\sigma} \tau(c)^{\prime} x_{\sigma}^{-1}=x_{\sigma} x_{\tau} c^{\prime} x_{\tau}^{-1} x_{\sigma}^{-1}
$$

Using the result of the previous paragraph, we see that $x_{\sigma \tau}$ and $x_{\sigma} x_{\tau}$ are related by a factor from $K^{\prime}$ on the left. Hence we can write

$$
x_{\sigma} x_{\tau}=a(\sigma, \tau)^{\prime} x_{\sigma \tau} \quad \text { with } a(\sigma, \tau) \in K^{\times} \text {. }
$$

If we examine the effect of composing three elements of $G$, we obtain a consistency condition that the function $a: G \times G \rightarrow K^{\times}$must satisfy. Namely, let $\rho, \sigma$, and $\tau$ be in $G$, and let us compute $x_{\rho} x_{\sigma} x_{\tau}$ in two ways, taking advantage of the associativity in $A$. With one grouping, we obtain

$$
x_{\rho} x_{\sigma} x_{\tau}=\left(x_{\rho} x_{\sigma}\right) x_{\tau}=a(\rho, \sigma)^{\prime} x_{\rho \sigma} x_{\tau}=a(\rho, \sigma)^{\prime} a(\rho \sigma, \tau)^{\prime} x_{\rho \sigma \tau}
$$

and with the other grouping, we have

$$
\begin{aligned}
x_{\rho} x_{\sigma} x_{\tau} & =x_{\rho}\left(x_{\sigma} x_{\tau}\right)=x_{\rho} a(\sigma, \tau)^{\prime} x_{\sigma \tau} \\
& =\rho(a(\sigma, \tau))^{\prime} x_{\rho} x_{\sigma \tau}=\rho(a(\sigma, \tau))^{\prime} a(\rho, \sigma \tau)^{\prime} x_{\rho \sigma \tau}
\end{aligned}
$$

Therefore the function $a: G \times G \rightarrow K^{\times}$satisfies

$$
\rho(a(\sigma, \tau)) a(\rho, \sigma \tau)=a(\rho, \sigma) a(\rho \sigma, \tau)
$$

A function $a: G \times G \rightarrow K^{\times}$satisfying the above boxed formula is called a factor set. From $A$, an isomorphism $K \rightarrow K^{\prime}$, and a choice of the elements $x_{\sigma}$ for $\sigma \in G$, we have obtained a factor set.

Comparing this boxed formula with the formulas in the second paragraph of this section, we see that a factor set is exactly a member of $Z^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$ except that the boxed formula uses multiplicative notation for $K^{\times}$and the definition of 2-cocyle uses additive notation. Thus we have associated a member of $Z^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$to the triple consisting of $A$, an isomorphism $K \rightarrow K^{\prime}$, and a choice of the elements $x_{\sigma}$ for $\sigma \in G$.

With the extension $K / F$ and the class $X \in \mathcal{B}(K / F)$ fixed, let us see the effect on the factor set of making different choices. The algebra $A$ lies in the Brauer equivalence class $X$ and has $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$. As we saw in the remarks with Theorem 3.3, $A$ is determined up to isomorphism by these properties.

Thus let us start from a different system of choices: an algebra $B$ in the class $X$, an isomorphism $K \rightarrow K^{\prime \prime}$, and elements $y_{\sigma}$ for $\sigma \in G$ such that $\sigma(c)^{\prime \prime}=y_{\sigma} c^{\prime \prime} y_{\sigma}^{-1}$. Define the corresponding factor set $b: G \times G \rightarrow K^{\times}$by

$$
y_{\sigma} y_{\tau}=b(\sigma, \tau)^{\prime \prime} y_{\sigma \tau} .
$$

We wish to relate $a(\sigma, \tau)$ and $b(\sigma, \tau)$. We have just seen that $A$ and $B$ are isomorphic as algebras. Let $\varphi: A \rightarrow B$ be an isomorphism. Then $c \mapsto c^{\prime} \mapsto$ $\varphi\left(c^{\prime}\right)$ and $c \mapsto c^{\prime \prime}$ are two algebra homomorphisms of $K$ into $B$, and the SkolemNoether Theorem (Theorem 2.41) produces an element $t \in B$ with

$$
c^{\prime \prime}=t \varphi\left(c^{\prime}\right) t^{-1} \quad \text { for all } c \in K
$$

Starting from the formula $\sigma(c)^{\prime}=x_{\sigma} c^{\prime} x_{\sigma}^{-1}$, apply $\varphi$ and conjugate by $t$ to obtain

$$
\sigma(c)^{\prime \prime}=t \varphi\left(\sigma(c)^{\prime}\right) t^{-1}=\left(t \varphi\left(x_{\sigma}\right) t^{-1}\right) c^{\prime \prime}\left(t \varphi\left(x_{\sigma}\right) t^{-1}\right)^{-1}
$$

This equation says that $t \varphi\left(x_{\sigma}\right) t^{-1}$ serves the same purpose as $y_{\sigma}$, and therefore

$$
y_{\sigma}=c_{\sigma}^{\prime \prime} t \varphi\left(x_{\sigma}\right) t^{-1}
$$

for some member $c_{\sigma}^{\prime \prime}$ of $K^{\prime \prime}$ placed on the left. Substitution into the formula $y_{\sigma} y_{\tau}=b(\sigma, \tau)^{\prime \prime} y_{\sigma \tau}$ gives

$$
c_{\sigma}^{\prime \prime} t \varphi\left(x_{\sigma}\right) t^{-1} c_{\tau}^{\prime \prime} t \varphi\left(x_{\tau}\right) t^{-1}=b(\sigma, \tau)^{\prime \prime} c_{\sigma \tau}^{\prime \prime} t \varphi\left(x_{\sigma \tau}\right) t^{-1}
$$

If we substitute from the formula $c^{\prime \prime}=t \varphi\left(c^{\prime}\right) t^{-1}$ for all members of $K^{\prime \prime}$ and then conjugate by $t^{-1}$ and apply $\varphi^{-1}$, we obtain

$$
c_{\sigma}^{\prime} x_{\sigma} c_{\tau}^{\prime} x_{\tau}=b(\sigma, \tau)^{\prime} c_{\sigma \tau}^{\prime} x_{\sigma \tau}
$$

The left side equals

$$
c_{\sigma}^{\prime} \sigma\left(c_{\tau}\right)^{\prime} x_{\sigma} x_{\tau}=c_{\sigma}^{\prime} \sigma\left(c_{\tau}\right)^{\prime} a(\sigma, \tau)^{\prime} x_{\sigma \tau}
$$

and comparison of this expression with the right side gives

$$
b(\sigma, \tau)^{\prime} c_{\sigma \tau}^{\prime}=c_{\sigma}^{\prime} \sigma\left(c_{\tau}\right)^{\prime} a(\sigma, \tau)^{\prime} .
$$

Passing from $K^{\prime}$ back to $K$, we conclude that

$$
b(\sigma, \tau) c_{\sigma \tau}=c_{\sigma} \sigma\left(c_{\tau}\right) a(\sigma, \tau) .
$$

This formula says that $b$ is the product of $a$ and the trivial factor set $c: G \times G \rightarrow$ $K^{\times}$given by

$$
c(\sigma, \tau)=c_{\sigma} \sigma\left(c_{\tau}\right) c_{\sigma \tau}^{-1},
$$

where $\sigma \mapsto c_{\sigma}$ is some function from $G$ to $K^{\times}$. Again referring to the second paragraph of this section and remembering that we are using multiplicative notation for $K^{\times}$, we see that the trivial factor sets are the 2 -coboundaries, lying in $B^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$, in the same way that the general factor sets are the 2-cocycles, lying in $Z^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$. We have thus proved the following proposition.

Proposition 3.10. Let $K$ be a finite Galois extension of the field $F$. For $X$ in $\mathcal{B}(K / F)$, let $A$ be an algebra in the Brauer equivalence class $X$ with $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$, let $K \rightarrow K^{\prime}$ be an isomorphism of $K$ into $A$, and let $\left\{x_{\sigma} \mid \sigma \in \operatorname{Gal}(K / F)\right\} \subseteq A^{\times}$be a set of elements such that $\sigma(c)^{\prime}=x_{\sigma} c^{\prime} x_{\sigma}^{-1}$. Then the passage from $X$ to the factor set determined by the triple of data ( $A, K \rightarrow K^{\prime},\left\{x_{\sigma}\right\}$ ) descends to a well-defined function from the abelian group $\mathcal{B}(K / F)$ to the abelian group $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$.

## 3. Crossed Products

In this section we continue to assume that $K / F$ is a finite Galois extension of fields. We are going to show that the function $\mathcal{B}(K / F) \rightarrow H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$ given in Proposition 3.10 is an isomorphism of groups. The homomorphism property comes last and is the hard part of the argument. In the meantime, we construct the inverse function by associating an algebra to each member of $Z^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$and showing in Corollary 3.13 that the resulting function on $Z^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$descends to an inverse function from $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$ into $\mathcal{B}(K / F)$. The algebra is called a "crossed product" and is produced in Proposition 3.12 below. Before either of these steps, we establish one more property of the system $\left\{x_{\sigma} \mid \sigma \in \operatorname{Gal}(K / F)\right\}$ of the previous section that has not needed mentioning until now.

Thus let a central simple algebra $A$ be given with $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$, along with an isomorphism $K \rightarrow K^{\prime}$ denoted by $c \mapsto c^{\prime}$. As in the previous section we choose $x_{\sigma} \in A^{\times}$with

$$
\sigma(c)^{\prime}=x_{\sigma} c^{\prime} x_{\sigma}^{-1} \quad \text { for all } c \in K
$$

The corresponding factor set $a(\sigma, \tau)$ has

$$
x_{\sigma} x_{\tau}=a(\sigma, \tau)^{\prime} x_{\sigma \tau} .
$$

We regard $A$ as a vector space over $K^{\prime}$ with $K^{\prime}$ acting by multiplication on the left.

Lemma 3.11. With hypotheses as above, the set $\left\{x_{\sigma} \mid \sigma \in \operatorname{Gal}(K / F)\right\}$ is a vector-space basis of $A$ over $K^{\prime}$.

Proof. Let $G=\operatorname{Gal}(K / F)$. Since $|G|=\operatorname{dim}_{F} K=\operatorname{dim}_{F} K^{\prime}=\operatorname{dim}_{K^{\prime}} A$, it is enough to prove linear independence. Arguing by contradiction, assume that the set $\left\{x_{\sigma} \mid \sigma \in G\right\}$ is linearly dependent. Choose a maximal subset $J$ of $G$ such that $\left\{x_{\tau} \mid \tau \in J\right\}$ is linearly independent. For $\sigma$ not in $J$, we then have

$$
\begin{equation*}
x_{\sigma}=\sum_{\tau \in J} a_{\tau}^{\prime} x_{\tau} \quad \text { with } a_{\tau} \in K \tag{*}
\end{equation*}
$$

Every $c$ in $K$ satisfies

$$
\sigma(c)^{\prime} x_{\sigma}=x_{\sigma} c^{\prime}=\sum_{\tau \in J} a_{\tau}^{\prime} x_{\tau} c^{\prime}=\sum_{\tau \in J} a_{\tau}^{\prime} \tau(c)^{\prime} x_{\tau}
$$

and thus $x_{\sigma}=\sum_{\tau \in J} \sigma(c)^{\prime-1} a_{\tau}^{\prime} \tau(c)^{\prime} x_{\tau}$. Comparing this expansion with $(*)$ shows that

$$
\begin{equation*}
\sigma(c)^{\prime-1} a_{\tau}^{\prime} \tau(c)^{\prime}=a_{\tau}^{\prime} \quad \text { for } \tau \in J \tag{**}
\end{equation*}
$$

Since $x_{\sigma} \neq 0$, some $a_{\tau}^{\prime}$ in the expansion $(*)$ is nonzero. For this $\tau$, we can cancel $a_{\tau}^{\prime}$ in $(* *)$ and obtain $\sigma(c)^{\prime}=\tau(c)^{\prime}$ for all $c \in K$. Then $\sigma=\tau$, in contradiction to the fact that $\sigma$ is not in $J$.

The linear independence in Lemma 3.11 allows us to read off the structure of $A$ : as a $K^{\prime}$ vector space, the algebra $A$ is given by $A=\bigoplus_{\sigma \in \operatorname{Gal}(K / F)} K^{\prime} x_{\sigma}$, and the elements $x_{\sigma}$ have the properties that

$$
x_{\sigma} c^{\prime}=\sigma(c)^{\prime} x_{\sigma} \text { for } c \in K \quad \text { and } \quad x_{\sigma} x_{\tau}=a(\sigma, \tau)^{\prime} x_{\sigma \tau}
$$

Proposition 3.12 is motivated by these formulas, saying that we can reconstruct $A$ from a given 2-cocycle $a(\sigma, \tau)$ in such a way that these formulas hold.

Proposition 3.12. Let $K / F$ be a finite Galois extension, and let $a=a(\sigma, \tau)$ be in $Z^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$. Then there exist a central simple algebra $A$ over $F$ with $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$, an isomorphism $K \rightarrow K^{\prime}$ of $K$ onto a subfield $K^{\prime}$ of $A$, and a subset $\left\{x_{\sigma} \in A \mid \sigma \in \operatorname{Gal}(K / F)\right\}$ such that
(a) $A=\bigoplus_{\sigma \in \operatorname{Gal}(K / F)} K^{\prime} x_{\sigma}$,
(b) $x_{\sigma} c^{\prime} x_{\sigma}^{-1}=\sigma(c)^{\prime}$ for all $c$ in $K$, with $c \mapsto c^{\prime}$ denoting the isomorphism of $K$ onto $K^{\prime}$,
(c) $x_{\sigma} x_{\tau}=a(\sigma, \tau)^{\prime} x_{\sigma \tau}$.

REmARKs. We write $A=\mathcal{A}(K, \operatorname{Gal}(K / F), a)$ and call $A$ the crossedproduct algebra corresponding to the factor set $a$. The algebra $A$ is completely determined by the given conditions, up to canonical isomorphism, since (a), (b), and (c) determine the entire multiplication table of $A$.

Proof. Let $G=\operatorname{Gal}(K / F)$, form a set $\left\{x_{\sigma} \mid \sigma \in G\right\}$, and let $A$ be the $K$ vector space (free $K$ module) with basis $\left\{x_{\sigma}\right\}$. Then $A=\bigoplus_{\sigma \in G} K x_{\sigma}$. Define a multiplication on $K$ basis vectors in $A$ by

$$
\begin{equation*}
\left(c x_{\sigma}\right)\left(d x_{\tau}\right)=c \sigma(d) a(\sigma, \tau) x_{\sigma \tau}, \tag{*}
\end{equation*}
$$

and extend it to a multiplication on $A$ by additivity.
First we shall check that $A$ is an associative $F$ algebra with $a(1,1)^{-1} x_{1}$ as identity by making use of the cocycle property

$$
\begin{equation*}
\rho(a(\sigma, \tau)) a(\rho, \sigma \tau)=a(\rho, \sigma) a(\rho \sigma, \tau) \tag{**}
\end{equation*}
$$

For associativity, (*) gives

$$
\begin{aligned}
\left(b x_{\rho}\right)\left(\left(c x_{\sigma}\left(d x_{\tau}\right)\right)\right. & =\left(b x_{\rho}\right)\left(c \sigma(d) a(\sigma, \tau) x_{\sigma \tau}\right) \\
& =b \rho(c)(\rho \sigma(d)) \rho(a(\sigma, \tau)) a(\rho, \sigma \tau) x_{\rho \sigma \tau}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\left(b x_{\rho}\right)\left(c x_{\sigma}\right)\left(d x_{\tau}\right)\right. & =\left(b \rho(c) a(\rho, \sigma) x_{\rho \sigma}\right)\left(d x_{\tau}\right) \\
& =b \rho(c) a(\rho, \sigma) \rho \sigma(d)) a(\rho \sigma, \tau) x_{\rho \sigma \tau},
\end{aligned}
$$

and the right sides are equal by $(* *)$. To see that $a(1,1)^{-1} x_{1}$ is a two-sided identity, take $\rho=\sigma=1$ in $(* *)$ to get $1(a(1, \tau)) a(1, \tau)=a(1,1) a(1, \tau)$. Since $a$ takes values in $K^{\times}$, we can cancel and obtain

$$
a(1, \tau)=a(1,1)
$$

Thus (*) gives

$$
\left(a(1,1)^{-1} x_{1}\right)\left(d x_{\tau}\right)=a(1,1)^{-1} 1(d) a(1, \tau) x_{\tau}=d x_{\tau} .
$$

Similarly another specialization of $(* *)$ is $\sigma(a(1,1)) a(\sigma, 1)=a(\sigma, 1) a(\sigma, 1)$, from which we obtain

$$
\sigma(a(1,1))=a(\sigma, 1)
$$

Thus (*) gives

$$
\left(c x_{\sigma}\right)\left(a(1,1)^{-1} x_{1}\right)=c \sigma(a(1,1))^{-1} a(\sigma, 1) x_{\sigma}=c x_{\sigma}
$$

and $a(1,1)^{-1} x_{1}$ is indeed a two-sided identity. We denote it by 1 . Scalar multiplication by $r \in F$ is understood to be the additive extension of $r\left(c x_{\sigma}\right)=(r c) x_{\sigma}$ for $c \in K$, and the identities

$$
\begin{aligned}
& \left(r\left(c x_{\sigma}\right)\right)\left(d x_{\tau}\right)=r c \sigma(d) a(\sigma, \tau) x_{\sigma \tau}, \\
& \left(c x_{\sigma}\right)\left(r\left(d x_{\tau}\right)\right)=\operatorname{co}(r d) a(\sigma, \tau) x_{\sigma \tau}=r c \sigma(d) a(\sigma, \tau) x_{\sigma \tau}, \\
& r\left(\left(c x_{\sigma}\right)\left(d x_{\tau}\right)\right)=r c \sigma(d) a(\sigma, \tau) x_{\sigma \tau}
\end{aligned}
$$

show that multiplication in $A$ is $F$ linear with respect to scalars, hence show that $A$ is an algebra over $F$.

Second we define $K^{\prime} \subseteq A$ and an isomorphism $K \rightarrow K^{\prime}$. For $b \in K$, we let $b^{\prime}$ be the member of $A$ given by $b^{\prime}=b 1=b\left(a(1,1)^{-1} x_{1}\right)$, and we let $K^{\prime}$ be the image of $K$ under $b \mapsto b^{\prime}$. The map $b \mapsto b^{\prime}$ certainly respects addition, and it respects multiplication because the identity

$$
\left(b_{1} a(1,1)^{-1} x_{1}\right)\left(b_{2} a(1,1)^{-1} x_{1}\right)=b_{1} b_{2} a(1,1)^{-1} x_{1}
$$

is immediate from (*). Hence $K^{\prime}$ is a subfield of $A$.
Third we prove properties (a), (b), and (c). For (a), we use ( $*$ ) and ( $\dagger$ ) to obtain the identity

$$
b^{\prime} x_{\sigma}=\left(b a(1,1)^{-1} x_{1}\right) x_{\sigma}=b a(1,1)^{-1} a(1, \sigma) x_{\sigma}=b x_{\sigma} .
$$

This identity shows that $K^{\prime} x_{\sigma}=K x_{\sigma}$, and (a) follows. From ( $\ddagger$ ), we see also that $x_{\sigma}\left(b x_{\sigma^{-1}}\right)=\left(1 x_{\sigma}\right)\left(b x_{\sigma^{-1}}\right)=1 \sigma(b) a\left(\sigma, \sigma^{-1}\right) x_{1}$ and that $\left(b x_{\sigma^{-1}}\right) x_{\sigma}=$ $b \sigma(1) a\left(\sigma^{-1}, \sigma\right) x_{1}$; thus $x_{\sigma}$ has a right inverse in $A$ and also a left inverse, hence a two-sided inverse. Consequently the statement of (b) is meaningful; for its proof we have only to observe that

$$
\begin{aligned}
x_{\sigma} c^{\prime} x_{\sigma}^{-1} & =\left(x_{\sigma}\left(c a(1,1)^{-1} x_{1}\right)\right) x_{\sigma}^{-1}=\left(\sigma(c) \sigma(a(1,1))^{-1} a(\sigma, 1) x_{\sigma}\right) \cdot x_{\sigma}^{-1} \\
& =\sigma(c) x_{\sigma} \cdot x_{\sigma}^{-1}=\sigma(c)^{\prime} x_{\sigma} x_{\sigma}^{-1}=\sigma(c)^{\prime}
\end{aligned}
$$

the last three equalities following from $(\dagger \dagger),(\ddagger)$, and the identity $x_{\sigma} x_{\sigma}^{-1}=1$. For (c), we have

$$
x_{\sigma} x_{\tau}=a(\sigma, \tau) x_{\sigma \tau}=a(\sigma, \tau)^{\prime} x_{\sigma \tau}
$$

the second equality following from ( $\ddagger$ ).
Fourth we show that $A$ is simple. Let $I$ be a proper two-sided ideal in $A$, and let $\varphi: A \rightarrow A / I$ be the quotient homomorphism. Since 1 is not in $I$ and since $K^{\prime}$ is a subfield of $A$, we know that $\operatorname{ker}\left(\left.\varphi\right|_{K^{\prime}}\right)=0$ and that $\varphi\left(K^{\prime}\right)$ is a subfield of $A / I$. The field $\varphi\left(K^{\prime}\right)$ acts on $A / I$ by left multiplication and makes $A / I$ into a $\varphi\left(K^{\prime}\right)$ vector space. The members $\varphi\left(x_{\sigma}\right)$ of $A / I$ certainly span $A / I$ over $\varphi\left(K^{\prime}\right)$ because of (a), and the claim is that they are linearly independent. If so, then $\varphi$ is one-one, $I$ equals 0 , and $A$ is simple. For the linear independence, we argue by contradiction in the same way as for Lemma 3.11. Suppose that $J \subseteq G$ is a maximal subset such that $\left\{\varphi\left(x_{\tau}\right) \mid \tau \in J\right\}$ is linearly independent over $\varphi\left(K^{\prime}\right)$. For $\sigma$ not in $J$, we then have

$$
\begin{equation*}
\varphi\left(x_{\sigma}\right)=\sum_{\tau \in J} \varphi\left(a_{\tau}^{\prime}\right) \varphi\left(x_{\tau}\right) \quad \text { with } a_{\tau} \in K . \tag{†申}
\end{equation*}
$$

Every $c$ in $K$ satisfies
$\varphi\left(\sigma(c)^{\prime}\right) \varphi\left(x_{\sigma}\right)=\varphi\left(x_{\sigma}\right) \varphi\left(c^{\prime}\right)=\sum_{\tau \in J} \varphi\left(a_{\tau}^{\prime}\right) \varphi\left(x_{\tau}\right) \varphi\left(c^{\prime}\right)=\sum_{\tau \in J} \varphi\left(a_{\tau}^{\prime}\right) \varphi\left(\tau(c)^{\prime}\right) \varphi\left(x_{\tau}\right)$,
and thus

$$
\varphi\left(x_{\sigma}\right)=\sum_{\tau \in J} \varphi\left(\sigma(c)^{\prime}\right)^{-1} \varphi\left(a_{\tau}^{\prime}\right) \varphi\left(\tau(c)^{\prime}\right) \varphi\left(x_{\tau}\right)
$$

Comparing this expansion with ( $\ddagger \ddagger$ ) shows that

$$
\begin{equation*}
\varphi\left(\sigma(c)^{\prime}\right)^{-1} \varphi\left(a_{\tau}^{\prime}\right) \varphi\left(\tau(c)^{\prime}\right)=\varphi\left(a_{\tau}^{\prime}\right) \quad \text { for } \tau \in J \tag{§}
\end{equation*}
$$

Since $x_{\sigma}$ is invertible in $A, \varphi\left(x_{\sigma}\right)$ is invertible in $A / I$ and cannot be 0 . Therefore some $\varphi\left(a_{\tau}^{\prime}\right)$ in the expansion ( $\ddagger \ddagger$ ) is nonzero. For this $\tau$, we can cancel $\varphi\left(a_{\tau}^{\prime}\right)$ in (§) and obtain $\varphi\left(\sigma(c)^{\prime}\right)=\varphi\left(\tau(c)^{\prime}\right)$ for all $c \in K$. Since $\varphi$ is one-one on $K^{\prime}$, we conclude that $\sigma=\tau$, in contradiction to the fact that $\sigma$ is not in $J$. Therefore $A$ is simple.

Fifth we show that $A$ has center $F$. Thus suppose that $\sum_{\sigma} c_{\sigma}^{\prime} x_{\sigma}$ is central. Commutativity with $d^{\prime} x_{\tau}$ forces the two expressions

$$
\left(\sum_{\sigma} c_{\sigma}^{\prime} x_{\sigma}\right) d^{\prime} x_{\tau}=\sum_{\sigma} c_{\sigma}^{\prime} \sigma(d)^{\prime} x_{\sigma} x_{\tau}=\sum_{\sigma} c_{\sigma}^{\prime} \sigma(d)^{\prime} a(\sigma, \tau)^{\prime} x_{\sigma \tau}
$$

and

$$
\begin{aligned}
d^{\prime} x_{\tau}\left(\sum_{\sigma} c_{\sigma}^{\prime} x_{\sigma}\right) & =\sum_{\sigma}\left(d^{\prime} x_{\tau}\right)\left(c_{\sigma}^{\prime} x_{\sigma}\right)=\sum_{\sigma} d^{\prime} \tau\left(c_{\sigma}\right)^{\prime} a(\tau, \sigma)^{\prime} x_{\tau \sigma} \\
& =\sum_{\sigma} d^{\prime} \tau\left(c_{\tau^{-1} \sigma \tau}\right)^{\prime} a\left(\tau, \tau^{-1} \sigma \tau\right)^{\prime} x_{\sigma \tau}
\end{aligned}
$$

to be equal. Hence

$$
\begin{equation*}
d \tau\left(c_{\tau^{-1} \sigma \tau}\right) a\left(\tau, \tau^{-1} \sigma \tau\right)=c_{\sigma} \sigma(d) a(\sigma, \tau) \quad \text { for all } d, \sigma, \tau \tag{§§}
\end{equation*}
$$

Putting $d=1$ in (§§) shows that $\tau\left(c_{\tau^{-1} \sigma \tau}\right) a\left(\tau, \tau^{-1} \sigma \tau\right)=c_{\sigma} a(\sigma, \tau)$. Substituting from this equation into the left side of (§§) gives

$$
d c_{\sigma} a(\sigma, \tau)=c_{\sigma} \sigma(d) a(\sigma, \tau) \quad \text { for all } d, \sigma, \tau
$$

If $c_{\sigma} \neq 0$, we see that $\sigma(d)=d$ for all $d \in K$; thus $c_{\sigma} \neq 0$ only for $\sigma=1$. For $\sigma=1$ and $d=1$, (§§) reduces to

$$
\tau\left(c_{1}\right) a(\tau, 1)=c_{1} a(1, \tau)
$$

Taking into account $(\dagger)$ and $(\dagger \dagger)$, we obtain

$$
\tau\left(c_{1} a(1,1)\right)=c_{1} a(1,1)
$$

Since $\tau$ is arbitrary, this says that $c_{1} a(1,1)$ is in $F$. Thus the central element is $c_{1}^{\prime} x_{1}=c_{1} x_{1}=c_{1} a(1,1) a(1,1)^{-1} x_{1}=\left(c_{1} a(1,1)\right) 1$ and is an $F$ multiple of the identity.

Since $\left\{x_{\sigma}\right\}$ by definition is a basis of $A$ over $K$, we have $\operatorname{dim}_{K} A=|G|=$ $\operatorname{dim}_{F} K$. Multiplying this equation by $\operatorname{dim}_{F} K$ yields $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}$. This completes the proof.

Corollary 3.13. If $K$ is a finite Galois extension of the field $F$, then the map $\mathcal{B}(K / F) \rightarrow H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$defined via factor sets is one-one onto.

Proof. Put $G=\operatorname{Gal}(K / F)$. If $a: G \times G \rightarrow K^{\times}$is in $Z^{2}\left(G, K^{\times}\right)$, then we can construct an algebra $A$ via Proposition 3.12, and the claim is that the map $a \mapsto A$ descends to $H^{2}\left(G, K^{\times}\right)$and is a two-sided inverse to the map from $\mathcal{B}(K / F)$ into $H^{2}\left(G, K^{\times}\right)$given in Proposition 3.10.

First we show that $a \mapsto A$ descends to $H^{2}\left(G, K^{\times}\right)$. Thus suppose that $b$ is a second cocycle and is of the form $b(\sigma, \tau)=a(\sigma, \tau) c_{\sigma} \sigma\left(c_{\tau}\right) c_{\sigma \tau}^{-1}$, i.e., represents the same member of $H^{2}\left(G, K^{\times}\right)$. Let $B$ be the algebra constructed from $b$ by Proposition 3.12, say with $K$ mapping to $K^{\prime \prime} \subseteq B$ via $c \mapsto c^{\prime \prime}$ and with
(a') $B=\bigoplus_{\sigma \in G} K^{\prime \prime} y_{\sigma}$ for a subset $\left\{y_{\sigma}\right\}$ of $B$,
(b') $y_{\sigma} c^{\prime \prime} y_{\sigma}^{-1}=\sigma(c)^{\prime \prime}$,
( $\left.\mathrm{c}^{\prime}\right) y_{\sigma} y_{\tau}=b(\sigma, \tau)^{\prime \prime} y_{\sigma \tau}$.
Define $\varphi: A \rightarrow B$ to be the additive extension of the function with $\varphi\left(c^{\prime} x_{\sigma}\right)=$ $c^{\prime \prime} c_{\sigma}^{\prime \prime-1} y_{\sigma}$. To check that $\varphi$ is an algebra homomorphism, we start from the formula $\left(c^{\prime} x_{\sigma}\right)\left(d^{\prime} x_{\tau}\right)=c^{\prime} \sigma(d)^{\prime} a(\sigma, \tau)^{\prime} x_{\sigma \tau}$ and apply $\varphi$ to obtain

$$
\varphi\left(\left(c^{\prime} x_{\sigma}\right)\left(d^{\prime} x_{\tau}\right)\right)=c^{\prime \prime} \sigma(d)^{\prime \prime} a(\sigma, \tau)^{\prime \prime} c_{\sigma \tau}^{\prime \prime-1} y_{\sigma \tau} .
$$

Meanwhile,

$$
\begin{aligned}
\varphi\left(c^{\prime} x_{\sigma}\right) \varphi\left(d^{\prime} x_{\tau}\right) & =\left(c^{\prime \prime} c_{\sigma}^{\prime \prime-1} y_{\sigma}\right)\left(d^{\prime \prime} c_{\tau}^{\prime \prime-1} y_{\tau}\right) \\
& =c^{\prime \prime} c_{\sigma}^{\prime \prime-1} \sigma(d)^{\prime \prime} \sigma\left(c_{\tau}\right)^{\prime \prime-1} b(\sigma, \tau)^{\prime \prime} y_{\sigma \tau} \\
& =c^{\prime \prime} c_{\sigma}^{\prime \prime-1} \sigma(d)^{\prime \prime} \sigma\left(c_{\tau}\right)^{\prime \prime-1} a(\sigma, \tau)^{\prime \prime} c_{\sigma}^{\prime \prime} \sigma\left(c_{\tau}\right)^{\prime \prime} c_{\sigma \tau}^{\prime \prime}{ }^{-1} y_{\sigma \tau}
\end{aligned}
$$

Hence $\varphi\left(\left(c^{\prime} x_{\sigma}\right)\left(d^{\prime} x_{\tau}\right)\right)=\varphi\left(c^{\prime} x_{\sigma}\right) \varphi\left(d^{\prime} x_{\tau}\right)$, and $\varphi$ is an algebra homomorphism. Since $\varphi$ carries $K$ basis to $K$ basis, $\varphi$ is an algebra isomorphism.

Thus the map $a \mapsto A$ descends to a map from $H^{2}\left(G, K^{\times}\right)$into $\mathcal{B}(K / F)$. Starting from a cocycle $a$ in $Z^{2}\left(G, K^{\times}\right)$, we can construct $A$ and elements $x_{\sigma}$ by Proposition 3.12, we can apply Propositions 3.12 b and 3.10 to the $x_{\sigma}$ 's to obtain another cocycle $\bar{a}$ in $Z^{2}\left(G, K^{\times}\right)$, and we can use Proposition 3.12c to see that $\bar{a}=a$. In the reverse direction if we start from an algebra $A$, make a set of choices, and form a factor set $a$ by means of Proposition 3.10, then Proposition 3.12 constructs an algebra $\bar{A}$ that has to be isomorphic to $A$ because conditions (a) through (c) in Proposition 3.12 determine the same multiplication table for an algebra as was used in constructing the cocycle $a$.

Theorem 3.14. If $K$ is a finite Galois extension of the field $F$, then the map $\mathcal{B}(K / F) \rightarrow H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$defined via factor sets is a group isomorphism.

Remarks. Put $G=\operatorname{Gal}(K / F)$. In view of Corollary 3.13, is enough to prove that the mapping $Z^{2}\left(G, K^{\times}\right) \rightarrow \mathcal{B}(K / F)$ of Proposition 3.12 is a group homomorphism. Thus let $A, B$, and $C$ be the crossed-product algebras $A=$ $\mathcal{A}(K, G, a), B=\mathcal{A}(K, G, b)$, and $C=\mathcal{A}(K, G, a b)$. We are to prove that $A \otimes_{F} B$ is Brauer equivalent to $C$. Each of $A, B$, and $C$ has $F$ dimension $\left(\operatorname{dim}_{F} K\right)^{2}$, and hence $A \otimes_{F} B$ will not be isomorphic to $C$. Consequently we need to prove Brauer equivalence of two specific nonisomorphic algebras. This is the circumstance that makes the proof complicated.

Proof (Chase). Let $G, a, b, A, B$, and $C$ be as in the remarks. We can regard $A$ and $B$ as vector spaces over $K$ with $K$ acting on the left in each case. We define an $F$ vector space $M$ to be the quotient of $A \otimes_{F} B$ by the $F$ vector subspace $I$ generated by all vectors $c a \otimes b-a \otimes c b$ with $a \in A, b \in B$, and $c \in K$. We write $M=A \otimes_{K} B$ for this quotient, even though more standard notation for it might be $A^{o} \otimes_{K} B$ with $A^{o}$ as a right $K$ module and $B$ as a left $K$ module.

The subspace $I$ is carried to itself by right multiplication by any member of the algebra $A \otimes_{F} B$ and hence is a right ideal. The quotient $M$ is therefore a unital right $A \otimes_{F} B$ module with $\left(a \otimes_{K} b\right)\left(a^{\prime} \otimes_{F} b^{\prime}\right)=a a^{\prime} \otimes_{K} b b^{\prime}$ for $a \otimes_{K} b$ in $M$ and $a^{\prime} \otimes_{F} b^{\prime}$ in $A \otimes_{F} B$.

We shall make the unital right $A \otimes_{F} B$ module $M$ into a unital $\left(C, A \otimes_{F} B\right)$ bimodule by introducing an action by $C$ on the left. For this purpose let $\left\{u_{\sigma}\right\},\left\{v_{\sigma}\right\}$,
and $\left\{w_{\sigma}\right\}$ be the distinguished $K$ bases of the algebras $A, B$, and $C$ indexed by $G$ and used to form $A, B$, and $C$ from the 2-cocycles $a, b$, and $a b$. Given an element $x w_{\sigma}$ in $C$ with $x \in K$, define $x w_{\sigma}$ on $A \otimes_{F} B$ to be (left by $\left.x u_{\sigma}\right) \otimes\left(\right.$ left by $\left.v_{\sigma}\right)$. Let us see that this operation carries the generators of $I$ into $I$. We have

$$
\begin{aligned}
\left(x w_{\sigma}\right)\left(c a \otimes_{F} b\right)-\left(x w_{\sigma}\right)\left(a \otimes_{F} c b\right)= & x u_{\sigma} c a \otimes_{F} v_{\sigma} b-x u_{\sigma} a \otimes_{F} v_{\sigma} c b \\
= & x \sigma(c) u_{\sigma} a \otimes_{F} v_{\sigma} b-x u_{\sigma} a \otimes_{F} \sigma(c) v_{\sigma} b \\
= & \sigma(c)\left(x u_{\sigma} a\right) \otimes_{F}\left(v_{\sigma} b\right) \\
& -\left(x u_{\sigma} a\right) \otimes_{F} \sigma(c)\left(v_{\sigma} b\right),
\end{aligned}
$$

and the right side is indeed in $I$. Thus we obtain an operation of $x w_{\sigma}$ on the left for $A \otimes_{K} B$ such that

$$
\begin{equation*}
\left(x w_{\sigma}\right)\left(a \otimes_{K} b\right)=x u_{\sigma} a \otimes_{K} v_{\sigma} b \quad \text { for } x \in K, \sigma \in G, a \in A, b \in B \tag{*}
\end{equation*}
$$

We extend this definition by additivity in such a way that all of $C$ operates on the left for $A \otimes_{K} B$.

The claim is that the additive extension $(*)$ to $C$ makes $M=A \otimes_{K} B$ into a unital left $C$ module. What needs proof is that 1 acts as 1 and that

$$
\begin{equation*}
\left(\left(x w_{\sigma}\right)\left(y w_{\tau}\right)\right)\left(a \otimes_{K} b\right)=\left(x w_{\sigma}\right)\left(\left(y w_{\tau}\right)\left(a \otimes_{K} b\right)\right) \tag{**}
\end{equation*}
$$

The element 1 in $C$ is $a(1,1)^{-1} b(1,1)^{-1} w_{1}$, and we have

$$
\begin{aligned}
\left(a(1,1)^{-1} b(1,1)^{-1} w_{1}\right)\left(a \otimes_{K} b\right) & =a(1,1)^{-1} b(1,1)^{-1} u_{1} a \otimes_{K} v_{1} b \\
& =a(1,1)^{-1} u_{1} a \otimes_{K} b(1,1)^{-1} v_{1} b=a \otimes_{K} b
\end{aligned}
$$

Thus 1 acts as 1 . For $(* *)$, the left side is

$$
\left(x \sigma(y) a(\sigma, \tau) b(\sigma, \tau) w_{\sigma \tau}\right)\left(a \otimes_{K} b\right)=x \sigma(y) a(\sigma, \tau) b(\sigma, \tau) u_{\sigma \tau} a \otimes_{K} v_{\sigma \tau} b
$$

while the right side is

$$
\begin{aligned}
\left(x w_{\sigma}\right)\left(y u_{\tau} a \otimes_{K} v_{\tau} b\right) & =x u_{\sigma} y u_{\tau} a \otimes_{K} v_{\sigma} v_{\tau} b=x \sigma(y) u_{\sigma} u_{\tau} a \otimes_{K} v_{\sigma} v_{\tau} b \\
& =x \sigma(y) a(\sigma, \tau) u_{\sigma \tau} a \otimes_{K} b(\sigma, \tau) v_{\sigma \tau} b .
\end{aligned}
$$

These are equal, since $b(\sigma, \tau)$ is in $K$ and therefore moves across the tensorproduct sign.

Thus $M$ is a unital left $C$ module. The left action by $C$ certainly commutes with the right action by $A \otimes_{F} B$, and $M$ is consequently a unital ( $C, A \otimes_{F} B$ ) bimodule. Each member of $A \otimes_{F} B$ therefore yields by its right action a member of the ring $\operatorname{End}_{C}(M)$, and we obtain a ring homomorphism of $\left(A \otimes_{F} B\right)^{o}$ into $\operatorname{End}_{C}(M)$. Since $A \otimes_{F} B$ is a simple ring, this homomorphism is one-one. If we
can prove that this homomorphism is onto, then we will have a ring isomorphism $\left(A \otimes_{F} B\right)^{o} \cong \operatorname{End}_{C}(M)$, and the rest will be easy.

To see that the homomorphism is onto, we shall calculate dimensions. Let $n=\operatorname{dim}_{F} K$. Then each of $A, B$, and $C$ has $F$ dimension $n^{2}$, and we have

$$
\operatorname{dim}_{F} M=\left(\operatorname{dim}_{F} A\right)\left(\operatorname{dim}_{F} B\right) /\left(\operatorname{dim}_{F} K\right)=n^{2} n^{2} / n=n^{3}=\left(\operatorname{dim}_{F} C\right) n
$$

Since the algebra $C$ is simple, every unital left $C$ module is semisimple and is in fact isomorphic to a multiple of a simple left $C$ module $V$. The above dimensional equality says that if $r$ is the integer such that $C$ is isomorphic to $r V$ as a left $C$ module, then $M$ is isomorphic to $n r V$.

Let $D^{o}$ be the division algebra $\operatorname{End}_{C}(V)$. As in the proof of Wedderburn's Theorem (Theorem 2.2), we know for each integer $m$ that

$$
\operatorname{End}_{C}(m V) \cong M_{m}\left(\operatorname{End}_{C}(V)\right) \cong M_{m}\left(D^{o}\right)
$$

Taking $m=r$ in $(\dagger)$ gives $C^{o} \cong \operatorname{End}_{C}(r V) \cong M_{r}\left(D^{o}\right)$. Hence

$$
C \cong M_{r}(D)
$$

and $\operatorname{dim}_{F} C=r^{2} \operatorname{dim}_{F} D$. Since $\operatorname{dim}_{F} C=\left(\operatorname{dim}_{F} K\right)^{2}=n^{2}$, we obtain $\operatorname{dim}_{F} D=n^{2} / r^{2}$. Taking $m=n r$ in ( $\dagger$ ) gives

$$
\operatorname{End}_{C}(M) \cong \operatorname{End}_{C}(n r V) \cong M_{n r}\left(D^{o}\right)
$$

and we therefore obtain

$$
\operatorname{dim}_{F} \operatorname{End}_{C}(M)=n^{2} r^{2} \operatorname{dim}_{F} D=\left(n^{2} r^{2}\right)\left(n^{2} / r^{2}\right)=n^{4}
$$

Since $\operatorname{dim}_{F}\left(A \otimes_{F} B\right)=n^{4}$, we obtain $\operatorname{dim}_{F}\left(A \otimes_{F} B\right)^{o}=\operatorname{dim}_{F} \operatorname{End}_{C}(M)$, and we conclude that the algebra homomorphism $\left(A \otimes_{F} B\right)^{o} \rightarrow \operatorname{End}_{C}(M)$ is onto. Thus it is an isomorphism, and $A \otimes_{F} B \cong\left(\operatorname{End}_{C}(M)\right)^{o}$.

Combining this isomorphism with $(\ddagger)$ shows that $A \otimes_{F} B \cong M_{n r}(D)$. In view of $(\dagger \dagger), A \otimes_{F} B$ is therefore Brauer equivalent to $C$.

Corollary 3.15. If $D$ is a finite-dimensional central division algebra of dimension $m^{2}$ over a field $F$, then the $m$-fold tensor product of $D$ with itself over $F$ is a full matrix algebra over $F$.

Proof. Corollary 3.9 produces a finite Galois extension $K$ of $F$ such that $K$ splits $D$. Write $G$ for $\operatorname{Gal}(K / F)$. In view of Theorems 3.3 and 2.4, there exists an integer $l$ such that $A=M_{l}(D)$ contains a subfield $K^{\prime}$ isomorphic to $K$ with $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K^{\prime}\right)^{2}$. Changing notation, we may redefine $K=K^{\prime}$. Let
$n=\operatorname{dim}_{F} K$. Then $n^{2}=\operatorname{dim}_{F} A=l^{2} \operatorname{dim}_{F} D=(l m)^{2}$, and $n=l m$. Following the construction of factor sets in Section 2 and using Lemma 3.11, we form a vector-space basis $\left\{x_{\sigma} \mid \sigma \in G\right\}$ of $A$ over $K$ and a factor set $\{a(\sigma, \tau)\}$ such that $x_{\sigma} x_{\tau}=a(\sigma, \tau) x_{\sigma \tau}$ and $\sigma(c)=x_{\sigma} c x_{\sigma}^{-1}$ for all $c$ in $K$.

Example 1 of semisimple rings in Section II. 2 shows that the left $A$ module $A$ is the direct sum of $l$ isomorphic simple left $A$ modules. Let $V$ be one of these. Restricting the module structure of $V$ from $A$ to $K$ makes $V$ into a unital left $K$ module, hence into a vector space over $K$. Then we have

$$
n^{2}=\operatorname{dim}_{F} A=l \operatorname{dim}_{F} V=l\left(\operatorname{dim}_{K} V\right)\left(\operatorname{dim}_{F} K\right)=\ln \operatorname{dim}_{K} V,
$$

and $\operatorname{dim}_{K} V=m$. Let $v_{1}, \ldots, v_{m}$ be a $K$ basis of $V$. For each $x \in A$, define a matrix $C(x)$ in $M_{m}(K)$ by

$$
x v_{j}=\sum_{i=1}^{m} C(x)_{i j} v_{i}
$$

For $\sigma$ and $\tau$ in $G$, we compute $x_{\sigma} x_{\tau} v_{i}$ in two ways as

$$
\begin{equation*}
x_{\sigma} x_{\tau} v_{j}=a(\sigma, \tau) x_{\sigma \tau} v_{j}=a(\sigma, \tau) \sum_{i=1}^{m} C\left(x_{\sigma \tau}\right)_{i j} v_{i} \tag{*}
\end{equation*}
$$

and as

$$
x_{\sigma} x_{\tau} v_{j}=x_{\sigma} \sum_{k=1}^{m} C\left(x_{\tau}\right)_{k j} v_{k}=\sum_{k=1}^{m} \sigma\left(C\left(x_{\tau}\right)_{k j}\right) x_{\sigma} v_{k}=\sum_{i, k=1}^{m} \sigma\left(C\left(x_{\tau}\right)_{k j}\right) C\left(x_{\sigma}\right)_{i k} v_{i} .
$$

If we write $\sigma\left(C\left(x_{\tau}\right)\right)$ for the result of applying $\sigma$ to each entry of $C\left(x_{\tau}\right)$, then we obtain

$$
\begin{equation*}
x_{\sigma} x_{\tau} v_{j}=\sum_{i=1}^{m}\left(C\left(x_{\sigma}\right) \sigma\left(C\left(x_{\tau}\right)\right)_{i j} v_{i}\right. \tag{**}
\end{equation*}
$$

Comparing ( $*$ ) and $(* *)$ leads to the matrix equation in $M_{m}(K)$ given by

$$
a(\sigma, \tau) C\left(x_{\sigma \tau}\right)=C\left(x_{\sigma}\right) \sigma\left(C\left(x_{\tau}\right)\right)
$$

Putting $c_{\sigma}=\operatorname{det} C\left(x_{\sigma}\right)$ and taking the determinant of both sides yields

$$
a(\sigma, \tau)^{m} c_{\sigma \tau}=c_{\sigma} \sigma\left(c_{\tau}\right)
$$

This equation shows that $a(\sigma, \tau)^{m}$ is a trivial factor set. Applying Theorem 3.14, we see that the $m^{\text {th }}$ power of the Brauer equivalence class of $A$ is trivial. Since $A$ is Brauer equivalent to $D$, the corollary follows.

Corollary 3.16. If $F$ is any field, then every element of $\mathcal{B}(F)$ has finite order.
Proof. If $A$ is any central simple algebra over $F$, then Theorem 2.4 shows that $A \cong M_{l}(D)$ for some integer $l \geq 1$ and some central division algebra $D$ over $F$. Corollary 3.15 shows that the Brauer equivalence class of $D$ has finite order in $\mathcal{B}(F)$. Since $A$ is Brauer equivalent to $D$, the same thing is true for $A$.

## 4. Hilbert's Theorem 90

Let $K / F$ be a finite Galois extension of fields. Our interest in this section will be in the cohomology groups $H^{q}\left(\operatorname{Gal}(K / F), K^{\times}\right)$with $q$ possibly different from 2. For $q=0, H^{0}(G, N)$ is always the subgroup of elements of $N$ fixed by every element of $G$. In the case of a Galois extension, the members of $K^{\times}$fixed by the Galois group are the nonzero elements of the base field $F$. Thus we have

$$
H^{0}\left(\operatorname{Gal}(K / F), K^{\times}\right) \cong F^{\times}
$$

In addition, Theorem 3.14 has established an isomorphism

$$
H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right) \cong \mathcal{B}(K / F)
$$

and thus we have already obtained some understanding of this group for $q=2$.
We shall examine $H^{1}$ in a moment, but first we take note of another fact about $H^{2}$. Problem 16b at the end of Chapter VII of Basic Algebra shows that if $G$ is a finite group and $N$ is an abelian group on which $G$ acts by automorphisms, then every element of $H^{q}(G, N)$ for $q>0$ has order dividing $|G|$. In particular, every element of $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$has order dividing $\operatorname{dim}_{F} K$ whenever $K$ is a finite Galois extension of $F$. Applying Theorem 3.14, we see that every member of $\mathcal{B}(K / F)$ has order dividing $\operatorname{dim}_{F} K$. In view of Corollary 3.9, this argument gives a new and shorter proof of the result of Corollary 3.16 that every member of $\mathcal{B}(F)$ has finite order. The estimate of the order via Corollary 3.15 , however, is sharper than the estimate obtained via the shorter proof, and this distinction makes all the difference in Problem 12 at the end of the chapter.

The result concerning $H^{1}$ and its important special case given as Corollary 3.18 below are known as Hilbert's Theorem 90.

Theorem 3.17. If $K / F$ is any finite Galois extension of fields, then $H^{1}\left(\operatorname{Gal}(K / F), K^{\times}\right)=0$ 。

Proof. Let $G=\operatorname{Gal}(K / F)$, put $n=\operatorname{dim}_{F} K$, and enumerate $G$ as $\sigma_{1}, \ldots, \sigma_{n}$. By the Theorem of the Primitive Element, we can write $K=F(\alpha)$ for some $\alpha$ in $K$, and then $\left\{1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right\}$ is a basis of $K$ over $F$. Form the $n$-by- $n$ matrix $M$
with entries in $K$ whose $(i, j)^{\text {th }}$ entry is $\sigma_{j}\left(\alpha^{i-1}\right)$. This is a Vandermonde matrix, and Corollary 5.3 of Basic Algebra gives its determinant as $\prod_{j>i}\left[\sigma_{j}(\alpha)-\sigma_{i}(\alpha)\right]$. This determinant cannot be 0 , since $\sigma_{j}(\alpha)=\sigma_{i}(\alpha)$ implies $\sigma_{j}\left(\alpha^{k}\right)=\sigma_{j}(\alpha)^{k}=$ $\sigma_{i}(\alpha)^{k}=\sigma_{i}\left(\alpha^{k}\right)$ for all $k$ and then $\sigma_{j}(x)=\sigma_{i}(x)$ for all $x$. Hence the matrix $M$ is nonsingular.

Let $f$ be a nonzero element in $Z^{1}\left(G, K^{\times}\right)$. Such a function $f: G \rightarrow K$ is nowhere vanishing and has $f(\sigma \tau)=f(\sigma) \sigma(f(\tau))$ for all $\sigma$ and $\tau$ in $G$. Since the matrix $M$ is nonsingular, the nontrivial linear combination $\sum_{\sigma \in G} f(\sigma) \sigma$ cannot be 0 on all members of the basis $\left\{1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right\}$. Choose $k$ with $\sum_{\sigma \in G} f(\sigma) \sigma\left(\alpha^{k}\right)=y \neq 0$. Applying $\tau \in G$ to this equation, we obtain

$$
\begin{aligned}
\tau(y) & =\sum_{\sigma \in G} \tau(f(\sigma)) \tau \sigma\left(\alpha^{k}\right)=\sum_{\sigma \in G} f(\tau \sigma) f(\tau)^{-1} \tau \sigma\left(\alpha^{k}\right) \\
& =f\left(\tau^{-1}\right) \sum_{\sigma \in G} f(\sigma) \sigma\left(\alpha^{k}\right)=f(\tau)^{-1} y
\end{aligned}
$$

The equation $f(\tau)^{-1}=\tau(y) y^{-1}$ shows that $f^{-1}$ is a coboundary, hence that $f$ is a coboundary.

Corollary 3.18. If $K / F$ is a finite Galois extension with cyclic Galois group and if $\sigma$ is a generator of the Galois group, then every member $x$ of $K$ with $N_{K / F}(x)=1$ is of the form $x=\sigma(y) y^{-1}$ for some $y \in K^{\times}$.

REMARKS. The instance of this corollary in which $K$ is a quadratic number field and $F$ is the field $\mathbb{Q}$ appears as Problem 27 at the end of Chapter I. In subsequent problems at the end of that chapter, Problem 27 plays a crucial role in showing that various possible definitions of genera are equivalent.

Proof. Let $G=\left\{1, \sigma, \sigma^{2}, \ldots, \sigma^{n-1}\right\}$ be the Galois group, and define a function $F: \mathbb{Z} \rightarrow K^{\times}$by $F(0)=1$ and

$$
F(k)=x \sigma(x) \sigma^{2}(x) \cdots \sigma^{k-1}(x) \quad \text { for } k \geq 1
$$

Then we have

$$
\begin{align*}
F(k+l) & =x \sigma(x) \sigma^{2}(x) \cdots \sigma^{k+l-1}(x) \\
& =\left(x \sigma(x) \sigma^{2}(x) \cdots \sigma^{k-1}(x)\right) \sigma^{k}\left(x \sigma(x) \sigma^{2}(x) \cdots \sigma^{l-1}(x)\right) \\
& =F(k) \sigma^{k}(F(l)), \tag{*}
\end{align*}
$$

The condition that $N_{K / F}(x)=1$ is exactly the condition that $F(n)=1$. Then $F(k+n)=F(k) \sigma^{n}(F(1))=F(k)$ for all $k$, and it is meaningful to define a 1-cochain $f: G \rightarrow K^{\times}$in $C^{1}\left(G, K^{\times}\right)$by $f\left(\sigma^{k}\right)=F(k)$. Condition (*) implies that $f\left(\sigma^{k} \sigma^{l}\right)=f\left(\sigma^{k}\right) \sigma^{k}\left(f\left(\sigma^{l}\right)\right)$, and hence $f$ is a cocycle in $Z^{1}\left(G, K^{\times}\right)$. Theorem 3.17 shows that $f$ is a coboundary in $B^{1}\left(G, K^{\times}\right)$, necessarily satisfying $f(\tau)=\tau(y) y^{-1}$ for some $y \in K^{\times}$and all $\tau \in G$. Taking $\tau=\sigma$, we obtain $x=f(\sigma)=\sigma(y) y^{-1}$, as required.

Our final result concerning $H^{q}\left(\operatorname{Gal}(K / F), K^{\times}\right)$for this chapter gives further information about the special case in which $\operatorname{Gal}(K / F)$ is cyclic, but now for general $q$. In combination with the study of crossed-product algebras, the case $q=2$ of this result provides a way of constructing new examples of noncommutative division algebras. A key step in the proof makes use of a fundamental general property concerning cohomology of groups, and we therefore digress in Section 5 to establish this property.

## 5. Digression on Cohomology of Groups

This section develops general material about cohomology of groups. Although the earlier sections of this chapter are helpful for motivation, the results that we discuss in this section do not rely on any previous material in this volume. It will be assumed that the reader is familiar with the definitions of complexes and exact sequences in Chapter X of Basic Algebra, as well as with the application of tensor-product functors and Hom functors to exact sequences and complexes. The material in Chapter VII of Basic Algebra on cohomology of groups will be helpful as background, but it is unnecessary from a logical point of view. If $R$ is a ring with identity, we denote by $\mathcal{C}_{R}$ the category of all unital left $R$ modules.

Let $G$ be a group, not necessarily finite. We shall work with the integral group ring $\mathbb{Z} G$ of $G$. It has the universal mapping property that whenever $G$ acts by automorphisms on an abelian group $M$, then the action by $G$ on $M$ extends to $\mathbb{Z} G$ in a unique way that makes $M$ into a unital left $\mathbb{Z} G$ module.

Here is a brief overview of what is to happen in this section: If $G$ acts on the abelian group $M$ by automorphisms, then the abelian group $C^{n}(G, M)$ of $n$-cochains is the set of functions into $M$ from the $n$-fold product of $G$ with itself, the operation being given by addition of the values of the functions. To define the cohomology group $H^{n}(G, M)$, one introduces suitable homomorphisms known as "coboundary maps" $\delta_{n}: C^{n}(G, M) \rightarrow C^{n+1}(G, M)$ and shows that the sequence

$$
0 \longrightarrow C_{0}(G, M) \xrightarrow{\delta_{0}} \cdots \xrightarrow{\delta_{n-1}} C_{n}(G, M) \xrightarrow{\delta_{n}} C_{n+1}(G, M) \longrightarrow
$$

of abelian groups and homomorphisms is a complex in the category $\mathcal{C}_{\mathbb{Z}}$. Then it is meaningful to define $H^{n}(G, M)=\left(\operatorname{ker} \delta_{n}\right) /\left(\right.$ image $\left.\delta_{n-1}\right)$ for $n \geq 0$ if we adopt the convention that image $\delta_{-1}=0$. The first thing that we shall do in this section is to exhibit a certain exact sequence in the category $\mathcal{C}_{\mathbb{Z} G}$ such that the above complex is obtained from it by application of the functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ and the dropping of one term of the form $\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z}, M)$. Except for a single term $\mathbb{Z}$, the members of this exact sequence will all be free $\mathbb{Z} G$ modules, and the
exact sequence will be called the "standard resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$." The exactness is proved in Theorem 3.20, and the application of $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to it appears after the proof of the theorem.

The next thing that we shall do is show that if the standard resolution of $\mathbb{Z}$ is changed to any exact sequence in $\mathcal{C}_{\mathbb{Z} G}$ in such a way that the free $\mathbb{Z} G$ modules are replaced by other free $\mathbb{Z} G$ modules and the module $\mathbb{Z}$ is left unchanged, then application of $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to the new exact sequence leads to canonically isomorphic cohomology groups. This result appears below as Theorem 3.31. In brief, the cohomology groups $H^{n}(G, M)$ can be computed starting from any "free resolution of $\mathbb{Z}$ " in the category $\mathcal{C}_{\mathbb{Z} G}$ in place of the standard resolution.

We begin by constructing the "standard resolution of $\mathbb{Z}$." For $n \geq 0$, let $F_{n}$ be the free abelian group with $\mathbb{Z}$ basis the set of all $(n+1)$-tuples $\left(g_{0}, \ldots, g_{n}\right)$ with all $g_{j} \in G$. The group $G$ acts on $F_{n}$ by automorphisms, the action on the members of the $\mathbb{Z}$ basis being

$$
g\left(g_{0}, \ldots, g_{n}\right)=\left(g g_{0}, \ldots, g g_{n}\right)
$$

The universal mapping property of $\mathbb{Z} G$ then allows us to regard each $F_{n}$ as a unital left $\mathbb{Z} G$ module.

Lemma 3.19. For $n \geq 0$, the left $\mathbb{Z} G$ module $F_{n}$ is a free $\mathbb{Z} G$ module with $\mathbb{Z} G$ basis consisting of all $(n+1)$-tuples $\left(1, g_{1}, \ldots, g_{n}\right)$, i.e., all $\mathbb{Z}$ basis elements with $g_{0}=1$.

PROOF. The formula $g_{0}\left(1, g_{0}^{-1} g_{1}, \ldots, g_{0}^{-1} g_{n}\right)=\left(g_{0}, g_{1}, \ldots, g_{n}\right)$ shows that all members of the $\mathbb{Z}$ basis defining $F_{n}$ are $\mathbb{Z} G$ images of the asserted $\mathbb{Z} G$ basis; hence the asserted $\mathbb{Z} G$ basis is a spanning set of $F_{n}$ relative to $\mathbb{Z} G$. Suppose that there are finitely many distinct members $h_{j}$ of $G$ and finitely many distinct ( $n+1$ )-tuples $\left(1, g_{i, 1}, \ldots, g_{i, n}\right)$, and members $\sum_{j} n_{i j} h_{j}$ of $\mathbb{Z} G$ such that

$$
\sum_{i}\left(\sum_{j} n_{i j} h_{j}\right)\left(1, g_{i, 1}, \ldots, g_{i, n}\right)=0 .
$$

Then

$$
\sum_{i, j} n_{i j}\left(h_{j}, h_{j} g_{i, 1}, \ldots, h_{j} g_{i, n}\right)=0 .
$$

Since the $h_{j}$ 's are distinct as $j$ varies and the $n$-tuples $\left(g_{i, 1}, \ldots, g_{i, n}\right)$ are distinct as $i$ varies, the $(n+1)$-tuples $\left(h_{j}, h_{j} g_{i, 1}, \ldots, h_{j} g_{i, n}\right)$ are distinct as the pair $(i, j)$ varies. Thus the $\mathbb{Z}$ independence implies that $n_{i j}=0$ for all $i$ and $j$. This proves the lemma.

For $n \geq 1$, we define $\partial_{n-1}: F_{n} \rightarrow F_{n-1}$ as a function from the $\mathbb{Z}$ basis into $F_{n-1}$ by

$$
\partial_{n-1}\left(g_{0}, \ldots, g_{n}\right)=\sum_{i=0}^{n}(-1)^{i}\left(g_{0}, \ldots, \widehat{g}_{i}, \ldots, g_{n}\right)
$$

where the symbol ${ }^{\wedge}$ indicates an expression to be omitted. We extend $\partial_{n-1}$ to all of $F_{n}$ by the universal mapping property of free abelian groups. For $g$ in $G$ and for any $\mathbb{Z}$ generator $x$ of $F_{n}$, it is evident that $\partial_{n-1}(g x)=g\left(\partial_{n-1}(x)\right)$. Since $\partial_{n-1}$ is a homomorphism of abelian groups, the formula $\partial_{n-1}(g x)=g\left(\partial_{n-1}(x)\right)$ extends to all $x$ 's in $F_{n}$. Since $G$ and $\mathbb{Z}$ generate $\mathbb{Z} G$, we obtain $\partial_{n-1}(r x)=r\left(\partial_{n-1}(x)\right)$ for all $r \in \mathbb{Z} G$ and all $x \in F_{n}$. In other words, each $\partial_{n-1}$ is a $\mathbb{Z} G$ homomorphism.

We shall make use of one additional $\mathbb{Z} G$ homomorphism. According to Lemma 3.19 , the $\mathbb{Z} G$ module $F_{0}$ is free on the $\mathbb{Z} G$ basis $\{(1)\}$. Let us think of the group $G$ as acting trivially by automorphisms on the abelian group $\mathbb{Z}$. Under this action, $\mathbb{Z}$ becomes a $\mathbb{Z} G$ module. Define $\varepsilon: F_{0} \rightarrow \mathbb{Z}$ to be the $\mathbb{Z} G$ homomorphism with $\varepsilon((1))=1$. Then $\varepsilon\left(\left(g_{0}\right)\right)=g_{0}\left(\varepsilon((1))=g_{0} \cdot 1=1\right.$ for all $g_{0} \in G$. The $\mathbb{Z} G$ homomorphism $\varepsilon$ is called the augmentation map.

Theorem 3.20. If $G$ is any group, then the sequence

$$
\cdots \xrightarrow{\partial_{n+1}} F_{n+1} \xrightarrow{\partial_{n}} F_{n} \xrightarrow{\partial_{n-1}} \cdots \xrightarrow{\partial_{0}} F_{0} \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0
$$

of left unital $\mathbb{Z} G$ modules and $\mathbb{Z} G$ homomorphisms is exact.
REMARKS. The displayed sequence is called the standard resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$. The proof will be preceded by two lemmas.

Lemma 3.21. The sequence

$$
\cdots \xrightarrow{\partial_{n+1}} F_{n+1} \xrightarrow{\partial_{n}} F_{n} \xrightarrow{\partial_{n-1}} \cdots \xrightarrow{\partial_{0}} F_{0} \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0
$$

in $\mathcal{C}_{\mathbb{Z} G}$ is a complex, i.e., $\partial_{n-1} \partial_{n}=0$ for $n \geq 1$ and also $\varepsilon \partial_{0}=0$.

Proof. With the understanding that the symbol indicates an expression to be omitted, we have

$$
\begin{aligned}
\partial_{n-1} \partial_{n}\left(g_{0}, \ldots, g_{n}\right)= & \sum_{i=0}^{n}(-1)^{i} \partial_{n-1}\left(g_{0}, \ldots, \widehat{g}_{i}, \ldots, g_{n}\right) \\
= & \sum_{i=0}^{n}(-1)^{i} \sum_{j=0}^{i-1}(-1)^{j}\left(g_{0}, \ldots, \widehat{g}_{j}, \ldots, \widehat{g}_{i}, \ldots, g_{n}\right) \\
& +\sum_{i=0}^{n}(-1)^{i} \sum_{j=i+1}^{n}(-1)^{j+1}\left(g_{0}, \ldots, \widehat{g}_{i}, \ldots, \widehat{g}_{j}, \ldots, g_{n}\right) \\
= & \sum_{i=0}^{n} \sum_{j=0}^{i-1}(-1)^{i+j}\left(g_{0}, \ldots, \widehat{g}_{j}, \ldots, \widehat{g}_{i}, \ldots, g_{n}\right) \\
& -\sum_{i=0}^{n} \sum_{j=i+1}^{n}(-1)^{i+j}\left(g_{0}, \ldots, \widehat{g}_{i}, \ldots, \widehat{g}_{j}, \ldots, g_{n}\right)
\end{aligned}
$$

If we interchange the order of summation in the second double sum on the right, we see that the result equals the first double sum on the right. Thus the difference is 0 .

This handles all the consecutive compositions except for $\varepsilon \partial_{0}$. For this we have $\varepsilon \partial_{0}\left(g_{0}, g_{1}\right)=\varepsilon\left(g_{1}\right)-\varepsilon\left(g_{0}\right)=1-1=0$.

Lemma 3.22. Fix $s$ in $G$. For $n \geq 0$, define a homomorphism $h_{n}: F_{n} \rightarrow F_{n+1}$ of abelian groups to be the additive extension of the function with

$$
h_{n}\left(g_{0}, \ldots, g_{n}\right)=\left(s, g_{0}, \ldots, g_{n}\right)
$$

and define $h_{-1}: \mathbb{Z} \rightarrow F_{0}$ by $h_{-1}(k)=k(s)$. Then $\partial_{n} h_{n}+h_{n-1} \partial_{n-1}=1$ for $n \geq 1$, and also $\partial_{0} h_{0}+h_{-1} \varepsilon=1$.

PROOF. On the $\mathbb{Z}$ basis of ( $n+1$ )-tuples in $F_{n}$, we have

$$
\begin{aligned}
\partial_{n} h_{n}\left(g_{0}, \ldots, g_{n}\right) & =\partial_{n}\left(s, g_{0}, \ldots, g_{n}\right) \\
& =\left(g_{0}, \ldots, g_{n}\right)+\sum_{i=0}^{n}(-1)^{i+1}\left(s, g_{0}, \ldots, \widehat{g}_{i}, \ldots, g_{n}\right)
\end{aligned}
$$

and also

$$
h_{n-1} \partial_{n-1}\left(g_{0}, \ldots, g_{n}\right)=\sum_{i=0}^{n}(-1)^{i}\left(s, g_{0}, \ldots, \widehat{g}_{i}, \ldots, g_{n}\right)
$$

The sum of these is $\left(g_{0}, \ldots, g_{n}\right)$, as required. Also,

$$
\partial_{0} h_{0}\left(g_{0}\right)=\partial_{0}\left(s, g_{0}\right)=\left(g_{0}\right)-(s) \quad \text { and } \quad h_{-1} \varepsilon\left(g_{0}\right)=h_{-1} 1=(s)
$$

Thus $\partial_{0} h_{0}\left(g_{0}\right)+h_{-1} \varepsilon\left(g_{0}\right)=\left(g_{0}\right)$, and $\partial_{0} h_{0}+h_{-1} \varepsilon=1$.

Proof of Theorem 3.20. Lemma 3.21 gives image $\partial_{n} \subseteq \operatorname{ker} \partial_{n-1}$ and image $\partial_{0} \subseteq \operatorname{ker} \varepsilon$. For the reverse of the first inclusion, let $x \in F_{n}$ be given with $\partial_{n-1} x=0$ and $n \geq 1$. Then Lemma 3.22 gives $x=\partial_{n} h_{n} x+h_{n-1} \partial_{n-1} x$. The second term on the right side is 0 , and therefore $x=\partial_{n}\left(h_{n} x\right)$ is in image $\partial_{n}$.

For the reverse of the inclusion image $\partial_{0} \subseteq \operatorname{ker} \varepsilon$, let $x \in F_{0}$ be given with $\varepsilon x=0$. Then Lemma 3.22 gives $x=\partial_{0} h_{0} x+h_{-1} \varepsilon x$. The second term on the right side is 0 , and therefore $x=\partial_{0}\left(h_{0} x\right)$ is in image $\partial_{0}$.

With the standard resolution of $\mathbb{Z}$ in $\mathcal{C}_{\mathbb{Z} G}$ now known to be exact, we examine the effect of applying the functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to it. This functor is contravariant and carries $\mathcal{C}_{\mathbb{Z} G}$ to the category $\mathcal{C}_{\mathbb{Z}}$ of all abelian groups. On a unital left $\mathbb{Z} G$ module $F$, this functor yields the abelian group $\operatorname{Hom}_{\mathbb{Z} G}(F, M)$. On a $\mathbb{Z}$ module homomorphism $\varphi: F \rightarrow F^{\prime}$, it yields the homomorphism

$$
\operatorname{Hom}(\varphi, 1): \operatorname{Hom}_{\mathbb{Z} G}\left(F^{\prime}, M\right) \rightarrow \operatorname{Hom}_{\mathbb{Z} G}(F, M)
$$

of abelian groups given by $\operatorname{Hom}(\varphi, 1)(\psi)=\psi \circ \varphi$ for $\psi \in \operatorname{Hom}_{\mathbb{Z} G}\left(F^{\prime}, M\right)$. We know from Chapter X of Basic Algebra that this functor carries complexes to complexes but does not necessarily preserve exactness.

Before applying $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to the standard resolution of $\mathbb{Z}$, it is customary to drop the term $\mathbb{Z}$ and the augmentation map, obtaining a modified sequence

$$
\cdots \xrightarrow{\partial_{n+1}} F_{n+1} \xrightarrow{\partial_{n}} F_{n} \xrightarrow{\partial_{n-1}} \cdots \xrightarrow{\partial_{0}} F_{0} \longrightarrow 0
$$

that is still a complex in $\mathcal{C}_{\mathbb{Z} G}$. Let us define $d_{n}=\operatorname{Hom}\left(\partial_{n}, 1\right)$. Then the result of applying $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to the modified complex is the complex

$$
0 \longrightarrow \operatorname{Hom}_{\mathbb{Z} G}\left(F_{0}, M\right) \xrightarrow{d_{0}} \cdots \operatorname{Hom}_{\mathbb{Z} G}\left(F_{n}, M\right) \xrightarrow{d_{n}} \operatorname{Hom}_{\mathbb{Z} G}\left(F_{n+1}, M\right) \xrightarrow{d_{n+1}}
$$

in $\mathcal{C}_{\mathbb{Z}}$. To each $\varphi$ in $\operatorname{Hom}_{\mathbb{Z} G}\left(F_{n}, M\right)$, we associate $f=\Phi(\varphi)$ in $C^{n}(G, M)$ by the definition

$$
f\left(g_{1}, \ldots, g_{n}\right)=\varphi\left(1, g_{1}, g_{1} g_{2}, \ldots, g_{1} \cdots g_{n}\right)
$$

Any member $\varphi$ of $\operatorname{Hom}_{\mathbb{Z} G}\left(F_{n}, M\right)$ is determined by its values on $(n+1)$-tuples $\left(1, g_{1}, \ldots, g_{n}\right)$, since we can factor out the first entry of the argument of $\varphi$ and commute it past $\varphi$, and it follows that the system of group homomorphisms

$$
\Phi_{n}: \operatorname{Hom}_{\mathbb{Z} G}\left(F_{n}, M\right) \rightarrow C^{n}(G, M)
$$

is a system of isomorphisms of abelian groups. Let

$$
\delta_{n}: C^{n}(G, M) \rightarrow C^{n+1}(G, M)
$$

be the map corresponding to $d_{n}: \operatorname{Hom}_{G}\left(F_{n}, M\right) \rightarrow \operatorname{Hom}_{G}\left(F_{n+1}, M\right)$ under this system of isomorphisms, namely $\delta_{n}=\Phi_{n+1} \circ d_{n} \circ \Phi_{n}^{-1}$. We can calculate $\delta_{n}$ explicitly as follows: If $f=\Phi_{n}(\varphi)$, then $\delta_{n} f=\left(\Phi_{n+1} d_{n} \Phi_{n}^{-1}\right)\left(\Phi_{n}\right)(\varphi)=$ $\Phi_{n+1} d_{n} \varphi$, and therefore

$$
\begin{aligned}
\left(\delta_{n} f\right)\left(g_{1}, \ldots, g_{n+1}\right)= & \left(d_{n} \varphi\right)\left(1, g_{1}, g_{1} g_{2}, \ldots, g_{1} \cdots g_{n+1}\right) \\
= & \varphi\left(\partial_{n}\left(1, g_{1}, g_{1} g_{2}, \ldots, g_{1} \cdots g_{n+1}\right)\right) \\
= & \varphi\left(g_{1}, g_{1} g_{2}, \ldots, g_{1} \cdots g_{n+1}\right) \\
& +\sum_{i=1}^{n}(-1)^{i} \varphi\left(1, g_{1}, \ldots, \widehat{g_{1} \cdots g_{i}}, \ldots, g_{1} \cdots g_{n+1}\right) \\
& +(-1)^{n+1} \varphi\left(1, g_{1}, \ldots, g_{1} \cdots g_{n}\right) \\
= & g_{1}\left(f\left(g_{2}, g_{3}, \ldots, g_{n+1}\right)\right) \\
& +\sum_{i=1}^{n}(-1)^{i} f\left(g_{1}, \ldots, \widehat{g}_{i}, \ldots, g_{n+1}\right) \\
& +(-1)^{n+1} f\left(g_{1}, \ldots, g_{n}\right) .
\end{aligned}
$$

Comparing this formula with the original formula defining $\delta_{n}$ in Chapter VII of Basic Algebra, we get a match. That is, we have obtained the complex in $\mathcal{C}_{\mathbb{Z}}$ defining the usual groups $H^{n}(G, M)$ by applying $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to the standard resolution of $\mathbb{Z}$ in $\mathcal{C}_{\mathbb{Z} G}$ and implementing the system of isomorphisms $\Phi_{n}$. In particular, we obtain a more conceptual proof than in Basic Algebra of the fact that the sequence

$$
0 \longrightarrow C_{0}(G, M) \xrightarrow{\delta_{0}} \cdots \xrightarrow{\delta_{n-1}} C_{n}(G, M) \xrightarrow{\delta_{n}} C_{n+1}(G, M) \longrightarrow
$$

is a complex and that cohomology groups are therefore well defined.
This completes the discussion of the first main point of the section as outlined in the overview at the beginning. Next, any exact sequence

$$
\xrightarrow{\partial_{n+1}^{\prime}} F_{n+1}^{\prime} \xrightarrow{\partial_{n}^{\prime}} F_{n}^{\prime} \xrightarrow{\partial_{n-1}^{\prime}} \cdots \xrightarrow{\partial_{0}^{\prime}} F_{0}^{\prime} \xrightarrow{\varepsilon^{\prime}} \mathbb{Z} \longrightarrow 0
$$

in the category $\mathcal{C}_{\mathbb{Z} G}$ in which all $\mathbb{Z} G$ modules $F_{n}^{\prime}$ for $n \geq 0$ are free $\mathbb{Z} G$ modules is called a free resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$. The second main point of the section is that if we apply the functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to this sequence with $\mathbb{Z}$ dropped, then the consecutive quotients of kernels modulo images are canonically isomorphic to the cohomology groups $H^{n}(G, M)$ obtained above. Thus $H^{n}(G, M)$ can be computed from any free resolution of $\mathbb{Z}$, and we are
not obliged to use the standard free resolution. This result is stated precisely as Theorem 3.31 below.

By way of preparation, let us establish a slightly more general setting and work with it for a moment. Let $\mathcal{C}_{R}$ be the category of all unital left $R$ modules, where $R$ is any ring with identity. According to circumstances, a complex $X$ in $\mathcal{C}_{R}$ might be written with decreasing indices as

$$
X: \quad \cdots \xrightarrow{\partial_{n+1}} X_{n+1} \xrightarrow{\partial_{n}} X_{n} \xrightarrow{\partial_{n-1}} X_{n-1} \xrightarrow{\partial_{n-2}} \cdots
$$

or with increasing indices as

$$
X: \quad \cdots \xrightarrow{d_{n-2}} X_{n-1} \xrightarrow{d_{n-1}} X_{n} \xrightarrow{d_{n}} X_{n+1} \xrightarrow{d_{n+1}} \cdots .
$$

Mathematically these complexes amount to the same thing: if we rename each $X_{k}$ in the second complex as $X_{-k}$ and rename each $d_{k}$ as $\partial_{-k-1}$, then we obtain the first complex. However, it is convenient to allow both systems of indexing because of applications.

For the first complex, which has decreasing indices, we define the $n^{\text {th }}$ homology of $X$, written $H_{n}(X)$, by

$$
H_{n}(X)=\left(\operatorname{ker} \partial_{n-1}\right) /\left(\text { image } \partial_{n}\right) .
$$

For the second complex, which has increasing indices, we define the $n^{\text {th }}$ cohomology of $X$, written $H^{n}(X)$, by

$$
H^{n}(X)=\left(\operatorname{ker} d_{n}\right) /\left(\text { image } d_{n-1}\right)
$$

In both cases the integer $n$ is called the degree. In either case the homology or cohomology is again a module in $\mathcal{C}_{R}$. The condition that $X$ be a complex is equivalent to the condition that the image of each incoming map be contained in the kernel of the corresponding outgoing map, and this is precisely the condition that the homology or cohomology be meaningful. Exactness at a particular module in one of the complexes is the statement that the image of the incoming map equals the kernel of the outgoing map. Thus the homology or cohomology of $X$ measures the extent to which the complex $X$ fails to be exact.

Because the nature of the indexing of a complex is not mathematically significant, we will treat only the case of increasing indices for a while, and the modules associated to our complexes will therefore be cohomology modules. A
cochain map ${ }^{2}$ between two complexes $X$ and $Y$ in the same category $\mathcal{C}_{R}$ is a system $f=\left\{f_{n}\right\}$ of $R$ homomorphisms $f_{n}: X_{n} \rightarrow Y_{n}$ such that the various squares commute in Figure 3.1.


Figure 3.1. A cochain map $f: X \rightarrow Y$.
Proposition 3.23. A cochain map $f: X \rightarrow Y$ as in Figure 3.1 induces an $R$ homomorphism on cohomology $H^{n}(X) \rightarrow H^{n}(Y)$ in each degree.

PROOF. Suppose that $x_{n}$ is in $\operatorname{ker} d_{n}$, i.e., that $d_{n}\left(x_{n}\right)=0$. The commutativity of the right square gives $d_{n}^{\prime}\left(f_{n}\left(x_{n}\right)\right)=f_{n+1}\left(d_{n}\left(x_{n}\right)\right)=0$, and hence $f\left(x_{n}\right)$ is in ker $d_{n}^{\prime}$. Suppose that $x_{n}$ is in image $d_{n-1}$, i.e., that $x_{n}=d_{n-1}\left(x_{n-1}\right)$ for some $x_{n-1}$. The commutativity of the left square gives $f_{n}\left(x_{n}\right)=f_{n} d_{n-1}\left(x_{n-1}\right)=$ $d_{n-1}^{\prime}\left(f_{n-1}\left(x_{n-1}\right)\right)$, and hence $f_{n}\left(x_{n}\right)$ is in image $d_{n-1}^{\prime}$. Then it follows that $\left.f_{n}\right|_{\operatorname{ker} d_{n}}$ descends to the quotient $\left(\operatorname{ker} d_{n}\right) /\left(\operatorname{image} d_{n-1}\right)$, yielding a map of $H^{n}(X)$ into $H^{n}(Y)$.

Suppose in the situation of Figure 3.1 that $g=\left\{g_{n}\right\}$ is a second cochain map of $X$ into $Y$. We say that $f$ is homotopic ${ }^{3}$ to $g$, written $f \simeq g$, if there is a system $h=\left\{h_{n}\right\}$ of maps $h_{n}: X_{n} \rightarrow Y_{n-1}$ in $\mathcal{C}_{R}$ such that $d^{\prime} h+h d=f-g$, i.e., if $d_{n-1}^{\prime} h_{n}+h_{n+1} d_{n}=f_{n}-g_{n}$ for all $n$.

Proposition 3.24. In the situation of Figure 3.1 if $f=\left\{f_{n}\right\}$ and $g=\left\{g_{n}\right\}$ are two cochain maps of $X$ into $Y$ and if $f$ and $g$ are homotopic, then $f$ and $g$ induce identical maps $H^{n}(X) \rightarrow H^{n}(Y)$ in each degree.

Proof. Suppose that $d_{n}\left(x_{n}\right)=0$. Then $f_{n}\left(x_{n}\right)-g_{n}\left(x_{n}\right)=d_{n-1}^{\prime}\left(h_{n}\left(x_{n}\right)\right)+$ $h_{n+1}\left(d_{n}\left(x_{n}\right)\right)=d_{n-1}^{\prime}\left(h_{n}\left(x_{n}\right)\right)+0$ shows that the images of $x_{n}$ under $f_{n}$ and $g_{n}$ in $Y_{n}$ differ by a member of image $d_{n-1}^{\prime}$.

Now we bring free $R$ modules into the discussion.

[^15]Proposition 3.25. For the diagram

in $\mathcal{C}_{R}$, suppose that the top and bottom rows are exact at $M$ and $M^{\prime}$, suppose that the square on the right commutes, and suppose that $F$ is a free $R$ module. Then there exists an $R$ homomorphism $\widetilde{f}: F \rightarrow F^{\prime}$ that makes the left square commute.

PROOF. If $x$ is a free generator of $F$, then $0=f_{1} \partial_{1} \partial(x)=\partial_{1}^{\prime}(f \partial x)$. By exactness at $M^{\prime}, f \partial x$ lies in image $\left(\partial^{\prime}\right)$. Choose any $y \in F^{\prime}$ with $\partial^{\prime} y=f \partial x$, and define $\tilde{f}(x)$ to be this $y$. Then $f \partial x=\partial^{\prime} \tilde{f} x$, and the left square commutes at $x$. The universal mapping property of free $R$ modules says that $\tilde{f}$ extends to an $R$ homomorphism of $F$ into $F^{\prime}$, and the extension has $f \partial=\partial^{\prime} \widetilde{f}$, as required.

Corollary 3.26. In the category $\mathcal{C}_{\mathbb{Z} G}$, if the rows of the diagram

are free resolutions and the vertical identity map $1: \mathbb{Z} \rightarrow \mathbb{Z}$ is given, then the remaining vertical maps,

$$
f_{0}: X_{0} \rightarrow Y_{0}, \quad \ldots, \quad f_{n}: X_{n} \rightarrow Y_{n}, \quad f_{n+1}: X_{n+1} \rightarrow Y_{n+1}, \quad \ldots,
$$

can be constructed inductively from the right to make all the squares commute.
REMARK. The resulting system $f=\left\{f_{n}\right\}$ is called a chain map over the identity map $1: \mathbb{Z} \rightarrow \mathbb{Z}$.

Proof. There is no harm in including a vertical 0 map at the right between the two 0 modules. Certainly the square whose verticals are the identity map $1: \mathbb{Z} \rightarrow \mathbb{Z}$ and the 0 map commutes. Proposition 3.25 is to be applied first to this square and the second square from the right (with vertical $f_{0}$ to be constructed and vertical $1: \mathbb{Z} \rightarrow \mathbb{Z}$ given) to construct $f_{0}$, then to the second and third squares from the right to construct $f_{1}$, and so on, inductively.

Proposition 3.27. For the diagram

in $\mathcal{C}_{R}$, suppose that the top and bottom rows are exact at $F$, that the left and right squares commute, that $\widetilde{F}$ and $F$ are free $R$ modules, and that $h_{1}: N \rightarrow F$ exists with $f_{1}-\partial_{1} h_{1}$ vanishing on image $\left(\partial_{1}\right)$. Then there exists $h: F \rightarrow \widetilde{F}$ such that $\partial h+h_{1} \partial_{1}=f$, and this property implies that $f-\partial h$ vanishes on image $(\partial)$.

PROOF. If $x$ is a free generator of $F$, then $f(x)-h_{1}\left(\partial_{1}(x)\right)$ is in $\operatorname{ker}\left(\partial_{1}\right)$ because $\partial_{1}\left(f x-h_{1} \partial_{1} x\right)=f_{1} \partial_{1} x-\partial_{1} h_{1} \partial_{1} x=\left(f_{1}-\partial_{1} h_{1}\right)\left(\partial_{1} x\right)$ and because $f_{1}-\partial_{1} h_{1}$ vanishes on image $\left(\partial_{1}\right)$ by assumption. Therefore $f(x)-h_{1}\left(\partial_{1}(x)\right)$ is in image $(\partial)$, and we can write $f(x)-h_{1}\left(\partial_{1}(x)\right)=\partial a$ for some $a \in \widetilde{F}$. Put $h(x)=a$. Then $\partial h x=\partial a=f x-h_{1} \partial_{1} x$, and $h$ has the required property on the generator $x$. The universal mapping property of the free $R$ module $F$ allows us to extend $h$ to an $R$ homomorphism $h: F \rightarrow \widetilde{F}$, and the extension satisfies $\partial h=f-h_{1} \partial_{1}$. Once $h$ has this property, then necessarily $(f-\partial h) \partial=\left(h_{1} \partial_{1}\right) \partial=h_{1}\left(\partial_{1} \partial\right)=0$.

Corollary 3.28. In the category $\mathcal{C}_{\mathbb{Z} G}$, if a free resolution $X=\left\{X_{n}\right\}$ of $\mathbb{Z}$ and a chain map $f=\left\{f_{n}\right\}$ of $X$ with itself are given such that the map from $\mathbb{Z}$ to itself is 0 , then the chain map $f$ is homotopic to the zero chain map $g=\left\{g_{n}\right\}$ with $g_{n}=0$ for all $n$.

Proof. We are given the diagram

in the category $\mathcal{C}_{\mathbb{Z} G}$ with the two rows as free resolutions and all squares commuting. We are to construct maps $h_{n}: X_{n} \rightarrow X_{n+1}$ with $\partial_{n}^{\prime} h_{n}+h_{n-1} \partial_{n-1}^{\prime}=f_{n}$. Let $h_{-2}$ be the 0 map from the top 0 module to the bottom $\mathbb{Z}$, and let $h_{-1}$ be the 0 map from the top $\mathbb{Z}$ to the bottom $X_{0}$. Then $\partial_{n}^{\prime} h_{n}+h_{n-1} \partial_{n-1}^{\prime}=f_{n}$ is satisfied for $n=-1$ because the map $f_{-1}$ is the 0 map from $\mathbb{Z}$ to itself. Proposition 3.27 then allows us to construct inductively first $h_{0}$, then $h_{1}$, then $h_{2}$, and so on.

Corollary 3.29. In the category $\mathcal{C}_{\mathbb{Z} G}$, if a free resolution $X=\left\{X_{n}\right\}$ of $\mathbb{Z}$ and a chain map $f=\left\{f_{n}\right\}$ of $X$ with itself are given such that the map from $\mathbb{Z}$ to itself is the identity 1 , then the chain map $f$ is homotopic to the identity chain map $g=\left\{g_{n}\right\}$ with $g_{n}=1$ for all $n$.

Proof. Apply Corollary 3.28 to $f-1$.
Corollary 3.30. In the category $\mathcal{C}_{\mathbb{Z} G}$, if two free resolutions $X=\left\{X_{n}\right\}$ of $\mathbb{Z}$ and $Y=\left\{Y_{n}\right\}$ of $\mathbb{Z}$ are given and if two chain maps $f: X \rightarrow Y$ and $g: Y \rightarrow X$ are given such that the map from $\mathbb{Z}$ to itself in each case is the identity 1 , then $g f$ is homotopic to 1 and $f g$ is homotopic to 1 .

Proof. Apply Corollary 3.29 to $f g$ and then to $g f$.
Theorem 3.31. If

$$
\cdots \xrightarrow{\partial_{n+1}^{\prime}} F_{n+1}^{\prime} \xrightarrow{\partial_{n}^{\prime}} F_{n}^{\prime} \xrightarrow{\partial_{n-1}^{\prime}} \cdots \xrightarrow{\partial_{0}^{\prime}} F_{0}^{\prime} \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0
$$

is any free resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$ and $M$ is a unital left $\mathbb{Z} G$ module, then $H^{n}(G, M)$ is canonically isomorphic to the $n^{\text {th }}$ cohomology group of the complex in $\mathcal{C}_{\mathbb{Z}}$ given by
$0 \longrightarrow \operatorname{Hom}_{\mathbb{Z} G}\left(F_{0}^{\prime}, M\right) \xrightarrow{d_{0}} \cdots \operatorname{Hom}_{\mathbb{Z} G}\left(F_{n}^{\prime}, M\right) \xrightarrow{d_{n}} \operatorname{Hom}_{\mathbb{Z} G}\left(F_{n+1}^{\prime}, M\right) \xrightarrow{d_{n+1}}$ with $d_{n}=\operatorname{Hom}\left(\partial_{n}^{\prime}, 1\right)$ for $n \geq 0$.

Proof. Let the resolution in the statement of the theorem be $Y$, and let $X$ be the standard free resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$. Two applications of Corollary 3.26 produce chain maps $f: X \rightarrow Y$ and $g: Y \rightarrow X$ over $1: \mathbb{Z} \rightarrow \mathbb{Z}$. Corollary 3.30 shows that $g f$ is homotopic to $1=1_{X}$ and $f g$ is homotopic to $1=1_{Y}$. Apply the functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ throughout, including to the members of the homotopies. Then we obtain chain maps

$$
\operatorname{Hom}_{\mathbb{Z} G}(f, 1): \operatorname{Hom}_{\mathbb{Z} G}(Y, M) \rightarrow \operatorname{Hom}_{\mathbb{Z} G}(X, M)
$$

and $\quad \operatorname{Hom}_{\mathbb{Z} G}(g, 1): \operatorname{Hom}_{\mathbb{Z} G}(X, M) \rightarrow \operatorname{Hom}_{\mathbb{Z} G}(Y, M)$
with
$\operatorname{Hom}_{\mathbb{Z} G}(f, 1) \circ \operatorname{Hom}_{\mathbb{Z} G}(g, 1) \quad$ homotopic to 1
and $\quad \operatorname{Hom}_{\mathbb{Z} G}(g, 1) \circ \operatorname{Hom}_{\mathbb{Z} G}(f, 1) \quad$ homotopic to 1 .
Proposition 3.24 allows us to conclude that
$\operatorname{Hom}_{\mathbb{Z} G}(f, 1) \circ \operatorname{Hom}_{\mathbb{Z} G}(g, 1)$ induces the identity on $H^{*}\left(\operatorname{Hom}_{\mathbb{Z} G}(X, M)\right)$ and
$\operatorname{Hom}_{\mathbb{Z} G}(g, 1) \circ \operatorname{Hom}_{\mathbb{Z} G}(f, 1)$ induces the identity on $H^{*}\left(\operatorname{Hom}_{\mathbb{Z} G}(Y, M)\right)$. Thus $\operatorname{Hom}_{\mathbb{Z} G}(g, 1)$ induces an isomorphism of each group $H^{n}\left(\operatorname{Hom}_{\mathbb{Z} G}(X, M)\right)$ onto $H^{n}\left(\operatorname{Hom}_{\mathbb{Z} G}(Y, M)\right)$.

## 6. Relative Brauer Group when the Galois Group Is Cyclic

This section has two parts to it. The first part specializes Theorem 3.31 to compute group cohomology when the group in question is cyclic of finite order. The second part applies this computation to $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$and obtains information about Brauer groups. As a consequence we obtain new information about the classification of noncommutative division algebras.

Let $G$ be a finite cyclic group of order $n$. Theorem 3.31 says that if $G$ acts by automorphisms on an abelian group $M$, then $H^{2}(G, M)$ can be computed from any free resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$. The standard resolution of $\mathbb{Z}$ is one such resolution. We shall construct another such resolution that is special to the case of $G$ cyclic and that makes the cohomology more transparent.

Let $G=\left\{1, s, s^{2}, \ldots, s^{n-1}\right\}$. Lemma 3.19 notes that the free abelian group on the 1-tuples (1), $(s),\left(s^{2}\right), \ldots,\left(s^{n-1}\right)$ is a free $\mathbb{Z} G$ module with $\mathbb{Z} G$ basis (1). In other words, the elements of the left $\mathbb{Z} G$ module $\mathbb{Z} G$ may be identified with the integer linear combinations of these 1-tuples. Define two operators $T$ and $N$ from the left $\mathbb{Z} G$ module $\mathbb{Z} G$ into itself by

$$
\begin{aligned}
& T=\text { multiplication by }(s)-(1) \\
& N=\text { multiplication by }(1)+(s)+\cdots+\left(s^{n-1}\right)
\end{aligned}
$$

Each of these respects addition and commutes with multiplication by $(s)$, hence is a $\mathbb{Z} G$ module homomorphism. We shall compute the kernel and image of each.

The kernel of $T$ consists of all elements for which left multiplication by ( $s$ ) fixes the element. The elements of $\mathbb{Z} G$ are of the form $\sum_{j=0}^{n-1} c_{j}\left(s^{j}\right)$, and $(s)$ times this gives $c_{n-1}(1)+\sum_{j=1}^{n-1} c_{j-1}\left(s^{j}\right)$. Since (1), $(s), \ldots,\left(s^{n-1}\right)$ form a $\mathbb{Z}$ basis, the condition to be in the kernel of $T$ is that $c_{n-1}=c_{0}=c_{1}=\cdots=c_{n-2}$. Thus

$$
\operatorname{ker} T=\left\{c\left((1)+(s)+\cdots+\left(s^{n-1}\right)\right) \mid c \in \mathbb{Z}\right\} .
$$

Also,

$$
\begin{aligned}
\text { image } T & =\{\text { integer polynomials in }(s) \text { divisible by }(s)-(1)\} \\
& =\{\text { integer polynomials equal to } 0 \text { when } s \text { is set equal to } 1\} \\
& =\left\{\sum_{j=0}^{n-1} c_{j}\left(s^{j}\right) \mid \sum_{j=0}^{n-1} c_{j}=0\right\}
\end{aligned}
$$

In the case of the operator $N$, we have $N\left(s^{j}\right)=(1)+(s)+\cdots+\left(s^{n-1}\right)$, and therefore $N\left(\sum_{j} c_{j}\left(s^{j}\right)\right)=\sum_{j} c_{j}\left((1)+(s)+\cdots+\left(s^{n-1}\right)\right)$. Hence

$$
\begin{aligned}
\operatorname{ker} N & =\left\{\sum_{j=0}^{n-1} c_{j}\left(s^{j}\right) \mid \sum_{j=0}^{n-1} c_{j}=0\right\}=\text { image } T, \\
\text { image } N & =\left\{c\left((1)+(s)+\cdots+\left(s^{n-1}\right)\right) \mid c \in \mathbb{Z}\right\}=\operatorname{ker} T .
\end{aligned}
$$

An immediate consequence of this and a supplementary argument concerning the augmentation map is the following proposition.

Proposition 3.32. If $G$ is a finite cyclic group, then the sequence
$\cdots \xrightarrow{T} \mathbb{Z} G \xrightarrow{N} \mathbb{Z} G \xrightarrow{T} \cdots \xrightarrow{T} \mathbb{Z} G \xrightarrow{N} \mathbb{Z} G \xrightarrow{T} \mathbb{Z} G \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0$
is a free resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$.
Proof. We still need to check exactness at the first $\mathbb{Z} G$ from the right. The $\operatorname{map} \varepsilon$ is the $\mathbb{Z} G$ homomorphism with $\varepsilon((1))=1$. Hence $\varepsilon\left(\left(s^{j}\right)\right)=1$ for all $j$, and $\varepsilon\left(\sum_{j=0}^{n-1} c_{j}\left(s^{j}\right)\right)=\sum_{j=0}^{n-1} c_{j}$. Thus ker $\varepsilon=\operatorname{ker} N=$ image $T$, and exactness is proved.

Corollary 3.33. If $G$ is a finite cyclic group and $M$ is an abelian group on which $G$ acts by automorphisms, then

$$
H^{2}(G, M) \cong M^{G} /\left((1)+(s)+\cdots+\left(s^{n-1}\right)\right) M
$$

where $M^{G}$ is the subgroup of all elements of $M$ fixed by $G$.
Proof. Let us number the terms $\mathbb{Z} G$ in the resolution of Proposition 3.32 starting with index 0 from the right. Combining Proposition 3.32 with Theorem 3.31 , we see that we may compute $H^{2}(G, M)$ as the cohomology of the complex obtained by applying the functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to the terms with indices $1,2,3$ in the resolution in Proposition 3.32. Thus $H^{2}(G, M)$ is the cohomology at the middle of the complex

$$
\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M) \xrightarrow{(\cdot) \circ N} \operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M) \xrightarrow{(\cdot) \circ T} \operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M) .
$$

The mapping $\alpha \mapsto \alpha((1))$ of $\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M)$ into $M$ is one-one and onto, and we can identify members $\alpha$ of $\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M)$ with the corresponding elements $\alpha((1))$ accordingly. If $\alpha$ is in $\operatorname{ker}((\cdot) \circ T)$, then $\alpha(T((1)))=0$, and we thus have $\alpha((s))=\alpha((1))$ and $(s) \alpha((1))=\alpha((1))$. Hence $\alpha((1))$ is in $M^{G}$. These steps can be reversed, and thus $\operatorname{ker}((\cdot) \circ T)=M^{G}$. If $\beta$ is in image $((\cdot) \circ N)$, then $\beta=\alpha \circ N$ for some $\alpha \in \operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M)$, and thus
$\beta((1))=\alpha\left((1)+(s)+\cdots+\left(s^{n-1}\right)\right)=\alpha((1))+(s) \alpha((1))+\cdots+\left(s^{n-1}\right) \alpha((1))$.
Since $\alpha((1))$ is a completely arbitrary element of $M$, we see that image $((\cdot) \circ N)=$ $\left((1)+(s)+\cdots+\left(s^{n-1}\right)\right) M$, and the result follows.

Now we specialize to the Galois case that has occupied our attention in this chapter. Let $K / F$ be a finite Galois extension of fields. We are going to set $G=$ $\operatorname{Gal}(K / F), n=\operatorname{dim}_{F} K$, and $M=K^{\times}$. To take advantage of Corollary 3.33, we suppose that $\operatorname{Gal}(K / F)$ is cyclic. Then $M^{G}=\left(K^{\times}\right)^{G}=F^{\times}$. If $x$ is an element of $K^{\times}$, then the orbit $G x$ is $\left\{x, s x, s^{2} x, \ldots, s^{n-1} x\right\}$. Remembering that we are using additive notation in working with cohomology of groups and multiplicative notation in working with $K^{\times}$, we see that the element $\left((1)+(s)+\cdots+\left(s^{n-1}\right)\right)$ of $\mathbb{Z} G$ is to be regarded as operating by giving the product of the members of an orbit in $K^{\times}$. This product for the orbit of $x \in K^{\times}$is $N_{K / F}(x)$, and Corollary 3.33 thus specializes to the following result.

Corollary 3.34. If $K / F$ is a finite Galois extension of fields such that $\operatorname{Gal}(K / F)$ is cyclic, then

$$
H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right) \cong F^{\times} / N_{K / F}\left(K^{\times}\right)
$$

Corollary 3.34 considerably simplifies the proofs of Frobenius's Theorem about division algebras over the reals (Theorem 2.50) and Wedderburn's Theorem about finite division rings (Theorem 2.48), and thus the theory in Chapter III has added something to the theory of Chapter II even in these very special situations. In the case of the Frobenius theorem, the only nontrivial algebraic extension of $\mathbb{R}$ is $\mathbb{C}$, and thus Theorem 3.14 and Corollary 3.34 give

$$
\begin{aligned}
\mathcal{B}(\mathbb{R}) & =\mathcal{B}(\mathbb{C} / \mathbb{R}) \cong H^{2}\left(\operatorname{Gal}(\mathbb{C} / \mathbb{R}), \mathbb{R}^{\times}\right) \\
& \cong \mathbb{R}^{\times} / N_{\mathbb{C} / \mathbb{R}}\left(\mathbb{C}^{\times}\right)=\mathbb{R}^{\times} /\left(\mathbb{R}^{\times}\right)^{+} \cong \mathbb{Z} / 2 \mathbb{Z}
\end{aligned}
$$

Hence the reals and the quaternions are the only finite-dimensional central simple division algebras over $\mathbb{R}$.

In the case of the Wedderburn theorem, suppose that a finite field $K$ splits a central division algebra over a field $F$ with $q$ elements. Say that $|K|=q^{n}$. For finite fields the Galois groups are always cyclic, and thus $\operatorname{Gal}(K / F)$ is cyclic of order $n$, generated by the map $x \mapsto x^{q}$. In view of Corollary 3.34, the Wedderburn theorem follows if $F^{\times} / N_{K / F}\left(K^{\times}\right)$is shown to be trivial, i.e., if the norm map $N_{K / F}: K^{\times} \rightarrow F^{\times}$is onto. The group $K^{\times}$is cyclic, say with a generator $x_{0}$ of order $q^{n}-1$. Since the norm of an element is the product of the images under the Galois group, the norm of $x_{0}$ is given by

$$
N_{K / F}\left(x_{0}\right)=x_{0} x_{0}^{q} x_{0}^{q^{2}} \cdots x_{0}^{q^{n-1}}=x_{0}^{1+q+\cdots+q^{n-1}}=x_{0}^{\frac{q^{n}-1}{q-1}}
$$

This has order $q-1$, not less, and thus is a generator of $F^{\times}$. Thus the norm map is onto $F^{\times}$.

For a more difficult example that we can settle completely, consider the case that $F=\mathbb{Q}$ and $K=\mathbb{Q}(\sqrt{m})$ for a square-free integer $m$ other than 1 . The Galois group in this case is a 2 -element group and is in particular cyclic. Thus Corollary 3.34 applies. The norm of the member $x+y \sqrt{m}$ of $K$, where $x$ and $y$ are in $\mathbb{Q}$, is $x^{2}-m y^{2}$. The problem of determining the quotient group $F^{\times} / N_{K / \mathbb{Q}}\left(K^{\times}\right)$may be rephrased in terms of genera as in Section I.5. Specifically the field discriminant $D$ is defined to be $m$ if $m \equiv 1 \bmod 4$ and to be $4 m$ if $m \not \equiv 1 \bmod 4$. A genus for $\mathbb{Q}(\sqrt{m})$ is an equivalence class of primitive quadratic forms $a x^{2}+b x y+c y^{2}$ whose discriminant matches the field discriminant $D$, except that the theory of Chapter I discards all negative definite forms. Equivalence is determined by the action of $\operatorname{SL}(2, \mathbb{Q})$. Lemma 1.13 shows for $D>0$ that each nonzero rational number is a value taken on by the members of one and only one genus at points $(x, y) \neq(0,0)$ with $x$ and $y$ both rational; for $D<0$, Lemma 1.13 applies to positive definite forms and positive rational numbers. Let us now enlarge the definition of genera to include negative definite forms and negative rational numbers when $D<0$.

The definition of the multiplication of classes of forms is set up so as to be compatible with multiplication of the values of the quadratic forms, and the genera define a group, the identity element being the principal genus. Since a representative of the principal genus is $x^{2}-m y^{2}$, the nonzero rational values corresponding to the principal genus are exactly the members of the group $N_{K / \mathbb{Q}}\left(K^{\times}\right)$. Consequently the quotient group $F^{\times} / N_{K / \mathbb{Q}}\left(K^{\times}\right)$is isomorphic to the group of genera. ${ }^{4}$ The easy result concerning the group of genera is Theorem 1.14, which says that this group is finite abelian and that every nontrivial element has order 2 ; since $\mathcal{B}(K / F) \cong F^{\times} / N_{K / \mathbb{Q}}\left(K^{\times}\right)$, Corollary 3.15 gives another way of seeing that every nontrivial element has order 2 . The hard result, which appears in Problems 25-29 at the end of Chapter I, identifies the order of the group of genera explicitly. ${ }^{5}$ If $D>0$, then the order of the group of genera is $2^{g^{\prime}}$, where $g^{\prime}+1$ is the number of distinct prime divisors of $D$; if $D<0$, then the order of the group of genera is $2^{g^{\prime}+1}$.

Consequently if $m$ has $g+1$ distinct prime divisors, then the relative Brauer group is a product of 2-element groups whose order is given by

$$
|\mathcal{B}(\mathbb{Q}(\sqrt{m}) / \mathbb{Q})|= \begin{cases}2^{g} & \text { if } m>0 \text { and } m \not \equiv 3 \bmod 4, \\ 2^{g+1} & \text { if } m>0 \text { and } m \equiv 3 \bmod 4, \\ 2^{g+1} & \text { if } m<0 \text { and } m \not \equiv 3 \bmod 4, \\ 2^{g+2} & \text { if } m<0 \text { and } m \equiv 3 \bmod 4\end{cases}
$$

[^16]The example with $K / \mathbb{Q}$ quadratic shows the kind of information that has to go into a complete determination of the relative Brauer group when $K / \mathbb{Q}$ is Galois. Showing that a relative Brauer group is nontrivial in a case with $\operatorname{Gal}(K / \mathbb{Q})$ cyclic is considerably easier. According to Corollary 3.34, all one needs to know is that the norm function does not carry $K^{\times}$onto $\mathbb{Q}^{\times}$, and congruence conditions can be used as a first step in addressing this question; Problem 4 at the end of the chapter illustrates this principle. Problems 15-17 at the end of Chapter II give a construction in this situation of nontrivial central simple algebras over $\mathbb{Q}$ that are split by $K$, and such algebras whose dimension is the square of a prime are necessarily division algebras. Problems 6-12 at the end of the present chapter give a sufficient condition for obtaining a division algebra when the dimension is not the square of a prime.

## 7. Problems

1. Let $A$ be a finite-dimensional central simple algebra over a field $F$, let $K$ be a subfield of $A$, and let $B$ be the centralizer of $K$ in $A$.
(a) Arguing as in the proof of Theorem 3.3, exhibit a one-one algebra homomorphism $A \otimes_{F} K \rightarrow \operatorname{End}_{B^{\circ}} A$.
(b) Referring to the proof of Theorem 2.2 and counting dimensions with the aid of the Double Centralizer Theorem, prove that the mapping in (a) is onto $\operatorname{End}_{B^{\circ}} A$.
(c) Deduce that $A \otimes_{F} K$ and $B$ yield the same member of $\mathcal{B}(K)$.
2. Let $a=a(\sigma, \tau)$ be a 2-cocycle in $Z^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$, where $K / F$ is a finite Galois extension of fields. Prove for each $\tau$ that $\prod_{\sigma \in \operatorname{Gal}(K / F)} a(\sigma, \tau)$ lies in $F^{\times}$.
3. Let $K / F$ be a finite Galois extension of fields with $\operatorname{Gal}(K / F)$ cyclic. Corollary 3.34 identifies $H^{q}\left(\operatorname{Gal}(K / F), K^{\times}\right)$for $q=2$. Identify this group for all other values of $q \geq 0$.

Problems 4-5 amplify the discussion of cyclic algebras that was begun in Problems 17-19 at the end of Chapter II. Problem 4 in effect produces an explicit division algebra of dimension 9 over $\mathbb{Q}$, and Problem 5 hints at the existence of an explicit division algebra of dimension $n^{2}$ over $\mathbb{Q}$ for each integer $n \geq 1$.
4. Let $\zeta=e^{2 \pi i / 7}$, and let $K=\mathbb{Q}(\zeta) \cap \mathbb{R}$.
(a) Show that $K / \mathbb{Q}$ is a Galois extension of degree 3, that a basis for $K$ over $\mathbb{Q}$ consists of $\tau_{1}=\zeta+\zeta^{-1}, \tau_{2}=\zeta^{2}+\zeta^{-2}, \tau_{3}=\zeta^{3}+\zeta^{-3}$, and that the Galois group permutes $\tau_{1}, \tau_{2}, \tau_{3}$ cyclically.
(b) Show that if $a, b, c$ are in $\mathbb{Q}$, then

$$
\begin{aligned}
N_{K / \mathbb{Q}}\left(a \tau_{1}+b \tau_{2}+c \tau_{3}\right)= & a b c\left(\tau_{1}^{3}+\tau_{2}^{3}+\tau_{3}^{3}\right) \\
& +\left(a^{3}+b^{3}+c^{3}+3 a b c\right) \tau_{1} \tau_{2} \tau_{3} \\
& +\left(a^{2} b+a c^{2}+b^{2} c\right)\left(\tau_{1}^{2} \tau_{2}+\tau_{2}^{2} \tau_{3}+\tau_{3}^{2} \tau_{1}\right) \\
& +\left(a^{2} c+a b^{2}+b c^{2}\right)\left(\tau_{1} \tau_{2}^{2}+\tau_{2} \tau_{3}^{2}+\tau_{3} \tau_{1}^{2}\right)
\end{aligned}
$$

(c) Verify the following identities:

$$
\begin{gathered}
\tau_{1}+\tau_{2}+\tau_{3}=-1 \\
\tau_{1} \tau_{2}=\tau_{1}+\tau_{3}, \quad \tau_{1} \tau_{3}=\tau_{2}+\tau_{3}, \quad \tau_{2} \tau_{3}=\tau_{1}+\tau_{2} \\
\tau_{1}^{2}=\tau_{2}+2, \quad \tau_{2}^{2}=\tau_{3}+2, \quad \tau_{3}^{2}=\tau_{1}+2
\end{gathered}
$$

(d) Combine (b) and (c) to show that

$$
\begin{aligned}
N_{K / \mathbb{Q}}\left(a \tau_{1}+b \tau_{2}+c \tau_{3}\right)= & \left(a^{3}+b^{3}+c^{3}\right)-a b c \\
& +3\left(a^{2} b+a c^{2}+b^{2} c\right)-4\left(a^{2} c+a b^{2}+b c^{2}\right)
\end{aligned}
$$

(e) Under the assumption that $a, b, c$ are integers with $\operatorname{GCD}(a, b, c)=1$, show that $N_{K / \mathbb{Q}}\left(a \tau_{1}+b \tau_{2}+c \tau_{3}\right) \not \equiv 0 \bmod 3$.
(f) Deduce from (e) that $r=3$ is not in $N_{K / \mathbb{Q}}\left(K^{\times}\right)$. (Educational note: Consequently Problems 18-19 at the end of Chapter II produce an explicit division algebra over $\mathbb{Q}$ of dimension 9.)
5. (a) Show for each integer $n \geq 1$ that there exists a prime $p$ such that $n$ divides $p-1$.
(b) Deduce for this $p$ that there exists a field $L$ with $\mathbb{Q} \subseteq L \subseteq \mathbb{Q}\left(e^{2 \pi i / p}\right)$ such that the field extension $L / \mathbb{Q}$ is a Galois extension whose Galois group is cyclic of order $n$.

Problems 6-12 continue the discussion of cyclic algebras that was begun in Problems $17-19$ at the end of Chapter II and continued in Problems $4-5$ above. Let $F$ be any field, and let $K$ be a finite Galois extension of $F$ whose Galois group $G=\operatorname{Gal}(K / F)$ is cyclic of order $n$. Let $\sigma$ be a generator of $G$, fix an element $r \neq 0$ in $F$, and let $A$ be the subset of matrices in $M_{n}(K)$ of the form

$$
\left(\begin{array}{ccccc}
c_{1} & c_{2} & c_{3} & \cdots & c_{n} \\
r \sigma\left(c_{n}\right) & \sigma\left(c_{1}\right) & \sigma\left(c_{2}\right) & \cdots & \sigma\left(c_{n-1}\right) \\
r \sigma^{2}\left(c_{n-1}\right) & r \sigma^{2}\left(c_{n}\right) & \sigma^{2}\left(c_{1}\right) & \cdots & \sigma^{2}\left(c_{n-2}\right) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
r \sigma^{n-1}\left(c_{2}\right) & r \sigma^{n-1}\left(c_{3}\right) & r \sigma^{n-1}\left(c_{4}\right) & \cdots & \sigma^{n-1}\left(c_{1}\right)
\end{array}\right) .
$$

Identify $c \in K$ with the diagonal member of $A$ for which $c_{1}=c$ and $c_{2}=\cdots=c_{n}=$ 0 , and let $j$ be the member of $A$ for which $c_{1}=0, c_{2}=1$, and $c_{3}=\cdots=c_{n}=0$. Under this identification every member of $A$ has a unique expansion as $\sum_{k=1}^{n} c_{k} j^{k-1}$ with all $c_{k}$ in $K$, and the element $j$ satisfies $j^{n}=r$ and $j c j^{-1}=\sigma(c)$ for $c \in K$. Take it as known that $A$ is a central simple algebra over $F$ of dimension $n^{2}$. This
series of problems leads in part to another theorem due to Wedderburn. (However, a more direct proof of the theorem of Wedderburn without the other results is possible.)
6. In the construction of factor sets in Section 2, use $x_{\sigma^{k}}=j^{k}$ for $0 \leq k \leq n-1$. Show that the algebra $A$ above corresponds to the 2-cocycle $a$ with

$$
a\left(\sigma^{k}, \sigma^{l}\right)= \begin{cases}1 & \text { if } k+l<n \\ r & \text { if } k+l \geq n\end{cases}
$$

7. Under the assumption that $r=N_{K / F}(x)$ with $x \in K^{\times}$, show that the choice $c_{\sigma^{k}}=x \sigma(x) \sigma^{2}(x) \cdots \sigma^{k-1}(x)$ exhibits the factor set of the previous problem as a trivial factor set and hence shows that $A \cong M_{n}(F)$.
8. Let $F=\left\{F_{k}\right\}$ be the standard free resolution of $\mathbb{Z}$ in $\mathcal{C}_{\mathbb{Z} G}$, and let $X=\left\{X_{k}\right\}$ be the free resolution of Proposition 3.32. The latter has $X_{k}=\mathbb{Z} G$ for every $k \geq 0$. Trace through the proof of Corollary 3.26, and show that the proof allows a chain map $f=\left\{f_{k}\right\}$ to be defined in such a way that the values of $f_{0}, f_{1}, f_{2}$ on standard $\mathbb{Z} G$ basis elements of $F_{0}, F_{1}, F_{2}$ are $f_{0}(1)=1, f_{1}\left(1, \sigma^{k}\right)=$ $-\left(1+\sigma+\cdots+\sigma^{k-1}\right)$ for $0 \leq k<n$, and

$$
f_{2}\left(1, \sigma^{k}, \sigma^{l}\right)= \begin{cases}0 & \text { if } 0 \leq k \leq l<n \\ -\sigma^{l} & \text { if } 0 \leq l<k<n\end{cases}
$$

9. Let $\Phi_{2}: \operatorname{Hom}_{\mathbb{Z} G}\left(F_{2}, K^{\times}\right) \rightarrow C^{2}\left(G, K^{\times}\right)$be the isomorphism of Section 5 , and let $\psi$ be in $\operatorname{Hom}_{\mathbb{Z} G}\left(\mathbb{Z} G, K^{\times}\right)$. Show that the member of $C^{2}\left(G, K^{\times}\right)$that corresponds to $\psi$ is $\Phi_{2}\left(\psi \circ f_{2}\right)$ and that

$$
\Phi_{2}\left(\psi \circ f_{2}\right)\left(\sigma^{k}, \sigma^{l}\right)= \begin{cases}\psi(0) & \text { if } k+l<n \\ \psi\left(\sigma^{k+l-n}\right)^{-1} & \text { if } k+l \geq n\end{cases}
$$

10. Let $y$ be a member of $K^{\times}$, and let $\psi$ be the unique element of $\operatorname{Hom}_{\mathbb{Z} G}\left(\mathbb{Z} G, K^{\times}\right)$ with $\psi(1)=y$. Why in the context of Proposition 3.32 is $\psi$ a 2-cocycle if and only if $y$ is in $F^{\times}$?
11. Take $\psi$ as in the previous problem with $\psi(1)=r^{-1}$, and show that the member of $C^{2}\left(G, K^{\times}\right)$that corresponds to it under Problem 9 is the factor set $a$ of Problem 6.
12. Deduce from the previous problem that the order of the Brauer equivalence class in $\mathcal{B}(K / F)$ is the order of the coset of $r$ in $F^{\times} / N_{K / F}\left(K^{\times}\right)$. Why does it follow that $A$ is a division algebra over $F$ if the coset of $r$ in $F^{\times} / N_{K / F}\left(K^{\times}\right)$has exact order $n$ ? (Educational note: This result is a theorem of Wedderburn except that it is here dressed in more modern language. The special case that $n$ is prime was already handled by Problems 18-19 at the end of Chapter II. Although the converse was seen in those problems to be valid for $n$ prime, the converse is known to fail for $n=4$.)

Problems 13-20 introduce the reduced norm of a central simple algebra and give an application. Let $A$ be a central simple algebra over a field $F$ with $\operatorname{dim}_{F} A=n^{2}$. For $a$ in $A$, the algebra polynomial of $a$ is defined to be the characteristic polynomial
$\operatorname{det}(X 1-A)$ of the $F$ linear mapping $L(a): A \rightarrow A$ given by the left multiplication $x \mapsto a x$. This monic polynomial lies in $F[X]$ and has degree $n^{2}$. The ordinary norm $N_{A / F}(a)$ is defined to be $(-1)^{n^{2}}$ times the constant term, and the ordinary trace $\operatorname{Tr}_{A / F}(a)$ is defined to be minus the coefficient of $X^{n^{2}-1}$; these functions of $a$ take values in $F$. Choose a finite Galois extension $K$ of $F$ that splits $A$, and fix an isomorphism $\varphi: A \otimes_{F} K \rightarrow M_{n}(K)$. The reduced polynomial of $a$ is defined to be the monic polynomial $\operatorname{det}(\varphi(X 1-a \otimes 1))$. This polynomial lies in $K[X]$ and has degree $n$. The reduced norm $\operatorname{Nrd}_{A / F}(a)$ is defined to be $(-1)^{n}$ times the constant term, and the reduced trace $\operatorname{Trd}_{A / F}(a)$ is defined to be minus the coefficient of $X^{n-1}$; these functions of $a$ initially take values in $K$.
13. Prove that the reduced polynomial of $a$ does not depend on the choice of the isomorphism $\varphi$.
14. Prove that $\operatorname{det}(X 1-a)=\operatorname{det}(\varphi(X 1-a \otimes 1))^{n}$.
15. Using Galois theory and unique factorization, prove that any monic polynomial $P(X)$ in $K[X]$ such that $P(X)^{n}$ lies in $F[X]$ already lies in $F[X]$. Conclude that the reduced polynomial of any element of $A$ is in $F[X]$.
16. Prove that $\operatorname{det}(\varphi(X 1-a \otimes 1))$ does not depend on the choice of the Galois extension $K$ of $F$ that splits $A$.
17. Deduce that $\operatorname{Nrd}_{A / F}$ is a function from $A$ to $F$ such that $\operatorname{Nrd}_{A / F}(a b)=$ $\operatorname{Nrd}_{A / F}(a) \operatorname{Nrd}_{A / F}(b)$ for all $a$ and $b$ in $A, \operatorname{Nrd}_{A / F}(1)=1$, and $\operatorname{Nrd}_{A / F}(a)^{n}=$ $N_{A / F}(a)$ for all $a$ in $A$. How does it follow that
(a) an element $a \in A$ is invertible if and only if $\operatorname{Nrd}_{A / F}(a) \neq 0$ and
(b) $A$ is a division algebra if and only if $\operatorname{Nrd}_{A / F}(a)=0$ only for $a=0$ ?
18. Let $K / F$ be a finite Galois extension of fields, put $G=\operatorname{Gal}(K / F)$, and suppose that a crossed-product algebra $A=\mathcal{A}(K, G, a)$ is given as in Proposition 3.12 with $K \subseteq A$ and with $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} K\right)^{2}=n^{2}$. Let $\left\{x_{\sigma} \mid \sigma \in G\right\}$ be the system in the proposition such that $A=\bigoplus_{\sigma \in G} K x_{\sigma}$. Associate a matrix $m(v)$ in $M_{n}(K)$ to each $v \in A$ as follows. The rows and columns of the matrices are indexed by $G$, and $E_{\sigma, \tau}$ denotes the matrix that is 1 in the $(\sigma, \tau)$ entry and is 0 elsewhere. Let $m\left(c x_{\tau}\right)=\sum_{\sigma} \sigma(c) a(\sigma, \tau) E_{\sigma, \sigma \tau}$ for $c \in K$, and extend additively to handle all $v \in A$. Check that $v \mapsto m(v)$ is a one-one $F$ algebra homomorphism of $A$ into $M_{n}(K)$, and prove that $\operatorname{Nrd}_{A / F}(v)=\operatorname{det} m(v)$. (Educational note: Thus by Proposition 3.12 the matrix algebra in Problems 6-12 is central simple.)
19. Identify the norm and the reduced norm for the real algebra $\mathbb{H}$ of quaternions.
20. A field $F$ is said to satisfy condition (C1) if every homogeneous polynomial of degree $d$ in $n$ variables with $d<n$ has a nontrivial zero. Using the reduced norm for a central division algebra over $F$, prove that condition (C1) implies that $\mathcal{B}(F)=0$. (Educational note: Algebraically closed fields and finite fields satisfy (C1), the latter by a theorem of Chevalley. A deeper fact is that a simple transcendental extension of an algebraically closed field satisfies (C1).)

## CHAPTER IV

## Homological Algebra


#### Abstract

This chapter develops the rudiments of the subject of homological algebra, which is an abstraction of various ideas concerning manipulations with homology and cohomology. Sections 1-7 work in the context of good categories of modules for a ring, and Section 8 extends the discussion


 to abelian categories.Section 1 gives a historical overview, defines the good categories and additive functors used in most of the chapter, and gives a more detailed outline than appears in this abstract.

Section 2 introduces some notions that recur throughout the chapter-complexes, chain maps, homotopies, induced maps on homology and cohomology, exact sequences, and additive functors. Additive functors that are exact or left exact or right exact play a special role in the theory.

Section 3 contains the first main theorem, saying that a short exact sequence of chain or cochain complexes leads to a long exact sequence in homology or cohomology. This theorem sees repeated use throughout the chapter. Its proof is based on the Snake Lemma, which associates a connecting homomorphism to a certain kind of diagram of modules and maps and which establishes the exactness of a certain 6-term sequence of modules and maps. The section concludes with proofs of the crucial fact that the Snake Lemma and the first main theorem are functorial.

Section 4 introduces projectives and injectives and proves the second main theorem, which concerns extensions of partial chain and cochain maps and also construction of homotopies for them when the complexes in question satisfy appropriate hypotheses concerning exactness and the presence of projectives or injectives. The notion of a resolution is defined in this section, and the section concludes with a discussion of split exact sequences.

Section 5 introduces derived functors, which are the basic mathematical tool that takes advantage of the theory of homological algebra. Derived functors of all integer orders $\geq 0$ are defined for any left exact or right exact additive functor when enough projectives or injectives are present, and they generalize homology and cohomology functors in topology, group theory, and Lie algebra theory.

Section 6 implements the two theorems of Section 3 in the situation in which a left exact or right exact additive functor is applied to an exact sequence. The result is a long exact sequence of derived functor modules. It is proved that the passage from short exact sequences to long exact sequences of derived functor modules is functorial.

Section 7 studies the derived functors of Hom and tensor product in each variable. These are called Ext and Tor, and the theorem is that one obtains the same result by using the derived functor mechanism in the first variable as by using the derived functor mechanism in the second variable.

Section 8 discusses the generalization of the preceding sections to abelian categories, which are abstract categories satisfying some strong axioms about the structure of morphisms and the presence of kernels and cokernels. Some generalization is needed because the theory for good categories is insufficient for the theory for sheaves, which is an essential tool in the theory of several complex variables and in algebraic geometry. Two-thirds of the section concerns the foundations, which involve unfamiliar manipulations that need to be internalized. The remaining one-third introduces an
artificial definition of "member" for each object and shows that familiar manipulations with members can be used to verify equality of morphisms, commutativity of square diagrams, and exactness of sequences of objects and morphisms. The consequence is that general results for categories of modules in homological algebra requiring such verifications can readily be translated into results for general abelian categories. The method with members, however, does not provide for constructions of morphisms member by member. Thus the construction of the connecting homomorphism in the Snake Lemma needs a new proof, and that is given in a concluding example.

## 1. Overview

This chapter develops the rudiments of the subject of homological algebra. The only prerequisite within the present volume is the self-contained Section III. 5 entitled "Digression on Cohomology of Groups," which is helpful primarily as motivation. The definitions of category, functor, object, morphism, natural transformation, product, and coproduct as in Chapters IV and VI of Basic Algebra will be taken as known, and it will be helpful as motivation to know also the material from Chapter VII of Basic Algebra on group extensions and cohomology of groups. The present chapter will make some allusions to notions from algebraic topology, particularly in this first section, and the reader is encouraged to skip lightly over anything of this kind that might be an impediment to continuing with the remainder of the chapter.

Homology and cohomology have their origins in attempts to assign algebraic invariants to topological obstructions. One example historically was the holes in a domain of the Euclidean plane that can make line integrals that are locally independent of the path fail to be globally independent of the path. Another was the handles on 2-dimensional closed surfaces. These obstructions were originally viewed as numbers (Betti numbers for example) and later viewed as algebraic objects such as abelian groups or vector spaces. A big advance was to regard them not just as objects attached to geometric configurations but as functors that attach objects to geometric configurations and also attach functions between such objects to reflect the behavior of functions between geometric configurations.

Hints of connections with algebra on a deeper level and hints that homology and cohomology could be computed quite flexibly began with work of W. Hurewicz in 1936 and H. Hopf in 1942. Hurewicz considered the following situation: M is a finite connected simplicial complex, $U$ is its universal cover, and $G$ is the fundamental group of $M$. Suppose that $U$ is contractible. The group $G$ acts freely on the group $C_{*}(U)$ of simplicial chains of $U$ (with integer coefficients). The boundary operator then gives us an exact sequence

$$
0 \leftarrow \mathbb{Z} \leftarrow C_{0}(U) \leftarrow C_{1}(U) \leftarrow C_{2}(U) \leftarrow \cdots
$$

of abelian groups with an action of $G$ on each $C_{j}(U)$ by automorphisms in such a way that each $C_{j}(U)$ in effect is a free $\mathbb{Z} G$ module. Applying $(\cdot) \otimes_{\mathbb{Z} G} \mathbb{Z}$, we
obtain the complex

$$
0 \leftarrow C_{0}(M) \leftarrow C_{1}(M) \leftarrow C_{2}(M) \leftarrow \cdots
$$

The homology $H_{0}(M)$ is just $\mathbb{Z}$ because $M$ is connected, and $H_{1}(M)$ is just the quotient of $G$ by its commutator subgroup; thus $H_{0}(M)$ and $H_{1}(M)$ depend only on $G$. What Hurewicz showed is that all higher $H_{i}(M)$ depend only on $G$; he did not address existence of such spaces $M$ and $U$ for $G$.

Hopf clarified the situation and drew attention to it by making an explicit calculation: Dropping all assumptions on $U$ other than its simple connectivity, he gave a formula for the quotient of $H_{2}(M)$ modulo the subgroup of "spherical homology classes" in terms of $G$. Later he obtained a result for higher-degree homology. In effect, Hopf was giving formulas for $H_{n}(G, \mathbb{Z})$ by discovering and applying the homology analog of the cohomology result given as Theorem 3.31 in Section III. 5 .

Meanwhile, S. Eilenberg in 1944 made an adjustment to Lefschetz's singular homology theory and showed for locally finite polyhedra that his adjusted theory gives the same groups as the more traditional simplicial theory. His method was to introduce a third complex, to exhibit chain maps from this to each of the complexes under study, and show that the chain maps possess inverses in a suitable sense.

In addition to the people mentioned above, some others who pursued these matters in the mid 1940s were R. Baer, B. Eckmann,H. Freudenthal, and S.Mac Lane. One thing that mathematicians gradually realized was that homology and cohomology in various situations can be calculated from suitable kinds of abstract resolutions, a fact that lies at the heart of the subject of homological algebra. Another was that the subject of cohomology of groups made sense on an abstract level without any reference to topology and that the theory of factor sets for group extensions, as had been introduced by O. Schreier in the 1920s, was actually one aspect of this theory.

With a great leap of generality, H. Cartan and Eilenberg set down such a theory in their celebrated book Homological Algebra, whose publication was delayed until 1956. Homology and cohomology became things attached to complexes, no longer dependent on topology, and the book developed enormous machinery for working with such complexes and homology/cohomology. By the time that Cartan and Eilenberg had published their book, other special cases of homological algebra had already arisen. One was the cohomology theory of Lie algebras, developed by C. Chevalley in the 1940s and by J.-L. Koszul in 1950. Another was the cohomology theory of sheaves, used in the subject of several complex variables starting about 1950 by K. Oka and H. Cartan; sheaves themselves had been introduced in 1946 by J. Leray in connection with partial differential equations.

In the eventual theory the fundamental notion is that of a "derived functor": homology or cohomology is obtained by starting from some kind of resolution,
or exact complex, passing to another complex by means of a functor with some special properties, and then extracting the homology or cohomology of the image complex. Two categories are thus involved, one for the resolution and one for the values of the functor. From an expository point of view, it seems wise to start with concrete categories and not to try to identify the most general categories for which the theory makes sense. For much of the chapter, we shall work with a category not much more general than the category $\mathcal{C}_{R}$ of all unital left $R$ modules, where $R$ is a ring with identity, and our functors will pass from one such category to another. Use of categories $\mathcal{C}_{R}$ subsumes the following applications:
(i) manipulations with basic homology and cohomology in topology, in which one begins with the ring $R=\mathbb{Z}$ of integers. For more advanced applications in topology, one moves from $\mathbb{Z}$ to more general rings.
(ii) homology and cohomology of groups, in which one initially uses group rings of the form $\mathbb{Z} G$, where $G$ is any group and $\mathbb{Z}$ is the ring of integers.
(iii) homology and cohomology of Lie algebras. If $\mathfrak{g}$ is a Lie algebra over a field such as $\mathbb{C}$, then $\mathfrak{g}$ has a "universal enveloping algebra" $U(\mathfrak{g})$ and a canonical mapping $\iota: \mathfrak{g} \rightarrow U(\mathfrak{g})$. Here $U(\mathfrak{g})$ is a complex associative algebra with identity, $\iota$ is a Lie algebra homomorphism, and the pair $(U(\mathfrak{g}), \iota)$ has the following universal mapping property: whenever $\varphi: \mathfrak{g} \rightarrow A$ is a Lie algebra homomorphism into a complex associative algebra $A$ with identity, then there is a unique homomorphism $\Phi: U(\mathfrak{g}) \rightarrow A$ of associative algebras with identity such that $\varphi=\Phi \circ \iota$. Lie algebra homology and cohomology are the theory for the set-up in which the initial underlying rings are $U(\mathfrak{g})$ and $\mathbb{C}$.
In other words, in each of the three applications above, many derived functors of importance pass from the category $\mathcal{C}_{R}$ for a ring $R$ with identity to the category $\mathcal{C}_{S}$ for another ring $S$ with identity.

The slight generalization of categories $\mathcal{C}_{R}$ that we shall use for much of the chapter is as follows: Let $R$ be a ring with identity. A good category $\mathcal{C}$ of $R$ modules consists of
(i) some nonempty class of unital left $R$ modules closed under passage to submodules, quotients, and finite direct sums (the modules of the category),
(ii) the full sets $\operatorname{Hom}_{R}(A, B)$ of all $R$ linear homomorphisms from $A$ to $B$ for each $A$ and $B$ as in (i) (the morphisms, or maps, of the category).

For example the collection of all finitely generated abelian groups, as a subcategory of $\mathcal{C}_{\mathbb{Z}}$, is a good category. ${ }^{1}$ So is the collection of all torsion abelian groups,

[^17]i.e., abelian groups whose elements all have finite order, as a subcategory of $\mathcal{C}_{\mathbb{Z}}$.

The definition of "good category" specifies left $R$ modules that are unital. However, the theory applies equally well to right $R$ modules that are unital, since a unital right $R$ module becomes a unital left module for the opposite ring $R^{o}$, i.e., the ring whose underlying abelian group is the same as for $R$ and whose multiplication is given by $a \circ b=b a$.

The special property of a functor $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ used for passing from a complex in one good category to a complex in another good category is that it is additive, namely that $F\left(\varphi_{1}+\varphi_{2}\right)=F\left(\varphi_{1}\right)+F\left(\varphi_{2}\right)$ whenever $\varphi_{1}$ and $\varphi_{2}$ are in the same $\operatorname{Hom}_{R}(A, B)$. The initial examples of additive functors are tensor product $M \otimes_{R}(\cdot)$, which passes from $\mathcal{C}_{R}$ to $\mathcal{C}_{\mathbb{Z}}$ if $M$ is a right $R$ module, and Hom in each variable: $\operatorname{Hom}_{R}(\cdot, M)$ and $\operatorname{Hom}_{R}(M, \cdot)$, both of which pass from $\mathcal{C}_{R}$ to $\mathcal{C}_{\mathbb{Z}}$ if $M$ is a left $R$ module. In Section 2 we shall consider additive functors in more detail.

The set-up with good categories does not subsume the cohomology of sheaves, nor some other applications of interest, such as the cohomology of vector bundles with a fixed base. The cohomology of sheaves is an important tool in algebraic geometry and several complex variables, and it cannot be ignored. Consequently one ultimately wants the theory to extend to other categories than good categories of modules. In addition, it is quite useful to have the theory work for the categories opposite to two given categories if it works for two given categories, and this feature means that the general theory should not insist that the objects be sets of elements and the morphisms be functions on such elements. Accordingly the abstract theory is carried out for "abelian categories," which will be defined in Section 8. The idea for creating the abstract theory is to take the theory for good categories of modules and rephrase all of the results for all abelian categories. In many instances the proofs will translate easily to the general setting, but in other instances it will be necessary to eliminate individual elements from arguments and obtain new arguments that rely only on complexes, exact sequences, and commutative diagrams. Some of this detail will be carried out in Section 8.

Sections 2-3 establish the framework of homology and cohomology in the context of good categories of modules. Section 2 discusses complexes and exact sequences at length, and Section 3 shows how a short exact sequence of complexes leads to a long exact sequence in homology or cohomology. This is the first main result of the theory and finds multiple uses later in the chapter.

Section 4 contains a discussion of "projectives and injectives" that expands and systematizes Theorem 3.31, which concerned the flexible role of resolutions in computing the cohomology of groups. Once that flexibility is in place in the more general setting of good categories, Sections 5-6 introduce derived functors and some of their properties. The main examples of derived functors at this stage are functors $\operatorname{Ext}(\cdot, \cdot)$ and $\operatorname{Tor}(\cdot, \cdot)$ obtained from Hom and tensor product; these
are examined more closely in Section 7. The example given in Section III. 5 and now being used as motivation requires some subtlety to be regarded as a derived functor. That example was the system of functors $H^{n}(G, \cdot)$ yielding cohomology of the group $G$ with coefficients in the module $(\cdot)$; these were obtained in Section III. 5 by applying the functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$ to any free resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$. It is seen in examples in Section 5 that the effect of using the free resolution was to compute $H^{n}(G, M)$ as $\operatorname{Ext}_{\mathbb{Z} G}^{n}(\cdot, M)$ when the variable is set equal to $\mathbb{Z}$; realizing this result as a derived functor in the $M$ variable requires knowing that one gets the same result from $\operatorname{Ext}_{\mathbb{Z} G}^{n}(\mathbb{Z}, \cdot)$ when its variable is set equal to $M$. This conclusion is part of Theorem 4.31 , which is proved in Section 7 .

The first seven sections complete the treatment of the rudiments of homological algebra in the setting of good categories. One more central technique beyond that of derived functors is the mechanism of spectral sequences, but we shall omit this topic to save space. ${ }^{2}$

The chapter concludes with some discussion of abelian categories in Section 8. The foundations of homological algebra have to be redone completely when objects are no longer necessarily sets of elements. After this step, one introduces a substitute notion of "member" for elements, establishes its properties, and immediately obtains extensions of much of the theory to all abelian categories. A supplementary argument is needed whenever the theory for good categories uses an element-by-element construction of a homomorphism.

Sheaves are introduced in the last section of text in Chapter X, and their cohomology is mentioned very briefly there.

## 2. Complexes and Additive Functors

Let $\mathcal{C}$ be a good category of $R$ modules in the sense of Section 1. A complex in $\mathcal{C}$ is a finite or infinite sequence of modules and maps in $\mathcal{C}$ such that the consecutive compositions are all 0 . There is no harm in assuming that the indexing for the sequence is done by all of $\mathbb{Z}$, since we can always adjoin 0 modules and 0 maps as necessary to fill out the indexing. The indices may be increasing or decreasing, and, as we saw in Section III.5, this distinction is only a formality. However, the distinction is very convenient when it comes to applications, since homology is normally associated with decreasing indices and cohomology is normally associated with increasing indices.

Thus let us be more precise about the indexing. A chain complex in $\mathcal{C}$ is a sequence of pairs $X=\left\{\left(X_{n}, \partial_{n}\right)\right\}_{n=-\infty}^{\infty}$ in which each $X_{n}$ is a module in $\mathcal{C}$,

[^18]each $\partial_{n}$ is a map in $\operatorname{Hom}_{R}\left(X_{n+1}, X_{n}\right)$, and $\partial_{n} \partial_{n+1}=0$ for all $n$. The maps $\partial_{n}$ are sometimes called boundary maps, or boundary operators. We define the homology of $X$, written $H_{*}(X)=\left\{H_{n}(X)\right\}_{n=-\infty}^{\infty}$ with subscripts, to be the sequence of modules in $\mathcal{C}$ given by
$$
H_{n}(X)=\left(\operatorname{ker} \partial_{n-1}\right) /\left(\text { image } \partial_{n}\right)
$$

The members of the space $\operatorname{ker} \partial_{n-1}$ are called $n$-cycles, and the members of the space image $\partial_{n}$ are called $n$-boundaries.

## EXAMPLES OF CHAIN COMPLEXES.

(1) Simplicial homology. Let $S$ be a simplicial complex of dimension $N$, and number its vertices. For each integer $n$, the group $C_{n}(S)$ of simplicial $n$-chains is the free abelian group on the set of simplices of dimension $n$. This is 0 for $n<0$ and $n>N$. In elementary topology one defines the boundary of each $n$-simplex to be the member of $C_{n-1}(S)$ equal to an integer combination of its faces, the coefficient of the face being $(-1)^{i}$ if the missing vertex for the face is the $i^{\text {th }}$ of the $n+1$ vertices of the given $n$-simplex. This definition is extended additively to the boundary map $\partial_{n-1}: C_{n}(S) \rightarrow C_{n-1}(S)$, and a combinatorial argument gives $\partial_{n} \partial_{n-1}=0$ for all $n$. Thus $X=\left\{\left(C_{n}(S), \partial_{n-1}\right)\right\}$ is a complex. The associated homology $H_{n}(X)$ is the $n^{\text {th }}$ (integral simplicial) homology of the simplicial complex $S$ and is usually denoted by $H_{n}(S)$.
(2) Cubical singular homology. Let $S$ be a topological space. For $n \geq 0$, a singular $n$-cube in $S$ is a continuous function $T: I^{n} \rightarrow S$, where $I^{n}$ denotes the $n$-fold product of the closed interval [ 0,1 ] with itself. The free abelian group on the set of $n$-cubes is denoted by $Q_{n}(S)$. A singular $n$-cube $T$ is degenerate if its values are independent of one of the $n$ variables. The subgroup of $Q_{n}(S)$ generated by the degenerate singular $n$-cubes is denoted by $D_{n}(S)$, and the quotient $C_{n}(S)=Q_{n}(S) / D_{n}(S)$ is the group of cubical singular $n$-chains. One defines a boundary operator from $Q_{n}(S)$ to $Q_{n-1}(S)$ for each $n$ in analogy with the definition in the previous example and shows that it carries $D_{n}(S)$ into $D_{n-1}(S)$. Consequently the boundary operator descends to a homomorphism of abelian groups $\partial_{n-1}: C_{n}(S) \rightarrow C_{n-1}(S)$. A combinatorial argument shows that $\partial_{n} \partial_{n-1}=0$; thus we get a complex. The associated homology is the $n^{\text {th }}$ (integral singular) homology of $S$ and is usually denoted by $H_{n}(S)$.
(3) Free resolution of $\mathbb{Z}$ in $\mathcal{C}_{\mathbb{Z} G}$. Let $G$ be a group. Then the standard resolution of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$, as given in Theorem 3.20, is a chain complex in that category.

Let us make the class of chain complexes for the good category $\mathcal{C}$ into a category. Each chain complex is to be an object. If $X=\left\{\left(X_{n}, \partial_{n}\right\}\right)$ and $X^{\prime}=\left\{\left(X_{n}^{\prime}, \partial_{n}^{\prime}\right)\right\}$
are two chain complexes in $\mathcal{C}$, a morphism in $\operatorname{Morph}\left(X, X^{\prime}\right)$ is any chain map $f=\left\{f_{n}\right\}$, defined as a sequence of maps $f_{n} \in \operatorname{Hom}_{R}\left(X_{n}, X_{n}^{\prime}\right)$ such that the diagram

commutes for all $n$. Briefly $f \partial=\partial^{\prime} f$. Since the $f_{n}$ 's are functions, it is customary to use function notation $f: X \rightarrow X^{\prime}$ for chain maps. The system $\left\{1_{X_{n}}\right\}$ of identity maps serves as an identity morphism, and coordinate-by-coordinate composition is associative. Thus the result is a category.

The next step is to observe that homology $H_{*}$, as applied to chain maps for the category $\mathcal{C}$, is a covariant functor from the category of chain maps to itself. The effect of the functor on objects is to send $X$ to $H_{*}(X)=\left\{\left(H_{n}(X), 0\right)\right\}$. If $f: X \rightarrow X^{\prime}$ is a chain map, then the formula $\partial_{n-1}^{\prime}\left(f_{n}\left(x_{n}\right)\right)=f_{n-1}\left(\partial_{n-1}\left(x_{n}\right)\right)$ shows that $f_{n}\left(\operatorname{ker} \partial_{n-1}\right) \subseteq \operatorname{ker} \partial_{n-1}^{\prime}$, and the formula $\partial_{n}^{\prime}\left(f_{n+1}\left(x_{n+1}\right)\right)=$ $f_{n}\left(\partial_{n}\left(x_{n+1}\right)\right)$ shows that $f_{n}\left(\right.$ image $\left.\partial_{n}\right) \subseteq$ image $\partial_{n}^{\prime}$. Therefore $f_{n}$ descends to the quotient, giving a map $H\left(f_{n}\right): H_{n}(X) \rightarrow H_{n}\left(X^{\prime}\right)$. The assembled collection of maps $H_{*}(f): H_{*}(X) \rightarrow H_{*}\left(X^{\prime}\right)$ is manifestly a chain map. Instead of writing $H\left(f_{\underline{n}}\right)$ for the map induced by $f_{n}$ on the $n^{\text {th }}$ homology, we shall often write $\left(f_{n}\right)_{*}$ or $\bar{f}_{n}$, especially in diagrams, to make the notation less cumbersome. Since the identity chain map yields the identity on $H_{*}(X)$ and since compositions go to compositions in the same order, homology $H_{*}$ is a covariant functor.

If $f: X \rightarrow X^{\prime}$ and $g: X \rightarrow X^{\prime}$ are two chain maps, then a homotopy $h$ of $f$ to $g$ is a system of maps $h=\left\{h_{n}\right\}$ increasing degrees by 1 , i.e., having $h_{n}$ carry $X_{n}$ into $X_{n+1}^{\prime}$, such that $h_{n-1} \partial_{n-1}+\partial_{n}^{\prime} h_{n}=f_{n}-g_{n}$ for all $n$. Briefly $h \partial+\partial^{\prime} h=f-g$. When such an $h$ exists, we say that $f$ and $g$ are homotopic, and we write $f \simeq g$. This relation is an equivalence relation.

Proposition 4.1. If $f: X \rightarrow X^{\prime}$ and $g: X \rightarrow X^{\prime}$ are homotopic chain maps in the good category $\mathcal{C}$, then $f$ and $g$ induce the same maps $H_{*}(f)$ and $H_{*}(g)$ on homology, i.e., $H_{n}(f)$ and $H_{n}(g)$ are the same map of $H_{n}(X)$ into $H_{n}\left(X^{\prime}\right)$ for each $n$.

PROOF. Let $h$ be a homotopy, and suppose that $\partial_{n-1}\left(x_{n}\right)=0$. Then the computation $f_{n}\left(x_{n}\right)-g_{n}\left(x_{n}\right)=h_{n-1} \partial_{n-1}\left(x_{n}\right)+\partial_{n}^{\prime} h_{n}\left(x_{n}\right)=0+\partial_{n}^{\prime} h_{n}\left(x_{n}\right)$ shows that the images of $x_{n}$ under $f_{n}$ and $g_{n}$ in $X_{n}^{\prime}$ differ by a member of image $\partial_{n}^{\prime}$.

Briefly let us translate all of these definitions and conclusions into statements when the complexes have increasing indices. A cochain complex in $\mathcal{C}$ is a
sequence of pairs $X=\left\{\left(X_{n}, d_{n}\right)\right\}_{n=-\infty}^{\infty}$ in which each $X_{n}$ is a module in $\mathcal{C}$, each $d_{n}$ is a map in $\operatorname{Hom}_{R}\left(X_{n}, X_{n+1}\right)$, and $d_{n+1} d_{n}=0$ for all $n$. The maps $d_{n}$ are sometimes called coboundary maps, or coboundary operators. We define the cohomology of $X$, written $H^{*}(X)=\left\{H^{n}(X)\right\}_{n=-\infty}^{\infty}$ with superscripts, to be the sequence of modules in $\mathcal{C}$ given by $H^{n}(X)=\left(\operatorname{ker} d_{n}\right) /\left(\operatorname{image} d_{n-1}\right)$. The members of the space $\operatorname{ker} d_{n}$ are called $n$-cocycles, and the members of image $d_{n-1}$ are called $n$-coboundaries.

## EXAMPLES OF COCHAIN COMPLEXES.

(1) Singular cohomology. Let $S$ be a topological space, let $X=\left\{\left(C_{n}(S), \partial_{n-1}\right)\right\}$ be its complex of cubical singular $n$-chains, and let $M$ be any abelian group. If $C^{n}(S, M)=\operatorname{Hom}_{\mathbb{Z}}\left(C_{n}(S), M\right)$ and if $d_{n}: C^{n}(S, M) \rightarrow C^{n+1}(S, M)$ is the map $d_{n}=\operatorname{Hom}\left(\partial_{n+1}, 1\right)$, then $\left.Y=\left\{\left(C^{n}(S, M)\right), d_{n}\right)\right\}$ is a cochain complex, and its cohomology, written $H^{*}(Y)=\left\{H^{n}(S, M)\right\}$, is the (integral singular) cohomology of $S$ with coefficients in $M$.
(2) Cohomology of groups. Let $G$ be a group, and let $M$ be an abelian group on which $G$ acts by automorphisms. Let $C^{n}(G, M)$ be the abelian group of functions from the $n$-fold product of $G$ with itself into $M$, the functions being added pointwise. Define $\delta_{n}: C^{n}(G, M) \rightarrow C^{n+1}(G, M)$ as in Section III.5. Then $X=\left\{\left(C^{n}(G, M), \delta_{n}\right)\right\}$ is a cochain complex, and its cohomology $H^{*}(X)=$ $\left\{H^{n}(G, M)\right\}$ is the cohomology of $G$ with coefficients in $M$.

The cochain complexes for the good category $\mathcal{C}$ form a category for which the morphisms from $X=\left\{\left(X_{n}, d_{n}\right)\right\}$ to $X^{\prime}=\left\{\left(X_{n}^{\prime}, d_{n}^{\prime}\right)\right\}$ are cochain maps $f=\left\{f_{n}\right\}$; the latter are defined by the conditions that $f_{n}$ carry $X_{n}$ to $X_{n}^{\prime}$ and $f d=d f$, i.e., $f_{n+1} d_{n}=d_{n} f_{n}$ for all $n$. Cohomology $H^{*}$, as applied to cochain maps for the category $\mathcal{C}$, is a covariant functor from the category of cochain maps to itself. The effect of the functor on objects is to send $X$ to $H^{*}(X)=\left\{\left(H^{n}(X), 0\right)\right\}$, and the argument that a cochain map $f: X \rightarrow X^{\prime}$ carries $H^{*}(X)$ to $H^{*}\left(X^{\prime}\right)$ via a cochain map $H^{*}(f)$ is the same as for chain maps. Instead of writing $H\left(f_{n}\right)$ for the map induced by $f_{n}$ on the $n^{\text {th }}$ cohomology, we shall often write $\left(f_{n}\right)^{*}$ or $\bar{f}_{n}$, especially in diagrams, to make the notation less cumbersome. ${ }^{3}$

If $f: X \rightarrow X^{\prime}$ and $g: X \rightarrow X^{\prime}$ are two cochain maps, then a homotopy $h$ of $f$ to $g$ is a system of maps $h=\left\{h_{n}\right\}$ decreasing degrees by 1, i.e., having $h_{n}$ carry $X_{n}$ into $X_{n-1}^{\prime}$, such that $h_{n+1} d_{n}+d_{n-1}^{\prime} h_{n}=f_{n}-g_{n}$ for all $n$. Briefly $h d+d^{\prime} h=f-g$. When such an $h$ exists, we say that $f$ and $g$ are homotopic, and we write $f \simeq g$. This relation is an equivalence relation.

[^19]Proposition 4.1'. If $f: X \rightarrow X^{\prime}$ and $g: X \rightarrow X^{\prime}$ are homotopic cochain maps in the good category $\mathcal{C}$, then $f$ and $g$ induce the same maps $H^{*}(f)$ and $H^{*}(g)$ on cohomology, i.e., $H^{n}(f)$ and $H^{n}(g)$ are the same map of $H^{n}(X)$ into $H^{n}\left(X^{\prime}\right)$ for each $n$.

PROOF. Let $h$ be a homotopy, and suppose that $d_{n}\left(x_{n}\right)=0$. Then the computation $f_{n}\left(x_{n}\right)-g_{n}\left(x_{n}\right)=h_{n+1} d_{n}\left(x_{n}\right)+d_{n-1}^{\prime} h_{n}\left(x_{n}\right)=0+d_{n-1}^{\prime} h_{n}\left(x_{n}\right)$ shows that the images of $x_{n}$ under $f_{n}$ and $g_{n}$ in $X_{n}^{\prime}$ differ by a member of image $d_{n-1}^{\prime}$.

A chain or cochain complex written neutrally as $X=\{X(n)\}$ is exact at $X(n)$ if the kernel of the outgoing map at $X(n)$ equals the image of the incoming map at $X(n)$ (as opposed to merely containing the image). The complex is exact, or is an exact sequence, if it is exact at every $X(n)$. A short exact sequence is an exact sequence of the form

$$
0 \rightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \rightarrow 0
$$

understood to have 0 's at all positions beyond each end. The conditions on the 5-term complex above for it to be exact are that $\varphi$ be one-one, $\psi$ be onto $C$, and that $\psi$ exhibit $C$ as isomorphic to $B /$ image $\varphi$. To make the terminology more symmetric, it is customary to introduce a name for the quotient of the range of a homomorphism $\eta$ by the image of $\eta$; this quotient is defined to be the cokernel of the homomorphism and is denoted by coker $\eta$. The conditions for exactness above can then be restated more symmetrically as

$$
\operatorname{ker} \varphi=\operatorname{coker} \psi=0 \quad \text { and } \quad \text { image } \varphi=\operatorname{ker} \psi
$$

An exact sequence can always be broken into short exact sequences by stretching each link

$$
\ldots \rightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} \cdots
$$

into

$$
\cdots \rightarrow A \xrightarrow{\varphi} \text { image } \varphi \rightarrow 0 \rightarrow 0 \rightarrow \operatorname{ker} \psi \xrightarrow{\text { inc }} B \xrightarrow{\psi} \cdots
$$

and breaking it between the 0 's; here "inc" denotes the inclusion mapping of ker $\psi$ into $B$. This stretching process does not take us outside our good category, since good categories are assumed to be closed under passage to submodules and quotients. Conversely if we have two exact sequences

$$
\cdots \rightarrow A \xrightarrow{\varphi} C \rightarrow 0 \quad \text { and } \quad 0 \rightarrow C \xrightarrow{i} B \xrightarrow{\psi} \cdots,
$$

then we can combine them into an exact sequence

$$
\cdots \rightarrow A \xrightarrow{i \varphi} B \xrightarrow{\psi} \cdots .
$$

Exactness at $A$ of the merged sequence follows because $\operatorname{ker}(i \varphi)=\operatorname{ker} \varphi$, and exactness at $B$ follows because ker $\psi=$ image $i=\operatorname{image}(i \varphi)$.

Any map $\varphi: A \rightarrow B$ in our good category can be expressed in terms of an exact sequence by including the kernel and cokernel:

$$
0 \rightarrow \operatorname{ker} \varphi \xrightarrow{i} A \xrightarrow{\varphi} B \xrightarrow{q} \operatorname{coker} \varphi \rightarrow 0
$$

here $i: \operatorname{ker} \varphi \rightarrow A$ is the inclusion, and $q: B \rightarrow \operatorname{coker} \varphi$ is the quotient mapping. All the modules and maps in the exact sequence are in the category, since good categories are assumed to be closed under passage to submodules and quotients. We shall use the following special case of this observation in Section 3.

Proposition 4.2. Let $X=\left\{\left(X_{n}, \partial_{n}\right)\right\}_{n=-\infty}^{\infty}$ be a chain complex in a good category with $\partial_{n}$ in $\operatorname{Hom}_{R}\left(X_{n+1}, X_{n}\right)$ for each $n$. Then the boundary operator $\partial_{n-1}$ on $X_{n}$ descends to the quotient as a mapping $\bar{\partial}_{n-1}: \operatorname{coker} \partial_{n} \rightarrow \operatorname{ker} \partial_{n-2}$ and yields an exact sequence

$$
0 \rightarrow H_{n}(X) \xrightarrow{i} \operatorname{coker} \partial_{n} \xrightarrow{\bar{\partial}_{n-1}} \operatorname{ker} \partial_{n-2} \xrightarrow{q} H_{n-1}(X) \rightarrow 0 .
$$

Here $i$ is the inclusion $i: \operatorname{ker} \partial_{n-1} /$ image $\partial_{n} \rightarrow X_{n} /$ image $\partial_{n}$, and $q$ is the quotient $q: \operatorname{ker} \partial_{n-2} \rightarrow \operatorname{ker} \partial_{n-2} /$ image $\partial_{n-1}$. This association of a six-term exact sequence to $X$ for each $n$ is functorial in the sense that if $X^{\prime}=\left\{\left(X_{n}^{\prime}, \partial_{n}^{\prime}\right)\right\}_{n=-\infty}^{\infty}$ is a second chain complex and if $f: X \rightarrow X^{\prime}$ is a chain complex, then the diagram

commutes; here the vertical maps are those induced by $f_{n-1}$ and $f_{n}$.
REMARKS.
(1) The term "functorial" in the statement has a precise meaning in this and other contexts. Each chain complex is being carried to a 6-term exact sequence for each $n$. The chain complexes and the 6 -term exact sequences both form categories, the morphisms in each case being chain maps. To say that the passage
from the objects of one category to the other is functorial is to say that the passage between the categories is actually a functor, i.e., chain maps for the chain complexes are sent to chain maps for the 6-term exact sequences, the identity goes to the identity, and compositions go to compositions. The latter two conditions are evident, and what needs proof is that chain maps are carried to chain maps. ${ }^{4}$
(2) For a cochain complex $X=\left\{\left(X_{n}, d_{n}\right)\right\}_{n=-\infty}^{\infty}$ with $d_{n}$ in $\operatorname{Hom}_{R}\left(X_{n}, X_{n+1}\right)$, the corresponding exact sequence is

$$
0 \rightarrow H_{n-1}(X) \xrightarrow{i} \operatorname{coker} d_{n-2} \xrightarrow{\bar{d}_{n-1}} \operatorname{ker} d_{n} \xrightarrow{q} H_{n}(X) \rightarrow 0
$$

and it is functorial with respect to cochain maps.
Proof. To see that the map $\bar{\partial}_{n-1}$ carries coker $\partial_{n}$ to $\operatorname{ker} \partial_{n-2}$, we write it as a composition

$$
\text { coker } \partial_{n}=X_{n} / \text { image } \partial_{n} \rightarrow X_{n} / \operatorname{ker} \partial_{n-1} \cong \text { image } \partial_{n-1} \subseteq \operatorname{ker} \partial_{n-2}
$$

with the arrow induced by the inclusion image $\partial_{n} \subseteq \operatorname{ker} \partial_{n-1}$ and with the isomorphism induced by applying $\partial_{n-1}$ to $X_{n}$ and passing to the quotient. Then we have ker $\bar{\partial}_{n-1}=\operatorname{ker} \partial_{n-1} /$ image $\partial_{n}=H_{n}(X)$ and

$$
\text { coker } \begin{aligned}
\bar{\partial}_{n-1} & =\operatorname{ker} \partial_{n-2} / \bar{\partial}_{n-1}\left(X_{n} / \text { image } \partial_{n}\right)=\operatorname{ker} \partial_{n-2} / \partial_{n-1} X_{n} \\
& =\operatorname{ker} \partial_{n-2} / \operatorname{image} \partial_{n-1}=H_{n-1}(X)
\end{aligned}
$$

and the exactness of the sequence is a special case of the exactness noted in the paragraph before the proposition.

For the assertion that the association is functorial, the left square commutes because the verticals are both induced by the same map $f_{n}$, and the right square commutes because the verticals are both induced by the same map $f_{n-1}$. For the middle square the commutativity follows from the fact that $f_{n-1} \partial_{n-1}=\partial_{n-1}^{\prime} f_{n}$.

[^20]As was mentioned in Section 1, our interest will be in functors $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ between two good categories, not necessarily involving the same ring, with the property of being additive. This means that $F\left(\varphi_{1}+\varphi_{2}\right)=F\left(\varphi_{1}\right)+F\left(\varphi_{2}\right)$ when $\varphi_{1}$ and $\varphi_{2}$ are in the same $\operatorname{Hom}_{R}(A, B)$.

An additive functor sends any 0 map to the corresponding 0 map. Consequently it always sends complexes to complexes. Moreover, since any functor carries the identity map of each $\operatorname{Hom}_{R}(A, A)$ to an identity map, an additive functor has to send any module $A$ for which the 0 map and the identity coincide to another such module. The 0 module is the unique module $A$ with this property, and thus an additive functor has to send the 0 module to a 0 module.

Moreover, additive functors carry finite direct sums to finite direct sums. (Recall that good categories are closed under finite direct sums.) This fact needs proper formulation, and we need first to express direct sums in terms of modules and maps. From the point of view of category theory, we shall take advantage of the fact that for left $R$ modules, product and coproduct coincide and are given by direct sum. If $C \cong A \oplus B$, then there are thus projections $p_{A}: C \rightarrow A$ and $p_{B}: C \rightarrow B$ and injections $\iota_{A}: A \rightarrow C$ and $\iota_{B}: B \rightarrow C$ such that

$$
\begin{array}{lll}
p_{A} \iota_{A}=1_{A} & \text { and } & p_{B} \iota_{B}=1_{B}, \\
p_{B} \iota_{A}=0 & \text { and } & p_{A} \iota_{B}=0,
\end{array}
$$

and

$$
\iota_{A} p_{A}+\iota_{B} p_{B}=1_{C} .
$$

Conversely if we have maps $p_{A}, \iota_{A}, p_{B}$, and $\iota_{B}$ with these properties, then the modules $A=$ image $p_{A}$ and $B=$ image $p_{B}$ have the property that $C$ is the internal direct sum $C=\iota_{A} A \oplus \iota_{B} B$, and $\iota_{A}$ and $\iota_{B}$ are one-one. In fact, the equation $\iota_{A} p_{A}+\iota_{B} p_{B}=1_{C}$ shows that $\iota_{A} A+\iota_{B} B=C$. To see that $\iota_{A} A \cap \iota_{B} B=0$, let $x$ be in the intersection. Then $p_{B} x$ lies in $p_{B} \iota_{A} A$, which is 0 , and $p_{A} x$ lies in $p_{A} \iota_{B} B$, which is 0 . Thus $\iota_{A} p_{A}+\iota_{B} p_{B}=1_{C}$ gives $0=\iota_{A} p_{A} x+\iota_{B} p_{B} x=x$. Hence $\iota_{A} A \cap \iota_{B} B=0$ and $C=\iota_{A} A \oplus \iota_{B} B$. Finally the equations $p_{A} \iota_{A}=1_{A}$ and $p_{B} \iota_{B}=1_{B}$ imply that $\iota_{A}$ and $\iota_{B}$ are one-one.

With direct sum now expressed in terms of modules and maps, let us return to the effect of additive functors on direct sums. Let $C \cong A \oplus B$, and let $p_{A}, p_{B}, \iota_{A}$, and $\iota_{B}$ be as above. Suppose that the additive functor $F$ is covariant. Applying $F$ to the displayed identities in the previous paragraph and using that $F$ is additive, we see that $F\left(p_{A}\right), F\left(p_{B}\right), F\left(\iota_{A}\right)$, and $F\left(\iota_{B}\right)$ have the properties that allow us to recognize a direct sum. Hence

$$
F(C)=F\left(\iota_{A}\right) F(A) \oplus F\left(\iota_{B}\right) F(B)
$$

with $F\left(\iota_{A}\right)$ and $F\left(\iota_{B}\right)$ one-one. Thus

$$
F(C) \cong F(A) \oplus F(B)
$$

If instead $F$ is contravariant, then the roles of the projections and the injections get interchanged, but we still obtain $F(C) \cong F(A) \oplus F(B)$.

An additive functor $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ between two good categories is exact if it transforms exact sequences into exact sequences. Proposition 4.3 below will show that exact covariant functors preserve kernels, images, cokernels, submodules, quotients, and more. However, exact functors occur only infrequently; we shall see a few examples of them in Section 4. For examples of failures at exactness, it was shown in Section X. 6 of Basic Algebra that if

$$
0 \rightarrow M \xrightarrow{\varphi} N \xrightarrow{\psi} P \rightarrow 0
$$

is a short exact sequence in the category $\mathcal{C}_{R}$, if $E$ is a unital left $R$ module, and if $E^{\prime}$ is a unital right $R$ module, then the following sequences in $\mathcal{C}_{\mathbb{Z}}$ are exact:

$$
\begin{gathered}
E^{\prime} \otimes_{R} M \xrightarrow{1 \otimes \varphi} E^{\prime} \otimes_{R} N \xrightarrow{1 \otimes \psi} E^{\prime} \otimes_{R} P \longrightarrow 0, \\
0 \longrightarrow \operatorname{Hom}_{R}(E, M) \xrightarrow{\operatorname{Hom}(1, \varphi)} \operatorname{Hom}_{R}(E, N) \xrightarrow{\operatorname{Hom}(1, \psi)} \operatorname{Hom}_{R}(E, P), \\
\operatorname{Hom}_{R}(M, E) \stackrel{\operatorname{Hom}(\varphi, 1)}{\longleftrightarrow} \operatorname{Hom}_{R}(N, E) \stackrel{\text { Hom }(\psi, 1)}{\longleftrightarrow} \operatorname{Hom}_{R}(P, E) \longleftarrow 0 ;
\end{gathered}
$$

on the other hand, the extensions of these complexes to 5 -term complexes by the adjoining of a 0 need not be exact, and thus the functors $E^{\prime} \otimes_{R}(\cdot), \operatorname{Hom}_{R}(E, \cdot)$, and $\operatorname{Hom}_{R}(\cdot, E)$ are not exact for suitable choices of $R, E$, and $E^{\prime}$.

Proposition 4.3. An additive functor $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ between two good categories is exact if and only if it carries all short exact sequences into short exact sequences.

REMARK. This proposition makes it a little easier to test concrete additive functors for exactness than it would be from the definition.

Proof. Necessity is obvious. For sufficiency, let

$$
A \xrightarrow{\varphi} B \xrightarrow{\psi} C
$$

be exact, and let the additive functor $F$ be covariant, the contravariant case being completely analogous. Put $A_{1}=\operatorname{ker} \varphi, B_{1}=\operatorname{ker} \psi$, and $C_{1}=$ image $\psi$. Since $\psi \varphi=0$, we can factor $\varphi$ as $\varphi=\varphi_{2} \varphi_{1}$, where $\varphi_{1}: A \rightarrow B_{1}$ is $\varphi$ with its range space reduced and where $\varphi_{2}: B_{1} \rightarrow B$ is the inclusion. Similarly we can factor $\psi$ as $\psi=\psi_{2} \psi_{1}$, where $\psi_{1}: B \rightarrow C_{1}$ is $\psi$ with its range space reduced and where $\psi_{2}: C_{1} \rightarrow C$ is the inclusion. Of the sequences

$$
\begin{aligned}
& 0 \longrightarrow A_{1} \longrightarrow A \xrightarrow{\varphi_{1}} B_{1} \longrightarrow 0 \\
& 0 \longrightarrow B_{1} \xrightarrow{\varphi_{2}} B \xrightarrow{\psi_{1}} C_{1} \longrightarrow 0 \\
& 0 \longrightarrow C_{1} \xrightarrow{\psi_{2}} C \longrightarrow C / C_{1} \longrightarrow 0
\end{aligned}
$$

the first and the third are trivially exact, and the second is exact because ker $\psi_{1}=$ $\operatorname{ker} \psi=$ image $\varphi=$ image $\varphi_{2}$. The hypothesis that $F$ carries short exact sequences to short exact sequences thus implies that the three sequences

$$
\begin{gathered}
F(A) \xrightarrow{F\left(\varphi_{1}\right)} F\left(B_{1}\right) \longrightarrow 0, \\
F\left(B_{1}\right) \xrightarrow{F\left(\varphi_{2}\right)} F(B) \xrightarrow{F\left(\psi_{1}\right)} F\left(C_{1}\right), \\
0 \longrightarrow F\left(C_{1}\right) \xrightarrow{F\left(\psi_{2}\right)} F(C)
\end{gathered}
$$

are exact. From these, $\operatorname{ker} F\left(\psi_{1}\right)=$ image $F\left(\varphi_{2}\right)$. Also, $F\left(\psi_{2}\right)$ is one-one, so that

$$
\operatorname{ker} F\left(\psi_{1}\right)=\operatorname{ker}\left(F\left(\psi_{2}\right) F\left(\psi_{1}\right)\right)=\operatorname{ker} F(\psi)
$$

and $F\left(\varphi_{1}\right)$ is onto, so that

$$
\operatorname{image} F\left(\varphi_{2}\right)=\operatorname{image}\left(F\left(\varphi_{2}\right) F\left(\varphi_{1}\right)\right)=\operatorname{image} F(\varphi)
$$

Hence $\operatorname{ker} F(\psi)=$ image $F(\varphi)$, and

$$
F(A) \xrightarrow{F(\varphi)} F(B) \xrightarrow{F(\psi)} F(C)
$$

is exact, as required.
Proposition 4.4. Let $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be an additive functor between good categories, let $X$ be a complex in $\mathcal{C}$, and let $F(X)$ be the corresponding complex in $\mathcal{C}^{\prime}$. If $F$ is exact, then $F$ carries the homology or cohomology of $X$ to the homology or cohomology of $F(X)$.

REMARKS. Our convention is to refer to homology when the indexing goes down and cohomology when the indexing goes up. If $F$ is covariant, it preserves the indexing, while if $F$ is contravariant, it reverses it. For the proof we shall use notation $A, B, C$ for modules that is neutral with respect to the indexing. The arguments are qualitatively different in the covariant and contravariant cases, and we shall give both of them.

Proof in the covariant case. Let

$$
A \xrightarrow{\varphi} B \xrightarrow{\psi} C
$$

be a given complex, thus having $\psi \varphi=0$, and form the image complex

$$
F(A) \xrightarrow{F(\varphi)} F(B) \xrightarrow{F(\psi)} F(C) .
$$

We are to exhibit an isomorphism

$$
\begin{equation*}
F(\operatorname{ker} \psi / \operatorname{image} \varphi) \cong \operatorname{ker} F(\psi) / \operatorname{image} F(\varphi) \tag{*}
\end{equation*}
$$

Let $i:$ image $\varphi \rightarrow \operatorname{ker} \psi$ and $j: \operatorname{ker} \psi \rightarrow B$ be the inclusions, and let $q: \operatorname{ker} \psi \rightarrow \operatorname{ker} \psi /$ image $\varphi$ be the quotient map. Applying $F$ to the exact sequence

$$
0 \longrightarrow \operatorname{image} \varphi \xrightarrow{i} \operatorname{ker} \psi \xrightarrow{q} \operatorname{ker} \psi / \operatorname{image} \varphi \longrightarrow 0
$$

and using exactness, we obtain an isomorphism via $F(q)$ :

$$
\begin{equation*}
F(\operatorname{ker} \psi / \operatorname{image} \varphi) \cong F(\operatorname{ker} \psi) / F(i) F(\operatorname{image} \varphi) \tag{**}
\end{equation*}
$$

Since $j$ is one-one and $F$ is exact, $F(j)$ is one-one. Thus application of $F(j)$ to the right side of $(* *)$ gives

$$
F(\operatorname{ker} \psi / \operatorname{image} \varphi) \cong F(j) F(\operatorname{ker} \psi) / F(j i) F(\operatorname{image} \varphi)
$$

If $\bar{\varphi}$ denotes $\varphi$ with its range reduced to its image, then $\varphi=j i \bar{\varphi}$. Applying $F$ to the two exact sequences

$$
\begin{aligned}
& \operatorname{ker} \psi \xrightarrow{j} B \xrightarrow{\psi} C, \\
& A \xrightarrow{\bar{\varphi}} \operatorname{image} \varphi \rightarrow 0
\end{aligned}
$$

gives us $F(j) F(\operatorname{ker} \psi)=\operatorname{ker} F(\psi)$ and $F(\operatorname{image} \varphi)=F(\bar{\varphi}) F(A)$. Applying $F(j i)$ to the second of these and substituting both into the right side of $(\dagger)$ transforms $(\dagger)$ into $(*)$ and gives the required isomorphism.

PROOF IN THE CONTRAVARIANT CASE. Let

$$
A \xrightarrow{\varphi} B \xrightarrow{\psi} C
$$

be given with $\psi \varphi=0$, and form the image complex

$$
F(A) \stackrel{F(\varphi)}{\longleftarrow} F(B) \stackrel{F(\psi)}{\longleftarrow} F(C) .
$$

We are to exhibit an isomorphism

$$
\begin{equation*}
F(\operatorname{ker} \psi / \operatorname{image} \varphi) \cong \operatorname{ker} F(\varphi) / \operatorname{image} F(\psi) \tag{*}
\end{equation*}
$$

Let $j:$ ker $\psi \rightarrow B$ be the inclusion, let $\bar{j}: \operatorname{ker} \psi / \operatorname{image} \varphi \rightarrow B /$ image $\psi$ be the induced map between quotients, and let $q, q^{\prime}, q^{\prime \prime}$ be the quotient maps

$$
\begin{gathered}
q: B \rightarrow B / \operatorname{ker} \psi \\
q^{\prime}: B \rightarrow B / \operatorname{image} \varphi, \\
q^{\prime \prime}: B / \operatorname{image} \varphi \rightarrow B / \operatorname{ker} \psi
\end{gathered}
$$

These satisfy $q=q^{\prime \prime} q^{\prime}$. Applying $F$ to the exact sequence

$$
0 \longrightarrow \operatorname{ker} \psi / \operatorname{image} \varphi \xrightarrow{\bar{j}} B / \operatorname{image} \varphi \xrightarrow{q^{\prime \prime}} B / \operatorname{ker} \psi \longrightarrow 0
$$

and using exactness, we obtain an isomorphism via $F(\bar{j})$ :

$$
\begin{equation*}
F(\operatorname{ker} \psi / \operatorname{image} \varphi) \cong F(B / \operatorname{image} \varphi) / F\left(q^{\prime \prime}\right) F(B / \operatorname{ker} \psi) \tag{**}
\end{equation*}
$$

Since $q^{\prime}$ is onto and $F$ is exact, $F\left(q^{\prime}\right)$ is one-one. Thus application of $F\left(q^{\prime}\right)$ to the right side of $(* *)$ gives

$$
F(\operatorname{ker} \psi / \operatorname{image} \varphi) \cong F\left(q^{\prime}\right) F(B / \operatorname{image} \varphi) / F(q) F(B / \operatorname{ker} \psi)
$$

Applying $F$ to the three exact sequences

$$
\begin{gathered}
A \xrightarrow{\varphi} B \xrightarrow{q^{\prime}} B / \operatorname{image} \varphi, \\
\operatorname{ker} \psi \xrightarrow{j} B \xrightarrow{\psi} C, \\
\operatorname{ker} \psi \xrightarrow{j} B \xrightarrow{q} B / \operatorname{ker} \psi
\end{gathered}
$$

gives us $F\left(q^{\prime}\right) F(B / \operatorname{image} \varphi)=\operatorname{ker} F(\varphi)$ and $F(q) F(B / \operatorname{ker} \psi)=\operatorname{ker} F(j)=$ image $F(\psi)$. Substituting both these equalities into the right side of $(\dagger)$ transforms $(\dagger)$ into $(*)$ and gives the required isomorphism.

We were reminded before Proposition 4.3 that $\operatorname{Hom}_{R}$ and $\otimes_{R}$ need not yield exact functors. The partial exactness that they exhibit, as opposed to exactness itself, is more typical of additive functors, and we incorporate this behavior into two definitions. We shall define left and right exactness in such a way that $\mathrm{Hom}_{R}$ is left exact in each variable and $\otimes_{R}$ is right exact. An additive functor $F$ is left exact if the exactness of

$$
0 \rightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \longrightarrow 0
$$

implies the exactness of

$$
\begin{array}{ll}
0 \longrightarrow F(A) \xrightarrow{F(\varphi)} F(B) \xrightarrow{F(\psi)} F(C) & (F \text { covariant }), \\
0 \longrightarrow F(C) \xrightarrow{F(\psi)} F(B) \xrightarrow{F(\varphi)} F(A) & (F \text { contravariant }) .
\end{array}
$$

We say that $F$ is right exact if the exactness of the sequence with $0, A, B, C, 0$ above implies the exactness of

$$
\begin{array}{ll}
F(A) \xrightarrow{F(\varphi)} F(B) \xrightarrow{F(\psi)} F(C) \longrightarrow 0 & (F \text { covariant }), \\
F(C) \xrightarrow{F(\psi)} F(B) \xrightarrow{F(\varphi)} F(A) \longrightarrow 0 & (F \text { contravariant }) .
\end{array}
$$

The words "left" and "right" refer to the part of the target sequence that is exact when the arrows are arranged to point to the right. A consequence (but not the full content) of these definitions in each case is an assertion about one-one or onto maps. For example a left exact covariant $F$ carries one-one maps to oneone maps; we have only to start from a one-one map $\varphi: A \rightarrow B$ and set up a short exact sequence with $C=B /$ image $\varphi$, and the definition shows that $F(\varphi)$ is one-one.

Proposition 4.5. If $F$ is a covariant left exact functor, then $F$ carries an exact sequence

$$
0 \rightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C
$$

into an exact sequence

$$
0 \longrightarrow F(A) \xrightarrow{F(\varphi)} F(B) \xrightarrow{F(\psi)} F(C) .
$$

Remark. The expected analogs of this result are valid if $F$ is contravariant or if $F$ is right exact or both.

Proof. Starting from the given exact sequence, let $i:$ image $\psi \rightarrow C$ be the inclusion, and let $\bar{\psi}: B \rightarrow$ image $\psi$ be $\psi$ with its range space reduced. Then $\psi=i \bar{\psi}$, and the sequences

$$
0 \longrightarrow A \xrightarrow{\varphi} B \xrightarrow{\bar{\psi}} \text { image } \psi \longrightarrow 0
$$

and

$$
0 \longrightarrow \text { image } \psi \xrightarrow{i} C \longrightarrow C / \text { image } \psi \longrightarrow 0
$$

are exact. Applying $F$ and using its left exactness, we see that

$$
0 \longrightarrow F(A) \xrightarrow{F(\varphi)} F(B) \xrightarrow{F(\bar{\psi})} F(\text { image } \psi)
$$

and

$$
0 \longrightarrow F(\text { image } \psi) \xrightarrow{F(i)} F(C)
$$

are exact. Thus $F(i)$ is one-one, and $F(\psi)=F(i \bar{\psi})=F(i) F(\bar{\psi})$ has the same kernel as $F(\bar{\psi})$. The exactness of the first image complex shows that $\operatorname{ker} F(\bar{\psi})=$ image $F(\varphi)$, and the proof of the required exactness is complete.

## 3. Long Exact Sequences

As in Section 2, let $\mathcal{C}$ be a good category. We have seen that chain complexes in $\mathcal{C}$ themselves form a category whose morphisms are chain maps. If we have several chain maps in succession, each with an index $n \in \mathbb{Z}$, we can say that they form an "exact sequence" of chain maps if for each $n$, the sequences of modules and maps having index $n$ form an exact sequence in $\mathcal{C}$. Our objective in this section is to show that any short exact sequence of complexes of this kind yields a "long exact sequence" of modules and maps in $\mathcal{C}$ involving all the indices. More precisely we are able to construct for each $n$ a "connecting homomorphism" relating ${ }^{5}$ what happens with each index $n$ to what happens for index $n+1$ or $n-1$ and incorporating modules and maps for all indices into a single exact sequence of infinite length.

By way of preparation for the construction of connecting homomorphisms, let us be more explicit about the discussion in Section 2 of how a chain map carries the homology of one complex to the homology of another complex. Let

be a commutative diagram in the good category $\mathcal{C}$. Let us observe that $\varphi(\operatorname{ker} \alpha) \subseteq$ $\operatorname{ker} \beta$; in fact, any $a \in \operatorname{ker} \alpha$ has $0=\varphi^{\prime} \alpha(a)=\beta \varphi(a)$, and thus $\varphi(a)$ is in ker $\beta$. Let us observe further that $\varphi^{\prime}(\alpha(A))=\beta(\varphi(A)) \subseteq \beta(B)$; since $\varphi^{\prime}$ carries $A^{\prime}$ into $B^{\prime}$, it follows that $\varphi^{\prime}$ descends to a mapping $\bar{\varphi}^{\prime}$ defined on $A^{\prime} / \alpha(A)=\operatorname{coker} \alpha$ and taking values in $B^{\prime} / \beta(B)=$ coker $\beta$. We can summarize these remarks by the inclusions

$$
\varphi(\operatorname{ker} \alpha) \subseteq \operatorname{ker} \beta \quad \text { and } \quad \bar{\varphi}^{\prime}(\operatorname{coker} \alpha) \subseteq \operatorname{coker} \beta
$$

Using these remarks, we can now construct a "connecting homomorphism" whenever we have a diagram as in Figure 4.1 below.

[^21]

Figure 4.1. Snake diagram. The rows are assumed exact, and the squares commute. In this situation the Snake Lemma constructs a connecting homomorphism $\omega: \operatorname{ker} \gamma \rightarrow \operatorname{coker} \alpha$.

Lemma 4.6 (Snake Lemma). In a good category $\mathcal{C}$, a snake diagram as in Figure 4.1 induces a homomorphism $\omega: \operatorname{ker} \gamma \rightarrow \operatorname{coker} \alpha$ with

$$
\operatorname{ker} \omega=\psi(\operatorname{ker} \beta) \quad \text { and } \quad \text { image } \omega=\varphi^{\prime-1}(\text { image } \beta) / \text { image } \alpha
$$

and with $\omega(c)=\varphi^{\prime-1}\left(\beta\left(\psi^{-1}(c)\right)\right)+$ image $\alpha$ for $c \in \operatorname{ker} \gamma$, and then

$$
\operatorname{ker} \alpha \xrightarrow{\bar{\varphi}} \operatorname{ker} \beta \xrightarrow{\bar{\psi}} \operatorname{ker} \gamma \xrightarrow{\omega} \operatorname{coker} \alpha \xrightarrow{\bar{\varphi}^{\prime}} \operatorname{coker} \beta \xrightarrow{\bar{\psi}^{\prime}} \operatorname{coker} \gamma
$$

is an exact sequence. Here $\bar{\varphi}$ and $\bar{\psi}$ are restrictions of $\varphi$ and $\psi$, and $\bar{\varphi}^{\prime}$ and $\bar{\psi}^{\prime}$ are descended versions of $\varphi$ and $\psi$. If $\varphi$ is one-one, then $\bar{\varphi}$ is one-one. If $\psi^{\prime}$ is onto $C^{\prime}$, then $\bar{\psi}^{\prime}$ is onto coker $\gamma$.

REMARKS. The homomorphism $\omega$ is called a connecting homomorphism. The name "Snake Lemma" comes from the pattern that the six-term exact sequence makes when superimposed on the enlarged version of Figure 4.1 shown in Figure 4.2.


Figure 4.2. Enlarged snake diagram.

Proof. First let us construct $\omega$ and see that it is well defined. Let $c$ be in $\operatorname{ker} \gamma$. Since $\psi$ is onto $C$, write $c=\psi(b)$ for some $b \in B$. The commutativity of the second square in Figure 4.1 gives $0=\gamma(c)=\gamma \psi(b)=\psi^{\prime}(\beta b)$. Thus $\beta(b)$ is in $\operatorname{ker} \psi^{\prime}=\operatorname{image} \varphi^{\prime}$, and $\beta(b)=\varphi^{\prime}\left(a^{\prime}\right)$ for some $a^{\prime} \in A^{\prime}$; the element $a^{\prime}$ is uniquely determined, since $\varphi^{\prime}$ is one-one. Define $\omega(c)=a^{\prime}+\alpha(A)$.

The only choice in this definition is that of $b$, and we are to show that any other choice leads to the same member of coker $\alpha$. If $\bar{b}$ is another choice and if $\beta(\bar{b})=\varphi^{\prime}\left(\bar{a}^{\prime}\right)$ with $a^{\prime} \in A^{\prime}$, then $\psi(\bar{b}-b)=c-c=0$ shows that $\bar{b}-b=\varphi(a)$ for some $a \in A$. Thus $\varphi^{\prime}\left(\bar{a}^{\prime}-a^{\prime}\right)=\beta(\bar{b}-b)=\beta \varphi(a)=\varphi^{\prime}(\alpha(a))$. Since $\varphi^{\prime}$ is one-one, $\bar{a}^{\prime}-a^{\prime}=\alpha(a)$, and $\bar{a}^{\prime}$ and $a^{\prime}$ are exhibited as in the same coset of $A^{\prime}$ modulo $\alpha(A)$.

Let us compute ker $\omega$. Suppose that $\omega(c)=0$, i.e., that $\omega(c)$ is in $\alpha(A)$. Say $\omega(c)=\alpha(a)$. By construction of $\omega, \omega(c)=a^{\prime}+\alpha(A)$ for an element $a^{\prime} \in A^{\prime}$ such that $\beta(b)=\varphi^{\prime}\left(a^{\prime}\right)$ and $c=\psi(b)$. In this case, $a^{\prime}=\alpha(a)$. So $\beta(b)=\varphi^{\prime} \alpha(a)=\beta \varphi(a)$, and thus $b-\varphi(a)$ is in ker $\beta$. Consequently $c=\psi(b)=\psi(b)-\psi \varphi(a)$ is in $\psi(\operatorname{ker} \beta)$, and $\operatorname{ker} \omega \subseteq \psi(\operatorname{ker} \beta)$. For the reverse inclusion, if $c$ is in $\psi(\operatorname{ker} \beta)$, choose $b \in \operatorname{ker} \beta$ with $\psi(b)=c$. Then $\gamma(c)=\gamma \psi(b)=\psi^{\prime} \beta(b)=0$ shows that $\omega(c)$ is defined. Since $c=\psi(b)$, the construction of $\omega$ shows that $\beta(b)=\varphi^{\prime}\left(a^{\prime}\right)$ for some $a^{\prime} \in A^{\prime}$. Since $b$ is in ker $\beta$ and since $\varphi^{\prime}$ is one-one, this $a^{\prime}$ must be 0 . Then $\omega(c)=a^{\prime}+\alpha(A)=0+\alpha(A)$, $c$ is in $\operatorname{ker} \omega$, and $\psi(\operatorname{ker} \beta) \subseteq \operatorname{ker} \omega$.

Now we compute image $\omega$. Our step-by-step definition of $\omega$ shows that image $\omega \subseteq \varphi^{\prime-1}$ (image $\beta$ )/ $\alpha(A)$. For the reverse inclusion, suppose that $a^{\prime} \in A^{\prime}$ is in $\varphi^{\prime-1}$ (image $\beta$ ), i.e., has $\varphi^{\prime}\left(a^{\prime}\right)=\beta(b)$ for some $b \in B$. Then the element $c=\varphi(b)$ of $C$ has $\gamma(c)=\gamma \psi(b)=\psi^{\prime} \beta(b)=\psi^{\prime} \varphi^{\prime}\left(a^{\prime}\right)=0$, and $\omega(c)$ is therefore defined. Our definition of $\omega$ makes $\omega(c)=a^{\prime}+\alpha(A)$, and thus $\varphi^{\prime-1}$ (image $\beta$ ) $/ \alpha(A) \subseteq$ image $\omega$.

We are left with establishing the exactness of the displayed sequence of six terms at the four positions other than the ends and with proving the two assertions in the last sentence of the lemma.

The condition of exactness at $\operatorname{ker} \beta$ is that $\varphi(\operatorname{ker} \alpha)=\operatorname{ker} \psi \cap \operatorname{ker} \beta$. The inclusion $\subseteq$ follows from the equalities $0=\psi \varphi$ and $\beta \varphi(\operatorname{ker} \alpha)=\varphi^{\prime} \alpha(\operatorname{ker} \alpha)=0$. For the inclusion $\supseteq$, let $b \in B$ satisfy $\psi(b)=\beta(b)=0$. Exactness at $B$ gives $b=\varphi(a)$ with $a \in A$. Then $0=\beta(b)=\beta \varphi(a)=\varphi^{\prime} \alpha(a)$ with $\varphi^{\prime}$ one-one implies that $\alpha(a)=0$, and $a$ is in $\operatorname{ker} \alpha$. Thus $b$ is in $\varphi(\operatorname{ker} \alpha)$, and exactness at $\operatorname{ker} \beta$ is proved. If $\varphi$ is one-one, then certainly its restriction $\bar{\varphi}$ is one-one.

The condition of exactness at $\operatorname{ker} \gamma$ is that $\operatorname{ker} \omega=\psi(\operatorname{ker} \beta)$, and this was proved in the third paragraph of the proof.

By the result of the fourth paragraph, the condition of exactness at coker $\alpha$ is that $\varphi^{\prime-1}(\beta(B)) / \alpha(A)$ equal $\operatorname{ker} \bar{\varphi}^{\prime}$, where $\bar{\varphi}^{\prime}: A^{\prime} / \alpha(A) \rightarrow B^{\prime} / \beta(B)$ is the map induced by $\varphi^{\prime}$. The members of $\operatorname{ker} \bar{\varphi}^{\prime}$ are those cosets $a^{\prime}+\alpha(A)$ with
$\varphi^{\prime}\left(a^{\prime}+\alpha(A)\right) \subseteq \beta(B)$. Since $\varphi^{\prime} \alpha(A)=\beta \varphi(A) \subseteq \beta(B)$, the condition on $a^{\prime}+\alpha(A)$ is that $\varphi^{\prime}\left(a^{\prime}\right)$ be in $\beta(B)$, hence that $a^{\prime}$ be in $\varphi^{\prime-1}(\beta(B))$, hence that the coset $a^{\prime}+\alpha(A)$ be in $\varphi^{\prime-1}(\beta(B)) / \alpha(A)$. Thus we have exactness at coker $\alpha$.

At coker $\beta$, we know that the descended map $\bar{\varphi}^{\prime}$ maps coker $\alpha$ into coker $\beta$, and we are to show that $\bar{\varphi}^{\prime}(\operatorname{coker} \alpha)=\operatorname{ker} \bar{\psi}^{\prime}$. Inclusion $\subseteq$ follows because $\psi^{\prime} \varphi^{\prime}=0$ implies $\bar{\psi}^{\prime} \bar{\varphi}^{\prime}\left(a^{\prime}+\alpha(A)\right)=\bar{\psi}^{\prime}\left(\varphi^{\prime}\left(a^{\prime}\right)+\beta(B)\right)=\psi^{\prime} \varphi^{\prime}\left(a^{\prime}\right)+\gamma(C)=\gamma(C)$. For the reverse inclusion let $b^{\prime} \in B^{\prime}$ have $\bar{\psi}^{\prime}\left(b^{\prime}+\beta(B)\right)=\gamma(C)$. Then $\psi^{\prime}\left(b^{\prime}\right)$ is in $\gamma(C)$. Since $\psi: B \rightarrow C$ is onto, we can find $b \in B$ with $\psi^{\prime}\left(b^{\prime}\right)=\gamma \psi(b)=$ $\psi^{\prime} \beta(b)$. Hence $b^{\prime}-\beta(b)$ is in ker $\psi^{\prime}=$ image $\varphi^{\prime}$, and $b^{\prime}-\beta(b)=\varphi^{\prime}\left(a^{\prime}\right)$ for some $a^{\prime} \in A^{\prime}$. Consequently $b^{\prime}+\beta(B)=\varphi^{\prime}\left(a^{\prime}\right)+\beta(b)+\beta(B)=\varphi^{\prime}\left(a^{\prime}\right)+\beta(B)=$ $\left(\varphi^{\prime}\right)_{*}\left(a^{\prime}+\alpha(A)\right)$, and $b^{\prime}+\beta(B)$ is exhibited as in $\left(\varphi^{\prime}\right)_{*}\left(a^{\prime}+\alpha(A)\right)$, i.e., in $\left(\varphi^{\prime}\right)_{*}(\operatorname{coker} \alpha)$. Thus we have exactness at coker $\beta$. Finally if $\psi^{\prime}$ is onto $C^{\prime}$, then certainly its descended map $\bar{\psi}^{\prime}$ is onto coker $\gamma$. This completes the proof.

Theorem 4.7. Let $A=\left\{\left(A_{n}, \alpha_{n}\right)\right\}, B=\left\{\left(B_{n}, \beta_{n}\right)\right\}$, and $C=\left\{\left(C_{n}, \gamma_{n}\right)\right\}$ be chain complexes in a good category $\mathcal{C}$, and suppose that $\varphi=\left\{\varphi_{n}\right\}: A \rightarrow B$ and $\psi=\left\{\psi_{n}\right\}: B \rightarrow C$ are chain maps such that the sequence

$$
0 \rightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \rightarrow 0
$$

of chain complexes is exact. Then this exact sequence of chain complexes induces an exact sequence in homology of the form

$$
\cdots \rightarrow H_{n+1}(C) \xrightarrow{\bar{\omega}_{n}} H_{n}(A) \xrightarrow{\bar{\varphi}_{n}} H_{n}(B) \xrightarrow{\bar{\psi}_{n}} H_{n}(C) \xrightarrow{\bar{\omega}_{n-1}} H_{n-1}(A) \rightarrow \cdots .
$$

Here the map $\bar{\omega}_{n}: H_{n+1}(C) \rightarrow H_{n}(A)$ has descended from the connecting homomorphism $\omega_{n}$ defined on $\operatorname{ker} \gamma_{n}$ in $C_{n+1}$ and having range $\operatorname{coker} \alpha_{n}=$ $A_{n} /$ image $\alpha_{n}$.

## Remarks.

(1) The exact sequence in homology is called the long exact sequence in homology corresponding to the short exact sequence of chain complexes, and the maps $\omega_{n}$ are called connecting homomorphisms. As the proof will show, these connecting homomorphisms arise by two applications of the Snake Lemma, not just one.
(2) In more detail the diagram of the short exact sequence of chain complexes is of the form


The rows are exact, the columns are chain complexes, and the squares commute.
(3) The corresponding result for cochain complexes involves the diagram

and the corresponding long exact sequence in cohomology is

$$
\cdots \rightarrow H^{n-1}(C) \xrightarrow{\bar{\omega}_{n}} H^{n}(A) \xrightarrow{\bar{\varphi}_{n}} H^{n}(B) \xrightarrow{\bar{\psi}_{n}} H^{n}(C) \xrightarrow{\bar{\omega}_{n+1}} H^{n+1}(A) \longrightarrow \cdots
$$

The result for cochain complexes is a consequence of the result for chain complexes and follows by making adjustments in the notation.

Proof. We regard the top two displayed rows of the diagram in Remark 2 as a snake diagram. Applying the Snake Lemma (Lemma 4.6), we obtain a connecting homomorphism $\omega_{n}$ and an exact sequence

$$
\operatorname{ker} \alpha_{n} \xrightarrow{\bar{\varphi}_{n+1}} \operatorname{ker} \beta_{n} \xrightarrow{\bar{\psi}_{n+1}} \operatorname{ker} \gamma_{n} \xrightarrow{\omega_{n}} \operatorname{coker} \alpha_{n} \xrightarrow{\bar{\varphi}_{n}^{\prime}} \operatorname{coker} \beta_{n} \xrightarrow{\bar{\psi}_{n}^{\prime}} \operatorname{coker} \gamma_{n} .
$$

Using Proposition 4.2 for each of the chain complexes $A=\left\{\left(A_{n}, \alpha_{n}\right)\right\}, B=$ $\left\{\left(B_{n}, \beta_{n}\right)\right\}$, and $C=\left\{\left(C_{n}, \gamma_{n}\right)\right\}$, we see that we obtain a diagram

in which the rows and columns are exact and the squares commute. The third and fourth rows form a snake diagram, and the second and fifth rows identify the kernels and cokernels. Thus the Snake Lemma gives us an exact sequence

$$
H_{n}(A) \xrightarrow{\bar{\varphi}_{n}} H_{n}(B) \xrightarrow{\bar{\psi}_{n}} H_{n}(C) \xrightarrow{\Omega} H_{n-1}(A) \xrightarrow{\bar{\varphi}_{n-1}^{\prime}} H_{n-1}(B) \xrightarrow{\bar{\psi}_{n-1}^{\prime}} H_{n-1}(C)
$$

for a suitable connecting homomorphism $\Omega$. Repeating this argument for all $n$ proves exactness at all modules of the long exact sequence.

To complete the proof, we have only to identify $\Omega$. Reference to the statement of the Snake Lemma shows that the formula for $\Omega$ is

$$
\Omega(\bar{c})=\left(\bar{\varphi}_{n-1}^{\prime}\right)^{-1}\left(\bar{\beta}_{n-1}\left(\bar{\psi}_{n}^{-1}(\bar{c})\right)\right)+\text { image } \bar{\alpha}_{n-1}
$$

for $\bar{c} \in H_{n}(C)$. Meanwhile, the connecting homomorphism from the first application of the Snake Lemma is $\omega_{n-1}(c)=\left(\varphi_{n-1}^{\prime}\right)^{-1}\left(\beta_{n-1}\left(\psi_{n}^{-1}(c)\right)\right)+$ image $\alpha_{n-1}$ for $c \in \operatorname{ker} \gamma_{n-1}$. Thus $\Omega\left(c+\right.$ image $\left.\gamma_{n}\right)=\omega_{n-1}(c)+$ image $\alpha_{n-1}$ as asserted.

Corollary 4.8. If

$$
0 \rightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \rightarrow 0
$$

is an exact sequence of chain complexes in a good category and if $A$ is exact, then $H_{n}(B) \cong H_{n}(C)$ for all $n$; if instead $C$ is exact, then $H_{n}(A) \cong H_{n}(B)$ for all $n$. Consequently if any two of the three chain complexes are exact, then the third one is exact.

Proof. Theorem 4.7 gives the long exact sequence

$$
\cdots \longrightarrow H_{n+1}(C) \longrightarrow H_{n}(A) \longrightarrow H_{n}(B) \longrightarrow H_{n}(C) \longrightarrow H_{n-1}(A) \longrightarrow \cdots
$$

If $H_{n}(A)=0$ and $H_{n-1}(A)=0$, then we see that $H_{n}(B) \cong H_{n}(C)$. If $H_{n+1}(C)=$ 0 and $H_{n}(C)=0$, then we see that $H_{n}(A) \cong H_{n}(B)$.

If two of the three chain complexes are exact, then one of the two is $A$ or $C$, and the result in the previous paragraph applies. Then the other two complexes ( $B$ and $C$, or $A$ and $B$ ) have isomorphic homology. The hypothesis says that one of these two sequences of homology groups is 0 . Therefore the other one is 0 .

To conclude the discussion, we shall prove results saying that the exact sequences produced by Lemma 4.6 and Theorem 4.7 are functorial.

Lemma 4.9. In a good category $\mathcal{C}$, the six-term exact sequence that is obtained from a snake diagram as in Figure 4.1 is functorial in the following sense: If there are two horizontal planar snake diagrams, one with tildes $(\sim)$ over all modules and maps and the other as is, and if there are vertical maps $f_{A}$, etc., in three dimensions from the tilde version of the snake diagram to the original version such that all vertical squares commute, then the squares of the diagram

$$
\begin{aligned}
& \operatorname{ker} \tilde{\alpha} \xrightarrow{\overline{\tilde{\varphi}}} \operatorname{ker} \widetilde{\beta} \xrightarrow{\widetilde{\widetilde{\psi}}} \operatorname{ker} \tilde{\gamma} \xrightarrow{\widetilde{\omega}} \operatorname{coker} \widetilde{\alpha} \xrightarrow{\overline{\bar{\varphi}}^{\prime}} \operatorname{coker} \widetilde{\beta} \xrightarrow{\overline{\widetilde{\psi}^{\prime}}} \operatorname{coker} \tilde{\gamma} \\
& \downarrow \bar{f}_{A} \quad \downarrow^{\bar{f}_{B}} \quad \downarrow \bar{f}_{C} \quad \downarrow \bar{f}_{A^{\prime}} \quad \downarrow \bar{f}_{B^{\prime}} \quad \downarrow \bar{f}_{C^{\prime}} \\
& \operatorname{ker} \alpha \xrightarrow{\bar{\varphi}} \operatorname{ker} \beta \xrightarrow{\bar{\psi}} \operatorname{ker} \gamma \xrightarrow{\omega} \operatorname{coker} \alpha \xrightarrow{\bar{\varphi}^{\prime}} \operatorname{coker} \beta \xrightarrow{\bar{\psi}^{\prime}} \operatorname{coker} \gamma
\end{aligned}
$$ all commute.

Proof. For the first square from the left, the assumed commutativity shows that $f_{A^{\prime}} \widetilde{\alpha}=\alpha f_{A}$, and thus $x \in \operatorname{ker} \widetilde{\alpha}$ implies $f_{A}(x) \in \operatorname{ker} \alpha$; similarly $x \in \operatorname{ker} \widetilde{\beta}$ implies $f_{B}(x) \in \operatorname{ker} \beta$. Thus the maps of the square are well defined. We are given also that $\varphi f_{A}=f_{B} \widetilde{\varphi}$, and this proves that the square commutes. The second square from the left is handled similarly.

For the fourth square from the left, the equation $f_{A^{\prime}} \widetilde{\alpha}=\alpha f_{A}$ shows that $y=\widetilde{\alpha}(x)$ implies $f_{A^{\prime}}(y)=\alpha\left(f_{A}(x)\right)$, and thus $y \in$ image $\widetilde{\alpha}$ implies $f_{A^{\prime}}(y) \in$ image $\alpha$; this means that $f_{A^{\prime}}$ descends to a map $\bar{f}_{A^{\prime}}$ of coker $\widetilde{\alpha}$ to coker $\alpha$. Similarly $f_{B^{\prime}}$ descends to a map $\bar{f}_{B^{\prime}}$ of coker $\widetilde{\beta}$ to coker $\beta$. Thus the maps of the square are well defined. We are given also that $\varphi^{\prime} f_{A^{\prime}}=f_{B^{\prime}} \widetilde{\varphi}^{\prime}$, and this proves that the square commutes. The fifth square from the left is handled similarly.

We are left with the third square from the left. The map at the left side of this square was shown to be well defined in the first paragraph of the proof, and the map at the right side of this square was shown to be meaningful in the second paragraph of the proof. We are to prove that the square commutes. Referring to the construction of $\widetilde{\omega}$, let $\widetilde{c}$ be in $\operatorname{ker} \widetilde{\gamma}$, choose $\widetilde{b}$ in $\widetilde{B}$ with $\widetilde{\psi}(\widetilde{b})=\widetilde{c}$, and write $\widetilde{\beta}(\widetilde{b})=\widetilde{\varphi}^{\prime}\left(\widetilde{a}^{\prime}\right)$. Then $\widetilde{\omega}(\widetilde{c})$ is defined to be the coset of $\widetilde{a}^{\prime}$. Using the assumed commutativity, we compute that $\psi f_{B}(\widetilde{b})=f_{C} \widetilde{\psi}(\widetilde{b})=f_{C}(\widetilde{c})$ and that

$$
\varphi^{\prime} f_{A^{\prime}}\left(\widetilde{a}^{\prime}\right)=f_{B^{\prime}} \widetilde{\varphi}^{\prime}\left(\widetilde{a}^{\prime}\right)=f_{B^{\prime}} \widetilde{\beta}(\tilde{b})=\beta f_{B}(\widetilde{b})
$$

Thus $f_{B}(\widetilde{b})$ is an element whose image under $\psi$ is $f_{C}(\widetilde{c})$, and $\beta$ of this element is $\varphi^{\prime} f_{A^{\prime}}\left(\widetilde{a}^{\prime}\right)$. Consequently the coset of $\omega\left(f_{C}(\widetilde{c})\right)$ is to be the coset of $f_{A^{\prime}}\left(\widetilde{a}^{\prime}\right)=$ $f_{A^{\prime}} \widetilde{\omega}(c)$. This proves the desired commutativity.

Theorem 4.10. In a good category $\mathcal{C}$, the long exact sequence that is obtained from a short exact sequence of chain complexes as in Theorem 4.7 is functorial in the following sense: if there are two short exact sequences of chain complexes as in the theorem, one with tildes $(\sim)$ over all modules and maps and the other as is, each viewed as lying in a horizontal plane, and if there are vertical maps $f_{A_{n}}$, etc., from the tilde version of the exact sequence of chain complexes to the original version such that all vertical squares commute, then the squares of the diagram

all commute.
Proof. Theorem 4.7 was proved by three applications of Proposition 4.2, which includes its own assertion of functoriality, and two applications of Lemma 4.6, whose functoriality is addressed in Lemma 4.9. The argument involved only manipulations with diagrams, and functoriality is in place for every step. Hence functoriality is in place for the end result, and passage to the long exact sequence is functorial.

## 4. Projectives and Injectives

In Section III. 5 we exploited the fact that certain complexes were exact and involved free modules in order to obtain chain maps and homotopies. The hypothesis "free" entered the arguments through Propositions 3.25 and 3.27 ; in both cases an $R$ homomorphism was to be constructed from a free $R$ module to some other $R$ module, and a computation revealed how the $R$ homomorphism should be defined on free generators. The universal mapping property of free modules allowed the $R$ homomorphism to be extended from the generators to the whole free module. Examination of those arguments shows that it is enough to assume that the domain on which this $R$ homomorphism is to be constructed is a "projective" $R$ module, in the sense to be defined below, and we begin with that notion.

Let $\mathcal{C}$ be a good category of unital left $R$ modules. We say that a module $P$ in this category is projective in $\mathcal{C}$ or is a projective in $\mathcal{C}$ if whenever a diagram in the category is given as in Figure 4.3 with $\psi$ mapping onto $B$, then there exists $\sigma: P \rightarrow C$ in $\mathcal{C}$ such that the diagram commutes.


FIGURE 4.3. Defining property of a projective.
If $P$ is a free $R$ module in $\mathcal{C}$, then $P$ is projective in $\mathcal{C}$. In fact, for each free generator $x$ of $P$, we choose an element $c_{x}$ in $C$ with $\psi\left(c_{x}\right)=\tau(x)$. Then we define $\sigma(x)=c_{x}$ and extend $\sigma$ to a homomorphism. We give further examples of projectives shortly. First let us establish in Lemma 4.11 an ostensibly stronger property that projectives automatically satisfy.

Lemma 4.11. If $P$ is projective in the good category $\mathcal{C}$ and if the diagram

in $\mathcal{C}$ has $\operatorname{ker} \varphi=$ image $\psi$ and $\varphi \tau=0$, then there exists a map $\sigma: P \rightarrow A^{\prime \prime}$ in $\mathcal{C}$ such that the diagram commutes.

Proof. The hypotheses force image $\tau \subseteq \operatorname{ker} \varphi=$ image $\psi$. Thus if we put $B=$ image $\psi$ and $C=A^{\prime \prime}$, then the above diagram leads to the diagram in Figure
4.3. The hypothesis "projective" therefore gives us the map $\sigma$ in Figure 4.3 with $\tau=\psi \sigma$, and the same $\sigma$ is the required map here.

## EXAMPLES OF PROJECTIVES.

(1) If $R$ is a field $F$ and if $\mathcal{C}$ is the category of all vector spaces over $F$, then every module is free, hence projective, since every vector space has a basis.
(2) For general $R$, if $\mathcal{C}=\mathcal{C}_{R}$ is the category of all unital left $R$ modules, then the projectives are the direct summands of free modules. This fact is easily verified from Figure 4.3 as follows: In one direction if $F=P \oplus P^{\prime}$ is a free $R$ module and the diagram in Figure 4.3 is given, extend $\tau$ to $F$ as 0 on $P^{\prime}$, find $\sigma$ from the fact that the free module $F$ is projective, and restrict $\sigma$ to $P$. In the other direction if $P$ is projective, find a free $R$ module $F$ mapping onto $P$ by a map $\psi$, and put $B=P, C=F$, and $\tau=1$ in Figure 4.3. Then the equality $1_{P}=\tau=\psi \sigma$ forces $\sigma$ to be one-one, and it follows that $P \cong$ image $\sigma$. Consequently $F=$ image $\sigma \oplus$ ker $\psi$.
(3) For $R=\mathbb{Z}$, the category $\mathcal{C}=\mathcal{C}_{\mathbb{Z}}$ of all unital $R$ modules is the category of all abelian groups. Then the projective modules are the free abelian groups by (2), since any subgroup of a free abelian group is free abelian.
(4) For $R$ equal to any (commutative) principal ideal domain, the projective modules in the category $\mathcal{C}_{R}$ of all unital $R$ modules are the free modules, by the same argument as in (3) in combination with the Fundamental Theorem of Finitely Generated Modules (Theorem 8.25 of Basic Algebra).
(5) For $R=\mathbb{Z}$, two good categories that were listed in Section 2 were the category of all finitely generated abelian groups and the category of all torsion abelian groups. With the first of these, the projectives are the free abelian groups of finite rank, by the same argument as in (3). With the second of these, Problem 1 at the end of the chapter asks for a verification that some module in the category fails to be the image of any projective in the category.

We come to the main result concerning flexibility in setting up chain complexes. This result generalizes Proposition 3.25 through Corollary 3.30 in Section III.5.

Theorem 4.12. Let $X=\left\{\left(X_{n}, \partial_{n}\right)\right\}_{n=-\infty}^{\infty}$ and $X^{\prime}=\left\{\left(X_{n}^{\prime}, \partial_{n}^{\prime}\right)\right\}_{n=-\infty}^{\infty}$ be chain complexes in the good category $\mathcal{C}$, and let $r$ be an integer. Let $\left\{f_{n}: X_{n} \rightarrow X_{n}^{\prime}\right\}_{n \leq r}$ be a family of maps in $\mathcal{C}$ such that $\partial_{n-1}^{\prime} f_{n}=f_{n-1} \partial_{n-1}$ for $n \leq r$. If $X_{n}$ is projective for $n>r$ and $X^{\prime}$ is exact at each $X_{n}^{\prime}$ with $n \geq r$, then $\left\{f_{n}: X_{n} \rightarrow X_{n}^{\prime}\right\}_{n \leq r}$ extends to a chain map $f: X \rightarrow X^{\prime}$, and $f$ is unique up to homotopy. More precisely any two extensions are homotopic by a homotopy $h$ such that $h_{n}=0$ for $n \leq r$.

REMARKS. The diagrams in question are
for the construction of the chain map and

$$
\begin{aligned}
& \cdots \longrightarrow X_{n+2} \xrightarrow{\partial_{n+1}} X_{n+1} \xrightarrow{\partial_{n}} X_{n} \xrightarrow{\partial_{n-1}} X_{n-1} \longrightarrow \cdots \\
& \downarrow^{f_{n+2}}, \quad \because h_{n+1} \downarrow^{f_{n+1}} \swarrow h_{n} \quad \downarrow_{n} \quad h_{n-1} \downarrow^{f_{n-1}} \\
& \cdots \longrightarrow X_{n+2}^{\prime} \xrightarrow{\partial_{n+1}^{\prime}} X_{n+1}^{\prime} \xrightarrow{\partial_{n}^{\prime}} X_{n}^{\prime} \xrightarrow{\partial_{n-1}^{\prime}} X_{n-1}^{\prime} \longrightarrow \cdots
\end{aligned}
$$

for the construction of the homotopy.
Proof. For the existence of the chain map, it is enough by induction to construct $f_{r+1}$. Matters are therefore as in the first of the above diagrams with $n=r$. Since $X^{\prime}$ is exact at $X_{r}^{\prime}$ and $X_{r+1}$ is projective, we are in the situation of Lemma 4.11 with $P=X_{r+1}, A^{\prime \prime}=X_{r+1}^{\prime}, A=X_{r}^{\prime}, A^{\prime}=X_{r-1}^{\prime}, \psi=\partial_{r}^{\prime}$, $\varphi=\partial_{r-1}^{\prime}$, and $\tau=f_{r} \partial_{r}$. The lemma gives a map $\sigma: P \rightarrow A^{\prime \prime}$ with $\psi \sigma=\tau$. If we take $f_{r+1}=\sigma$, then $\psi \sigma=\tau$ says that $\partial_{r}^{\prime} f_{r+1}=f_{r} \partial_{r}$, and the inductive construction of the chain map is complete.

For the uniqueness up to homotopy, let $f: X \rightarrow X^{\prime}$ and $g: X \rightarrow X^{\prime}$ be two chain maps such that $f_{n}=g_{n}$ for $n \leq r$. Define $h_{n}: X_{n} \rightarrow X_{n+1}^{\prime}$ to be 0 for $n \leq r$, and observe that the system of functions $\left\{h_{n}\right\}_{n \leq r}$ satisfies $h_{n-1} \partial_{n-1}+\partial_{n}^{\prime} h_{n}=f_{n}-g_{n}$ for $n \leq r$ because $f_{n}=g_{n}$ for $n \leq r$. Proceeding inductively, suppose that $s \geq r$ and that $h_{n}$ has been constructed for $n \leq s$ such that $h_{n-1} \partial_{n-1}+\partial_{n}^{\prime} h_{n}=f_{n}-g_{n}$ for $n \leq s$. We are to construct $h_{s+1}: X_{s+1} \rightarrow X_{s+2}^{\prime}$. This is the situation of the second diagram above with $n=s$. Since $s \geq r, X^{\prime}$ is exact at $X_{s+1}^{\prime}$ and $X_{s+1}$ is projective. Thus we are in the situation of Lemma 4.11 with $P=X_{s+1}, A^{\prime \prime}=X_{s+2}^{\prime}, A=X_{s+1}^{\prime}, A^{\prime}=X_{s}^{\prime}, \psi=\partial_{s+1}^{\prime}, \varphi=\partial_{s}^{\prime}$, and $\tau=\left(f_{s+1}-g_{s+1}\right)-h_{s} \partial_{s}$. The lemma gives a map $\sigma: P \rightarrow A^{\prime \prime}$ with $\psi \sigma=\tau$. If we take $h_{s+1}=\sigma$, then $\psi \sigma=\tau$ says that $\partial_{s+1}^{\prime} h_{s+1}=\left(f_{s+1}-g_{s+1}\right)-h_{s} \partial_{s}$, and the inductive construction of the homotopy is complete.

A resolution in the category $\mathcal{C}$ is an exact chain complex $X=\left\{\left(X_{n}, \partial_{n}\right)\right\}_{n=-\infty}^{\infty}$ or cochain complex $X=\left\{\left(X_{n}, d_{n}\right)\right\}_{n=-\infty}^{\infty}$ such that $X_{n}=0$ for $n \leq-2$. We say that the complex is a resolution of $X_{-1}$, and we abbreviate it as

$$
X=\left(X^{+} \xrightarrow{\partial_{-1}} X_{-1}\right) \quad \text { or } \quad X=\left(X^{+} \stackrel{d_{-1}}{\longleftrightarrow} X_{-1}\right),
$$

with $X^{+}$referring to
or

$$
\begin{array}{ll}
X^{+}: & \cdots \xrightarrow{\partial_{2}} X_{2} \xrightarrow{\partial_{1}} X_{1} \stackrel{\partial_{0}}{\longleftrightarrow} X_{0} \\
X^{+}: & \cdots \stackrel{d_{2}}{\longleftrightarrow} X_{2} \stackrel{d_{1}}{\longleftrightarrow} X_{1} \stackrel{d_{0}}{\longleftrightarrow} X_{0}
\end{array}
$$

in the respective cases. A chain complex $X=\left(X^{+} \xrightarrow{\varepsilon} M\right)$ that forms a resolution is called a free resolution of $M$ if every $X_{n}$ for $n \geq 0$ is a free module. It is called a projective resolution of $M$ if every $X_{n}$ for $n \geq 0$ is projective.

Corollary 4.13. Let $M$ be a module in a good category $\mathcal{C}$ and let

$$
X=\left(X^{+} \xrightarrow{\varepsilon} M\right) \quad \text { and } \quad X^{\prime}=\left(X^{\prime+} \xrightarrow{\varepsilon^{\prime}} M\right)
$$

be two projective resolutions of $M$. Then there exist chain maps $f: X \rightarrow X^{\prime}$ and $g: X^{\prime} \rightarrow X$ with $f_{-1}=1_{M}$ and $g_{-1}=1_{M}$, and any two such chain maps $f$ and $g$ have the property that $g f: X \rightarrow X$ is homotopic to $1_{X}$ and $f g: X^{\prime} \rightarrow X^{\prime}$ is homotopic to $1_{X^{\prime}}$.

Proof. The existence of $f$ extending $f_{-1}=1_{M}$ is immediate by applying the first part of Theorem 4.12 with $r=-1$. The hypotheses apply because $X_{n}$ is projective for $n>-1$ and $X^{\prime}$ is exact at $X_{n}^{\prime}$ for $n \geq-1$. A similar argument shows the existence of $g$.

If we have $f$ and $g$, then $g f: X \rightarrow X$ and $1_{X}: X \rightarrow X$ are chain maps that extend the partial chain map given for $n \leq-1$ by $1_{M}$ for $n=-1$ and by 0 for $n \leq-2$. Since again $X_{n}$ is projective for $n>-1$ and $X^{\prime}$ is exact at $X_{n}^{\prime}$ for $n \geq-1$, the second part of the theorem shows that $g f$ and $1_{X}$ are homotopic. A similar argument shows that $f g$ and $1_{X^{\prime}}$ are homotopic.

There is an analogous sequence of results that ends with resolutions that are cochain maps. They will be equally as useful as the above results when we introduce derived functors in the next section. For the results below, the notion of a projective is replaced by that of an injective. We say that a module $I$ in the good category $\mathcal{C}$ is injective in $\mathcal{C}$ or is an injective in $\mathcal{C}$ if whenever a diagram in the category is given as in Figure 4.4 with $\varphi$ mapping one-one from $B$ into $C$, then there exists $\sigma: B \rightarrow I$ in $\mathcal{C}$ such that the diagram commutes.

$$
\begin{aligned}
& \text { I } \\
& \uparrow_{\tau} \quad \text { r } \because, ~ \sigma ~ \\
& 0 \longrightarrow B \xrightarrow{\varphi} C \text {, }
\end{aligned}
$$

Figure 4.4. Defining property of an injective.

We can think of the condition as saying that we can always extend such a $\tau$ from $B$ to $C$, the extension being $\sigma$. In any event, we give some examples after proving an analog of Lemma 4.11.

Lemma 4.14. If $I$ is injective in the good category $\mathcal{C}$ and if the diagram

in $\mathcal{C}$ has $\operatorname{ker} \varphi=$ image $\psi$ and $\tau \psi=0$, then there exists a map $\sigma: A^{\prime \prime} \rightarrow I$ in $\mathcal{C}$ such that the diagram commutes.

Proof. The hypotheses force $\operatorname{ker} \tau \supseteq$ image $\psi=\operatorname{ker} \varphi$. Thus $\tau: A \rightarrow I$ and $\varphi: A \rightarrow A^{\prime \prime}$ descend to maps $\bar{\tau}: A / \operatorname{ker} \varphi \rightarrow I$ and $\bar{\varphi}: A / \operatorname{ker} \varphi \rightarrow A^{\prime \prime}$. If we put $B=A / \operatorname{ker} \varphi$ and $C=A^{\prime \prime}$, then the above diagram leads to Figure 4.4 with $\bar{\tau}$ and $\bar{\varphi}$ in place of $\tau$ and $\varphi$. The hypothesis "injective" gives us $\sigma$ in Figure 4.4 with $\bar{\tau}=\sigma \bar{\varphi}$, and the same $\sigma$ is the required map in the diagram above.

## EXAMPLES OF INJECTIVES.

(1) If $R$ is a field $F$ and if $\mathcal{C}$ is the category of all vector spaces over $F$, then every module is injective. In fact, in Figure 4.4 we write $C=$ image $\varphi \oplus B^{\prime}$, and we let $\eta$ : image $\varphi \rightarrow B$ be the inverse of $\varphi: B \rightarrow$ image $\varphi$. Then we can define $\sigma$ to be 0 on $B^{\prime}$ and to be $\tau \eta$ on image $\varphi$.
(2) Let $\mathcal{C}$ be the category of all abelian groups (unital $\mathbb{Z}$ modules). An abelian group $G$ is said to be divisible if for each integer $n \neq 0$ and each $x \in G$, there exists $y \in G$ with $n y=x$. Two examples of divisible abelian groups are the additive group of rationals and the additive group of rationals modulo 1. It is easy to see that any quotient of a divisible group is divisible and that direct sums of divisible groups are divisible. Let us see for abelian groups that injective is equivalent to divisible.

The argument that injective implies divisible is easy: Let $I$ be injective. Given $x \in I$ and $n \neq 0$, let $B=C=\mathbb{Z}$, let $\tau: \mathbb{Z} \rightarrow I$ have $\tau(k)=k x$, and let $\varphi: \mathbb{Z} \rightarrow \mathbb{Z}$ have $\varphi(k)=k n$. Setting up Figure 4.4, we obtain $\sigma: \mathbb{Z} \rightarrow I$ with $\tau=\sigma \varphi$. If we put $y=\sigma(1)$ and evaluate both sides at 1 , then we obtain $x=\tau(1)=\sigma(\varphi(1))=\sigma(n)=n \sigma(1)=n y$, as required.

The argument that divisible implies injective uses Zorn's Lemma. Let $I$ be injective, and suppose that $B, C, \varphi$, and $\tau$ are given as in Figure 4.4. Consider the set $\mathcal{S}$ of abelian-group homomorphisms $\sigma^{\prime}$ having domain a subgroup of $C$ containing $\varphi(B)$, having range $I$, and having $\sigma^{\prime} \varphi=\tau$. Order $\mathcal{S}$ by inclusion upward of the corresponding sets of ordered pairs. The set $\mathcal{S}$ is nonempty because
the homomorphism $\sigma^{\prime}$ with domain $\varphi(B)$ and values $\sigma^{\prime}(\varphi(b))=\tau(b)$ lies in $\mathcal{S}$; $\sigma^{\prime}$ is well defined because $\varphi$ is assumed one-one. Zorn's Lemma yields a maximal element $\sigma$ in $\mathcal{S}$, say with domain $\bar{C}$. We show that $\bar{C}=C$. Arguing by contradiction, suppose that $\bar{C}$ is a proper subgroup. Let $c$ be in $C$ but not $\bar{C}$. The set of integers $k$ with $k c$ in $\bar{C}$ is an ideal in $\mathbb{Z}$, and we let $n$ be a generator. Since $I$ is divisible, there exists an element $a$ in $I$ with $n a=\sigma(n c)$. Define $\widetilde{\sigma}$ on the subgroup generated by $c$ and $\bar{C}$ by the formula $\widetilde{\sigma}(k c+\bar{c})=k a+\sigma(\bar{c})$ for $k \in \mathbb{Z}$ and $\bar{c} \in \bar{C}$. We need to check that $\widetilde{\sigma}$ is well defined. If $k c+\bar{c}=k^{\prime} c+\bar{c}^{\prime}$, then $\left(k-k^{\prime}\right) c=\bar{c}^{\prime}-\bar{c}$ is in $\bar{C}$, and thus $k-k^{\prime}=q n$ for some integer $q$. Hence $\widetilde{\sigma}(k c+\bar{c})-\widetilde{\sigma}\left(k^{\prime} c+\bar{c}\right)=\left(k-k^{\prime}\right) a+\sigma\left(\bar{c}-\bar{c}^{\prime}\right)=q n a+\sigma\left(\bar{c}-\bar{c}^{\prime}\right)=$ $q \sigma(n c)+\sigma\left(\bar{c}-\bar{c}^{\prime}\right)=q \sigma(n c)-\sigma\left(\left(k-k^{\prime}\right) c\right)=q \sigma(n c)-q \sigma(n c)=0$. Therefore $\widetilde{\sigma}$ is a nontrivial additive extension of $\sigma$, in contradiction to maximality of $\sigma$, and the proof is complete.
(3) For $R=\mathbb{Z}$, two good categories that were listed in Section 2 were the category of all finitely generated abelian groups and the category of all torsion abelian groups. With the first of these, Problem 1 at the end of the chapter asks for a verification that some module in the category fails to be a submodule of any injective. With the second of these, the injectives are the torsion divisible groups.

The next proposition extends Example 2 and its proof to general $R$. Although the condition in the proposition is not very intuitive for general $R$, it has a simple interpretation for (commutative) principal ideal domains; see Problem 4 at the end of the chapter.

Proposition 4.15. A unital left $R$ module $I$ is injective for the good category of all unital left $R$ modules if and only if every $R$ homomorphism of a left ideal $J$ of $R$ into $I$ extends to an $R$ homomorphism $R \rightarrow I$.

Proof. The necessity is immediate from Figure 4.4 and the definition of "injective" if we take $B=J, C=R$ and write $\tau$ for the given $R$ homomorphism of $J$ into $I$.

For the sufficiency, suppose that $I$ and a diagram as in Figure 4.4 are given. Consider the set $\mathcal{S}$ of $R$ module homomorphisms $\sigma^{\prime}$ having domain an $R$ submodule of $C$ containing $\varphi(B)$ and having range $I$ such that $\sigma^{\prime} \varphi=\tau$, and order $\mathcal{S}$ by inclusion upward of the corresponding sets of ordered pairs. The set $\mathcal{S}$ is nonempty because the homomorphism $\sigma^{\prime}$ with domain $\varphi(B)$ and values $\sigma^{\prime}(\varphi(b))=\tau(b)$ lies in $\mathcal{S} ; \sigma^{\prime}$ is well defined because $\varphi$ is assumed one-one. Zorn's Lemma yields a maximal element $\sigma$ in $\mathcal{S}$, say with domain $\bar{C}$. We show that $\bar{C}=C$. Arguing by contradiction, suppose that $\bar{C}$ is a proper $R$ submodule of $C$. Let $c$ be in $C$ but not $\bar{C}$. The set of elements $r \in R$ with $r c$ in $\bar{C}$ is a left ideal $J$ in $R$, and the mapping $\psi(r)=\sigma(r c)$ is a well-defined $R$ homomorphism of $J$ into $I$. By hypothesis, $\psi$ extends to an $R$ homomorphism
$\Psi: R \rightarrow I$. Define $\tilde{\sigma}$ on the subgroup generated by $c$ and $\bar{C}$ by the formula $\widetilde{\sigma}(r c+\bar{c})=\Psi(r)+\sigma(\bar{c})$ for $r \in R$ and $\bar{c} \in \bar{C}$. We need to check that $\widetilde{\sigma}$ is well defined. If $r c+\bar{c}=r^{\prime} c+\bar{c}^{\prime}$, then $\left(r-r^{\prime}\right) c=\bar{c}^{\prime}-\bar{c}$ is in $\bar{C}$, and thus $r-r^{\prime}$ is in $J$. Consequently $\Psi(r)-\Psi\left(r^{\prime}\right)=\psi\left(r-r^{\prime}\right)=\sigma\left(\left(r-r^{\prime}\right) c\right)$. Hence $\tilde{\sigma}(r c+\bar{c})-\tilde{\sigma}\left(r^{\prime} c+\bar{c}\right)=\left(\Psi(r)-\Psi\left(r^{\prime}\right)\right)+\sigma\left(\bar{c}-\bar{c}^{\prime}\right)=\sigma\left(\left(r-r^{\prime}\right) c\right)+\sigma\left(\bar{c}-\bar{c}^{\prime}\right)=$ $\sigma\left(\left(r-r^{\prime}\right) c\right)-\sigma\left(\left(r-r^{\prime}\right) c\right)=0$. Therefore $\tilde{\sigma}$ is a nontrivial extension of $\sigma$, in contradiction to maximality of $\sigma$, and the proof is complete.

Now we can prove an analog of Theorem 4.12 for cochain complexes. This result had no counterpart in Chapter III.

Theorem 4.16. Let $X=\left\{\left(X_{n}, d_{n}\right)\right\}_{n=-\infty}^{\infty}$ and $X^{\prime}=\left\{\left(X_{n}^{\prime}, d_{n}^{\prime}\right)\right\}_{n=-\infty}^{\infty}$ be cochain complexes in the good category $\mathcal{C}$, and let $r$ be an integer. Let $\left\{f_{n}: X_{n} \rightarrow X_{n}^{\prime}\right\}_{n \leq r}$ be a family of maps in $\mathcal{C}$ such that $d_{n-1}^{\prime} f_{n-1}=f_{n} d_{n-1}$ for $n \leq r$. If $X$ is exact at each $X_{n}$ with $n \geq r$ and $X_{n}^{\prime}$ is injective for $n>r$, then $\left\{f_{n}: X_{n} \rightarrow X_{n}^{\prime}\right\}_{n \leq r}$ extends to a cochain map $f: X \rightarrow X^{\prime}$, and $f$ is unique up to homotopy. More precisely any two extensions are homotopic by a homotopy $h$ such that $h_{n}=0$ for $n \leq r$.

REMARKS. The diagrams in question are

$$
\begin{aligned}
& \ldots \xrightarrow{d_{n-2}} X_{n-1} \xrightarrow{d_{n-1}} X_{n} \xrightarrow{d_{n}} X_{n+1} \xrightarrow{d_{n+1}} \cdots \\
& \downarrow f_{n-1} \quad \downarrow f_{n} \quad \downarrow f_{n+1} \\
& \cdots \xrightarrow{d_{n-2}^{\prime}} X_{n-1}^{\prime} \xrightarrow{d_{n-1}^{\prime}} X_{n}^{\prime} \xrightarrow{d_{n}^{\prime}} X_{n+1}^{\prime} \xrightarrow{d_{n+1}^{\prime}} \cdots
\end{aligned}
$$

for the construction of the cochain map and

$$
\begin{aligned}
& \cdots \longrightarrow X_{n-1} \xrightarrow{d_{n-1}} X_{n} \xrightarrow{d_{n}} X_{n+1} \xrightarrow{d_{n+1}} X_{n+2} \longrightarrow \cdots \\
& \downarrow^{f_{n-1}} / h_{n} \downarrow^{f_{n}} \quad h_{n+1} \downarrow^{f_{n+1}} \quad \dot{L^{\prime}} \quad \dot{h_{n+2}} \downarrow^{f_{n+2}} \\
& \cdots \longrightarrow X_{n-1}^{\prime} \xrightarrow{d_{n-1}^{\prime}} X_{n}^{\prime} \xrightarrow{d_{n}^{\prime}} X_{n+1}^{\prime} \xrightarrow{d_{n+1}^{\prime}} X_{n+2}^{\prime} \longrightarrow
\end{aligned}
$$

for the construction of the homotopy.
Proof. For the existence of the cochain map, it is enough by induction to construct $f_{r+1}$. Matters are therefore as in the first of the above diagrams with $n=r$. Since $X$ is exact at $X_{r}$ and $X_{r+1}^{\prime}$ is injective, we are in the situation of Lemma 4.14 with $I=X_{r+1}^{\prime}, A^{\prime \prime}=X_{r+1}, A=X_{r}, A^{\prime}=X_{r-1}, \psi=d_{r-1}$, $\varphi=d_{r}$, and $\tau=d_{r}^{\prime} f_{r}$. The lemma gives a map $\sigma: A^{\prime \prime} \rightarrow I$ with $\sigma \varphi=\tau$. If we take $f_{r+1}=\sigma$, then $\sigma \varphi=\tau$ says that $f_{r+1} d_{r}=d_{r}^{\prime} f_{r}$, and the inductive construction of the cochain map is complete.

For the uniqueness up to homotopy, let $f: X \rightarrow X^{\prime}$ and $g: X \rightarrow X^{\prime}$ be two cochain maps such that $f_{n}=g_{n}$ for $n \leq r$. Define $h_{n}: X_{n} \rightarrow X_{n-1}^{\prime}$ to be 0 for $n \leq r+1$, and observe that the system of functions $\left\{h_{n}\right\}_{n \leq r}$ satisfies $h_{n+1} d_{n}+d_{n-1}^{\prime} h_{n}=f_{n}-g_{n}$ for $n \leq r$ because $f_{n}=g_{n}$ for $n \leq r$. Proceeding inductively, suppose that $s \geq r$ and that $h_{n}$ has been constructed for $n \leq s+1$ such that $h_{n+1} d_{n}+d_{n-1}^{\prime} h_{n}=f_{n}-g_{n}$ for $n \leq s$. We are to construct $h_{s+2}: X_{s+2} \rightarrow$ $X_{s+1}^{\prime}$. This is the situation of the second diagram with $n=s$. Since $s \geq r, X$ is exact at $X_{s+1}$ and $X_{s+1}^{\prime}$ is injective. Thus we are in the situation of Lemma 4.14 with $I=X_{s+1}^{\prime}, A^{\prime \prime}=X_{s+2}, A=X_{s+1}, A^{\prime}=X_{s}, \psi=d_{s}, \varphi=d_{s+1}$, and $\tau=\left(f_{s+1}-g_{s+1}\right)-d_{s}^{\prime} h_{s+1}$. The lemma gives a map $\sigma: A^{\prime \prime} \rightarrow I$ with $\sigma \varphi=\tau$. If we take $h_{s+2}=\sigma$, then $\sigma \varphi=\tau$ says that $h_{s+2} d_{s+1}=\left(f_{s+1}-g_{s+1}\right)-d_{s}^{\prime} h_{s+1}$, and the inductive construction of the homotopy is complete.

A cochain complex $X=\left(X^{+} \stackrel{\varepsilon}{\longleftarrow} M\right)$ that forms a resolution is called an injective resolution of $M$ if every $X_{n}$ for $n \geq 0$ is an injective.

Corollary 4.17. Let $M$ be a module in a good category $\mathcal{C}$ and let

$$
X=\left(X^{+} \stackrel{\varepsilon}{\longleftarrow} M\right) \quad \text { and } \quad X^{\prime}=\left(X^{\prime+} \stackrel{\varepsilon^{\prime}}{\longleftarrow} M\right)
$$

be two injective resolutions of $M$. Then there exist cochain maps $f: X \rightarrow X^{\prime}$ and $g: X^{\prime} \rightarrow X$ with $f_{-1}=1_{M}$ and $g_{-1}=1_{M}$, and any two such cochain maps $f$ and $g$ have the property that $g f: X \rightarrow X$ is homotopic to $1_{X}$ and $f g: X^{\prime} \rightarrow X^{\prime}$ is homotopic to $1_{X^{\prime}}$.

Proof. The existence of $f$ extending $f_{-1}=1_{M}$ is immediate by applying the first part of Theorem 4.16 with $r=-1$. The hypotheses apply because $X$ is exact at $X_{n}$ for $n \geq-1$ and $X_{n}^{\prime}$ is injective for $n>-1$. A similar argument shows the existence of $g$.

If we have $f$ and $g$, then $g f: X \rightarrow X$ and $1_{X}: X \rightarrow X$ are cochain maps that extend the partial cochain map given for $n \leq-1$ by $1_{M}$ for $n=-1$ and by 0 for $n \leq-2$. Since again $X$ is exact at $X_{n}$ for $n \geq-1$ and $X_{n}^{\prime}$ is injective for $n>-1$, the second part of the theorem shows that $g f$ and $1_{X}$ are homotopic. A similar argument shows that $f g$ and $1_{X^{\prime}}$ are homotopic.

We conclude with elementary characterizations of projectives and injectives that will turn out to be quite useful in the next two sections. We begin with a lemma ${ }^{6}$ that will be useful now and will be helpful as motivation in the next section.

[^22]Lemma 4.18. Let $\mathcal{C}$ be a good category of unital left $R$ modules, and let

$$
0 \longrightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \longrightarrow 0
$$

be an exact sequence in $\mathcal{C}$. Then the following conditions are equivalent:
(a) $B$ is a direct sum $B=B^{\prime} \oplus \operatorname{ker} \psi$ of modules in $\mathcal{C}$,
(b) there exists an $R$ homomorphism $\sigma: C \rightarrow B$ such that $\psi \sigma=1_{C}$,
(c) there exists an $R$ homomorphism $\tau: B \rightarrow A$ such that $\tau \varphi=1_{A}$.

REMARK. When the equivalent conditions of this lemma are satisfied, one says that the exact sequence is split.

Proof. If (a) holds, then $\left.\psi\right|_{B^{\prime}}$ is one-one from $B^{\prime}$ onto $C$. Let $\sigma$ be its inverse. Then $\sigma: C \rightarrow B^{\prime}$ is one-one with $\psi \sigma=1_{C}$. So (b) holds.

If (b) holds, then any $b$ in $B$ has the property that $b-\sigma \psi(b)$ has $\psi(b-\sigma \psi(b))=$ $\psi(b)-1_{C} \psi(b)=0$ and is therefore in image $\varphi$. Write $b-\sigma \psi(b)=\varphi(a)$ for some $a$ depending on $b ; a$ is unique because $\varphi$ is one-one. If $\tau: B \rightarrow A$ is defined by $\tau(b)=a$, then $\tau$ is an $R$ homomorphism by the uniqueness of $a$. Consider $\tau(\varphi(a))$ for $a$ in $A$. The element $b=\varphi(a)$ has $b-\sigma \psi(b)=\varphi(a)-\sigma \psi \varphi(a)=$ $\varphi(a)-\sigma(0)=\varphi(a)$, and the definition of $\tau$ therefore says that $\tau(\varphi(a))=a$. Hence $\tau \varphi=1_{A}$, and (c) holds.

If (c) holds, then $B^{\prime}=\operatorname{ker} \tau$ is an $R$ submodule of $B$. If $b$ is in $B^{\prime} \cap$ image $\varphi$, then $b=\varphi(a)$ for some $a \in A$ and also $0=\tau(b)=\tau \varphi(a)=1_{A}(a)=a$. So $b=0$, and $B^{\prime} \cap$ image $\varphi=0$. If $b \in B$ is given, write $b=(b-\varphi \tau(b))+\varphi \tau(b)$. Then $\varphi \tau(b)$ is certainly in image $\varphi$, and $\tau(b-\varphi \tau(b))=\tau(b)-1_{A} \tau(b)=0$ shows that $b-\varphi \tau(b)$ is in $B^{\prime}$. Therefore $B=B^{\prime} \oplus$ image $\varphi$. Since image $\varphi=\operatorname{ker} \psi$, we see that $B=B^{\prime} \oplus \operatorname{ker} \psi$ and that (a) holds.

Proposition 4.19. If $\mathcal{C}$ is a good category of unital left $R$ modules, then
(a) a module $P$ in $\mathcal{C}$ is projective if and only if $\operatorname{Hom}_{R}(P, \cdot)$ is an exact functor from $\mathcal{C}$ into $\mathcal{C}_{\mathbb{Z}}$, if and only if every exact sequence

$$
0 \longrightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \longrightarrow 0
$$

in $\mathcal{C}$ splits when its third nonzero member $C$ equals $P$, and
(b) a module $I$ in $\mathcal{C}$ is injective if and only if $\operatorname{Hom}_{R}(\cdot, I)$ is an exact functor from $\mathcal{C}$ into $\mathcal{C}_{\mathbb{Z}}$, if and only if every exact sequence

$$
0 \longrightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \longrightarrow 0
$$

in $\mathcal{C}$ splits when its first nonzero member $A$ equals $I$.

Proof. For (a), suppose that $P$ is given. The functor $\operatorname{Hom}_{R}(P, \cdot)$ is covariant and left exact, no matter what $P$ is. Proposition 4.3 shows it is exact if and only if it carries short exact sequences into short exact sequences, and the left exactness means that the functor is exact if and only if it carries onto maps from $B$ to $C$ to onto maps from $\operatorname{Hom}_{R}(P, B)$ to $\operatorname{Hom}_{R}(P, C)$. If $\psi: B \rightarrow C$ is given, then $\operatorname{Hom}(1, \psi): \operatorname{Hom}_{R}(P, B) \rightarrow \operatorname{Hom}_{R}(P, C)$ operates on a map $\sigma$ in $\operatorname{Hom}_{R}(P, B)$ by $\operatorname{Hom}(1, \psi)(\sigma)=\psi \sigma$. The statement that the equation $\psi \sigma=\tau$ is solvable for $\sigma$ for each $\tau$ in $\operatorname{Hom}_{R}(P, C)$ whenever $\psi$ is onto is precisely the statement that Figure 4.3 is solvable for $\sigma$ for all possible $\tau$ 's whenever $B \longrightarrow C \longrightarrow 0$ is exact, and thus $P$ is projective if and only if the functor is exact.

If $P$ is projective and an exact sequence with $C=P$ is given, take $\tau=1_{P}$ in Figure 4.3. The projective property yields a map $\sigma: P \rightarrow B$ with $\psi \sigma=1_{P}$, and Lemma 4.18 b shows that the exact sequence splits.

Conversely suppose that every short exact sequence with $P$ as its third nonzero member splits. Suppose that a diagram as in Figure 4.3 is given with $\psi: C \rightarrow B$ onto and with $\tau$ mapping $P$ into $B$. Let $S=C \oplus P$, and let $T$ be the $R$ submodule $\{(c, x) \in C \oplus P \mid \psi(c)=\tau(x)\}$ of $S$. Denote the projections of $S$ to $C$ and $P$ by $p_{C}$ and $p_{P}$, and let $j: T \rightarrow S$ be the inclusion. The map $^{7} p_{P} j$ carries $T$ onto $P$; in fact, if $x \in P$ is given, then $\psi: C \rightarrow B$ onto implies that there exists $c_{x} \in C$ with $\psi\left(c_{x}\right)=\tau(x)$. Then $\left(c_{x}, x\right)$ lies in $T$, and $p_{P} j\left(c_{x}, x\right)=p_{P}\left(c_{x}, x\right)=x$. Consequently we have a 5 -term exact sequence with terms $0, \operatorname{ker}\left(p_{P} j\right), T, P, 0$, and this must split by hypothesis. Thus there exists a map $q: P \rightarrow T$ with $p_{P} j q=1_{P}$. Define $\sigma=p_{C} j q$. For $x \in P, j q(x)$ is some member of $S$ of the form $(c, x)$ with $\psi(c)=\tau(x)$. Hence $\psi \sigma(x)=\psi p_{C} j q(x)=\psi p_{C}(c, x)=\psi(c)=\tau(x)$. Thus $\psi \sigma=\tau$, and $\sigma: P \rightarrow C$ is the required map that exhibits $P$ as projective.

For (b), suppose that $I$ is given. The functor $\operatorname{Hom}_{R}(\cdot, I)$ is contravariant and left exact, no matter what $I$ is. It is exact if and only if it carries one-one maps from $A$ to $B$ to onto maps from $\operatorname{Hom}_{R}(B, I)$ to $\operatorname{Hom}_{R}(A, I)$. If $\varphi: A \rightarrow B$ is given, then $\operatorname{Hom}(\varphi, 1): \operatorname{Hom}_{R}(B, I) \rightarrow \operatorname{Hom}_{R}(A, I)$ operates on a map $\sigma$ in $\operatorname{Hom}_{R}(B, I)$ by $\operatorname{Hom}(\varphi, 1)(\sigma)=\sigma \varphi$. The statement that the equation $\sigma \varphi=\tau$ is solvable for $\sigma$ for each $\tau$ in $\operatorname{Hom}_{R}(A, I)$ whenever $\varphi$ is one-one is precisely the statement that Figure 4.4 is solvable for $\sigma$ for all possible $\tau$ 's whenever $0 \longrightarrow A \longrightarrow B$ is exact, and thus $I$ is injective if and only if the functor is exact.

If $I$ is injective and an exact sequence with $A=I$ is given, take $\tau=1_{I}$ in Figure 4.4. The injective property yields a map $\sigma: B \rightarrow I$ with $\sigma \varphi=1_{I}$, and Lemma 4.18 c shows that the exact sequence splits.

Conversely suppose that every short exact sequence with $I$ as its first nonzero member splits. Suppose that a diagram as in Figure 4.4 is given with $\varphi: A \rightarrow B$ one-one and with $\tau$ mapping $A$ into $I$. Let $S=B \oplus I$, and let $T$ be the quotient of

[^23]$S$ by the $R$ submodule $\{(\varphi(a),-\tau(a)) \mid a \in A\}$. Denote the inclusions of $B$ and $I$ into $S$ by $i_{B}$ and $i_{I}$, and let $k: S \rightarrow T$ be the quotient mapping. The composition ${ }^{8}$ $k i_{I}$ is one-one from $I$ into $T$. In fact, if $k i_{I}(x)=0$ for some $x \in I$, then $(0, x)$ is a member of $S$ of the form $(\varphi(a),-\tau(a))$ for some $a \in A$; thus $\varphi(a)=0$, and the fact that $\varphi$ is one-one implies that $a=0$ and hence that $x=-\tau(a)=0$. Consequently we have a 5 -term exact sequence with terms $0, I, T, T / I, 0$, and this must split by hypothesis. Thus there exists a map $r: T \rightarrow I$ with $r k i_{I}=1_{I}$. Define $\sigma=r k i_{B}$. For $a \in A, i_{B} \varphi(a)-i_{I} \tau(a)=(\varphi(a),-\tau(a))$ is in ker $k$. Thus $k i_{B} \varphi(a)=k i_{I} \tau(a)$, and $\sigma \varphi(a)=r k i_{B} \varphi(a)=r k i_{I} \tau(a)=1_{I} \tau(a)=\tau(a)$ for $a \in A$. Therefore $\sigma \varphi=\tau$, and $\sigma: A \rightarrow I$ is the required map that exhibits $I$ as injective.

## 5. Derived Functors

Now we shall undertake the main construction of the chapter, that of "derived functors." Let $\mathcal{C}$ be a good category of unital left $R$ modules. Arranging for derived functors to be defined on every module in $\mathcal{C}$ requires that each module $M$ in $\mathcal{C}$ have either a projective resolution or an injective resolution, and thus $\mathcal{C}$ must have either many projectives or many injectives in a suitable sense. Let us make the condition precise.

We say that $\mathcal{C}$ has enough projectives if every module in $\mathcal{C}$ is a quotient of a projective in $\mathcal{C}$. Suppose that this condition is satisfied. Let $M$ be a module in $\mathcal{C}$, and let $X_{0}$ be a projective that maps onto $M$, say by a map $\varepsilon$. Then $\operatorname{ker} \varepsilon$ is in $\mathcal{C}$, since good categories are closed under the passage to submodules, and we let $X_{1}$ be a projective in $\mathcal{C}$ that maps onto $\operatorname{ker} \varepsilon$, say by a map $\partial_{0}$. Similarly let $X_{2}$ be a projective that maps onto ker $\partial_{0}$ in $X_{1}$, say by a map $\partial_{1}$, and so on. The result is that we obtain a projective resolution of the form $X^{+} \xrightarrow{\varepsilon} M$ with $X^{+}$given by

$$
X^{+}: \quad \cdots \longrightarrow X_{2} \xrightarrow{\partial_{1}} X_{1} \xrightarrow{\partial_{0}} X_{0} .
$$

Consequently the condition "enough projectives" implies that every module in $\mathcal{C}$ has a projective resolution in $\mathcal{C}$.

Similarly we say that $\mathcal{C}$ has enough injectives if every module in $\mathcal{C}$ is a submodule of an injective in $\mathcal{C}$. Suppose that this condition is satisfied. Let $M$ be a module in $\mathcal{C}$, and let $X_{0}$ be an injective into which $M$ embeds, say by a map $\varepsilon$. Then $X_{0}$ image $\varepsilon$ is in $\mathcal{C}$, since good categories are closed under the passage to quotient modules, and we let $X_{1}$ be an injective into which $X_{0} /$ image $\varepsilon$ embeds, say by a map $d_{0}^{\#}$. Let $d_{0}$ be the composition of the quotient map from $X_{0}$ to $X_{0} /$ image $\varepsilon$, followed by $d_{0}^{\#}$; then $d_{0}$ maps $X_{0}$ into $X_{1}$ with ker $d_{0}=$ image $\varepsilon$.

[^24]We let $X_{2}$ be an injective into which $X_{1} /$ image $d_{0}$ embeds, say by $d_{1}^{\#}$, and we let $d_{1}$ be the composition of the quotient map from $X_{1}$ to $X_{1}$ / image $d_{0}$, followed by $d_{1}^{\#}$; then $d_{1}$ maps $X_{1}$ into $X_{2}$ with ker $d_{1}=$ image $d_{0}$. Continuing in this way, we obtain an injective resolution of the form $X^{+} \stackrel{\varepsilon}{\longleftarrow} M$ with $X^{+}$given by

$$
X^{+}: \quad \cdots \stackrel{d_{2}}{\longleftarrow} X_{2} \stackrel{d_{1}}{\leftrightarrows} X_{1} \stackrel{d_{0}}{\leftrightarrows} X_{0} .
$$

Consequently the condition "enough injectives" implies that every module in $\mathcal{C}$ has an injective resolution in $\mathcal{C}$.

The category $\mathcal{C}_{R}$ of all unital left $R$ modules certainly has enough projectives. In fact, every module in $\mathcal{C}_{R}$ is the quotient of a free $R$ module, and free $R$ modules are projective in $\mathcal{C}_{R}$. It is less trivial but still true that $\mathcal{C}_{R}$ has enough injectives. Let us pause for a moment to prove this result in Proposition 4.20 below.

As is shown in Problems 1-2 at the end of the chapter, other good categories of unital left $R$ modules may or may not have enough projectives or enough injectives, and a good category may have the one without the other.

Proposition 4.20. If $R$ is any ring with identity, then the category of all unital left $R$ modules has enough injectives.

Proof. We treat first the case that $R=\mathbb{Z}$. In view of Example 2 of injectives, we are to exhibit an arbitrary abelian group $A$ as isomorphic to a subgroup of a divisible group. We know that $A$ is isomorphic to a quotient of some free abelian group. Write $A \cong F / S$ with $F$ a direct sum of copies of $\mathbb{Z}$ and $S$ equal to some subgroup of $F$. Taking a $\mathbb{Z}$ basis for $F$ and forming a $\mathbb{Q}$ vector space with that same basis, we can regard $F$ as a subgroup of the additive group $D$ of a rational vector space. The group $D$ is divisible, and $A$ is isomorphic to a subgroup of $D / S$. Any quotient of a divisible group is divisible, and thus $D / S$ is divisible.

Now we allow $R$ to be any ring with identity. We shall make use of various results from Chapter X of Basic Algebra. If $M$ is any unital left $R$ module, let us denote by $\mathcal{F} M$ the underlying abelian group ${ }^{9}$ of $M$. If we regard $R$ as an $(\mathbb{Z}, R)$ bimodule, then Proposition 10.17 makes $\operatorname{Hom}_{\mathbb{Z}}(R, \mathcal{F} M)$ into a left $R$ module, with $r \varphi\left(r^{\prime}\right)=\varphi\left(r^{\prime} r\right)$ for $r$ and $r^{\prime}$ in $R$. The mapping $m \mapsto \varphi_{m}$ with $\varphi_{m}(r)=r m$ is a one-one $R$ homomorphism of $M$ into $\operatorname{Hom}_{\mathbb{Z}}(R, \mathcal{F} M)$. From the previous paragraph we can find a divisible abelian group with $\mathcal{F} M \subseteq D$, and we can then regard the left $R$ module $\operatorname{Hom}_{\mathbb{Z}}(R, \mathcal{F} M)$ as an $R$ submodule of $\operatorname{Hom}_{\mathbb{Z}}(R, D)$. Consequently we can regard $M$ as an $R$ submodule of $\operatorname{Hom}_{\mathbb{Z}}(R, D)$. We are going to prove that $I=\operatorname{Hom}_{\mathbb{Z}}(R, D)$ is injective in $\mathcal{C}_{R}$.

We digress for a moment to make a side calculation. With $D$ fixed and $N$ equal to any unital left $R$ module, we make use of the isomorphism

$$
\operatorname{Hom}_{R}\left(N, \operatorname{Hom}_{\mathbb{Z}}(R, D)\right) \cong \operatorname{Hom}_{\mathbb{Z}}\left(R \otimes_{R} N, D\right)
$$

[^25]given in Proposition 10.23 of Basic Algebra; in the expression $R \otimes_{R} N$, the left factor of $R$ is to be regarded as a right $R$ module (and not also a left $R$ module), and then $R \otimes_{R} N$ is really $\mathcal{F}\left(R \otimes_{R} N\right)$ in the sense that the tensor product retains only the structure of an abelian group. Meanwhile, Corollary 10.19a gives us
$$
\operatorname{Hom}_{\mathbb{Z}}\left(R \otimes_{R} N, D\right) \cong \operatorname{Hom}_{\mathbb{Z}}(N, D)
$$
here the $R$ on the left is an $(R, R)$ bimodule, and the isomorphism is one of left $R$ modules. However, there is no harm in applying $\mathcal{F}$ to both sides and obtaining
$$
\operatorname{Hom}_{\mathbb{Z}}\left(\mathcal{F}\left(R \otimes_{R} N, D\right)\right) \cong \operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} N, D)
$$

Thus

$$
\begin{equation*}
\operatorname{Hom}_{R}\left(N, \operatorname{Hom}_{\mathbb{Z}}(R, D)\right) \cong \operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} N, D) \tag{*}
\end{equation*}
$$

If we track down the isomorphisms in the results of Chapter X , we see that the map from left to right sends $\varphi \in \operatorname{Hom}_{R}\left(N, \operatorname{Hom}_{\mathbb{Z}}(R, D)\right)$ to the map $\Phi \in \operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} N, D)$ with $\Phi(x)=\varphi(x)(1)$ for $x \in N$, and the inverse sends $\Phi$ to $\varphi$ with $\varphi(x)(r)=\Phi(r n)$.

Now we return to $I=\operatorname{Hom}_{\mathbb{Z}}(R, D)$. By Proposition 4.19b, $I$ will be injective if and only if $\operatorname{Hom}_{R}(\cdot, I)$ is an exact functor. Since this functor is contravariant and left exact, it is enough to prove that if $0 \longrightarrow A \xrightarrow{\psi} B$ is exact in $\mathcal{C}_{R}$, then

$$
\begin{equation*}
\operatorname{Hom}_{R}(B, I) \xrightarrow{\operatorname{Hom}(\psi, 1)} \operatorname{Hom}_{R}(A, I) \longrightarrow 0 \tag{**}
\end{equation*}
$$

is exact in $\mathcal{C}_{\mathbb{Z}}$. Let us reinterpret $(* *)$ in the light of the isomorphism $(*)$ when $N=B$ and $N=A$. If $\varphi$ is in $\operatorname{Hom}_{R}\left(B, \operatorname{Hom}_{\mathbb{Z}}(R, D)\right)$, then $\operatorname{Hom}(\psi, 1)(\varphi)$ is the member $\varphi \psi$ of $\operatorname{Hom}_{R}\left(A, \operatorname{Hom}_{\mathbb{Z}}(R, D)\right)$. The corresponding members of $\operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} B, D)$ and $\operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} A, D)$ are $\Phi$ with $\Phi(b)=\varphi(b)(1)$ and a member $\Phi^{\prime}$ of $\operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} A, D)$ with $\Phi^{\prime}(a)=\varphi \psi(a)(1)$. Thus $\Phi^{\prime}=\Phi(\mathcal{F} \psi)$, and the mapping $\operatorname{Hom}(\psi, 1)$ in $(* *)$ translates under the isomorphisms $(*)$ into the mapping $\operatorname{Hom}(\mathcal{F} \psi, 1)$ of $\operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} B, D)$ into $\operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} A, D)$. The group $D$ is divisible, hence injective in $\mathcal{C}_{\mathbb{Z}}$. Since $\mathcal{F} \psi: \mathcal{F} A \rightarrow \mathcal{F} B$ is one-one and $D$ is injective in $\mathcal{C}_{\mathbb{Z}}$, Proposition 4.19 b shows that $\operatorname{Hom}(\mathcal{F} \psi, 1)$ carries $\operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} B, D)$ onto $\operatorname{Hom}_{\mathbb{Z}}(\mathcal{F} A, D)$. Therefore $(* *)$ is exact, and we conclude that $I$ is injective in $\mathcal{C}_{R}$.

Derived functors of an additive functor $F$ from one good category to another will be useful when $F$ is left exact or right exact, and there will be one derived functor for each integer $n \geq 0$. The value of the $n^{\text {th }}$ derived functor on a module $M$ is obtained by taking a projective or injective resolution of $M$ according to the rule in Figure 4.5, applying $F$ to the resolution, dropping the term $F(M)$
that occurs in degree -1 , and forming the $n^{\text {th }}$ homology or cohomology of the resulting complex. The full traditional notation for the derived functor in question appears in Figure 4.5, along with an abbreviated notation that we shall tend to use.

The choice of projective or injective resolution at the start is made in such a way that the $0^{\text {th }}$ derived functor is naturally isomorphic to $F$; this condition will be clarified in Proposition 4.21 below. If a projective resolution is to be used, one makes the assumption that the domain category has enough projectives; if an injective resolution is to be used, one makes the assumption that the domain category has enough injectives.

If the resulting complex obtained by applying $F$ to the resolution is a chain complex, the abbreviated notation is $F_{n}$ for the $n^{\text {th }}$ derived functor; otherwise it is $F^{n}$. The full traditional notation involves using an $L$ or $R$ in front of $F$ to denote the one-sided exactness, left or right, that $F$ is not assumed to have, and the subscript or superscript $n$ is moved from $F$ to the $L$ or $R$.

| Exactness | -variant | Resolution | -ology | Notation | Example |
| :---: | :---: | :---: | :---: | :---: | :---: |
| right | co- | projective | hom- | $F_{n}, L_{n} F$ | $M \otimes_{R}(\cdot)$ |
| right | contra- | injective | hom- | $F_{n}, L_{n} F$ | $M \otimes_{\mathbb{Z}} \operatorname{Hom}_{\mathbb{Z}}(\cdot, I)$, |
|  |  |  |  | $I$ injective |  |
| left | co- | injective | cohom- | $F^{n}, R^{n} F$ | $\operatorname{Hom}_{R}(M, \cdot)$ |
| left | contra- | projective | cohom- | $F^{n}, R^{n} F$ | $\operatorname{Hom}_{R}(\cdot, M)$ |

Figure 4.5. Formation of derived functors.

There are several things that need elaboration in this definition, and we take them up right away.

First there is the fact that $F_{n}(M)$ or $F^{n}(M)$ is well defined. Suppose that we start with two resolutions $X$ and $X^{\prime}$ of $M$ (projective or injective by the rules in Figure 4.5). Corollary 4.13 or 4.17 gives us chain or cochain maps $f: X \rightarrow X^{\prime}$ and $g: X^{\prime} \rightarrow X$ with $f_{-1}=1_{M}$ and $g_{-1}=1_{M}$ and shows that $g f: X \rightarrow X$ is homotopic to $1_{X}$ and that $f g: X^{\prime} \rightarrow X^{\prime}$ is homotopic to $1_{X^{\prime}}$. For definiteness let us suppose that $F$ is covariant and right exact; then chain maps are involved and the derived functors of $F$ are to be denoted by $F_{n}$. Applying $F$ to our chain maps, we obtain chain maps $F(f): F(X) \rightarrow F\left(X^{\prime}\right), F(g): F\left(X^{\prime}\right) \rightarrow F(X)$, $F(g f): F(X) \rightarrow F(X)$, and $F(f g): F\left(X^{\prime}\right) \rightarrow F\left(X^{\prime}\right)$. The last two of these are homotopic to $1_{F(X)}: F(X) \rightarrow F(X)$ and to $1_{F\left(X^{\prime}\right)}: F\left(X^{\prime}\right) \rightarrow F\left(X^{\prime}\right)$, respectively, by $F$ of the respective homotopies. Proposition 4.1 shows that $F(g) F(f)=F(g f)$ induces the identity on $H_{*}(F(X))$ and that $F(f) F(g)=$ $F(f g)$ induces the identity on $H_{*}\left(F\left(X^{\prime}\right)\right)$. Consequently the mappings induced
on homology by $F(f)$ and $F(g)$ are two-sided inverses of one another. Thus $F_{n}(M)$ as computed from $X$ is isomorphic to $F_{n}(M)$ as computed from $X^{\prime}$.

Moreover, this isomorphism is canonical. If $f^{\prime}: X \rightarrow X^{\prime}$ is another chain map, then the same calculation shows that $F\left(f^{\prime}\right)$ and $F(g)$ induce two-sided inverses of each other on homology, and hence $F(f)=F\left(f^{\prime}\right)$ on homology. Thus $F_{n}(M)$ is well defined up to canonical isomorphism when $F$ is covariant and right exact. The other three situations in Figure 4.5 are handled in similar fashion and lead to analogous conclusions.

Next we make $F_{n}$ or $F^{n}$ into a functor. To do $\operatorname{do}$, let $\varphi: M \rightarrow M^{\prime}$ be given. For definiteness, again let us suppose that $F$ is covariant and right exact. Let $X$ and $X^{\prime}$ be projective resolutions of $M$ and $M^{\prime}$, respectively, and apply Theorem 4.12 to produce a chain map $\Phi: X \rightarrow X^{\prime}$ with $\Phi_{-1}=\varphi$. Then $F(\Phi): F(X) \rightarrow F\left(X^{\prime}\right)$ is a chain map and induces maps on homology that we denote by $F_{n}(\varphi)$. Here $F_{n}(\varphi)$ maps $F_{n}(M)$ into $F_{n}\left(M^{\prime}\right)$.

Let us see that $F_{n}(\varphi)$ is well defined. If $X$ is replaced by $\bar{X}$, Corollary 4.13 produces chain maps $f: X \rightarrow \bar{X}$ and $g: \bar{X} \rightarrow X$ with $f_{-1}=1_{M}$ and $g_{-1}=1_{M}$, and Theorem 4.12 produces a chain map $\bar{\Phi}: \bar{X} \rightarrow X^{\prime}$ with $\bar{\Phi}_{-1}=\varphi$. Since $\bar{\Phi} \circ f$ and $\Phi$ are both chain maps from $X$ to $X^{\prime}$ that equal $\varphi$ in degree -1 , Theorem 4.12 shows that $\bar{\Phi} \circ f$ is homotopic to $\Phi$. Similarly $\Phi \circ g$ and $\bar{\Phi}$ are chain maps from $\bar{X}$ to $X^{\prime}$ and are homotopic. By Proposition 4.1, $F(\bar{\Phi} \circ f)=F(\Phi)$ on homology, and $F(\Phi \circ g)=F(\bar{\Phi})$ on homology. Thus on homology $F(\bar{\Phi})$ corresponds to $F(\Phi)$ under the canonical isomorphism $F(f)$, whose inverse on homology is $F(g)$. In short, $F_{n}(\varphi)$ is well defined up to the previously obtained canonical isomorphisms. The other three situations in Figure 4.5 are handled in similar fashion and lead to analogous conclusions.

Tracing through the definition of how derived functors affect maps, we see that the map 1 goes to the map 1 and that compositions go to compositions, in the same order as for $F$. Thus the derived functors are indeed functors. The derived functors of a covariant functor are covariant, and the derived functors of a contravariant functor are contravariant.

We need to check that the derived functors are additive. If $\varphi: M \rightarrow M^{\prime}$ and $\varphi^{\prime}: M \rightarrow M^{\prime}$ are given, then we can proceed as above and use a single resolution of $M$ and a single resolution of $M^{\prime}$ to investigate $\varphi, \varphi^{\prime}$, and $\varphi+\varphi^{\prime}$. Then it is apparent that the chain or cochain maps built from maps of $M$ to $M^{\prime}$ add in the same way as the maps, and the result is that each $F_{n}$ or $F^{n}$ is additive with particular choices of the resolutions in place. Allowing the resolutions to vary means that we have to take canonical isomorphisms into account, and after doing so, we still get additivity.

If two functors $F$ and $G$ from $\mathcal{C}$ to $\mathcal{C}^{\prime}$ of the same type in Figure 4.5 are naturally isomorphic, then $F_{n}$ and $G_{n}$ (or else $F^{n}$ and $G^{n}$ ) are naturally isomorphic for all $n$. In fact, if $T$ is the natural isomorphism, then $T$ associates a member $T_{A}$
of $\operatorname{Hom}(F(A), G(A))$ to each module $A$ in $\mathcal{C}$. Take a projective or injective resolution $X=\left\{X_{n}\right\}$ of $A$, as appropriate, and form the two complexes $F(X)$ and $G(X)$. The system $\left\{T_{X_{n}}\right\}$ is then a chain map from $F(X)$ to $G(X)$, with inverse $\left\{T_{X_{n}}^{-1}\right\}$, and the homology or cohomology of $F(X)$ is exhibited as isomorphic to the homology or cohomology of $G(X)$. This much shows that $F_{n}(A) \cong G_{n}(A)$ (or $F^{n}(A) \cong G^{n}(A)$ ) for all $n$. We omit the details of verifying the naturality of this isomorphism in the $A$ variable for each $n$.

Proposition 4.21. In the four situations of derived functors in Figure 4.5, under the assumption that the domain category for $F$ has enough projectives or enough injectives as appropriate, the $0^{\text {th }}$ derived functor of $F$ is naturally isomorphic to $F$.

Proof if $F$ IS COVARIANT AND RIGHT EXACT. Let

$$
X_{1} \xrightarrow{\partial_{0}} X_{0} \xrightarrow{\varepsilon} M \longrightarrow 0
$$

be the terms in degree $1,0,-1,-2$ of a projective resolution of $M$. By Proposition 4.5 and its remark, the right exactness and covariance of $F$ imply that

$$
F\left(X_{1}\right) \xrightarrow{F\left(\partial_{0}\right)} F\left(X_{0}\right) \xrightarrow{F(\varepsilon)} F(M) \longrightarrow 0
$$

is exact. The derived-functor module $F_{0}(M)$ is computed as the $0^{\text {th }}$ homology of

$$
F\left(X_{1}\right) \xrightarrow{F\left(\partial_{0}\right)} F\left(X_{0}\right) \longrightarrow 0 .
$$

Thus

$$
F_{0}(M)=F\left(X_{0}\right) / \text { image } F\left(\partial_{0}\right)=F\left(X_{0}\right) / \operatorname{ker} F(\varepsilon)
$$

Since $F(\varepsilon)$ is onto $F(M)$, the right side here is $\cong F(M)$ via $F(\varepsilon)$.
This establishes the isomorphism. Let us prove that it is natural in the variable $M$. If $\varphi: M \rightarrow M^{\prime}$ is given, we are to prove that the diagram

commutes. Using Theorem 4.12, we form the part of a chain map that is indicated:


Application of $F$ gives a commutative diagram

and this becomes $(*)$ upon passage to the quotients $F\left(X_{0}\right) / \operatorname{ker} F(\varepsilon)$ and $F\left(X_{0}^{\prime}\right) /$ ker $F\left(\varepsilon^{\prime}\right)$. This completes the proof.

EXAMPLES.
(1) The invariants functor $F(M)=M^{G}$ for a group $G$. Suppose that a group $G$ acts on an abelian group $M$ by automorphisms. This situation is completely equivalent to considering $M$ as a unital left $\mathbb{Z} G$ module, where $\mathbb{Z} G$ is the integer group ring of $G$. The subgroup of invariants of $M$ is

$$
M^{G}=\{m \in M \mid g m=m \text { for all } g \in G\}
$$

The formulas $F(M)=M^{G}$ for such a module $M$ and $F(h)=\left.h\right|_{M^{G}}$ for $h$ in $\operatorname{Hom}_{\mathbb{Z} G}\left(M, M^{\prime}\right)$ define a covariant additive functor called the invariants functor; we can think of $F$ as carrying $\mathcal{C}_{\mathbb{Z} G}$ into itself, but it is preferable to think of it as carrying $\mathcal{C}_{\mathbb{Z} G}$ into the category $\mathcal{C}_{\mathbb{Z}}$ of abelian groups. The functor $F$ is naturally isomorphic to the functor $H=\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z}, \cdot)$, where $\mathbb{Z}$ is made into a $\mathbb{Z} G$ module with trivial $G$ action; as with $F$, we consider $H$ as a functor from $\mathcal{C}_{\mathbb{Z} G}$ to $\mathcal{C}_{\mathbb{Z}}$. To see the isomorphism, we associate to each module $M$ the abeliangroup homomorphism $T_{M}: M^{G} \rightarrow \operatorname{Hom}_{\mathbb{Z}}(\mathbb{Z}, M)$ defined by $T_{M}(m)=\varphi_{m}$ with $\varphi_{m}(k)=m$ for all $k \in \mathbb{Z}$. If $h$ is in $\operatorname{Hom}_{\mathbb{Z} G}\left(M, M^{\prime}\right)$, then the two maps $T_{M^{\prime}} \circ F(h)$ and $H(h) \circ T_{M}$ of $F(M)$ into $H\left(M^{\prime}\right)$ are equal, since at each $m \in M^{G}$ we have

$$
H(h) T_{M}(m)=H(h)\left(\varphi_{m}\right)=\operatorname{Hom}(1, h)\left(\varphi_{m}\right)=h \varphi_{m}=\varphi_{h(m)}=T_{M^{\prime}} F(h)(m)
$$

This identity means that $\left\{T_{M}\right\}$ is a natural transformation; we readily check for each $M$ that $T_{M}$ carries $M^{G}$ one-one onto $\operatorname{Hom}_{\mathbb{Z}}(\mathbb{Z}, M)$, and thus $\left\{T_{M}\right\}$ is a natural isomorphism.

Because of this natural isomorphism, the invariants functor is covariant and left exact. Its derived functors $F^{n}$ or $H^{n}$ are obtained by using an injective resolution $I \leftarrow M \leftarrow 0$, applying the functor $(\cdot)^{G}$ or $\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z}, \cdot)$, dropping the term in degree -1 , and forming cohomology. Briefly

$$
F^{n}(M) \cong H^{n}\left(I^{G}\right) \cong H^{n}\left(\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z}, I)\right)
$$

for an injective resolution $I \leftarrow M \leftarrow 0$.

It turns out that the result is given also by the cohomology-of-groups functors $H^{n}(G, M)$ even though this was not the procedure by which we obtained group cohomology in Section III.5. In fact, what Section III. 5 said to do was to start from a free resolution (a projective resolution would have been good enough) such as $P \longrightarrow M \longrightarrow 0$ of $\mathbb{Z}$ in $\mathcal{C}_{\mathbb{Z}}$, apply the contravariant left exact functor $\operatorname{Hom}_{\mathbb{Z} G}(\cdot, M)$, drop the term in degree -1 , and form cohomology. Briefly then, Section III. 5 said that

$$
H^{n}(G, M) \cong H^{n}\left(\operatorname{Hom}_{\mathbb{Z} G}(P, M)\right) \quad \text { for a projective resolution } P \rightarrow \mathbb{Z} \rightarrow 0
$$

The fact that $H^{n}(G, M)$ can be computed in either of these ways is not particularly obvious from what we have done so far, but it will be a special case of the natural isomorphism of functors $\mathrm{Ext}^{n}$ and ext $^{n}$ that is proved as Theorem 4.31 in Section 7. With either formula for $H^{n}(G, M)$, we obtain $H^{0}(G, M) \cong M^{G}$ in agreement with Proposition 4.21 .
(2) The co-invariants functor $F(M)=M_{G}$ for a group $G$. In the same setting as in Example 1, the subgroup of co-invariants of $M$ is

$$
M_{G}=M /(\text { subgroup generated by all } g m-m \text { for } g \in G, m \in M)
$$

The functor $F$ can be seen to be naturally isomorphic to the functor $H$ with $H(M)=\mathbb{Z} \otimes_{\mathbb{Z} G} M$. It is therefore covariant and right exact. Its derived functors are given by
$F_{n}(M) \cong H_{n}\left(P_{G}\right) \cong H_{n}\left(\mathbb{Z} \otimes_{\mathbb{Z} G} P\right) \quad$ for a projective resolution $P \rightarrow M \rightarrow 0$.
These are by definition the homology-of-groups functors $H_{n}(G, M)$. Although the equality is not particularly obvious, $H_{n}(G, M)$ can be computed also from

$$
H_{n}(G, M) \cong H_{n}\left(P \otimes_{\mathbb{Z} G} M\right) \quad \text { for a projective resolution } P \rightarrow \mathbb{Z} \rightarrow 0
$$

This isomorphism is a special case of the natural isomorphism of functors Tor ${ }_{n}$ and $\operatorname{tor}_{n}$ that is mentioned just before Proposition 4.29 in Section 7; the proof is completely analogous to the proof of Theorem 4.31. With either formula for $H_{n}(G, M)$, we obtain $H_{0}(G, M) \cong M_{G}$ in agreement with Proposition 4.21.
(3) Derived functors with $R=\mathbb{Z}$. For the ring $\mathbb{Z}$ and the category $\mathcal{C}_{\mathbb{Z}}$ (or more generally for $\mathcal{C}_{R}$ for any principal ideal domain $R$ ), projective resolutions and injective resolutions can be fairly short, and derived functors in degree $\geq 2$ are all 0 . Let $M$ be a given unital $\mathbb{Z}$ module, i.e., an abelian group. We know that $M$ is the quotient of some free abelian group $X_{0}$, say with a quotient map $\varepsilon$, and then $X_{1}=\operatorname{ker} \varepsilon$ is a subgroup of a free abelian group and hence is free abelian. Thus a projective resolution of $M$ is

$$
0 \longrightarrow X_{1} \xrightarrow{\text { inc }} X_{0} \xrightarrow{\varepsilon} M \longrightarrow 0 .
$$

The kinds of derived functors that make use of projective resolutions are the covariant right exact ones and the contravariant left exact ones. If $F$ is such a functor, then we are led to the complexes
and

$$
0 \longrightarrow F\left(X_{1}\right) \xrightarrow{F(\text { inc })} F\left(X_{0}\right) \xrightarrow{F(\varepsilon)} 0
$$

$$
0 \longleftarrow F\left(X_{1}\right) \stackrel{F(\text { inc })}{\longleftarrow} F\left(X_{0}\right) \stackrel{F(\varepsilon)}{\longleftarrow} 0
$$

in the two cases. Thus the values of the derived functors are $F_{0}(M) \cong M$ and $F_{1}(M)=\operatorname{ker} F(\varepsilon)$ in the first case, and $F^{0}(M) \cong M$ and $F^{1}(M)=\operatorname{coker} F(\varepsilon)$ in the second case. Higher derived functors are 0 . Similar remarks apply to injective resolutions and the remaining two cases for derived functors in Figure 4.5. Every abelian group is a subgroup of a divisible group, which is injective in $\mathcal{C}_{\mathbb{Z}}$, and the quotient of the divisible group by the given abelian group is divisible, hence injective. Thus we can arrange for all terms of an injective resolution to be 0 beyond the $X_{1}$ term, and an analysis of the results similar to the one above is possible.

## 6. Long Exact Sequences of Derived Functors

The first four theorems of this section say that a short exact sequence of modules leads to a long exact sequence of derived functor modules and that it does so in a functorial way. Let us suppose that $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ is an additive functor between good categories. For the first of the theorems, suppose further that $\mathcal{C}$ has enough projectives and that $F$ is one of the types of functors in Figure 4.5 making use of projective resolutions in the definition of its derived functors. The last of these conditions means that $F$ is to be covariant right exact or contravariant left exact.

To prove such a theorem, we shall want to apply Theorem 4.7 , which produces a long exact sequence from a short exact sequence of complexes. To each of the modules in the given short exact sequence, we attach a projective resolution. If these projective resolutions can somehow be related by chain maps so as to give a short exact sequence of projectives in each degree, then we can apply $F$ to the entire diagram, invoke Theorem 4.7, and obtain the desired long exact sequence. Application of Theorem 4.10, in combination with some further checking, will show that the passage from the given short exact sequence of modules to the long exact sequence of derived functor modules is functorial in the modules of the short exact sequence.

Thus the problem is to obtain the compatible projective resolutions. Proposition 4.19a gives us a clue about what to look for: any short exact sequence of projectives has to be split. Here is the statement of the first theorem.

Theorem 4.22. Let $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be an additive functor between two good categories. Suppose that $F$ either is covariant right exact or is contravariant left exact, and suppose that $\mathcal{C}$ has enough projectives. Whenever there are three modules and two maps in $\mathcal{C}$ forming a short exact sequence

$$
0 \longrightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \longrightarrow 0
$$

then the derived functors of $F$ on the three modules form a long exact sequence in $\mathcal{C}^{\prime}$ as follows:
(a) If $F$ is covariant and right exact, then the long exact sequence is

$$
\begin{aligned}
0 \longleftarrow F(C) & \longleftarrow F(B) \longleftarrow F(A) \longleftarrow F_{1}(C) \longleftarrow F_{1}(B) \longleftarrow F_{1}(A) \\
& \longleftarrow F_{2}(C) \longleftarrow F_{2}(B) \longleftarrow F_{2}(A) \longleftarrow F_{3}(C) \longleftarrow \cdots
\end{aligned}
$$

(b) If $F$ is contravariant and left exact, then the long exact sequence is

$$
\begin{aligned}
0 \longrightarrow F(C) & \longrightarrow F(B) \longrightarrow F(A) \longrightarrow F^{1}(C) \longrightarrow F^{1}(B) \longrightarrow F^{1}(A) \\
& \longrightarrow F^{2}(C) \longrightarrow F^{2}(B) \longrightarrow F^{2}(A) \longrightarrow F^{3}(C) \longrightarrow \cdots .
\end{aligned}
$$

We begin with a lemma.
Lemma 4.23. In the good category $\mathcal{C}$, suppose that the diagram

has the first two columns and the two rows with solid arrows exact and has $P_{A}$ and $P_{C}$ projective. Here $i_{A}$ is the inclusion into the first component of $P_{A} \oplus P_{C}$, and $p_{C}$ is the projection onto the second component. Then there exist a module $M_{B}$ and maps $\varepsilon_{B}, \psi_{B}, \varphi_{1}$, and $\psi_{1}$ such that the whole diagram, including the dashed arrows, has exact rows and columns and has all squares commuting.

Proof. The module $P_{A} \oplus P_{C}$ is in $\mathcal{C}$ because $\mathcal{C}$ is good, and it is easy to see that $P_{A} \oplus P_{C}$ is projective. Let us define $\varepsilon_{B}$. Since $P_{C}$ is projective, there exists $h: P_{C} \rightarrow B$ such that $\psi h=\varepsilon_{C}$, and we put $\varepsilon_{B}\left(x_{A}, x_{C}\right)=\varphi \varepsilon_{A} x_{A}+h x_{C}$. Then the equation

$$
\varphi \varepsilon_{A} x_{A}=\varepsilon_{B}\left(x_{A}, 0\right)=\varepsilon_{B} i_{A} x_{A}
$$

says that the upper left square commutes, and the equation

$$
\psi \varepsilon_{B}\left(x_{A}, x_{C}\right)=\psi \varphi \varepsilon_{A} x_{A}+\psi h x_{C}=0+\varepsilon_{C} x_{C}=\varepsilon_{C} p_{C}\left(x_{A}, x_{C}\right)
$$

says that the lower left square commutes.
To see that $\varepsilon_{B}$ is onto $B$, let $b \in B$ be given. Since $p_{C}$ and $\varepsilon_{C}$ are onto, so is $\varepsilon_{C} p_{C}=\psi \varepsilon_{B}$. Thus we can choose $\left(x_{A}, x_{C}\right)$ in $P_{A} \oplus P_{C}$ with $\psi(b)=$ $\psi \varepsilon_{B}\left(x_{A}, x_{C}\right)$. Hence $b-\varepsilon_{B}\left(x_{a}, x_{C}\right)$ lies in ker $\psi=$ image $\varphi$, and we can write

$$
b-\varepsilon_{B}\left(x_{A}, x_{C}\right)=\varphi(a)=\varphi \varepsilon_{A}\left(x_{A}^{\prime}\right)=\varepsilon_{B} i_{A}\left(x_{A}^{\prime}\right)=\varepsilon_{B}\left(x_{A}^{\prime}, 0\right)
$$

for some $x_{A}^{\prime} \in P_{A}$. Then $b=\varepsilon_{B}\left(x_{A}+x_{A}^{\prime}, x_{C}\right)$, and $\varepsilon_{B}$ is onto.
Let $M_{B}=\operatorname{ker} \varepsilon_{B}$, and let $\psi_{B}: M_{B} \rightarrow P_{A} \oplus P_{C}$ be the inclusion. For $m_{A}$ in $M_{A}$, let $\varphi_{1}\left(m_{A}\right)=\left(\psi_{A} m_{A}, 0\right)$. Then $\varphi_{1}\left(m_{A}\right)$ is in $M_{B}$ because

$$
\varepsilon_{B}\left(\psi_{A} m_{A}, 0\right)=\varphi \varepsilon_{A} \psi_{A} m_{A}+h 0=\varphi 0+h 0=0
$$

Moreover, this definition of $\varphi_{1}$ makes the upper right square commute.
To define $\psi_{1}$, let $\left(x_{A}, x_{C}\right)$ be in $M_{B}$, so that $\varepsilon_{B}\left(x_{A}, x_{C}\right)=0$. Then $0=$ $\psi_{B}\left(x_{A}, x_{C}\right)=\varepsilon_{C} p_{C}\left(x_{A}, x_{C}\right)=\varepsilon_{C}\left(x_{C}\right), x_{C}$ lies in ker $\varepsilon_{C}=$ image $\psi_{C}$, and $x_{C}=\psi_{C}\left(m_{C}\right)$ for a unique $m_{C}$ in $M_{C}$. We put $\psi_{1}\left(x_{A}, x_{C}\right)=m_{C}$. Then the equation

$$
\psi_{C} \psi_{1}\left(x_{A}, x_{C}\right)=\psi_{C}\left(m_{C}\right)=x_{C}=p_{C}\left(x_{A}, x_{C}\right)=p_{C} \psi_{B}\left(x_{A}, x_{C}\right)
$$

shows that the lower right square commutes.
Now all the squares commute, and all the rows and columns are exact except possibly the third column. Corollary 4.8 allows us to conclude that the third column is exact, and the proof of the lemma is complete.

PROOF OF THEOREM 4.22. The main step is to construct projective resolutions of $A, B$, and $C$ by an inductive process in such a way that the three resolutions together form an exact sequence of chain complexes. We start by forming projective resolutions
and

$$
0 \longleftarrow A \stackrel{\varepsilon_{A}}{\longleftarrow} X_{0} \stackrel{\alpha_{0}}{\longleftarrow} X_{1} \stackrel{\alpha_{1}}{\longleftarrow} \cdots
$$

$$
0 \longleftarrow C \stackrel{\varepsilon_{C}}{\leftrightarrows} Z_{0} \stackrel{\gamma_{0}}{\leftrightarrows} Z_{1} \stackrel{\gamma_{1}}{\leftrightarrows} \cdots .
$$

Replacing $X_{1}$ by $M_{A}=\operatorname{ker} \alpha_{0}$ and $Z_{1}$ by $M_{C}=\operatorname{ker} \gamma_{0}$, we are led to the starting diagram in Lemma 4.23. Application of the lemma produces a short exact sequence

$$
0 \longleftarrow B \stackrel{\varepsilon_{B}}{\longleftarrow} X_{0} \oplus Z_{0} \stackrel{\text { inc }}{\longleftarrow} M_{B} \longleftarrow 0
$$

and the vertical maps $\varphi_{1}$ and $\psi_{1}$ that make the squares commute in the lemma. Next we move everything one step to the right, applying the lemma to a diagram as in the lemma with first and third rows
and

$$
\begin{aligned}
& 0 \longleftarrow \operatorname{ker} \varepsilon_{A} \stackrel{\alpha_{0}}{\longleftarrow} X_{1} \stackrel{\text { inc }}{\longleftarrow} \operatorname{ker} \alpha_{1} \longleftarrow 0 \\
& 0 \longleftarrow \operatorname{ker} \varepsilon_{C} \stackrel{\gamma_{0}}{\longleftarrow} Z_{1} \stackrel{\operatorname{inc}}{\longleftarrow} \operatorname{ker} \gamma_{1} \longleftarrow 0
\end{aligned}
$$

and with an exact sequence in the first column involving the maps $\varphi_{1}$ and $\psi_{1}$. Application of the lemma produces a short exact sequence

$$
0 \longleftarrow \operatorname{ker} \varepsilon_{B} \stackrel{\beta_{0}}{\longleftarrow} X_{1} \oplus Z_{1} \stackrel{\text { inc }}{\longleftarrow} \operatorname{ker} \beta_{0} \longleftarrow 0
$$

and the vertical maps $\varphi_{2}$ and $\psi_{2}$ that make the squares commute in the lemma. We can put these steps together to form the following diagram with exact rows and columns and with commuting squares:


We can repeat the use of Lemma 4.23, starting from the last column of the above diagram and more of the projective resolutions of $A$ and $C$, and then we can merge the new result with the diagram above to obtain a diagram with one additional column. Continuing in this way, we arrive at three projective resolutions and vertical maps that together form an exact sequence of chain complexes.

To obtain a long exact sequence for our derived functors, we apply the functor $F$ to the final diagram above, except that we drop the left column of 0 's and the column containing $A, B, C$. After the application of $F$, the remaining columns are still exact because the columns in $\mathcal{C}$ are split and because $F$ sends split exact sequences to split exact sequences. ${ }^{10}$ Then we apply Theorem 4.7, taking Proposition 4.21 into account, and the long exact sequence results except for the one detail of the 0 at the end. In other words, we still have to prove exactness at $F(C)$. But exactness at this point is immediate from the assumed one-sided exactness of $F$. This completes the proof.

Before addressing the functoriality of the association in Theorem 4.22, let us record the corresponding result when the derived functor makes use of injective resolutions.

Theorem 4.24. Let $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be an additive functor between two good categories. Suppose that $F$ either is contravariant right exact or is covariant left exact, and suppose that $\mathcal{C}$ has enough injectives. Whenever there are three modules and two maps in $\mathcal{C}$ forming a short exact sequence

$$
0 \longrightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \longrightarrow 0
$$

then the derived functors of $F$ on the three modules form a long exact sequence in $\mathcal{C}^{\prime}$ as follows:
(a) If $F$ is contravariant and right exact, then the long exact sequence is

$$
\begin{aligned}
0 \longleftarrow F(A) & \longleftarrow F(B) \longleftarrow F(C) \longleftarrow F_{1}(A) \longleftarrow F_{1}(B) \longleftarrow F_{1}(C) \\
& \longleftarrow F_{2}(A) \longleftarrow F_{2}(B) \longleftarrow F_{2}(C) \longleftarrow F_{3}(A) \longleftarrow \cdots
\end{aligned}
$$

(b) If $F$ is covariant and left exact, then the long exact sequence is

$$
\begin{aligned}
0 \longrightarrow F(A) & \longrightarrow F(B) \longrightarrow F(C) \longrightarrow F^{1}(A) \longrightarrow F^{1}(B) \longrightarrow F^{1}(C) \\
& \longrightarrow F^{2}(A) \longrightarrow F^{2}(B) \longrightarrow F^{2}(C) \longrightarrow F^{3}(A) \longrightarrow \cdots
\end{aligned}
$$

Proof. The necessary modifications to the proof of Theorem 4.22 are fairly straightforward, but some comments are in order concerning how Lemma 4.23 is to be modified. In the diagram in the statement of Lemma 4.23, all the horizontal arrows are to be reversed, the projectives $P_{A}$ and $P_{C}$ are to be replaced by injectives

[^26]$I_{A}$ and $I_{C}$, and $M_{A}$ and $M_{C}$ are the quotients $M_{A}=I_{A} / \varepsilon_{A}(A)$ and $M_{C}=$ $I_{C} / \varepsilon_{C}(C)$. Let us define $\varepsilon_{B}$. Since $I_{A}$ is injective, choose $h: B \rightarrow I_{A}$ with $h \varphi=\varepsilon_{A}$, and put $\varepsilon_{B}(b)=\left(h(b), \varepsilon_{C} \psi(b)\right)$. Then the equation
$$
\varepsilon_{B} \varphi(a)=\left(h \varphi a, \varepsilon_{C} \psi \varphi a\right)=\left(\varepsilon_{A}(a), 0\right)=i_{A} \varepsilon_{A}(a)
$$
says that the upper left square commutes, and the equation
$$
\varepsilon_{C} \psi(b)=p_{C}\left(h(b), \varepsilon_{C} \psi(b)\right)=p_{C} \varepsilon_{B}(b)
$$
says that the lower left square commutes.
To see that $\varepsilon_{B}$ is one-one, let $\varepsilon_{B}(b)=0$. Then $0=p_{C} \varepsilon_{B}(b)=\varepsilon_{C} \psi(b)$. Since $\varepsilon_{C}$ is one-one, $\psi(b)=0, b$ lies in ker $\psi=$ image $\varphi$, and $b=\varphi(a)$. Then $0=\varepsilon_{B}(b)=\varepsilon_{B} \varphi(a)=i_{A} \varepsilon_{A}(a)$, and $a=0$ because $i_{A}$ and $\varepsilon_{A}$ are one-one. Hence $b=\varphi(a)=0$, and $\varepsilon_{B}$ is one-one.

Let $M_{B}=\left(I_{A} \oplus I_{C}\right) / \varepsilon_{B}(B)$, and let $\psi_{B}: I_{A} \oplus I_{C} \rightarrow M_{B}$ be the quotient map. To define $\varphi_{1}$, we let $\varphi_{1}\left(m_{A}\right)=\psi_{B}\left(x_{A}, 0\right)$ if $m_{A}=\psi_{A} x_{A}$ with $x_{A} \in I_{A}$. If $x_{A}^{\prime}$ is another preimage of $m_{A}$ under $\psi_{A}^{-1}$, then $x_{A}^{\prime}-x_{A}=\varepsilon_{A}(a)$ for some $a \in A$, and $\psi_{B}\left(x_{A}, 0\right)-\psi_{B}\left(x_{A}^{\prime}, 0\right)=\psi_{B} i_{A} \varepsilon_{A}(a)=\psi_{B} \varepsilon_{B} \varphi(a)=0$; hence $\varphi_{1}$ is well defined. Since $\psi_{B} i_{A} x_{A}=\psi_{B}\left(x_{A}, 0\right)=\varphi_{1} m_{A}=\varphi_{1} \psi_{A} x_{A}$, the upper right square commutes. To define $\psi_{1}$, let $m_{B} \in M_{B}$ be $\psi_{B}\left(x_{A}, x_{C}\right)$, and define $\psi_{1}\left(m_{B}\right)=\psi_{C}\left(x_{C}\right)$. If $\left(x_{A}^{\prime}, x_{C}^{\prime}\right)$ is another preimage of $m_{B}$ under $\psi_{B}^{-1}$, then $\left(x_{A}^{\prime}, x_{C}^{\prime}\right)-\left(x_{A}, x_{C}\right)=\varepsilon_{B}(b)$ for some $b \in B$, and $\psi_{C}\left(x_{C}^{\prime}\right)-\psi_{C}\left(x_{C}\right)=$ $\psi_{C} p_{C}\left(x_{A}^{\prime}, x_{C}^{\prime}\right)-\psi_{C} p_{C}\left(x_{A}, x_{C}\right)=\psi_{C} p_{C} \varepsilon_{B}(b)=\psi_{C} \varepsilon_{C} \psi(b)=0$; hence $\psi_{1}$ is well defined. Since $\psi_{C} p_{C}\left(x_{A}, x_{C}\right)=\psi_{C}\left(x_{C}\right)=\psi_{1}\left(m_{B}\right)=\psi_{1} \psi_{B}\left(x_{A}, x_{C}\right)$, the lower right square commutes.

Now all the squares commute, and all the rows and columns are exact except possibly the third column. Corollary 4.8 allows us to conclude that the third column is exact, and the proof of the analog of Lemma 4.23 for injectives is complete. Theorem 4.24 then follows routinely.

Theorem 4.25. Let $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be an additive functor between two good categories. Suppose that $F$ either is covariant right exact or is contravariant left exact, and suppose that $\mathcal{C}$ has enough projectives. Then the passage as in Theorem 4.22 from short exact sequences in $\mathcal{C}$ to long exact sequences of derived functor modules in $\mathcal{C}^{\prime}$ is functorial in the following sense: whenever

$$
\begin{aligned}
& 0 \longrightarrow \widetilde{A} \xrightarrow{\widetilde{\varphi}} \widetilde{B} \xrightarrow{\widetilde{\psi}} \widetilde{C} \longrightarrow 0 \\
& f_{A} \downarrow \quad f_{B} \downarrow \quad f_{C} \downarrow \\
& 0 \longrightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \longrightarrow 0
\end{aligned}
$$

is a diagram in $\mathcal{C}$ with exact rows and $\underset{\sim}{\underset{A}{c}} \underset{\sim}{\sim} \underset{\sim}{\mathcal{C}}$ muting squares, then the long exact sequences of derived functors of $F$ on $\widetilde{A}, \widetilde{B}, \widetilde{C}$ and $A, B, C$ make commutative squares with the maps induced by the derived functors on $f_{A}, f_{B}, f_{C}$.

Proof. The proof of Theorem 4.22 involved constructing a diagram

with exact rows and commuting squares in which each $X_{n}$ and $Z_{n}$ is projective, and a similar diagram corresponds to the given short exact sequence with tildes on it. The present theorem will follow from the functoriality in Theorem 4.10 if we can arrange that these two diagrams can be embedded in a 3-dimensional diagram with each of these diagrams in a horizontal plane and with vertical maps from the one diagram to the other such that all vertical squares commute.

We are given vertical maps $f_{A}, f_{B}$, and $f_{C}$, which we can regard as extending from the diagram with tildes to the other diagram. In addition, Theorem 4.12 gives us chain maps $\left\{f_{X_{n}}\right\}$ and $\left\{f_{Z_{n}}\right\}$ with $f_{X_{-1}}=f_{A}$ and $f_{X_{-1}}=f_{C}$, and all the completed vertical squares in the 3 -dimensional diagram commute. To complete the proof, we construct by induction for $n \geq 0$ a map $f_{n}: \widetilde{X}_{n} \oplus \widetilde{Z}_{n} \rightarrow X_{n} \oplus Z_{n}$ such that

$$
\begin{equation*}
p_{Z_{n}} f_{n}=f_{Z_{n}} p_{\widetilde{Z}_{n}}, \quad f_{n} i_{\widetilde{X}_{n}}=i_{X_{n}} f_{X_{n}}, \quad \beta_{n-1} f_{n}=f_{n-1} \widetilde{\beta}_{n-1} \tag{*}
\end{equation*}
$$

with the understanding that $\beta_{-1}=\varepsilon_{B}$. To make it possible for the inductive step to include the starting step of the induction, let us write $X_{-1}=A, Z_{-1}=B$, $i_{X_{-1}}=\varphi, p_{Z_{-1}}=\psi, \alpha_{-1}=\varepsilon_{A}, \gamma_{-1}=\varepsilon_{C}$, and $f_{-1}=f_{B}$. Also, let us understand any module or map with subscript -2 to be 0 .

We shall construct $f_{n}$. For $\widetilde{z} \in \widetilde{Z}_{n}$, we apply $p_{Z_{n-1}}$ to the difference $\beta_{n-1}\left(0, f_{Z_{n}} \widetilde{z}\right)-f_{n-1} \widetilde{\beta}_{n-1}(0, \widetilde{z})$ and get

$$
\begin{aligned}
p_{Z_{n-1}} \beta_{n-1} & \left(0, f_{Z_{n}} \widetilde{z}\right)-p_{Z_{n-1}} f_{n-1} \widetilde{\beta}_{n-1}(0, \widetilde{z}) \\
& =\gamma_{n-1} p_{Z_{n}}\left(0, f_{Z_{n}} \widetilde{z}\right)-f_{Z_{n-1}} p_{Z_{n-1}} \widetilde{\beta}_{n-1}(0, \widetilde{z}) \\
& =\gamma_{n-1} f_{Z_{n}} \widetilde{z}-f_{Z_{n-1}} \widetilde{\gamma}_{n-1} p_{\widetilde{Z}_{n}}(0, \widetilde{z}) \\
& =f_{Z_{n-1}} \widetilde{\gamma}_{n-1} \widetilde{z}-f_{Z_{n-1}} \widetilde{\gamma}_{n-1} \widetilde{z}=0 .
\end{aligned}
$$

Thus $\beta_{n-1}\left(0, f_{Z_{n}} \widetilde{z}\right)-f_{n-1} \widetilde{\beta}_{n-1}(0, \widetilde{z})=i_{X_{n-1}}(x)$ for a unique $x \in X_{n-1}$, and we define $\tau: \widetilde{Z}_{n} \rightarrow X_{n-1}$ by saying that $\tau(\widetilde{z})$ should be this $x$. This makes

$$
i_{X_{n-1}} \tau(\widetilde{z})=\beta_{n-1}\left(0, f_{Z_{n}} \widetilde{z}\right)-f_{n-1} \widetilde{\beta}_{n-1}(0, \widetilde{z})
$$

Setting up the diagram

we prepare to invoke Lemma 4.11. We have

$$
\begin{aligned}
i_{X_{n-2}} \alpha_{n-2} \tau(\widetilde{z}) & =\beta_{n-2} i_{X_{n-1}} \tau(\widetilde{z})=\beta_{n-2} \beta_{n-1}\left(0, f_{Z_{n}} \widetilde{z}\right)-\beta_{n-2} f_{n-1} \widetilde{\beta}_{n-1}(0, \widetilde{z}) \\
& =0-f_{n-2} \widetilde{\beta}_{n-2} \widetilde{\beta}_{n-1}(0, \widetilde{z})=0
\end{aligned}
$$

Since $i_{X_{n-2}}$ is one-one, $\alpha_{n-2} \tau=0$, and Lemma 4.11 applies. Thus we obtain $\sigma: \widetilde{Z}_{n} \rightarrow X_{n}$ with $\alpha_{n-1} \sigma=\tau$, and $\sigma$ satisfies

$$
\begin{equation*}
i_{X_{n-1}} \alpha_{n-1} \sigma(\widetilde{z})=\beta_{n-1}\left(0, f_{Z_{n}} \widetilde{z}\right)-f_{n-1} \widetilde{\beta}_{n-1}(0, \widetilde{z}) \tag{**}
\end{equation*}
$$

Define

$$
f_{n}(\widetilde{x}, \widetilde{z})=\left(f_{X_{n}}(\widetilde{x})-\sigma(\widetilde{z}), f_{Z_{n}}(\widetilde{z})\right)
$$

With $f_{n}$ defined, we are to prove the three formulas $(*)$. For the first formula in $(*)$, we apply $p_{Z_{n}}$ to both sides of $(\dagger)$ and obtain $p_{Z_{n}} f_{n}(\tilde{x}, \tilde{z})=f_{Z_{n}}(\tilde{z})=$ $f_{Z_{n}} p_{\widetilde{Z}_{n}}(\tilde{x}, \widetilde{z})$, which is the desired formula. The second formula in $(*)$ at $\tilde{x}$ is just $(\dagger)$ with $\widetilde{z}=0$.

We are left with proving the third formula in $(*)$. Using the second formula in (*), we have

$$
\begin{align*}
\beta_{n-1} f_{n}(\widetilde{x}, 0) & =\beta_{n-1} f_{n} i_{\widetilde{X}_{n}}(\widetilde{x})=\beta_{n-1} i_{X_{n}} f_{X_{n}}(\widetilde{x}) \\
& =i_{X_{n-1}} \alpha_{n-1} f_{X_{n}}(\widetilde{x})=i_{X_{n-1}} f_{X_{n-1}} \widetilde{\alpha}_{n-1}(\widetilde{x}) \\
& =f_{n-1} i_{\widetilde{X}_{n-1}} \widetilde{\alpha}_{n-1}(\widetilde{x})=f_{n-1} \widetilde{\beta}_{n-1} i_{\widetilde{X}_{n}}(\widetilde{x}) \\
& =f_{n-1} \widetilde{\beta}_{n-1}(\widetilde{x}, 0) .
\end{align*}
$$

Also,

$$
\begin{aligned}
\beta_{n-1} f_{n}(0, \widetilde{z}) & =-\beta_{n-1} i_{X_{n}} \sigma(\widetilde{z})+\beta_{n-1}\left(0, f_{Z_{n}}(\widetilde{z})\right) & & \text { by }(\dagger) \\
& =-i_{X_{n-1}} \alpha_{n-1} \sigma(\widetilde{z})+\beta_{n-1}\left(0, f_{Z_{n}}(\widetilde{z})\right) & & \text { by commutativity } \\
& =f_{n-1} \widetilde{\beta}_{n-1}(0, \widetilde{z}) & & \text { by }(* *) .
\end{aligned}
$$

Adding this equality and $(\dagger \dagger)$, we obtain the third formula of $(*)$. This completes the proof.

The version of Theorem 4.25 appropriate for Theorem 4.24 is the following, and its proof is similar.

Theorem 4.26. Let $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be an additive functor between two good categories. Suppose that $F$ either is contravariant right exact or is covariant left exact, and suppose that $\mathcal{C}$ has enough injectives. Then the passage as in Theorem 4.24 from short exact sequences in $\mathcal{C}$ to long exact sequences of derived functor modules in $\mathcal{C}^{\prime}$ is functorial in the following sense: whenever

is a diagram in $\mathcal{C}$ with exact rows and commuting squares, then the long exact sequences of derived functors of $F$ on $\widetilde{A}, \widetilde{B}, \widetilde{C}$ and $A, B, C$ make commutative squares with the maps induced by the derived functors on $f_{A}, f_{B}, f_{C}$.

We come to an important application of the long exact sequences in Theorems 4.22 and 4.24. Projective and injective resolutions make it easy to work with derived functors theoretically, but in practice any computations with them are likely to be difficult. It is therefore convenient to be able to compute derived functors from other resolutions than projective and injective ones. ${ }^{11}$ For definiteness let us work with the case of a covariant left exact functor in a good category with

[^27]enough injectives; this is the most important case in applications, and the other three cases in Figure 4.5 can be handled in similar fashion. Let $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be an additive functor between good categories that is covariant left exact. A module $M$ in $\mathcal{C}$ is said to be $F$-acyclic if $F^{n}(M)=0$ for all $n \geq 1$. Every module $M$ that is injective in $\mathcal{C}$ is $F$-acyclic, since $0 \longrightarrow M \longrightarrow M \longrightarrow 0$ is an injective resolution of $M$ from which we can see that $F^{n}(M)=0$ for $n \geq 1$. An $F$-acyclic resolution of a module $A$ in $\mathcal{C}$ is a resolution $X=\left(A \longrightarrow X^{+}\right)$in which $X_{n}$ is an $F$-acyclic module for all $n \geq 0$.

Theorem 4.27. Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be two good categories, let $F$ be an additive functor from $\mathcal{C}$ to $\mathcal{C}^{\prime}$ that is covariant and left exact, and suppose that $\mathcal{C}$ has enough injectives. If a module $A$ in $\mathcal{C}$ has an $F$-acyclic resolution $X=\left(A \longrightarrow X^{+}\right)$ and if $I=\left(A \longrightarrow I^{+}\right)$is any injective resolution of $A$, then any cochain map $f: X \rightarrow I$ with $f_{-1}=1_{A}$ induces an isomorphism $F^{n}(A) \cong H^{n}(F(X))$ for each $n \geq 0$.

REMARKS. Such a cochain map always exists and is unique up to homotopy, according to Theorem 4.16. Theorem 4.27 says that the derived functors of $F$ on any module $A$ can be computed from any $F$-acyclic resolution of $A$; it is not necessary to work only with injective resolutions. The same result as in the theorem holds with $F_{n}(A) \cong H_{n}(F(A))$ if $F$ is contravariant and right exact. If $F$ is covariant right exact or contravariant left exact and if $\mathcal{C}$ has enough projectives, then any chain map from a projective resolution of $A$ to an $F$-acyclic resolution ${ }^{12}$ induces an isomorphism of the derived functors of $A$ with the homology or cohomology of $F$ of the $F$-acyclic resolution.

Proof. The injective resolution is at our disposal, according to Corollary 4.17. Using the hypothesis that $\mathcal{C}$ has enough injectives, choose for each $n$ an injective $J_{n}$ containing $X_{n}$, let $g_{n}: X_{n} \rightarrow J_{n}$ be the inclusion, and make $\left\{J_{n}\right\}$ into an injective resolution of 0 with coboundary maps 0 . Then replace $I$ in the assumptions by $I \oplus J$ and $f$ by $(f, g)$. The result is that we have reduced the theorem to the case that $f$ is one-one. Changing notation, we may assume from the outset that the injective resolution is $I=\left(A \longrightarrow I^{+}\right)$and that the chain map $f: X \rightarrow I$ is one-one in each degree.

Put $Y_{n}=I_{n} / f_{n}\left(X_{n}\right)=$ coker $f_{n}$. The sequence

$$
\begin{equation*}
0 \longrightarrow X_{n} \xrightarrow{f_{n}} I_{n} \longrightarrow Y_{n} \longrightarrow 0 \tag{*}
\end{equation*}
$$

is exact, and Theorem 4.24a shows that the sequence

$$
F^{k}\left(I_{n}\right) \longrightarrow F^{k}\left(Y_{n}\right) \longrightarrow F^{k+1}\left(X_{n}\right)
$$

[^28]is exact for every $k \geq 0$. Since $I_{n}$ and $X_{n}$ are $F$-acyclic for $n \geq 0$, the end terms are 0 for all $k \geq 1$. Consequently $Y_{n}$ is $F$-acyclic for all $n \geq 0$.

Referring to $(*)$ for $n$ and for $n+1$, we see that the coboundary map from $I_{n}$ to $I_{n+1}$ induces a compatible coboundary map from $Y_{n}$ to $Y_{n+1}$. Thus we may consider $Y=\left(0 \longrightarrow Y^{+}\right)$as a cochain complex with $Y^{+}=\left\{Y_{n}\right\}_{n \geq 0}$. Then the equations $(*)$ for all $n \geq 0$, together with the coboundary maps, make

$$
\begin{equation*}
0 \longrightarrow X \xrightarrow{f} I \longrightarrow Y \longrightarrow 0 \tag{**}
\end{equation*}
$$

into a short exact sequence of complexes. Since $X$ and $I$ are exact, Corollary 4.8 shows that $Y$ is exact.

If we apply $F$ to the short exact sequence of complexes $(* *)$, we obtain a planar diagram

$$
0 \longrightarrow F(X) \xrightarrow{F(f)} F(I) \longrightarrow F(Y) \longrightarrow 0
$$

whose rows are the result of applying $F$ to $(*)$, whose columns are complexes, and whose squares commutes. As usual we drop the row for $n=-1$, replacing it with a row of 0 's. Let us prove that $(\dagger)$ is in fact a short exact sequence of complexes. In fact, the result of applying $F$ to $(*)$ is the long exact sequence that begins

$$
0 \longrightarrow F\left(X_{n}\right) \longrightarrow F\left(I_{n}\right) \longrightarrow F\left(Y_{n}\right) \longrightarrow F^{1}\left(X_{n}\right)
$$

For $n \geq 0, X_{n}$ is $F$-acyclic. Thus $F^{1}\left(X_{n}\right)=0$, and the exactness for $n \geq 0$ follows. For $n \leq-1$, the rows of the diagram ( $\dagger$ ) are 0 and hence are exact. Thus $(\dagger)$ is a short exact sequence of complexes.

We shall now prove that $F(Y)=\left(0 \longrightarrow F\left(Y^{+}\right)\right)$is exact. Combining this fact with the exactness of the rows of $(\dagger)$ and applying Corollary 4.8 will then yield $H^{n}(F(X)) \cong H^{n}(F(I))$ for all $n \geq 0$. Since $H^{n}(F(I))=F^{n}(A)$, this step will complete the proof.

To prove that $F(Y)=\left(0 \longrightarrow F\left(Y^{+}\right)\right)$is exact, define $Z_{0}=Y_{0}$ and $Z_{n}=$ $\operatorname{coker}\left(Y_{n-1} \rightarrow Y_{n}\right)$ for $n \geq 1$. Let $d_{n}: Y_{n} \rightarrow Y_{n+1}$ be the coboundary map. For each $n \geq 0$, the complex

$$
0 \longrightarrow Y_{n} / \operatorname{ker} d_{n} \longrightarrow Y_{n+1} \longrightarrow Z_{n+1} \longrightarrow 0
$$

is exact. Since $\operatorname{ker} d_{n}=\operatorname{image} d_{n-1}$ by exactness of $Y$, we have $Y_{n} / \operatorname{ker} d_{n}=$ $Y_{n} /$ image $d_{n-1}=Z_{n}$, and thus

$$
0 \longrightarrow Z_{n} \longrightarrow Y_{n+1} \longrightarrow Z_{n+1} \longrightarrow 0
$$

is exact for all $n \geq 0$.
Let us use $(\dagger \dagger)$ to prove the preliminary result that $Z_{n}$ is $F$-acyclic for all $n \geq 0$. For $n=0, Z_{0}=Y_{0}$, and $Y_{0}$ is known to be $F$-acyclic. Proceeding
inductively, suppose that $Z_{n}$ is known to be $F$-acyclic. Applying Theorem 4.24a to $(\dagger \dagger)$, we see that

$$
F^{k}\left(Y_{n+1}\right) \longrightarrow F^{k}\left(Z_{n+1}\right) \longrightarrow F^{k+1}\left(Z_{n}\right)
$$

is exact for all $n \geq 0$ and all $k \geq 0$. For $n \geq 0$ and $k \geq 1$, the left end is 0 because $Y_{n+1}$ is $F$-acyclic, and the right end is 0 because $Z_{n}$ is $F$-acyclic by the inductive hypothesis. Therefore the middle term is $0, Z_{n+1}$ is $F$-acyclic, and the induction is complete.

Theorem 4.24a when applied to ( $\dagger \dagger$ ) shows that

$$
0 \longrightarrow F\left(Z_{n}\right) \longrightarrow F\left(Y_{n+1}\right) \longrightarrow F\left(Z_{n+1}\right) \longrightarrow F^{1}\left(Z_{n}\right)
$$

is exact for all $n \geq 0$, and we now know that the term at the right end is 0 . Therefore

$$
0 \longrightarrow F\left(Z_{n}\right) \longrightarrow F\left(Y_{n+1}\right) \longrightarrow F\left(Z_{n+1}\right) \longrightarrow 0
$$

is exact for all $n \geq 0$.
Now we can prove that the complex

$$
\begin{equation*}
0 \longrightarrow F\left(Y_{0}\right) \longrightarrow F\left(Y_{1}\right) \longrightarrow F\left(Y_{2}\right) \longrightarrow F\left(Y_{3}\right) \longrightarrow \cdots \tag{押}
\end{equation*}
$$

is exact at each module $F\left(Y_{n}\right)$. We know from Section 2 that we can merge two exact sequences

$$
\cdots \rightarrow F\left(Y_{n+1}\right) \rightarrow F\left(Z_{n+1}\right) \rightarrow 0 \quad \text { and } \quad 0 \rightarrow F\left(Z_{n+1}\right) \rightarrow F\left(Y_{n+2}\right) \rightarrow \cdots
$$

into a single exact sequence

$$
\cdots \longrightarrow F\left(Y_{n+1}\right) \longrightarrow F\left(Y_{n+2}\right) \longrightarrow \cdots .
$$

Consequently inductive application of $(\ddagger)$ shows that the sequence
$0 \longrightarrow F\left(Z_{0}\right) \longrightarrow F\left(Y_{1}\right) \longrightarrow F\left(Y_{2}\right) \longrightarrow \cdots \longrightarrow F\left(Y_{n+1}\right) \longrightarrow F\left(Z_{n+1}\right) \longrightarrow 0$
is exact for each $n \geq 0$. In addition, we know that $Z_{0}=Y_{0}$ by definition. Therefore $(\ddagger \ddagger)$ is exact at $F\left(Y_{n}\right)$ for each $n \geq 0$, and the proof is complete.

Theorems 4.22 and 4.24 produce a long exact sequence from one additive functor and a short exact sequence of modules. Although it may at first seem odd to do so, we can obtain a different long exact sequence by varying the functor and fixing the module. This result, given as Proposition 4.28 below, will be used in the next section in analyzing the Ext and Tor functors.

Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be two good categories, and let $F, G, H$ be three additive functors from $\mathcal{C}$ to $\mathcal{C}^{\prime}$. For definiteness, suppose that $F, G, H$ are covariant and right exact. Suppose that there is a natural transformation $S$ of $F$ into $G$ and there is a natural transformation $T$ of $G$ into $H$. We say that the sequence

$$
F \xrightarrow{S} G \xrightarrow{T} H
$$

is exact on projectives if for every projective $P$ in $\mathcal{C}$, the sequence

$$
0 \longrightarrow F(P) \xrightarrow{S_{P}} G(P) \xrightarrow{T_{P}} H(P) \longrightarrow 0
$$

is exact. Analogous definitions are to be made with projectives or injectives for the three other kinds of derived functors as in Figure 4.5.

Proposition 4.28. Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be two good categories, let $F, G, H$ be three additive functors from $\mathcal{C}$ to $\mathcal{C}^{\prime}$, suppose that $F, G, H$ are covariant and right exact, and suppose that $\mathcal{C}$ has enough projectives. If there are natural transformations $S: F \rightarrow G$ and $T: G \rightarrow H$ such that the sequence $F \xrightarrow{S} G \xrightarrow{T} H$ is exact on projectives, then the derived functors of $F, G, H$ on each module $A$ in $\mathcal{C}$ form a long exact sequence

$$
\begin{aligned}
0 \longleftarrow H(A) & \longleftarrow G(A) \longleftarrow F(A) \longleftarrow H_{1}(A) \longleftarrow G_{1}(A) \longleftarrow F_{1}(A) \\
& \longleftarrow H_{2}(A) \longleftarrow G_{2}(A) \longleftarrow F_{2}(A) \longleftarrow H_{3}(A) \longleftarrow \cdots
\end{aligned}
$$

The passage from $A$ to the long exact sequence is functorial in $A$.
REMARKS. The same long exact sequence and functoriality hold with the arrows reversed and $F$ and $H$ interchanged if the three functors are contravariant and left exact. If $F, G, H$ are contravariant and right exact or are covariant and left exact, then analogous conclusions are valid provided $\mathcal{C}$ has enough injectives and the natural transformations $S$ and $T$ are exact on injectives.

Proof. If $P=\left(P^{+} \longrightarrow A\right)$ is a projective resolution of $A$, then the natural transformations $S$ and $T$ give us a planar diagram

in which the columns are complexes, the rows are exact because the sequence $F \xrightarrow{S} G \xrightarrow{T} H$ is exact on projectives, and the squares commute because $S$ and $T$ are natural transformations. The construction of the long exact sequence then follows from Theorem 4.7.

For the functoriality, suppose that $\varphi: A \rightarrow A^{\prime}$ is a map between two modules of $\mathcal{C}$. Let $P=\left(P^{+} \longrightarrow A\right)$ and $P^{\prime}=\left(P^{\prime+} \longrightarrow A\right)$ be projective resolutions of $A$ and $A^{\prime}$, and use Theorem 4.12 to extend $\varphi$ to a chain map $\left\{\varphi_{n}\right\}$ of $P$ to $P^{\prime}$. Then the planar diagrams as above for $P$ and $P^{\prime}$ can be embedded in a 3-dimensional diagram in such a way that the various maps $F\left(\varphi_{n}\right), G\left(\varphi_{n}\right)$, and $H\left(\varphi_{n}\right)$ connecting the diagram for $P$ to the diagram for $P^{\prime}$ make all squares commute. The functoriality now follows immediately from Theorem 4.10.

## 7. Ext and Tor

In this section we study the derived functors of Hom and tensor product. Although we shall treat each as carrying unital left $R$ modules, where $R$ is a ring with identity, to abelian groups, the theory applies also to more complicated versions of Hom and tensor product, such as when one of the $R$ modules in question is actually a bimodule for the rings $R$ and $S$ and the result of Hom or tensor product is an $S$ module. Problems 9-11 at the end of the chapter address the situation with bimodules.

We know that $\operatorname{Hom}_{R}(A, B)$ is a contravariant left exact functor of the $A$ variable and a left exact covariant functor of the $B$ variable. Thus we have two initial choices for inserting resolutions and creating derived functors, namely

$$
\operatorname{Ext}_{R}^{n}(A, B)=H^{n}\left(\operatorname{Hom}_{R}(P, B)\right), \quad \text { with } P=\left(A \leftarrow P^{+}\right) \text {projective },
$$

and

$$
\operatorname{ext}_{R}^{n}(A, B)=H^{n}\left(\operatorname{Hom}_{R}(A, I)\right), \quad \text { with } I=\left(B \rightarrow I^{+}\right) \text {injective. }
$$

Existence of the first one depends on having enough projectives in the category of the $A$ variable, and existence of the second one depends on having enough injectives in the category of the $B$ variable. Each of these, just as with Hom, depends on two variables, one in contravariant fashion and the other in covariant fashion. Thus Ext and ext are not functors of two variables in the strict sense of our definitions. Instead, they are examples of "bifunctors," of which $\operatorname{Hom}_{R}(\cdot, \cdot)$ is the prototype, and the main result, Theorem 4.31 below, in essence says that Ext and ext are naturally isomorphic as bifunctors, provided the first domain category has enough projectives and the second has enough injectives. Among
other things this natural isomorphism will justify and explain how we were able to define cohomology of groups in more than one way. ${ }^{13}$

In the case of tensor product $A \otimes_{R} B$, similar remarks apply. Here $A$ is a unital right $R$ module, and $B$ is a unital left $R$ module. The module $A$ in a natural way is a unital left $R^{o}$ module, where $R^{o}$ is the opposite ring of $R$, and thus tensor product is to be regarded as defined on the product of two categories of left modules just as Hom is. We can regard tensor product as an actual functor in either variable, and the functor is covariant right exact in both cases. Again we have two initial choices for inserting resolutions and creating derived functors, namely

$$
\operatorname{Tor}_{n}^{R}(A, B)=H^{n}\left(P \otimes_{R} B\right), \quad \text { with } P=\left(A \leftarrow P^{+}\right) \text {projective }
$$

and

$$
\operatorname{tor}_{n}^{R}(A, B)=H^{n}\left(A \otimes_{R} P\right), \quad \text { with } P^{\prime}=\left(B \leftarrow P^{\prime+}\right) \text { projective. }
$$

These exist if the domain categories have enough projectives. Both Tor and tor can be considered as covariant functors of two variables, or else as "bifunctors," and one can show in the same way as for Ext and ext that Tor and tor are naturally isomorphic. There is no need to write out the details. It is customary to write Tor for the common value.

Proposition 4.29. Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be good categories of unital left $R$ modules, and suppose that $\mathcal{C}$ has enough projectives. Then the contravariant left exact functors $\operatorname{Hom}_{R}(\cdot, B)$ from $\mathcal{C}$ to $\mathcal{C}_{\mathbb{Z}}$ and their derived functors $\operatorname{Ext}_{R}^{n}(\cdot, B)$ have the following properties:
(a) Whenever $0 \rightarrow A^{\prime} \rightarrow A \rightarrow A^{\prime \prime} \rightarrow 0$ is a short exact sequence in $\mathcal{C}$, then there is a corresponding long exact sequence

$$
\begin{aligned}
0 & \longrightarrow \operatorname{Hom}_{R}\left(A^{\prime \prime}, B\right) \longrightarrow \operatorname{Hom}_{R}(A, B) \longrightarrow \operatorname{Hom}_{R}\left(A^{\prime}, B\right) \\
& \longrightarrow \operatorname{Ext}_{R}^{1}\left(A^{\prime \prime}, B\right) \longrightarrow \operatorname{Ext}_{R}^{1}(A, B) \longrightarrow \operatorname{Ext}_{R}^{1}\left(A^{\prime}, B\right) \\
& \longrightarrow \operatorname{Ext}_{R}^{2}\left(A^{\prime \prime}, B\right) \longrightarrow \operatorname{Ext}_{R}^{2}(A, B) \longrightarrow \operatorname{Ext}_{R}^{2}\left(A^{\prime}, B\right) \rightarrow \operatorname{Ext}_{R}^{3}\left(A^{\prime \prime}, B\right) \rightarrow \cdots
\end{aligned}
$$

in $\mathcal{C}_{\mathbb{Z}}$ for each module $B$ in $\mathcal{C}^{\prime}$. The passage from short exact sequences in $\mathcal{C}$ to long exact sequences of derived functor modules in $\mathcal{C}_{\mathbb{Z}}$ is functorial in its dependence on the exact sequence in the first variable in the sense of Theorem 4.25 and is natural in the second variable in the sense that if a map $\eta: \widetilde{B} \rightarrow B$ is given, then $\operatorname{Hom}(1, \eta)$ defines a chain map from the long exact sequence for $\widetilde{B}$ to the long exact sequence for $B$.

[^29](b) If $P$ is a projective in $\mathcal{C}$ and $I$ is an injective in $\mathcal{C}^{\prime}$, then $\operatorname{Ext}_{R}^{n}(P, B)=0=$ $\operatorname{Ext}_{R}^{n}(A, I)$ for all $n \geq 1$ and all modules $A$ in $\mathcal{C}$ and $B$ in $\mathcal{C}^{\prime}$.
(c) Whenever $0 \rightarrow B^{\prime} \rightarrow B \rightarrow B^{\prime \prime} \rightarrow 0$ is a short exact sequence in $\mathcal{C}^{\prime}$, then there is a corresponding long exact sequence
\[

$$
\begin{aligned}
0 & \longrightarrow \operatorname{Hom}_{R}\left(A, B^{\prime}\right) \longrightarrow \operatorname{Hom}_{R}(A, B) \longrightarrow \operatorname{Hom}_{R}\left(A, B^{\prime \prime}\right) \\
& \longrightarrow \operatorname{Ext}_{R}^{1}\left(A, B^{\prime}\right) \longrightarrow \operatorname{Ext}_{R}^{1}(A, B) \longrightarrow \operatorname{Ext}_{R}^{1}\left(A, B^{\prime \prime}\right) \\
& \longrightarrow \operatorname{Ext}_{R}^{2}\left(A, B^{\prime}\right) \longrightarrow \operatorname{Ext}_{R}^{2}(A, B) \longrightarrow \operatorname{Ext}_{R}^{2}\left(A, B^{\prime \prime}\right) \rightarrow \operatorname{Ext}_{R}^{3}\left(A, B^{\prime}\right) \rightarrow \cdots
\end{aligned}
$$
\]

in $\mathcal{C}_{\mathbb{Z}}$ for each module $A$ in $\mathcal{C}$. The passage from short exact sequences in $\mathcal{C}^{\prime}$ to long exact sequences of derived functor modules in $\mathcal{C}_{\mathbb{Z}}$ is functorial in the exact sequence in the second variable and is natural in the first variable in the sense that if a map $\eta: \widetilde{A} \rightarrow A$ is given, then $\operatorname{Hom}(\eta, 1)$ defines a chain map from the long exact sequence for $A$ to the long exact sequence for $\widetilde{A}$.

REMARKS. The naturality in the $B$ parameter of the construction of the long exact sequence in (a) implies that $\mathrm{Ext}_{R}^{n}$ is a covariant functor of the second variable for fixed argument of the first variable. It implies also that all maps $\operatorname{Ext}_{R}^{n}(\alpha, 1)$ commute with all maps $\operatorname{Ext}_{R}^{n}(1, \beta)$.

Proof. For (a), Theorem 4.22b gives the exact sequence, and Theorem 4.25 proves the functoriality in the first variable. For the naturality in the second variable, let $\eta: \widetilde{B} \rightarrow B$ be given. The proof of Theorem 4.22 produces a short exact sequence of projective resolutions of $A^{\prime}, A, A^{\prime \prime}$ to which the functor in that theorem is then applied. We now have two such functors $\operatorname{Hom}_{R}(\cdot, \widetilde{B})$ and $\operatorname{Hom}_{R}(\cdot, B)$, and the maps within each image diagram are all of the form $\operatorname{Hom}(\alpha, 1)$. The two diagrams fit into a 3-dimensional diagram, and the maps between the two diagrams are of the form $\operatorname{Hom}(1, \eta)$. Since all maps $\operatorname{Hom}(\alpha, 1)$ commute with all maps $\operatorname{Hom}(1, \beta)$, the 3 -dimensional diagram is commutative. The corresponding long exact sequences are then related by a cochain map according to Theorem 4.10.

For (b), $0 \leftarrow P \leftarrow P \leftarrow 0$ is a projective resolution of $P$, and hence any derived functor that is defined by projective resolutions is 0 in degree $\geq 1$. In addition, Proposition 4.19 b shows that $\operatorname{Hom}_{R}(\cdot, I)$ is an exact functor, and hence its derived functors are 0 in degree $\geq 1$.

For (c), we shall apply Proposition 4.28 in its version for contravariant left exact functors. Let $\varphi: B^{\prime} \rightarrow B$ and $\psi: B \rightarrow B^{\prime \prime}$ be the maps in the given short exact sequence, and let $F, G, H$ be the functors with $F(A)=\operatorname{Hom}_{R}\left(A, B^{\prime}\right), G(A)=$ $\operatorname{Hom}_{R}(A, B), H(A)=\operatorname{Hom}_{R}\left(A, B^{\prime \prime}\right)$. Then we have a natural transformation $S$ of $F$ into $G$ given by $S_{A}=\operatorname{Hom}(1, \varphi)$ and a natural transformation $T$ of $G$ into $H$ given by $T_{A}=\operatorname{Hom}(1, \psi)$. Since

$$
0 \longrightarrow \operatorname{Hom}_{R}\left(P, B^{\prime}\right) \xrightarrow{S_{P}} \operatorname{Hom}_{R}(P, B) \xrightarrow{T_{P}} \operatorname{Hom}_{R}\left(P, B^{\prime \prime}\right) \longrightarrow 0
$$

is exact by Proposition 4.19a, the sequence

$$
F \xrightarrow{S} G \xrightarrow{T} H
$$

is exact on projectives. Proposition 4.28 in its version for contravariant left exact functors then says that there is a long exact sequence

$$
\begin{aligned}
0 \longrightarrow F(A) & \longrightarrow G(A) \longrightarrow H(A) \longrightarrow F_{1}(A) \longrightarrow G_{1}(A) \longrightarrow H_{1}(A) \\
& \longrightarrow F_{2}(A) \longrightarrow G_{2}(A) \longrightarrow H_{2}(A) \longrightarrow F_{3}(A) \longrightarrow \cdots
\end{aligned}
$$

and that the passage to this long exact sequence is functorial in $A$. This much establishes the long exact sequence in (c) and the naturality in the $A$ variable. For the behavior in the second variable with $A$ fixed, suppose that we have a second exact sequence $0 \rightarrow \widetilde{B}^{\prime} \rightarrow \widetilde{B} \rightarrow \widetilde{B}^{\prime \prime} \rightarrow 0$ that maps to the given one by a chain map $f$. Let $F^{\prime}, G^{\prime}, H^{\prime}$ be the functors $\operatorname{Hom}_{R}\left(\cdot, \widetilde{B}^{\prime}\right), \operatorname{Hom}_{R}(\cdot, \widetilde{B}), \operatorname{Hom}_{R}\left(\cdot, \widetilde{B^{\prime \prime}}\right)$. We then get two horizontal planar diagrams of the kind in the proof of Proposition 4.28, one for $F^{\prime}, G^{\prime}, H^{\prime}$ and one for $F, G, H$. The maps within each of the two diagrams are maps in the $A$ variable. The two diagrams embed in a 3dimensional diagram with vertical maps $\operatorname{Hom}_{R}(1, f)$, and the 3-dimensional diagram is commutative because all maps $\operatorname{Hom}(\alpha, 1)$ commute with all maps $\operatorname{Hom}(1, \beta)$. Application of Theorem 4.10 then completes the proof of functoriality in the exact sequence in the second variable.

Proposition 4.30. Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be good categories of unital left $R$ modules, and suppose that $\mathcal{C}^{\prime}$ has enough injectives. Then the covariant left exact functors $\operatorname{Hom}_{R}(A, \cdot)$ from $\mathcal{C}^{\prime}$ to $\mathcal{C}_{\mathbb{Z}}$ and their derived functors ext ${ }_{R}^{n}(A, \cdot)$ have the following properties:
(a) Whenever $0 \rightarrow A^{\prime} \rightarrow A \rightarrow A^{\prime \prime} \rightarrow 0$ is a short exact sequence in $\mathcal{C}$, then there is a corresponding long exact sequence

$$
\begin{aligned}
0 & \longrightarrow \operatorname{Hom}_{R}\left(A^{\prime \prime}, B\right) \longrightarrow \operatorname{Hom}_{R}(A, B) \longrightarrow \operatorname{Hom}_{R}\left(A^{\prime}, B\right) \\
& \longrightarrow \operatorname{ext}_{R}^{1}\left(A^{\prime \prime}, B\right) \longrightarrow \operatorname{ext}_{R}^{1}(A, B) \longrightarrow \operatorname{ext}_{R}^{1}\left(A^{\prime}, B\right) \\
& \longrightarrow \operatorname{ext}_{R}^{2}\left(A^{\prime \prime}, B\right) \longrightarrow \operatorname{ext}_{R}^{2}(A, B) \longrightarrow \operatorname{ext}_{R}^{2}\left(A^{\prime}, B\right) \rightarrow \operatorname{ext}_{R}^{3}\left(A^{\prime \prime}, B\right) \rightarrow \cdots
\end{aligned}
$$

in $\mathcal{C}_{\mathbb{Z}}$ for each module $B$ in $\mathcal{C}^{\prime}$. The passage from short exact sequences in $\mathcal{C}$ to long exact sequences of derived functor modules in $\mathcal{C}_{\mathbb{Z}}$ is functorial in its dependence on the exact sequence in the first variable and is natural in the second variable in the sense that if a map $\eta: \widetilde{B} \rightarrow B$ is given, then $\operatorname{Hom}(1, \eta)$ defines a chain map from the long exact sequence for $\widetilde{B}$ to the long exact sequence for $B$.
(b) If $P$ is a projective in $\mathcal{C}$ and $I$ is an injective in $\mathcal{C}^{\prime}$, then $\operatorname{ext}_{R}^{n}(P, B)=0=$ $\operatorname{ext}_{R}^{n}(A, I)$ for all $n \geq 1$ and all modules $A$ in $\mathcal{C}$ and $B$ in $\mathcal{C}^{\prime}$.
(c) Whenever $0 \rightarrow B^{\prime} \rightarrow B \rightarrow B^{\prime \prime} \rightarrow 0$ is a short exact sequence in $\mathcal{C}^{\prime}$, then there is a corresponding long exact sequence

$$
\begin{aligned}
0 & \longrightarrow \operatorname{Hom}_{R}\left(A, B^{\prime}\right) \longrightarrow \operatorname{Hom}_{R}(A, B) \longrightarrow \operatorname{Hom}_{R}\left(A, B^{\prime \prime}\right) \\
& \longrightarrow \operatorname{ext}_{R}^{1}\left(A, B^{\prime}\right) \longrightarrow \operatorname{ext}_{R}^{1}(A, B) \longrightarrow \operatorname{ext}_{R}^{1}\left(A, B^{\prime \prime}\right) \\
& \longrightarrow \operatorname{ext}_{R}^{2}\left(A, B^{\prime}\right) \longrightarrow \operatorname{ext}_{R}^{2}(A, B) \longrightarrow \operatorname{ext}_{R}^{2}\left(A, B^{\prime \prime}\right) \rightarrow \operatorname{ext}_{R}^{3}\left(A, B^{\prime}\right) \rightarrow \cdots
\end{aligned}
$$

in $\mathcal{C}_{\mathbb{Z}}$ for each module $A$ in $\mathcal{C}$. The passage from short exact sequences in $\mathcal{C}^{\prime}$ to long exact sequences of derived functor modules in $\mathcal{C}_{\mathbb{Z}}$ is functorial in the exact sequence in the second variable and is natural in the first variable in the sense that if a map $\eta: \widetilde{A} \rightarrow A$ is given, then $\operatorname{Hom}(\eta, 1)$ defines a chain map from the long exact sequence for $A$ to the long exact sequence for $\widetilde{A}$.

REMARKS. The naturality in the $A$ parameter of the construction of the long exact sequence in (c) implies that $\mathrm{ext}_{R}^{n}$ is a contravariant functor of the first variable for fixed argument of the second variable. It implies also that all maps ext ${ }_{R}^{n}(\alpha, 1)$ commute with all maps ext ${ }_{R}^{n}(1, \beta)$.

Proof. The proof of (c) is a simple variant of the proof of Proposition 4.29a, the proof of (b) is a simple variant of the proof of Proposition 4.29b, and the proof of (a) is a simple variant of the proof of Proposition 4.29c.

Propositions 4.29 and 4.30 show that Ext and ext, as functors of the first variable and as functors of the second variable, generate the same long exact sequences, the first under the assumption that $\mathcal{C}$ has enough projectives and the second under the assumption that $\mathcal{C}^{\prime}$ has enough injectives. Theorem 4.31 will show that Ext and ext may be treated as equal if both assumptions are satisfied. It is customary therefore to use Ext as the notation in both cases; thus Ext exists if either $\mathcal{C}$ has enough projectives or $\mathcal{C}^{\prime}$ has enough injectives. In both cases, Ext has a long exact sequence in the first variable and another long exact sequence in the second variable.

Theorem 4.31. Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be good categories of unital left $R$ modules, and suppose that $\mathcal{C}$ has enough projectives and $\mathcal{C}^{\prime}$ has enough injectives. Then $\operatorname{Ext}_{R}^{n}(\cdot, \cdot)$ and $\operatorname{ext}_{R}^{n}(\cdot, \cdot)$ are naturally isomorphic from $\mathcal{C} \times \mathcal{C}^{\prime}$ to $\mathcal{C}_{\mathbb{Z}}$ in the sense that for each $n \geq 0$ and each pair of modules $(A, B)$ in $\mathcal{C} \times \mathcal{C}^{\prime}$, there exists an isomorphism $T_{(n, A, B)}$ in $\operatorname{Hom}_{\mathbb{Z}}\left(\operatorname{Ext}_{R}^{n}(A, B)\right.$, $\left.\operatorname{ext}_{R}^{n}(A, B)\right)$ such that if $\varphi$ is in
$\operatorname{Hom}_{R}\left(A, A^{\prime}\right)$ and $\psi$ is in $\operatorname{Hom}_{R}\left(B, B^{\prime}\right)$, then the diagrams

$$
\begin{array}{r}
\operatorname{Ext}_{R}^{n}(A, B) \xrightarrow{T_{(n, A, B)}} \operatorname{ext}_{R}^{n}(A, B) \\
\operatorname{Ext}^{n}(\varphi, 1) \uparrow \\
\operatorname{Ext}_{R}^{n}\left(A^{\prime}, B\right) \xrightarrow{T_{\left(n, A^{\prime}, B\right)}} \operatorname{ext}_{R}^{n}\left(A^{\prime}, B\right)
\end{array}
$$

and

$$
\begin{aligned}
\operatorname{Ext}_{R}^{n}(A, B) \xrightarrow{T_{(n, A, B)}} & \operatorname{ext}_{R}^{n}(A, B) \\
\operatorname{Ext}^{n}(1, \psi) \downarrow & \\
& \\
\operatorname{Ext}_{R}^{n}\left(A, B^{\prime}\right) & \xrightarrow{T_{\left(n, A, B^{\prime}\right)}} \operatorname{ext}_{R}^{n}\left(A, B^{\prime}\right)
\end{aligned}
$$

commute.
REMARKS. The reader will be able to observe that a certain part of this proof amounts to showing that 3-dimensional diagrams in the shape of a cube having 5 faces equal to commuting squares and having suitable hypotheses on the maps automatically have their sixth face equal to a commuting square. The hypotheses concerning the faces and the maps come from Propositions 4.29 and 4.30, as well as induction. We shall not try to abstract a general result of this kind, however.

Proof. We induct on $n$ for $n \geq 0$. Several steps are involved in the proof, and we complete all of them for a particular $n$ before going on to $n+1$. The steps for a particular $n$ are
(i) to define $T_{(n, A, B)}$ in the presence of an injective $I$ and a one-one map $\mu: B \rightarrow I$ and to observe that $T_{(n, A, B)}$ is an isomorphism,
(ii) to show that the same $T_{(n, A, B)}$ results independently of the choice of $I$,
(iii) to prove the commutativity of the second diagram in the statement of the theorem, and
(iv) to prove the commutativity of the first diagram in the statement of the theorem.

The first base case of the induction is $n=0$, for which we take $T_{(0, A, B)}$ to be the identity on $\operatorname{Hom}_{R}(A, B)$. Then (i) through (iv) are immediate.

The other base case of the induction is $n=1$. Let $(A, B)$ be given. An injective $I$ and a one-one map $\mu: B \rightarrow I$ exist as in (i) because $\mathcal{C}^{\prime}$ has enough injectives. Then we have an exact sequence

$$
\begin{equation*}
0 \longrightarrow B \xrightarrow{\mu} I \xrightarrow{\nu} C \longrightarrow 0 \tag{*}
\end{equation*}
$$

in which $C=I / \mu(B)$ and $v$ is the quotient map. We know from Propositions 4.29b and 4.30b that $\operatorname{Ext}_{R}^{1}(A, I)=0=\operatorname{ext}_{R}^{1}(A, I)$. Therefore Propositions
4.29 c and 4.30 c give us exact sequences

$$
\operatorname{Hom}_{R}(A, I) \xrightarrow{\operatorname{Hom}(1, \nu)} \operatorname{Hom}_{R}(A, C) \xrightarrow{\omega_{E, 0}} \operatorname{Ext}_{R}^{1}(A, B) \longrightarrow 0
$$

and

$$
\operatorname{Hom}_{R}(A, I) \xrightarrow{\operatorname{Hom}(1, \nu)} \operatorname{Hom}_{R}(A, C) \xrightarrow{\omega_{e, 0}} \operatorname{ext}_{R}^{1}(A, B) \longrightarrow 0
$$

in which $\omega_{E, 0}$ and $\omega_{e, 0}$ are suitable connecting homomorphisms. We define $T_{(1, A, B)}=\omega_{e, 0}\left(\omega_{E, 0}\right)^{-1}$. This definition is meaningful, since the exactness of the two sequences gives

$$
\left(\omega_{E, 0}\right)^{-1}(0)=\operatorname{ker} \omega_{E, 0}=\operatorname{Hom}(1, v)\left(\operatorname{Hom}_{R}(A, I)\right)=\operatorname{ker} \omega_{e, 0}
$$

by an analogous computation, $\omega_{E, 0}\left(\omega_{e, 0}\right)^{-1}$ is a well-defined function, and it is evidently a two-sided inverse. Thus $T_{(1, A, B)}$ is an isomorphism. This completes step (i).

In order to be able to handle steps (ii) and (iii) without being repetitive, let a map $\psi: B \rightarrow B^{\prime}$ be given. For (ii), $B^{\prime}$ will be $B$, and $\psi$ will be the identity on $B$. For (iii), $B^{\prime}$ and $\psi$ will be general. Given $\psi$ and one-one maps $\mu: B \rightarrow I$ and $\mu^{\prime}: B^{\prime} \rightarrow I^{\prime}$, we can form the exact rows and the first column of the diagram


If we think of $I$ and $I^{\prime}$ as extended to injective resolutions, Theorem 4.16 allows us to fill in a cochain map from the one extension to the other, and the first new step of that cochain map is $f$. If we define $\bar{f}=v^{\prime} f v^{-1}$, then $\bar{f}$ is well defined because

$$
\left.\begin{array}{rl}
v^{\prime} f v^{-1}(0) & =v^{\prime} f \text { ker } v
\end{array}=v^{\prime} f \text { image } \mu, ~(B)\right)=0, ~ v^{\prime} \mu^{\prime} \psi(B)=0(\psi(B))=0,
$$

and the squares of the diagram $\left(*_{*}\right)$ now commute. Continuing with the effort to cut down on repetitive arguments, let $k \geq 1$ be an integer that will be 1 when $n=1$ and will be different later in the proof. Applying Proposition 4.29c to ( $* *$ ) gives us a commuting square

$$
\begin{align*}
& \operatorname{Ext}_{R}^{k-1}(A, C) \xrightarrow{\omega_{E, k-1}} \operatorname{Ext}_{R}^{k}(A, B) \\
& \operatorname{Ext}^{k-1}(1, \bar{f}) \downarrow \downarrow \operatorname{Ext}^{k}(1, \psi) \\
& \operatorname{Ext}_{R}^{k-1}\left(A, C^{\prime}\right) \xrightarrow{\omega_{E, k-1}^{\prime}} \operatorname{Ext}_{R}^{k}\left(A, B^{\prime}\right)
\end{align*}
$$

for $k \geq 1$, and Proposition 4.30c gives us a similar commuting square for ext for $k \geq 1$.

For each module in the diagram with Ext when $k=1$, there is a map to the corresponding module in the diagram with ext. These maps are $T_{(k-1, A, C)}$ for the upper left and $T_{\left(k-1, A, C^{\prime}\right)}$ for the lower left. The maps for the upper right and lower right depend on the step of the argument.

For step (ii), we are taking $B^{\prime}=B$, and the maps at the right are the two versions of $T_{(k, A, B)}$, one for the injective $I$ and one for the injective $I^{\prime}$. Let us call them $T_{(k, A, B)}$ and $T_{(k, A, B)}^{\prime}$. We are to prove that $T_{(k, A, B)}^{\prime} \operatorname{Ext}^{k}(1, \psi)=$ $\operatorname{ext}^{k}(1, \psi) T_{(k, A, B)}$ for $\psi=1$. The relevant definitions are

$$
T_{(k, A, B)}=\omega_{(e, k-1)} T_{(k-1, A, C)} \omega_{(E, k-1)}^{-1}
$$

and

$$
T_{(k, A, B)}^{\prime}=\omega_{(e, k-1)}^{\prime} T_{\left(k-1, A, C^{\prime}\right)}\left(\omega_{(E, k-1)}^{\prime}\right)^{-1}
$$

or equivalently

$$
T_{(k, A, B)} \omega_{(E, k-1)}=\omega_{(e, k-1)} T_{(k-1, A, C)}
$$

and

$$
T_{(k, A, B)}^{\prime} \omega_{(E, k-1)}^{\prime}=\omega_{(e, k-1)}^{\prime} T_{\left(k-1, A, C^{\prime}\right)}
$$

Since $T_{(k-1, A, C)}$ and $T_{\left(k-1, A, C^{\prime}\right)}$ are known inductively to be well defined and to satisfy (iii), we have $\operatorname{ext}^{k-1}(1, \bar{f}) T_{(k-1, A, C)}=T_{\left(k-1, A, C^{\prime}\right)} \operatorname{Ext}^{k-1}(1, \bar{f})$. Thus

$$
\begin{aligned}
\operatorname{ext}^{k}(1, \psi) & T_{(k, A, B)} \omega_{(E, k-1)}=\operatorname{ext}^{k}(1, \psi) \omega_{(e, k-1)} T_{(k-1, A, C)} \\
& =\omega_{(e, k-1)}^{\prime} \operatorname{ext}^{k-1}(1, \bar{f}) T_{(k-1, A, C)}=\omega_{(e, k-1)}^{\prime} T_{\left(k-1, A, C^{\prime}\right)} \operatorname{Ext}^{k-1}(1, \bar{f}) \\
& =T_{(k, A, B)}^{\prime} \omega_{(E, k-1)}^{\prime} \operatorname{Ext}^{k-1}(1, \bar{f})=T_{(k, A, B)}^{\prime} \operatorname{Ext}^{k}(1, \psi) \omega_{(E, k-1)}
\end{aligned}
$$

Since $\operatorname{Ext}^{k}(1, \psi)=1$ and $\operatorname{ext}^{k}(1, \psi)=1$ when $\psi=1$, step (ii) follows for $n=1$, i.e., $T_{(k, A, B)}$ is well defined.

For step (iii), we are allowing general $B^{\prime}$, and the maps at the right between the two versions of $(\dagger)$ are the well-defined isomorphisms $T_{(k, A, B)}$ and $T_{\left(k, A, B^{\prime}\right)}$. We are to prove that $T_{\left(k, A, B^{\prime}\right)} \operatorname{Ext}^{k}(1, \psi)=\operatorname{ext}^{k}(1, \psi) T_{(k, A, B)}$. The argument in the previous paragraph applies if we change $T_{(k, A, B)}^{\prime}$ systematically to $T_{\left(k, A, B^{\prime}\right)}$ and take into account that $\omega_{(E, k-1)}$ is onto, and step (iii) follows for $n=1$.

For step (iv), let $\varphi: A \rightarrow A^{\prime}$ be given. The conclusion of Proposition 4.29c that the dependence is natural in the first variable gives us a commuting square

$$
\begin{align*}
& \operatorname{Ext}_{R}^{k-1}(A, C) \xrightarrow{\omega_{E, k-1}} \\
& \operatorname{Ext}^{k-1}(\varphi, 1) \uparrow \operatorname{Ext}_{R}^{k}(A, B) \\
& \operatorname{Ext}_{R}^{k-1}\left(A^{\prime}, C\right) \xrightarrow{\omega_{E, k-1}^{\prime}} \\
& \operatorname{Ext}_{R}^{k}\left(A^{\prime}, B\right)
\end{align*}
$$

for $k \geq 1$ and for suitable connecting homomorphisms $\omega_{E, k-1}$ and $\omega_{E, k-1}^{\prime}$, and Proposition 4.30c gives a similar commuting square for ext for $k \geq 1$. For each module in the diagram with Ext when $k=1$, there is a map to the corresponding module in the diagram with ext. These maps are $T_{(k-1, A, C)}$ for the upper left, $T_{\left(k-1, A^{\prime}, C\right)}$ for the lower left, $T_{(k, A, B)}$ for the upper right, and $T_{\left(k, A^{\prime}, B\right)}$ for the lower right. We are to prove that $T_{(k, A, B)} \operatorname{Ext}^{k}(\varphi, 1)=\operatorname{ext}^{k}(\varphi, 1) T_{\left(k, A^{\prime}, B\right)}$. The relevant definitions are
and

$$
T_{(k, A, B)} \omega_{(E, k-1)}=\omega_{(e, k-1)} T_{(k-1, A, C)}
$$

$$
T_{\left(k, A^{\prime}, B\right)} \omega_{(E, k-1)}^{\prime}=\omega_{(e, k-1)}^{\prime} T_{\left(k-1, A^{\prime}, C\right)}
$$

Since $T_{(k-1, A, C)}$ and $T_{\left(k-1, A^{\prime}, C\right)}$ are known inductively to satisfy (iv), we have $\operatorname{ext}^{k-1}(\varphi, 1) T_{\left(k-1, A^{\prime}, C\right)}=T_{(k-1, A, C)} \operatorname{Ext}^{k-1}(\varphi, 1)$. Thus

$$
\begin{aligned}
\operatorname{ext}^{k}(\varphi, 1) & T_{\left(k, A^{\prime}, B\right)} \omega_{(E, k-1)}^{\prime}=\operatorname{ext}^{k}(\varphi, 1) \omega_{(e, k-1)}^{\prime} T_{\left(k-1, A^{\prime}, C\right)} \\
& =\omega_{(e, k-1)} \operatorname{ext}^{k-1}(\varphi, 1) T_{\left(k-1, A^{\prime}, C\right)}=\omega_{(e, k-1)} T_{(k-1, A, C)} \operatorname{Ext}^{k-1}(\varphi, 1) \\
& =T_{(k, A, B)} \omega_{(E, k-1)} \operatorname{Ext}^{k-1}(\varphi, 1)=T_{(k, A, B)} \operatorname{Ext}^{k}(\varphi, 1) \omega_{(E, k-1)}^{\prime}
\end{aligned}
$$

Since $\omega_{(E, k-1)}^{\prime}$ is onto, step (iv) follows for $n=1$. This completes the proof for $n=1$.

For the inductive step, suppose that steps (i) through (iv) have been carried out for some $n \geq 1$. Let us carry out step (i) for stage $n+1$. For a given $B$, we know from Propositions 4.29b and 4.30b that $\operatorname{Ext}_{R}^{n}(A, I)=0=\operatorname{ext}_{R}^{n}(A, I)$. Hence Propositions 4.29 c and 4.30 c give us exact sequences

$$
0 \longrightarrow \operatorname{Ext}_{R}^{n}(A, C) \xrightarrow{\omega_{E, n}} \operatorname{Ext}_{R}^{n+1}(A, B) \longrightarrow 0
$$

and

$$
0 \longrightarrow \operatorname{ext}_{R}^{n}(A, C) \xrightarrow{\omega_{e, n}} \operatorname{ext}_{R}^{n+1}(A, B) \longrightarrow 0
$$

In other words, $\omega_{E, n}$ and $\omega_{e, n}$ are isomorphisms. If we put

$$
T_{(n+1, A, B)}=\omega_{e, n} T_{(n, A, C)} \omega_{E, n}^{-1},
$$

then $T_{(n+1, A, B)}$ is an isomorphism of $\operatorname{Ext}_{R}^{n+1}(A, B)$ onto $\operatorname{ext}_{R}^{n+1}(A, B)$. This completes step (i) for stage $n+1$.

We now refer back to our argument for $n=1$ and put $k=n+1$ throughout. Tracing matters through, we see that the argument carries out steps (ii) through (iv) for stage $n+1$. This completes the induction and the proof.

## 8. Abelian Categories

Not all situations in which one wants to apply homological algebra are limited to good categories of unital left $R$ modules for some ring $R$. We have mentioned sheaves as one example, and we shall develop some properties of sheaves in Chapter X. Implicitly we have carried along a second example: all chain complexes within a good category, with chain maps as morphisms, form a category in which short exact sequences have remarkable properties, such as those in Theorems 4.7 and 4.10.

A setting to which one can generalize well such basic parts of homological algebra is that of "abelian categories," which we define in this section. It is advisable not to require that the objects in an abelian category actually be sets of individual elements; otherwise there is little chance that the notion of abelian category could be self dual. The morphisms of the category are then effectively all we have to work with, since a morphism already determines its "domain" and "range." If $X$ and $Y$ are objects, then a morphism in $\operatorname{Morph}(X, Y)$ need not be a function, but at least $\operatorname{Morph}(X, Y)$ is a set with elements to it. Since objects no longer have elements, books usually suppress the objects in the discussion to the point of referring to things like kernels and cokernels as morphisms rather than objects. It is perhaps more comfortable to think of a kernel as a pair, consisting of an object and a morphism into another object, rather than just as the embedding morphism, and we shall follow the more comfortable convention temporarily.

We introduce the notion of "abelian category" in stages. We begin with some definitions and remarks that make sense in a general category. First of all, let us have names for $X$ and $Y$ when referring to morphisms in $\operatorname{Morph}(X, Y)$ that do not require us to think in terms of functions. The convention is that if $u$ is in $\operatorname{Morph}(X, Y)$, then $X$ is the domain of $u$ and $Y$ is the codomain. We allow ourselves to write compositions of morphisms as $g f$ or as $g \circ f$.

Next, it is possible to generalize usefully the notions of "one-one" and "onto" to make them applicable in any category. The definitions are in terms of cancellation laws. In the category $\mathcal{C}$, a morphism $u \in \operatorname{Morph}(X, Y)$ is a monomorphism ${ }^{14}$ if for any $f$ and $g$ in the same set $\operatorname{Morph}(W, X)$ such that $u f=u g$, it follows that $f=g$. Any isomorphism is certainly a monomorphism. The composition of two monomorphisms is a monomorphism. In fact, if $u$ and $v$ are monomorphisms with $v u f=v u g$, then $u f=u g$ because $v$ is a monomorphism, and $f=g$ because $u$ is a monomorphism. If $m$ is a monomorphism in $\operatorname{Morph}(X, Y)$ and $u$ is any morphism in $\operatorname{Morph}(Y, X)$ such that $m u=1_{Y}$, then $m$ is an isomorphism. In fact, $m u=1_{Y}$ implies $m u m=1_{Y} m=m$, which implies $u m=1_{X}$, since $m$ is a monomorphism; therefore $u$ is a two-sided inverse to $m$.

[^30]The morphism $u \in \operatorname{Morph}(X, Y)$ is an epimorphism ${ }^{15}$ if for any $f^{\prime}$ and $g^{\prime}$ in the same set $\operatorname{Morph}(Y, Z)$ such that $f^{\prime} u=g^{\prime} u$, it follows that $f^{\prime}=g^{\prime}$. Any isomorphism is an epimorphism. The composition of two epimorphisms is an epimorphism. If $e$ is an epimorphism in $\operatorname{Morph}(X, Y)$ and $u$ is any morphism in $\operatorname{Morph}(Y, X)$ such that $u e=1_{X}$, then $e$ is an isomorphism.

Finally a zero object 0 in a category $\mathcal{C}$ is an object such that for each $X$ in $\operatorname{Obj}(\mathcal{C})$, each of $\operatorname{Morph}(X, 0)$ and $\operatorname{Morph}(0, X)$ has exactly one member. It is immediate that any two zero objects are isomorphic: if 0 and $0^{\prime}$ are zero objects, then $\operatorname{Morph}(0,0)$ and $\operatorname{Morph}\left(0^{\prime}, 0^{\prime}\right)$ each have just one member, which must be $1_{0}$ and $1_{0^{\prime}}$ in the two cases; the composition of the member of $\operatorname{Morph}\left(0,0^{\prime}\right)$ followed by the member of $\operatorname{Morph}\left(0^{\prime}, 0\right)$ must be $1_{0}$, and the composition in the other order must be $1_{0^{\prime}}$, and the isomorphism of 0 with $0^{\prime}$ has been exhibited.

Suppose that a zero object exists. Since the composition law for morphisms in $\mathcal{C}$ insists that the composite of a member of $\operatorname{Morph}(X, 0)$ and a member of $\operatorname{Morph}(0, Y)$ be in $\operatorname{Morph}(X, Y)$, it follows that $\operatorname{Morph}(X, Y)$ has a distinguished member, which we denote by $0_{X Y}$. This is called the zero morphism of $\operatorname{Morph}(X, Y)$. By associativity it satisfies $f 0_{X Y}=0_{X Z}$ for all $f \in \operatorname{Morph}(Y, Z)$ and $0_{X Y} g=0_{W Y}$ for all $g \in \operatorname{Hom}(W, X)$. Since $\operatorname{Morph}(0,0)$ has just one element, we have $0_{00}=1_{0}$. If $X$ is any other object such that $\operatorname{Morph}(X, X)$ has $0_{X X}=1_{X}$, then $X$ is a zero object; in fact, the equalities $0_{X 0} 0_{0 X}=0_{00}=1_{0}$ and $0_{0 X} 0_{X 0}=0_{X X}=1_{X}$ show that $X$ and 0 are isomorphic.

An additive category $\mathcal{C}$ is a category with the following three properties:
(i) $\mathcal{C}$ has a zero object,
(ii) the product and the coproduct ${ }^{16}$ of any two objects in $\mathcal{C}$ exists in $\mathcal{C}$,
(iii) each set $\operatorname{Morph}(X, Y)$ is an abelian group with the property that the operation is $\mathbb{Z}$ bilinear in the sense that if the operation is + and if $f, f^{\prime}$ are arbitrary in $\operatorname{Morph}(X, Y)$ and $g, g^{\prime}$ are arbitrary in $\operatorname{Morph}(Y, Z)$, then

$$
\left(g+g^{\prime}\right) \circ\left(f+f^{\prime}\right)=g \circ f+g^{\prime} \circ f+g \circ f^{\prime}+g^{\prime} \circ f^{\prime}
$$

and

$$
g \circ(-f)=(-g) \circ f=-(g \circ f)
$$

If $\mathcal{C}$ is an additive category, then so is the opposite category $\mathcal{C}^{\text {opp }}$; this fact will enable us to use duality arguments occasionally. We shall henceforth write $\operatorname{Hom}(X, Y)$ in place of $\operatorname{Morph}(X, Y)$ for additive categories.

The zero morphism $0_{X Y}$ of $\operatorname{Hom}(X, Y)$ is the additive identity 0 of the abelian group $\operatorname{Hom}(X, Y)$. In fact, $0_{0 Y}$ is the additive identity of $\operatorname{Hom}(0, Y)$, since $\operatorname{Hom}(0, Y)$ has just one element. Therefore $0_{X Y}=0_{0 Y} 0_{X 0}=\left(0_{0 Y}+0_{0 Y}\right) 0_{X 0}=$ $0_{0 Y} 0_{X 0}+0_{0 Y} 0_{X 0}=0_{X Y}+0_{X Y}$, and we obtain $0=0_{X Y}$.

[^31]In an additive category a morphism $u$ in $\operatorname{Hom}(X, Y)$ is a monomorphism if whenever $u f=0$ with $f$ in some $\operatorname{Hom}(W, X)$, then $f=0$; a morphism $u$ in $\operatorname{Hom}(X, Y)$ is an epimorphism if whenever $f^{\prime} u=0$ with $f^{\prime}$ in some $\operatorname{Hom}(Y, Z)$, then $f^{\prime}=0$.

This much structure forces products and coproducts to amount to the same thing in an additive category. The precise result is as follows.

Proposition 4.32. In an additive category, let $\left(C, p_{A}, p_{B}\right)$ be a product of two objects $A$ and $B$. Then there exist unique $i_{A} \in \operatorname{Hom}(A, C)$ and $i_{B} \in \operatorname{Hom}(B, C)$ such that

$$
p_{A} i_{A}=1_{A}, \quad p_{B} i_{B}=1_{B}, \quad i_{A} p_{A}+i_{B} p_{B}=1_{C} .
$$

These satisfy $p_{A} i_{B}=0$ and $p_{B} i_{A}=0$, and $\left(C, i_{A}, i_{B}\right)$ is a coproduct of $A$ and $B$.
REMARKS.
(1) Since the defining properties of an additive category are self dual, any coproduct has a similar structure and becomes a product. The proof in effect will show more-that whenever there are data $A, B, C, i_{A}, i_{B}, p_{A}, p_{B}$ satisfying the displayed identities, then $\left(C, p_{A}, p_{B}\right)$ is a product of $A$ and $B$, and $\left(C, i_{A}, i_{B}\right)$ is a coproduct. Thus a product/coproduct can be recognized without reference to other objects in the category.
(2) To emphasize the analogy with modules or vector spaces, we write $A \oplus B$ for a product or coproduct of $A$ and $B$ in $\mathcal{C}$ and call it the direct sum of $A$ and $B$. The notation is understood to carry the morphisms $i_{A}, i_{B}, p_{A}, p_{B}$ along with it. The direct sum is unique up to an isomorphism that carries the one set of morphisms $i_{A}, i_{B}, p_{A}, p_{B}$ to the other.

Proof. To the pair $1_{A} \in \operatorname{Hom}(A, A)$ and $0 \in \operatorname{Hom}(A, B)$, the product $C$ associates a unique $i_{A} \in \operatorname{Hom}(A, C)$ with $p_{A} i_{A}=1_{A}$ and $p_{B} i_{A}=0$. Similarly the coproduct associates a unique $i_{B} \in \operatorname{Hom}(B, C)$ with $p_{A} i_{B}=0$ and $p_{B} i_{B}=$ $1_{B}$. Computing with the aid of the $\mathbb{Z}$ bilinearity and associativity, we have

$$
p_{A}\left(i_{A} p_{A}+i_{B} p_{B}\right)=1_{A} p_{A}+0 p_{B}=p_{A}
$$

and

$$
p_{B}\left(i_{A} p_{A}+i_{B} p_{B}\right)=0 p_{A}+1_{B} p_{B}=p_{B}
$$

Therefore $h=i_{A} p_{A}+i_{B} p_{B}$ is a member of $\operatorname{Hom}(C, C)$ with the property that $p_{A} h=p_{A}$ and $p_{B} h=p_{B}$. Since $1_{C}$ is another member of $\operatorname{Hom}(C, C)$ with this property, the assumed uniqueness shows that $h=1_{C}$. This proves the displayed formulas in the proposition and the formulas $p_{A} i_{B}=0$ and $p_{B} i_{A}=0$.

For uniqueness of $i_{A}$ and $i_{B}$, suppose that $i_{A}^{\prime}$ and $i_{B}^{\prime}$ satisfy $i_{A}^{\prime} p_{A}+i_{B}^{\prime} p_{B}=1_{C}$. Right multiplication by $i_{A}$ gives $i_{A}=1_{C} i_{A}=\left(i_{A}^{\prime} p_{A}+i_{B}^{\prime} p_{B}\right) i_{A}=i_{A}^{\prime} 1_{A}+i_{B}^{\prime} 0=$ $i_{A}^{\prime}$, and similarly $i_{B}=i_{B}^{\prime}$.

To see that $\left(C, i_{A}, i_{B}\right)$ is a coproduct of $A$ and $B$, let $f \in \operatorname{Hom}(A, X)$ and $g \in \operatorname{Hom}(B, X)$ be given, and define $h=f p_{A}+g p_{B}$. This is in $\operatorname{Hom}(C, X)$, has $h i_{A}=f p_{A} i_{A}+g p_{B} i_{A}=f 1_{A}=f$, and similarly has $h i_{B}=g$. For uniqueness suppose that $k$ is in $\operatorname{Hom}(C, X)$ with $k i_{A}=f$ and $k i_{B}=g$. Then $k i_{A} p_{A}=f p_{A}$ and $k i_{B} p_{B}=g p_{B}$. Addition gives

$$
k=k 1_{C}=k\left(i_{A} p_{A}+i_{B} p_{B}\right)=f p_{A}+g p_{B}=h,
$$

and uniqueness is proved.
For an additive category $\mathcal{C}$, the notions of the kernel and cokernel of a morphism are defined by universal mapping properties. Problems 18-22 at the end of Chapter VI of Basic Algebra discussed universal mapping properties abstractly, saying what they are in a general context. For current purposes it is enough to know that what a universal mapping property produces (if it produces anything at all) is a pair consisting of an object and a morphism, and moreover the pair is automatically unique (if it exists) up to canonical isomorphism.

We allow ourselves to write morphisms as arrows in any of the customary ways for functions. Thus a member $u$ of $\operatorname{Hom}(A, B)$ may be written as $A \xrightarrow{u} B$, and a composition of $u$ followed by a morphism $v \in \operatorname{Hom}(B, C)$, which has been written as $v \circ u$ or as $v u$, may be written as $A \xrightarrow{u} B \xrightarrow{v} C$.

If $A \xrightarrow{u} B$ is a morphism in the additive category $\mathcal{C}$, then the kernel of $u$, denoted by ker $u$, is a pair $(K, i)$ with $i \in \operatorname{Hom}(K, A)$ such that the composition $K \xrightarrow{i} A \xrightarrow{u} B$ has $u i=0$ and such that for any pair $\left(K^{\prime}, i^{\prime}\right)$ with $i^{\prime}$ in $\operatorname{Hom}\left(K^{\prime}, A\right)$ for which $u i^{\prime}=0$, there exists a unique $\varphi \in \operatorname{Hom}\left(K^{\prime}, K\right)$ with $i \varphi=i^{\prime}$. See Figure 4.6. It is customary to drop all mention of $K$ in the definition of kernel, saying that the kernel is $i$, since any mention of $i$ carries along $K$ as the domain of $i$; we shall adopt this abbreviated terminology shortly but shall refer to the pair $(K, i)$ as the kernel for the time being.


FIGURE 4.6. Universal mapping property of a kernel $(K, i)$ of $u$.
The brief form of the definition of kernel is that $u \circ(\operatorname{ker} u)=0$ and

$$
u i^{\prime}=0 \quad \text { implies } \quad i^{\prime}=(\operatorname{ker} u) \circ \varphi \quad \text { uniquely } .
$$

The kernel of $u$ is determined only up to an isomorphism applied to $K$; that is, $i$ is determined only up to right multiplication by an isomorphism. The condition
for $(K, i)$ to be a kernel is equivalent to the exactness of the sequence of abelian groups

$$
0 \longrightarrow \operatorname{Hom}\left(K^{\prime}, K\right) \xrightarrow{i \circ(\cdot)} \operatorname{Hom}\left(K^{\prime}, A\right) \xrightarrow{u \circ(\cdot)} \operatorname{Hom}\left(K^{\prime}, B\right) .
$$

In fact, $u i=0$ makes the sequence a complex, the existence of $\varphi$ produces exactness at $\operatorname{Hom}\left(K^{\prime}, A\right)$, and the uniqueness of $\varphi$ produces exactness at $\operatorname{Hom}\left(K^{\prime}, K\right)$.

Similarly the cokernel of $u$, denoted by coker $u$, is a pair $(C, p)$ with $p$ in $\operatorname{Hom}(B, C)$ such that the composition $A \xrightarrow{u} B \xrightarrow{p} C$ has $p u=0$ and such that for any pair $\left(C^{\prime}, p^{\prime}\right)$ with $p^{\prime}$ in $\operatorname{Hom}\left(B, C^{\prime}\right)$ for which $p^{\prime} u=0$, there exists a unique $\psi \in \operatorname{Hom}\left(C, C^{\prime}\right)$ with $\psi p=p^{\prime}$. See Figure 4.7. It is customary to drop all mention of the object $C$ in the definition of cokernel, saying that the cokernel is $p$, since any mention of $p$ carries along $C$ as the codomain of $p$; we shall adopt this abbreviated terminology shortly but shall refer to the pair ( $C, p$ ) as the cokernel for the time being.


Figure 4.7. Universal mapping property of a cokernel $(C, p)$ of $u$.
The brief form of the definition of cokernel is that (coker $u) \circ u=0$ and

$$
p^{\prime} u=0 \quad \text { implies } \quad p^{\prime}=\psi \circ(\operatorname{coker} u) \text { uniquely. }
$$

The cokernel of $u$ is determined only up to an isomorphism applied to $C$; that is, $p$ is determined only up to left multiplication by an isomorphism. The condition for $(C, p)$ to be a cokernel is equivalent to the exactness of the sequence of abelian groups

$$
0 \longrightarrow \operatorname{Hom}\left(C, C^{\prime}\right) \xrightarrow{(\cdot) \circ p} \operatorname{Hom}\left(B, C^{\prime}\right) \xrightarrow{(\cdot) \circ u} \operatorname{Hom}\left(A, C^{\prime}\right) .
$$

In fact, $p u=0$ makes the sequence a complex, the existence of $\psi$ produces exactness at $\operatorname{Hom}\left(B, C^{\prime}\right)$, and the uniqueness of $\psi$ produces exactness at $\operatorname{Hom}\left(C, C^{\prime}\right)$.

Proposition 4.33. Let $\mathcal{C}$ be an additive category. If an element $u$ of $\operatorname{Hom}(A, B)$ has a kernel $(K, i)$ and if $m \in \operatorname{Hom}\left(B, B^{\prime}\right)$ is a monomorphism, then $(K, i)$ is also a kernel of $m u$. If $u$ has a cokernel $(C, p)$ and if $e \in \operatorname{Hom}\left(A^{\prime}, A\right)$ is an epimorphism, then $(C, p)$ is also a cokernel of $u e$. Briefly

$$
\operatorname{ker}(m u)=\operatorname{ker} u \quad \text { and } \quad \operatorname{coker}(u e)=\operatorname{coker} u
$$

REMARK. We can safely omit the proof of any dual statement about additive categories, since the dual follows by expressing the original argument as a diagram, reversing all the arrows, and writing down the argument that the new diagram represents.

Proof. We test whether $i=\operatorname{ker} u$ is a kernel of $m u$. We know that $(m u) i=$ $m(u i)=0$. Suppose that $m u i^{\prime}=0$ with $i^{\prime} \in \operatorname{Morph}\left(K^{\prime}, A\right)$. Since $m$ is a monomorphism, $u i^{\prime}=0$. Because $i$ is a kernel of $u$, we obtain $i^{\prime}=i \varphi$ for a unique $\varphi \in \operatorname{Morph}\left(K^{\prime}, K\right)$. Hence $i$ is a kernel of $m u$. The statement about cokernels is dual.

Proposition 4.34. Let $\mathcal{C}$ be an additive category. If an element $u$ of $\operatorname{Hom}(A, B)$ has a kernel $(K, i)$, then $i$ is a monomorphism. Dually if $u$ has a cokernel $(C, p)$, then $p$ is an epimorphism.

Proof. Suppose that $u$ has a kernel $(K, i)$. For any object $K^{\prime}$, the zero morphism $i^{\prime}=0$ of $\operatorname{Hom}\left(K^{\prime}, A\right)$ has the property that $u i^{\prime}=0$. The uniqueness property of the kernel says that the $\varphi$ in $\operatorname{Hom}\left(K^{\prime}, K\right)$ with $i \varphi=i^{\prime}$ is unique. Evidently $\varphi=0$ is one such choice and hence is the only such choice. Thus if $f$ in $\operatorname{Hom}\left(K^{\prime}, K\right)$ has if $=0$, then $f=0$. Therefore $i$ is a monomorphism.

Propositions 4.33 and 4.34 give a first hint that the notation $(K, i)$ for the kernel, which we know is redundant, may also be inconvenient; it would be far simpler to refer to the kernel as $i$, and analogously for cokernels. Then Proposition 4.33 could truly be stated as the displayed formulas in its statement, and Proposition 4.34 would have the tidier statement that every kernel is a monomorphism and every cokernel is an epimorphism. Let us therefore now allow ourselves to regard kernels and cokernels as morphisms, rather than pairs consisting of an object and a morphism. With this convention in place, we always have $u \circ(\operatorname{ker} u)=0$ and (coker $u$ ) $\circ u=0$.

Proposition 4.35. Let $\mathcal{C}$ be an additive category, and let $u$ be in $\operatorname{Hom}(A, B)$. If $u$ has a kernel and $\operatorname{ker} u$ has a cokernel, then $\operatorname{coker}(\operatorname{ker} u)$ is a kernel of $u$. Briefly

$$
\operatorname{ker}(\operatorname{coker}(\operatorname{ker} u))=\operatorname{ker} u
$$

Dually if $u$ has a cokernel and coker $u$ has a kernel, then

$$
\operatorname{coker}(\operatorname{ker}(\operatorname{coker} u))=\operatorname{coker} u
$$

Proof. Let $(K, i)$ be a kernel of $u$, and let $(C, p)$ be a cokernel of $i$. We are to show that $i$ is a kernel of $p$. For the existence step, suppose that $i^{\prime}$ in $\operatorname{Hom}\left(K^{\prime}, A\right)$ has $p i^{\prime}=0$. We are to show that $i^{\prime}$ factors as $i^{\prime}=i \varphi$ for some unique $\varphi$ in $\operatorname{Hom}\left(K^{\prime}, K\right)$. We know that $u i=0$. Since $p=$ coker $i, u$ factors as $u=\psi p$ for some $\psi$ in $\operatorname{Hom}(C, B)$. Then $u i^{\prime}=(\psi p) i^{\prime}=\psi\left(p i^{\prime}\right)=0$. Since $i=\operatorname{ker} u, i^{\prime}$ factors as $i^{\prime}=i \varphi$ as required. This proves existence of $\varphi$.

For the uniqueness step, suppose that $p i^{\prime}=0$ for some $i^{\prime}$ in some $\operatorname{Hom}\left(K^{\prime}, A\right)$. If $i^{\prime}$ were to have two distinct factorizations, say as $i^{\prime}=i \varphi=i \bar{\varphi}$, then $i$ could not be a monomorphism, in contradiction to Proposition 4.34 and the fact that $i=\operatorname{ker} u$. This proves uniqueness of $\varphi$.

An abelian category $\mathcal{C}$ is an additive category with the following two properties:
(iv) every morphism has a kernel and a cokernel,
(v) every monomorphism is a kernel, and every epimorphism is a cokernel.

It is evident that the opposite category of any abelian category is abelian. Thus we can continue to use duality arguments.

Property (iv) is certainly desirable if one wants to have a theory involving homology and cohomology. Property (v) may be viewed as a converse to Proposition 4.34; some other authors use a different but equivalent formulation of this axiom. The objective is to have a generalization of the kind of factorization that one has with homomorphisms of abelian groups: any homomorphism factors canonically as the product of the canonical passage to the quotient by the kernel, followed by an isomorphism of this quotient onto the image of the homomorphism, followed by the inclusion of the image into the range.

Proposition 4.36. In any abelian category, every morphism that is both a monomorphism and an epimorphism is an isomorphism.

Proof. If $f \in \operatorname{Hom}(K, A)$ is a monomorphism, then $f=\operatorname{ker} g$ for some $g$ in some $\operatorname{Hom}(A, B)$ by (v). This fact implies that $g f=g \circ(\operatorname{ker} g)=0$. If $f$ is also an epimorphism, then the equality $g f=0$ implies that $g=0$. Hence $f=\operatorname{ker} 0_{A B}$. Taking $K^{\prime}=A$ and $i^{\prime}=1_{A}$ in Figure 4.6, we have $0 i^{\prime}=0$ and thus have $1_{A}=f \varphi$ for some $\varphi$ in $\operatorname{Hom}(A, K)$. Thus the monomorphism $f$ has a right inverse and must be an isomorphism.

Lemma 4.37. In an abelian category $\mathcal{C}$, every monomorphism is the kernel of its cokernel, and every epimorphism is the cokernel of its kernel.

PROOF. If $m$ is a monomorphism, then (v) says that $m=\operatorname{ker} u$ for some $u$. Substituting into the first conclusion of Proposition 4.35, we obtain $\operatorname{ker}(\operatorname{coker} m)=$ $m$. If $e$ is an epimorphism, then (v) says that $e=\operatorname{coker} u$ for some $u$. Substituting into the second conclusion of Proposition 4.35, we obtain $\operatorname{coker}(\operatorname{ker} e)=e$.

Proposition 4.38. In an abelian category $\mathcal{C}$, any morphism $f$ factors as $f=m e$ for a monomorphism $m$ and an epimorphism $e$. Here one such factorization is given by

$$
m=\operatorname{ker}(\operatorname{coker} f) \quad \text { and } \quad e=\operatorname{coker}(\operatorname{ker} f)
$$

Any other such factorization $f=m^{\prime} e^{\prime}$ has the property that there is some isomorphism $x$ with $e^{\prime}=x e$ and $m^{\prime} x=m$.

Proof. Put $m=\operatorname{ker}(\operatorname{coker} f)$. Since $(\operatorname{coker} f) f=0$, the brief form of the definition of kernel gives $f=m e$ for some $e$. We are going to prove that $e$ is an epimorphism. Thus suppose that $r e=0$ for some morphism $r$. The brief form of the definition of kernel shows that $e=(\operatorname{ker} r) e^{\prime}$ for some morphism $e^{\prime}$. Then we have

$$
f=m e=m(\operatorname{ker} r) e^{\prime}=m^{\prime} e^{\prime}, \quad \text { where } m^{\prime}=m \operatorname{ker} r
$$

Being a kernel, ker $r$ is a monomorphism. As the composition of two monomorphisms, $m^{\prime}$ is a monomorphism. Lemma 4.37 shows that $m^{\prime}=\operatorname{ker} p^{\prime}$, where $p^{\prime}=\operatorname{coker} m^{\prime}$.

Put $p=\operatorname{coker} m$. The definition of $m$ and the second identity of Proposition 4.35 gives $p=\operatorname{coker}(\operatorname{ker}(\operatorname{coker} f))=\operatorname{coker} f$. Since $m^{\prime}=\operatorname{ker} p^{\prime}$, we have $p^{\prime} m^{\prime}=0$. Hence $p^{\prime} f=p^{\prime} m^{\prime} e^{\prime}=0$. Since $p=\operatorname{coker} f$, the brief form of the definition of cokernel shows that $p^{\prime}=s p$ for some $s$. Thus $p^{\prime} m=s p m=0$, the latter equality holding because $p=\operatorname{coker} m$. Since $m^{\prime}=\operatorname{ker} p^{\prime}$, the brief form of the definition of kernel gives $m=m^{\prime} t$ for some $t$.

Resubstituting for $m^{\prime}$ gives $m=m^{\prime} t=m(\operatorname{ker} r) t$. Since $m$ is a monomorphism, we can cancel and obtain $1_{X}=(\operatorname{ker} r) t$, where $X$ is the codomain of $\operatorname{ker} r$. In other words, ker $r$ has a right inverse. Being a monomorphism, it must be an isomorphism. Since any morphism $v$ has $v$ ker $v=0$, we obtain $r$ ker $r=0$ and conclude that $r=0$. Therefore $e$ is an epimorphism, as asserted.

Since $e$ is an epimorphism, Lemma 4.37 gives $e=\operatorname{coker}(\operatorname{ker} e)$, and Proposition 4.33 gives ker $e=\operatorname{ker}(m e)=\operatorname{ker} f$. Therefore $e=\operatorname{coker}(\operatorname{ker} f)$. This completes the proof of existence of the decomposition.

For uniqueness, suppose that $f=m^{\prime} e^{\prime}$ for a monomorphism $m^{\prime}$ and an epimorphism $e^{\prime}$. Proposition 4.33 gives $\operatorname{ker} f=\operatorname{ker}\left(m^{\prime} e^{\prime}\right)=\operatorname{ker} e^{\prime}$, as well as $\operatorname{ker} f=\operatorname{ker}(m e)=\operatorname{ker} e$, the understanding being that these equalities hold up to an isomorphism on the right. Set $u=\operatorname{ker} e$ and $u^{\prime}=\operatorname{ker} e^{\prime}$; then $u=u^{\prime} w$ for some isomorphism $w$. Since $e$ and $e^{\prime}$ are epimorphisms, Lemma 4.37 gives $e=\operatorname{coker} u$ and $e^{\prime}=\operatorname{coker} u^{\prime}$. Since $m^{\prime}$ is a monomorphism, the equality $0=f(\operatorname{ker} f)=f u=m^{\prime} e^{\prime} u$ implies that $e^{\prime} u=0$; by the brief form of the definition of coker $u$ as a cokernel, $e^{\prime}$ factors as $e^{\prime}=x e$ for a unique $x$. Similarly the equality $0=f \operatorname{ker} f=f u^{\prime}=$ meu implies that $e u=0$; by the brief form of the definition of coker $u^{\prime}$ as a cokernel, $e$ factors as $e=x^{\prime} e^{\prime}$ for a unique $x^{\prime}$. Then $e=x^{\prime} e^{\prime}=x^{\prime} x e$; since $e$ is an epimorphism, $x^{\prime} x$ is the identity on its domain. Similarly $e^{\prime}=x e=x x^{\prime} e^{\prime}$, and it follows that $x x^{\prime}$ is the identity on its domain. Consequently $x$ is an isomorphism. Multiplying $e^{\prime}=x e$ by $m^{\prime}$ on the left gives $m e=f=m^{\prime} e^{\prime}=m^{\prime} x e$; since $e$ is an epimorphism, $m=m^{\prime} x$. This completes the proof.

With this canonical factorization in hand, we introduce two terms that will
simplify the definition of "exact sequence." We define the image and coimage of $f=m e$ in $\operatorname{Hom}(A, B)$ by

$$
m=\operatorname{image} f \quad \text { and } \quad e=\text { coimage } f
$$

In words, the image of any morphism is its monomorphism factor, and the coimage is its epimorphism factor; in particular, a monomorphism is its own image, and an epimorphism is its own coimage. ${ }^{17}$ Let us see what the factorization and these formulas say in terms of diagrams. We write $(K, i)$ for the kernel of $f$ and ( $C, p$ ) for the cokernel of $f$. Let $I$ be the codomain of $e$, which equals the domain of $m$. In terms of a diagram, the situation for $f$ is then given by

$$
K \xrightarrow[=\operatorname{ker} f]{i=\operatorname{ker} e} A \xrightarrow[=\text { coimage } f]{e=\operatorname{coker} i} I \xrightarrow[=\text { image } f]{m=\operatorname{ker} p} B \xrightarrow[=\operatorname{coker} f]{p=\operatorname{coker} m} C .
$$

The top row of labels explains the relationships among $i, e, m, p$, and the bottom row of labels relates $i, e, m, p$ to $f$. The morphism $f$ itself is the composition of the two morphisms in the center.

In a good category of modules, we can interpret this diagram in terms of the two short exact sequences

which we can merge into a single 6-term exact sequence

$$
0 \longrightarrow K \xrightarrow{i} A \xrightarrow{m e=f} B \xrightarrow{p} C \longrightarrow 0 .
$$

Now we can define complexes and exact sequences for abelian categories, and we can readily check that the new definitions are consistent with the definitions for good categories of modules. A chain complex is a doubly infinite sequence of morphisms with decreasing indexing such that the consecutive compositions are defined and are 0 . If $f \in \operatorname{Hom}(A, B)$ and $g \in \operatorname{Hom}(B, C)$ are given morphisms, then the sequence

$$
A \xrightarrow{f} B \xrightarrow{g} C
$$

is exact at $B$ if image $f=\operatorname{ker} g$, or equivalently if coker $f=$ coimage $g$. As usual in the subject of abelian categories, the equality sign here means "can be taken as." In more detail if $f$ and $g$ decompose as $f=m e$ and $g=m^{\prime} e^{\prime}$, image $f$ is defined to be $m$, and $\operatorname{ker} g$ equals ker $e^{\prime}$. Thus the condition for exactness is

[^32]that $m$ be a kernel of $e^{\prime}$. Since $u(\operatorname{ker} u)=0$ for any morphism $u$, exactness at $B$ implies that $e^{\prime} m=0$. Then $g f=m^{\prime} e^{\prime} m e=0$, and we see that the given sequence (when extended by 0 's at each end) is a complex.

Exactness of any finite or infinite sequence of morphisms whose consecutive compositions are defined means exactness at every object $X$ in the sequence for which there is an incoming morphism in some $\operatorname{Hom}(W, X)$ and there is an outgoing morphism in some $\operatorname{Hom}(X, Y)$. With the kind of indexing used for a chain complex, a sequence

$$
\cdots \longrightarrow X_{n+1} \xrightarrow{m_{n} e_{n}} X_{n} \xrightarrow{m_{n-1} e_{n-1}} X_{n-1} \longrightarrow \cdots
$$

is exact if $m_{n}=\operatorname{ker} e_{n-1}$, or equivalently if $e_{n-1}=\operatorname{coker} m_{n}$, for all $n$.
For a sequence of four morphisms of the form

$$
0 \longrightarrow K \xrightarrow{m} A \xrightarrow{e} C \longrightarrow 0
$$

exactness means exactness at $K, A$, and $C$. The conditions are that $m$ is a monomorphism, $e$ is an epimorphism, and $m=\operatorname{ker} e$ (or equivalently that $e=$ coker $m$ ). In this case the sequence is called a short exact sequence.

One can now proceed to define projectives and injectives for any abelian category as certain objects in the same way as in Figures 4.3 and 4.4, and extend all the results of earlier sections of this chapter to all abelian categories. We shall not carry out this detail. ${ }^{18}$

Instead, we shall indicate an approach to carrying out this detail that takes most of the difficulty out of translating results from the context of good categories to the context of abelian categories. It is to use the notion of "members." The word "members" in the present setting refers to something that substitutes for elements in situations in which objects need not necessarily be sets of elements. The idea is to recast elements, when they exist, in terms of morphisms and then to generalize the resulting definition. For orientation, consider the category $\mathcal{C}_{R}$ of all unital left $R$ modules, $R$ being a ring with identity. Let us write $R_{0}$ for the left $R$ module $R$. The elements of a unital left $R$ module $X$ are then in one-one correspondence with the $R$ homomorphisms of $R_{0}$ into $X$, the element $x$ corresponding to the homomorphism that carries $r$ to $r x$. Thus the category $\mathcal{C}_{R}$ has a distinguished object $R_{0}$ such that the elements of any object $X$ are in one-one correspondence with $\operatorname{Hom}\left(R_{0}, X\right)$. Hence any argument about elements for this category immediately translates into an argument about morphisms.

The trouble is that a general abelian category has no distinguished object to play the role of $R_{0}$. The idea for getting around this difficulty is to take all possible

[^33]objects $X_{0}$ in place of $R_{0}$, consider the union on $X_{0}$ of all sets $\operatorname{Hom}\left(X_{0}, X\right)$, introduce an equivalence relation, and hope for the best.

The definition is as follows. Let $\mathcal{C}$ be an abelian category, fix $X$ in $\operatorname{Obj}(\mathcal{C})$, and consider all morphisms with codomain $X$. Two such morphisms $x$ and $y$ are said to be equivalent morphisms for current purposes, written $x \equiv y$, if there exist epimorphisms $u$ and $v$ such that $x u=y v$. It is evident that "equivalent" is reflexive and symmetric. Transitivity requires proof, and we return to this matter in a moment. Once $\equiv$ has been shown to be an equivalence relation, an equivalence class of such morphisms is called a member of $X$. We write $x \in_{m} X$ to indicate that $x$ is a morphism with codomain $X$, hence to indicate that $x$ is a morphism whose equivalence class is a member of $X$. To avoid clumsy wording when there is really no possibility of confusion, we often simply say that $x$ is a member of $X$. The question arises whether this definition presents any settheoretic difficulties. As usual in category theory, one can answer the question painlessly by working when necessary only with subcategories for which the objects actually form a set; in this case, the union over all objects $X$ and $Y$ in the subcategory of all the groups $\operatorname{Hom}(X, Y)$ of morphisms is a set, and there is no problem. Let us return to a special case of our example.

EXAMPLE OF MEMBERS. Let $\mathcal{C}=\mathcal{C}_{\mathbb{Z}}$ be the category of all abelian groups, and fix an abelian group $X$. If $x$ is an abelian-group homomorphism with codomain $X$, let us use Proposition 4.38 to write $x=m e$ for a monomorphism $m$ and an epimorphism $e$. Then $x \equiv m$, and thus we might just as well consider only one-one homomorphisms into $X$. If $H$ is the image of $x$, then we can view $x$ as a composition $x=i_{H} y$ of a homomorphism $y$ carrying the domain of $x$ onto $H$, followed by the inclusion $i_{H}: H \rightarrow X$. The homomorphism $y$ is an isomorphism, hence is an epimorphism. Thus $x \equiv i_{H}$. It is apparent that no two inclusions of subgroups of $X$ into $X$ are equivalent morphisms. Since every inclusion of a subgroup of $X$ into $X$ yields a member of $X$, the members of $X$ are exactly the subgroups of $X$. Thus for example the set of members of $\mathbb{Z}$ corresponds to the set of integers $\geq 0$, in which addition is lost, and does not correspond exactly to the set of elements of $\mathbb{Z}$. This fact is a little discouraging, but it turns out not to be as bad an omen as one might expect.

Returning to the setting of a general abelian category, we work toward a proof that $\equiv$ is an equivalence relation. We need the notion of the "pullback" of two morphisms, which we define by a universal mapping property momentarily. The appropriate construction establishing existence appears in the next proposition. Then we prove a proposition for using pullback as a tool, and afterward we prove the transitivity.

In an abelian category $\mathcal{C}$, let $X, Y, Z$ be objects, and let $f \in \operatorname{Hom}(Y, Z)$ and $g \in \operatorname{Hom}(X, Z)$ be morphisms. A pullback of the pair $(f, g)$ is a triple
$(W, \tilde{f}, \tilde{g})$ in which $W$ is an object in $\mathcal{C}$, in which $\tilde{f}$ and $\widetilde{g}$ are morphisms with $\widetilde{f} \in \operatorname{Hom}(W, Y)$ and $\widetilde{g} \in \operatorname{Hom}(W, X)$, and in which the following universal mapping property holds: whenever $\left(W^{\prime}, \widetilde{f}^{\prime}, \widetilde{g}^{\prime}\right)$ is a triple such that $W^{\prime}$ is an object in $\mathcal{C}$ and $\widetilde{f}^{\prime}$ and $\widetilde{g}^{\prime}$ are morphisms with $\widetilde{f}^{\prime} \in \operatorname{Hom}\left(W^{\prime}, Y\right)$ and $\widetilde{g}^{\prime} \in \operatorname{Hom}\left(W^{\prime}, X\right)$ and with $f \widetilde{g}^{\prime}=g \widetilde{f}^{\prime}$, then there exists a unique $\varphi \in \operatorname{Hom}\left(W^{\prime}, W\right)$ such that $\tilde{f}^{\prime}=\widetilde{f} \varphi$ and $\widetilde{g}^{\prime}=\widetilde{g} \varphi$. See Figure 4.8.


Figure 4.8. The pullback of a pair $(f, g)$ of morphisms.
Proposition 4.39. In an abelian category $\mathcal{C}$, let $X, Y, Z$ be objects, and let $f \in \operatorname{Hom}(X, Z)$ and $g \in \operatorname{Hom}(Y, Z)$ be morphisms. Let $X \oplus Y$ be the direct sum, let $p_{X}$ and $p_{Y}$ be the projections on the two factors, define $h=f p_{X}-g p_{Y}$ in $\operatorname{Hom}(X \oplus Y, Z)$, and let $m=\operatorname{ker} h$. Then a pullback $(W, \tilde{f}, \tilde{g})$ of $(f, g)$ is given by $W=$ domain $m, \tilde{f}=p_{Y} m$, and $\widetilde{g}=p_{X} m$.

REMARKS. The dual statement asserts the existence of a pushout of a pair of morphisms, and it is a consequence of Proposition 4.39. Problem 35 at the end of the chapter points out that the proof of Proposition 4.19a made use of a concretely constructed pullback, while the proof of Proposition 4.19b made use of a concretely constructed pushout.

PROOF. From $h m=h$ ker $h=0$, we obtain $0=f p_{X} m-g p_{Y} m=f \widetilde{g}-g \widetilde{f}$, and thus $f \widetilde{g}=g \tilde{f}$. Now suppose that $W^{\prime}, \widetilde{f}^{\prime}$, and $\widetilde{g}^{\prime}$ are given with $f \widetilde{g}^{\prime}=$ $g \widetilde{f}^{\prime}$. Then $m^{\prime}=\left(\widetilde{g}^{\prime}, \widetilde{f}^{\prime}\right)$ is a morphism in $\operatorname{Hom}\left(W^{\prime}, X \oplus Y\right)$ such that $h m^{\prime}=$ $f p_{X}{\underset{\sim}{m}}^{\prime}-g p_{Y} m^{\prime}=f \widetilde{g}^{\prime}-g \widetilde{f}^{\prime}=0$. Therefore $m^{\prime}$ factors through $m=\operatorname{ker} h$ as $\left(\widetilde{g}^{\prime}, \widetilde{f^{\prime}}\right)=m \varphi$ for a unique $\varphi \in \operatorname{Hom}\left(W^{\prime}, W\right)$. Application of $p_{X}$ and $p_{Y}$ to this equality gives $\widetilde{g}^{\prime}=p_{X} m \varphi=\tilde{g} \varphi$ and $\widetilde{f}^{\prime}=p_{Y} m \varphi=\widetilde{f} \varphi$.

Proposition 4.40. In the notation of Figure 4.8 and Proposition 4.39 if $f$ is a monomorphism, then so is $\widetilde{f}$. If $f$ is an epimorphism, then so is $\tilde{f}$; in the case of an epimorphism, $\operatorname{ker} f$ factors as $\operatorname{ker} f=\widetilde{g}(\operatorname{ker} \tilde{f})$.

PROOF. Throughout the proof let $i_{X}$ and $i_{Y}$ be the injections associated with the direct sum $X \oplus Y$. Suppose that $f$ is a monomorphism, and suppose that $\widetilde{f} w=0$ for some morphism with codomain $W$. Since $\widetilde{f}=p_{Y} m, p_{Y} m w=0$. Then $0=\left(f p_{X}-g p_{Y}\right) m w=f p_{X} m w-0=f p_{X} m w$. Since $f$ is a monomorphism, $p_{X} m w=0$. Since also $\widetilde{f} w=p_{Y} m w=0, m w=\left(i_{X} p_{X}+i_{Y} p_{Y}\right) m w=0$. But $m$ is a monomorphism, and therefore $w=0$. Consequently $\widetilde{f}$ is a monomorphism.

For the remainder of the proof, assume that $f$ is an epimorphism. Let us
see that $h=f p_{X}-g p_{Y}$ is an epimorphism. In fact, if $z h=0$, then $0=$ $z\left(f p_{X}-g p_{Y}\right) i_{X}=z f p_{X} i_{X}=z f$. Since $f$ is an epimorphism, $z=0$. Thus $h$ is an epimorphism.

It follows from Lemma 4.37 that $h=\operatorname{coker}(\operatorname{ker} h)=\operatorname{coker} m$. To prove that $\tilde{f}$ is an epimorphism, suppose that $v \tilde{f}=0$ for some morphism $v$ with domain $Y$. This means that $v p_{Y} m=0$. Since $h$ is the cokernel of $m, v p_{Y}$ factors as $v p_{Y}=v^{\prime} h$ for some morphism $v^{\prime}$. Applying $i_{X}$ on the right end of both sides gives $0=v p_{Y} i_{X}=v^{\prime} h i_{X}=v^{\prime}\left(f p_{X}-g p_{Y}\right) i_{X}=v^{\prime} f p_{X} i_{X}=v^{\prime} f$. Since $f$ is an epimorphism, $v^{\prime}=0$. Hence $v p_{Y}=v^{\prime} h=0$. Since $p_{Y}$ is an epimorphism, $v=0$. Therefore $\tilde{f}$ is an epimorphism.

Now set $k=\operatorname{ker} f$, and let $K$ be its domain. The morphisms $k \in \operatorname{Hom}(K, X)$ and $0 \in \operatorname{Hom}(K, Y)$ have $f k=0=g 0$. If we set $W^{\prime}=K, \widetilde{f}^{\prime}=0$, and $\widetilde{g}^{\prime}=k$, then $f \widetilde{g}^{\prime}=g \widetilde{f}^{\prime}$, and Proposition 4.39 produces a unique $\varphi$ in $\operatorname{Hom}(K, W)$ with $0=\widetilde{f} \varphi$ and $k=\widetilde{g} \varphi$. We shall show that $\varphi$ is a kernel of $\tilde{f}$, and then the equation $k=\tilde{g} \varphi$ completes the proof.

We know that $\tilde{f} \varphi=0$. Thus suppose that $\tilde{f} v=0$ for some morphism $v$ in some $\operatorname{Hom}\left(K^{\prime}, W\right)$. Since $f \widetilde{g}=g \widetilde{f}$, we have $f \widetilde{g} v=g \widetilde{f} v=0$. Thus $\widetilde{g} v$ factors through $k=\operatorname{ker} f$ as $\tilde{g} v=k v^{\prime}$ for some $v^{\prime}$ in $\underset{\widetilde{f}}{\operatorname{Hom}}\left(K^{\prime}, K\right)$.

Put $\Phi=v-\varphi v^{\prime}$. Then $\tilde{f} \Phi=\tilde{f} v-\widetilde{f} \varphi v^{\prime}=0-0=0$, and $\widetilde{g} \Phi=$ $\tilde{g} v-\tilde{g} \varphi v^{\prime}=k v^{\prime}-k v^{\prime}=0$. Consequently if we put $W^{\prime \prime}=K_{\sim}^{\prime}, \tilde{f}^{\prime \prime}=0$, and $\widetilde{g}^{\prime \prime}=0$, then $\Phi$ and 0 are two morphisms in $\operatorname{Hom}\left(K^{\prime}, W\right)$ with $\widetilde{f}^{\prime \prime}=\widetilde{f} \Phi=\widetilde{f} 0$ and $\widetilde{g}^{\prime \prime}=\widetilde{g} \Phi=\widetilde{f} 0$. By uniqueness of the morphism in the universal mapping property for pullbacks, $\Phi=0$. Therefore $v=\varphi v^{\prime}$, and $v$ has been exhibited as factoring through $\varphi$.

If $v$ factors through $\varphi$ also as $v=\varphi v^{\prime \prime}$, then $0=\varphi\left(v^{\prime}-v^{\prime \prime}\right)$, and we have $k\left(v^{\prime}-v^{\prime \prime}\right)=\widetilde{g} \varphi\left(v^{\prime}-v^{\prime \prime}\right)=0$. Since $k=\operatorname{ker} f$ is a monomorphism, $v^{\prime}=v^{\prime \prime}$. Thus the factorization of $v$ through $\varphi$ is unique, and $\varphi$ is a kernel of $\tilde{f}$. This completes the proof.

Proposition 4.41. Let $\mathcal{C}$ be an abelian category, let $X$ be an object in $\mathcal{C}$, and define $x \equiv y$ for two morphisms $x$ and $y$ with codomain $X$ if there exist epimorphisms $u$ and $v$ with $x u=y v$. Then the relation $\equiv$ on the morphisms with codomain $X$ is transitive and hence is an equivalence relation.

REMARK. A nontrivial special case is that the obvious equivalences $x u \equiv x$ and $x \equiv x v$ imply the nonobvious equivalence $x u \equiv x v$ when $u$ and $v$ are epimorphisms.

Proof. Assuming that $x \equiv y$ and $y \equiv z$, write $x u=y v$ and $y r=z s$ for epimorphisms $u, v, r, s$. Since $v$ and $r$ have the same codomain, namely domain $(y)$, the pullback ( $\widetilde{v}, \widetilde{r})$ of $(v, r)$ as in Proposition 4.39 is well defined, and Proposition 4.40 shows that $\tilde{v}$ and $\tilde{r}$ are epimorphisms. Since $r \tilde{v}=v \tilde{r}$, we
obtain $x u \tilde{r}=y v \tilde{r}=y r \tilde{v}=z s \tilde{v}$. The morphisms $u \tilde{r}$ and $s \tilde{v}$ are epimorphisms as compositions of epimorphisms, and therefore $x \equiv z$.

Fix an object $X$. Then $0_{0 X}$ is a member of $X$ called the zero member, denoted by 0 . Every zero morphism $0_{Y X}$ with codomain $X$ is equivalent to $0_{0 X}$; in fact, $0_{Y X}=0_{0 X} 0_{Y 0}$. The morphism $0_{Y 0}$ is an epimorphism because if $f \in \operatorname{Hom}(0, Z)$ has $f 0_{Y 0}=0_{Y Z}$, then $f$ is the unique element $0_{0 Z}$ of $\operatorname{Hom}(0, Z)$. Conversely any nonzero morphism $r$ in $\operatorname{Hom}(Y, X)$ is inequivalent to $0_{Y X}$. In fact, an equality $r u=0_{Y X} v$ for epimorphisms $u$ and $v$ would imply that $r=0_{Y X}$, since we can cancel in the equality $r u=0_{Y X} v=0_{Y X} u$.

Each $x \in_{m} X$ has a "negative," namely the class of the negative of the representative $x$ of the member; i.e., taking the negative of a morphism is respected in passing to classes. We write $-x \epsilon_{m} X$ for the negative. (Warning: As the example with the category of abelian groups shows, one should use care in inferring any relationship between "negatives" and zero members.)

If $f$ is a morphism in $\operatorname{Hom}(X, Y)$, then each member $x \in_{m} X$ yields by composition a well-defined member $f x \in_{m} Y$. To see that this notion is indeed well defined, suppose that $x \equiv x^{\prime}$, and choose epimorphisms $u$ and $v$ with $x u=x^{\prime} v$. Then $(f x) u=f(x u)=f\left(x^{\prime} v\right)=\left(f x^{\prime}\right) v$ shows that $f x \equiv f x^{\prime}$.

The main result is Theorem 4.42 below, which gives a calculus for diagram chases using members in general abelian categories. After the proof we shall be content with one example of how the theorem allows all the diagram chases in earlier sections of this chapter to be extended to general abelian categories. The example is the proof of the part of the Snake Lemma that involves an explicit construction. ${ }^{19}$ More examples appear in Problems 34-35 at the end of the chapter.

Theorem 4.42. The members of an abelian category satisfy the following properties:
(a) a morphism $f \in \operatorname{Hom}(X, Y)$ is a monomorphism if and only if every $x \in_{m} X$ with $f x \equiv 0$ has $x \equiv 0$,
(b) a morphism $f \in \operatorname{Hom}(X, Y)$ is a monomorphism if and only if every pair of members $x \in_{m} X$ and $x^{\prime} \in_{m} X$ with $f x \equiv f x^{\prime}$ has $x \equiv x^{\prime}$,
(c) a morphism $g \in \operatorname{Hom}(X, Y)$ is an epimorphism if and only if for each $y \in_{m} Y$, there exists some $x \in_{m} X$ with $g x \equiv y$,
(d) a morphism $h \in \operatorname{Hom}(X, Y)$ is the 0 morphism if and only if every $x \in_{m} X$ has $h x \equiv 0$,
(e) a sequence $X \xrightarrow{f} Y \xrightarrow{g} Z$ is exact at $Y$ if and only if $g f=0$ and also each $y \in_{m} Y$ with $g y \equiv 0$ has some $x \in_{m} X$ with $f x \equiv y$,

[^34](f) whenever $x, y, z$ are members of an object $X$ and $x \equiv y u+z v$ for some epimorphisms $u$ and $v$, then $x u^{\prime}-y v^{\prime} \equiv z$ for some epimorphisms $u^{\prime}$ and $v^{\prime}$.

## REMARKS.

(1) The interpretations of (a) through (e) are straightforward enough and already give an indication that the notion of a member may be of some help in translating proofs for good categories into proofs for abelian categories. Application of (d) to the difference $f_{1}-f_{2}$ of two morphisms in $\operatorname{Hom}(X, Y)$ shows that $f_{1} x \equiv f_{2} x$ for all $x \in_{m} X$ implies $f_{1}=f_{2}$.
(2) The interpretation of (f) is more subtle. As the example with the Snake Lemma below will show, conclusion (f) makes it possible to mirror in the theory of members the kind of subtraction that takes place with elements of a module to get their difference to be in the kernel of some homomorphism.

Proof. For (a) and (b), if $f$ is a monomorphism and $f x \equiv f x^{\prime}$, then $f x u=$ $f x^{\prime} v$ for suitable epimorphisms $u$ and $v$, and cancellation yields $x u=x^{\prime} v$ and hence $x \equiv x^{\prime}$. Conversely suppose $f x \equiv 0$ only for $x \equiv 0$. If $f$ has $f x^{\prime}=0_{A Y}$ for some $x^{\prime}$ in some $\operatorname{Hom}(A, X)$, then $f x^{\prime} \equiv 0$ and so $x^{\prime} \equiv 0$ by hypothesis. In this case, $x^{\prime}=0_{A X}$ because we know that nonzero morphisms are not equivalent to 0 .

For (c), suppose that $g$ is an epimorphism. If $y \in_{m} Y$ is given, let $y$ be in $\operatorname{Hom}\left(X^{\prime}, Y\right)$, and let $(\widetilde{g}, \tilde{y})$ be the pullback of $(g, y)$, satisfying $y \widetilde{g}=g \widetilde{y}$. Proposition 4.40 shows that $\tilde{g}$ is an epimorphism, and then $y \equiv g x$ for $x=\tilde{y}$. Conversely if $g$ fails to be an epimorphism, then there exists $r \neq 0$ in some $\operatorname{Hom}(Y, Z)$ with $r g=0_{X Z}$. If there is some $x$ in some $\operatorname{Hom}(A, X)$ with $g x \equiv 1_{Y}$, we can compose with $r$ on the left of both sides and obtain $r g x \equiv r 1_{Y}=r$. Since the left side equals $0_{A Z}$, which is equivalent to $0_{Y Z}$, we obtain $0_{Y Z} \equiv 0_{A Z} \equiv r$, which we know not to be true for nonzero members $r$ of $\operatorname{Hom}(Y, Z)$.

For (d), if $h=0_{X Y}$ and if $x$ is in $\operatorname{Hom}(Z, X)$, then $h x=0_{X Y} x=0_{Z Y} \equiv 0_{0 Y}$. Conversely if every $x$ in every $\operatorname{Hom}(Z, X)$ has $h x \equiv 0_{0 Y}$, we take $Z=X$ and $x=1_{X}$. Then $h u=h x u=0_{0 Y} v$ for some epimorphisms $u \in \operatorname{Hom}(A, X)$ and $v \in \operatorname{Hom}(A, 0)$. This says that $h u=0_{A Y}=0_{X Y} u$. Since $u$ is an epimorphism, $h=0_{X Y}$.

For (e), let $f=m e$ be the decomposition of $f$ as in Proposition 4.38. Then $m=$ image $f$, and we define $k=\operatorname{ker} g$. If the sequence is exact at $Y$, then $g f=0$ as part of the definition. Suppose $y \in_{m} Y$ has $g y \equiv 0$, i.e., $g y=0$. Since $m=\operatorname{ker} g$ by exactness, the equality $g y=0$ and the definition of kernel together imply that $y=m y^{\prime}$ for some $y^{\prime}$. Using Proposition 4.39, let ( $e, y^{\prime}$ ) have ( $\tilde{e}, \tilde{y}^{\prime}$ ) as pullback, satisfying $e \widetilde{y}^{\prime}=y^{\prime} \widetilde{e}$. Since $e$ by construction is an epimorphism, Proposition 4.40 shows that $\tilde{e}$ is an epimorphism. From the computation $f \widetilde{y}^{\prime}=$ $m e \widetilde{y}^{\prime}=m y^{\prime} \tilde{e}=y \tilde{e}$, we obtain $f \tilde{y}^{\prime} \equiv y$. Then $x=\tilde{y}^{\prime}$ has $x \in_{m} X$ and $f x \equiv y$.

Conversely suppose that $g f=0$ and that the other condition holds. Since $e$ is an epimorphism, the equality $g f=0$ implies that $g m=0$. The definition of $k=\operatorname{ker} g$ thus gives $m=k \varphi$ for some morphism $\varphi$. Meanwhile, the morphism $k=\operatorname{ker} g$ has $k \in_{m} Y$ and $g k=0$. Thus $g k \equiv 0$. The hypothesis produces $x \in_{m} X$ with $f x \equiv k$, i.e., with mexu $=k v$ for suitable epimorphisms $u$ and $v$. Write $e x=m^{\prime} e^{\prime}$ according to Proposition 4.38. Then $m m^{\prime} e^{\prime} u=k v$, and the uniqueness in Proposition 4.38 shows that $k=m m^{\prime} \psi$ for some isomorphism $\psi$. Putting the results together gives $m=k \varphi=m m^{\prime} \psi \varphi$ and $k=m m^{\prime} \psi=k \varphi m^{\prime} \psi$. Since $m$ and $k$ are monomorphisms, $1=m^{\prime} \psi \varphi$ and $1=\varphi m^{\prime} \psi$. These show that $\varphi$ has a left inverse and a right inverse, hence is an isomorphism. Then $m^{\prime}$ too is an isomorphism, and $k=m$ except for a factor of an isomorphism on the right side. This means that we can take ker $g=$ image $f$ and that the given sequence is exact at $Y$.

For (f), let $x \equiv y u+z v$. Then $x u_{1}=(y u+z v) v_{1}$, and $x u_{1}-y\left(u v_{1}\right)=z v v_{1}$. Consequently $x u_{1}-y\left(u v_{1}\right) \equiv z v v_{1} \equiv z$, and (f) follows with $u^{\prime}=u_{1}$ and $v^{\prime}=u v_{1}$.

Theorem 4.42 enables us to use members to verify properties of morphisms in diagrams, but it does not by itself construct any morphisms. That is, just because we know what the equivalence class of $f x$ should be for every $x \in_{m} X$ does not mean that we have a construction of $f$; it means only that we know how to work with $f$ once $f$ is known to exist. Specifically we know from Remark 1 with the theorem that there cannot be a different morphism $g$ with $f x \equiv g x$ for all $x \in_{m} X$. Some tools that we have for constructing morphisms for a general abelian category are the existence of kernels and cokernels via Axiom (iv), Proposition 4.39 asserting the existence of pullbacks of pairs of morphisms, and the dual of Proposition 4.39 asserting the existence of pushouts of pairs of morphisms. For particular categories of interest, the hypotheses "enough projectives" and "enough injectives" provide additional constructions of morphisms.

The most complicated example of a constructed mapping that we encountered in the theory for good categories was the connecting homomorphism in the Snake Lemma. In the generalization to abelian categories, the construction of the connecting morphism has to go outside the usual diagram given in Figure 4.2. Problem 33 at the end of the chapter will compare the actual construction and Figure 4.2 for the chain map of exact sequences of abelian groups given below and observe that the two diagrams are different:


The domain of the connecting homomorphism for this situation is the set of even members of $\mathbb{Z} / 8 \mathbb{Z}$, and the mapping carries $2+8 \mathbb{Z}$ to $1+4 \mathbb{Z}$ in $\mathbb{Z} / 4 \mathbb{Z}$.

Example of diagram chase. In the setting of the Snake Lemma (Lemma 4.6), we shall construct the connecting morphism $\omega$ and verify that its value on each member of its domain corresponds to what we expect on the basis of Lemma 4.6. The given snake diagram, partially enlarged toward Figure 4.2 , is

with the rows exact and the squares commuting. The added parts at the top and bottom are the kernel $\left(C_{0}, k\right)$ of $\gamma$ and the cokernel $\left(A_{0}^{\prime}, p\right)$ of $\alpha$. Once the connecting homomorphism has been constructed, the proof of exactness will involve a diagram chase that makes rather straightforward use of Theorem 4.42, including conclusion (f). By contrast, the initial construction will involve a different sort of diagram, namely


In the construction we adjust the first row of $(*)$ to make it exact when a 0 is included at the left end. To do so, we factor $\varphi$ according to Proposition 4.38 as $\varphi=m e$, we let $\bar{A}=$ domain $m=$ codomain $e$, and we write $\bar{\varphi}$ for $m$. The commutativity of the left square of $(*)$ implies that $\varphi^{\prime} \alpha(\operatorname{ker} \varphi)=$ $\beta \varphi(\operatorname{ker} \varphi)=0$. Since $\varphi^{\prime}$ is a monomorphism, $\alpha(\operatorname{ker} \varphi)=0$. Then the fact $e=\operatorname{coker}(\operatorname{ker} \varphi)$ implies that $\alpha$ factors through $e$ as $\alpha=\bar{\alpha} e$ for some $\bar{\alpha}$ with domain $\bar{A}$. Consequently the left square in the adjusted diagram commutes, and the first row is exact with the 0 inserted at the left. Since $e$ is an epimorphism, $p=\operatorname{coker} \alpha=\operatorname{coker}(\bar{\alpha} e)=\operatorname{coker} \bar{\alpha}$, and the vertical line at the left is exact.

By a dual argument starting from a factorization of $\psi^{\prime}$, we can replace the triple ( $\left.C^{\prime}, \psi^{\prime}, \gamma\right)$ in similar fashion by $\left(\bar{C}^{\prime}, \bar{\psi}^{\prime}, \bar{\gamma}\right)$, see that $k=\operatorname{ker} \bar{\gamma}$, and add a 0 at the end of the second row to obtain an exact sequence.

Next, let $\left(B_{0}, \widetilde{\psi}, \tilde{k}\right)$ be a pullback of $(\psi, k)$. Proposition 4.40 shows that $\widetilde{\psi}$ is an epimorphism and that $\operatorname{ker} \psi=\widetilde{k} \operatorname{ker} \widetilde{\psi}$. Since the first row is a short exact sequence, we know that $\bar{\varphi}=\underset{\sim}{\operatorname{ker}} \psi$, and the condition $\operatorname{ker} \psi=\widetilde{k} \operatorname{ker} \widetilde{\psi}$ shows that $\widetilde{\varphi}=\operatorname{ker} \widetilde{\psi}$ satisfies $\bar{\varphi}=\widetilde{k} \widetilde{\varphi}$. This completes the dashed arrows in the top part of the diagram. By a dual argument using $p=\operatorname{coker} \bar{\alpha}$, we complete the dashed arrows in the bottom part of the diagram, deducing from $\bar{\psi}^{\prime}=\operatorname{coker} \varphi^{\prime}$ the fact that $\widetilde{\psi}^{\prime}=\operatorname{coker} \widetilde{\varphi}^{\prime}$ satisfies $\bar{\psi}^{\prime}=\widetilde{\psi}^{\prime} \widetilde{p}$.

Lemma 4.37 shows from $\tilde{\varphi}=\operatorname{ker} \tilde{\psi}$ that $\tilde{\psi}=\operatorname{coker} \tilde{\varphi}$, and it shows from $\widetilde{\psi}^{\prime}=\operatorname{coker} \widetilde{\varphi}^{\prime}$ that $\widetilde{\varphi}^{\prime}=\operatorname{ker} \widetilde{\psi}^{\prime}$. With these formulas in hand, we can construct the connecting homomorphism. Define $\omega_{0}=\widetilde{p} \beta \widetilde{\sim}$ in $\operatorname{Hom}\left(B_{0}, B_{0}^{\prime}\right)$ to be the composition down the center. Then $\omega_{0} \widetilde{\varphi}=\widetilde{p} \beta \tilde{k} \widetilde{\varphi}=\widetilde{\varphi}^{\prime} p \bar{\alpha}=0$, the last equality holding because $p \bar{\alpha}=0$. Therefore $\omega_{0}$ factors through $\widetilde{\psi}=\operatorname{coker} \widetilde{\varphi}$ as $\omega_{0}=\omega_{1} \widetilde{\psi}$ for some $\omega_{1} \in \operatorname{Hom}\left(C_{0}, B_{0}^{\prime}\right)$. The morphism $\omega_{1}$ satisfies $\widetilde{\psi}^{\prime} \omega_{1} \widetilde{\sim} \tilde{\sim}=$ $\tilde{\psi}^{\prime} \tilde{p} \beta \widetilde{k}=\bar{\gamma} k \widetilde{\psi}=0$, the last equality holding because $\bar{\gamma} k=0$. Since $\widetilde{\psi}$ is an epimorphism, we can cancel it, obtaining $\widetilde{\psi}^{\prime} \omega_{1}=0$. Therefore $\omega_{1}$ factors through $\widetilde{\varphi}^{\prime}=\operatorname{ker} \widetilde{\psi}^{\prime}$ as $\omega_{1}=\widetilde{\varphi}^{\prime} \omega$ for some morphism $\omega \in \operatorname{Hom}\left(C_{0}, A_{0}^{\prime}\right)$.

The construction of $\omega$ is now complete, and the assertion is that the value of $\omega$ on members corresponds to what we expect from the proof of Lemma 4.6. Since equivalences $\omega x \equiv \omega^{\prime} x$ for some other candidate $\omega^{\prime}$ for the connecting morphism and for all $x \in_{m} C_{0}$ would imply that $\omega=\omega^{\prime}$, the argument will show that we have found the unique morphism taking the prescribed values on members.

During the verification we refer to $(*)$ to do the diagram chase. The member of $C$ corresponding to $x \in_{m} C_{0}$ is $k x \in_{m} C$. Since $\psi$ is an epimorphism, Theorem 4.42c produces $b \in_{m} B$ with $\psi b \equiv k x$. Then $\psi^{\prime} \beta b \equiv \gamma \psi b \equiv \gamma k x \equiv 0$, since $\gamma k=0$. Theorem 4.42e and exactness at $B^{\prime}$ imply that $\varphi^{\prime} a^{\prime} \equiv \beta b$ for some $a^{\prime} \in A^{\prime}$, and the class of $a^{\prime}$ is unique (for the $b$ under consideration) by Theorem 4.42b because $\varphi^{\prime}$ is a monomorphism. We shall verify that $\omega x \equiv p a^{\prime}$, and then the class of $\omega x$ matches what we expect from the proof of Lemma 4.6.

First let us show that a different choice of $b$, say $b_{1}$, leads to the same class $p a^{\prime}$. We are given that $\psi b \equiv \psi b_{1}$. Let $a^{\prime}$ and $a_{1}^{\prime}$ be the corresponding members of $A^{\prime}$ with $\varphi^{\prime} a^{\prime} \equiv \beta b$ and $\varphi^{\prime} a_{1}^{\prime} \equiv \beta b_{1}$. We shall make repeated use of Theorem 4.42f, letting subscripted $u$ 's and $v$ 's denote suitable epimorphisms. From $\psi b \equiv$ $\psi b_{1}$, Theorem 4.42 f gives $\psi b u_{1}-\psi b_{1} v_{1} \equiv 0$, i.e., $\psi\left(b u_{1}-b_{1} v_{1}\right) \equiv 0$. By Theorem 4.42e and exactness at $B, b u_{1}-b_{1} v_{1} \equiv \varphi a$ for some $a \in_{m} A$. Hence $\beta b u_{1}-\beta b_{1} v_{1} \equiv \beta \varphi a \equiv \varphi^{\prime} \alpha a$. Two applications of Theorem 4.42f starting from $\beta b u_{1}-\beta b_{1} v_{1} \equiv \varphi^{\prime} \alpha a$ give

$$
\varphi^{\prime} a^{\prime} \equiv \beta b \equiv \varphi^{\prime} \alpha a u_{2}+\beta b_{1} v_{2}
$$

and then

$$
\varphi^{\prime} a^{\prime} u_{3}-\varphi^{\prime} \alpha a v_{3} \equiv \beta b_{1} \equiv \varphi^{\prime} a_{1}^{\prime}
$$

Since $\varphi^{\prime}$ is a monomorphism, Theorem 4.42 b says that

$$
a^{\prime} u_{3}-\alpha a v_{3} \equiv a_{1}^{\prime}
$$

Applying $p$, we obtain $p a^{\prime} u_{3}-p \alpha a v_{3} \equiv p a_{1}^{\prime}$. Since $p \alpha=0$, we can drop the term $p \alpha v_{3}$, and we conclude that $p a^{\prime} \equiv p a^{\prime} u_{3} \equiv p a_{1}^{\prime}$.

We can now return to the verification that $\omega x \equiv p a^{\prime}$, making use of the adjusted diagram as necessary. ${ }^{20}$ Since $\widetilde{\psi}$ is an epimorphism, Theorem 4.42c produces $b_{0} \in_{m} B_{0}$ with $\widetilde{\psi} b_{0} \equiv x$. Then $\widetilde{k} b_{0} \in_{m} B$ has $\psi \widetilde{k} b_{0} \equiv k \widetilde{\psi} b_{0} \equiv k x$. Hence $\widetilde{k} b_{0}$ is a member of $B$ like $b$ and $b_{1}$ in the previous paragraph. The above argument shows that $\beta \widetilde{k} b_{0} \in_{m} B^{\prime}$ has $\beta \widetilde{k} b_{0} \equiv \varphi^{\prime} a^{\prime}$ for some $a^{\prime} \in_{m} A^{\prime}$ and that $p a^{\prime} \in_{m} A_{0}^{\prime}$ is what we should hope for as the value of $\omega x$. So we compute that

$$
\widetilde{\varphi}^{\prime} \omega x \equiv \omega_{1} x \equiv \omega_{1} \widetilde{\psi} b_{0} \equiv \omega_{0} b_{0} \equiv \widetilde{p} \beta \tilde{k} b_{0} \equiv \widetilde{p} \varphi^{\prime} a^{\prime} \equiv \widetilde{\varphi}^{\prime} p a^{\prime}
$$

Since $\widetilde{\varphi}^{\prime}$ is a monomorphism by the dual of Proposition 4.40, Theorem 4.42b shows that $\omega x \equiv \varphi^{\prime} a^{\prime}$, which is the formula we were seeking.

## 9. Problems

1. (a) Prove that the good category of all finitely generated abelian groups has enough projectives but not enough injectives.
(b) Prove that the good category of all torsion abelian groups has enough injectives but not enough projectives.
2. Let $\mathcal{C}_{\mathbb{Z}}$ be the category of all abelian groups. Give an example of a nonzero good category $\mathcal{C}$ of abelian groups that has enough projectives and enough injectives but for which no nonzero projective for $\mathcal{C}_{\mathbb{Z}}$ lies in $\mathcal{C}$ and no nonzero injective for $\mathcal{C}$ lies in $\mathcal{C}_{\mathbb{Z}}$.

[^35]3. Let $R$ be a semisimple ring in the sense of Chapter II, and let $\mathcal{C}_{R}$ be the category of all unital left $R$ modules. Prove that every module in $\mathcal{C}_{R}$ is projective and injective.
4. Let $R$ be a (commutative) principal ideal domain, and let $\mathcal{C}_{R}$ be the category of all unital $R$ modules. A module $M$ in $\mathcal{C}_{R}$ is divisible if for each $a \neq 0$ in $R$ and $x \in M$, there exists $y \in M$ with $a y=x$.
(a) Referring to Example 2 of injectives in Section 4, prove that injective for $\mathcal{C}_{R}$ implies divisible.
(b) Deduce from Proposition 4.15 that divisible implies injective for $\mathcal{C}_{R}$.
5. Let $R$ be a (commutative) principal ideal domain, and let $\mathcal{C}_{R}$ be the category of all unital $R$ modules. Prove that every module $M$ in $\mathcal{C}_{R}$ has an injective resolution of the form $0 \rightarrow M \rightarrow I_{0} \rightarrow I_{1} \rightarrow 0$ with $I_{0}$ and $I_{1}$ injective.
6. Let $\mathcal{C}, \mathcal{C}^{\prime}, \mathcal{C}^{\prime \prime}$ be good categories of modules with enough projectives and enough injectives, let $G: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be a one-sided exact functor with derived functors $G_{n}$ or $G^{n}$, and let $F: \mathcal{C}^{\prime} \rightarrow \mathcal{C}^{\prime \prime}$ be an exact functor.
(a) Prove that if $F$ is covariant, then $F \circ G$ is one-sided exact, and its derived functors satisfy $(F \circ G)_{n}=F \circ G_{n}$ or $(F \circ G)^{n}=F \circ G^{n}$.
(b) Prove that if $F$ is contravariant, then $F \circ G$ is one-sided exact, and its derived functors satisfy $(F \circ G)^{n}=F \circ G_{n}$ or $(F \circ G)^{n}=F \circ G^{n}$.
7. Let $\mathcal{C}, \mathcal{C}^{\prime}, \mathcal{C}^{\prime \prime}$ be good categories of modules with enough projectives and enough injectives, let $F: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ be an exact functor, and let $G: \mathcal{C}^{\prime} \rightarrow \mathcal{C}^{\prime \prime}$ be a one-sided exact functor with derived functors $G_{n}$ or $G^{n}$.
(a) Suppose that $F$ is covariant, that $G_{n}$ or $G^{n}$ is defined from projective resolutions, and that $F$ carries projectives to projectives. Prove that $G \circ F$ is one-sided exact and that its derived functors satisfy $(G \circ F)_{n}=G_{n} \circ F$ or $(G \circ F)^{n}=G^{n} \circ F$.
(b) Suppose that $F$ is covariant, that $G_{n}$ or $G^{n}$ is defined from injective resolutions, and that $F$ carries injectives to injectives. Prove that $G \circ F$ is one-sided exact and that its derived functors satisfy $(G \circ F)_{n}=G_{n} \circ F$ or $(G \circ F)^{n}=G^{n} \circ F$.
(c) Suppose that $F$ is contravariant, that $G_{n}$ or $G^{n}$ is defined from projective resolutions, and that $F$ carries injectives to projectives. Prove that $G \circ F$ is one-sided exact and that its derived functors satisfy $(G \circ F)^{n}=G^{n} \circ F$ or $(G \circ F)_{n}=G_{n} \circ F$.
(d) Suppose that $F$ is contravariant, that $G_{n}$ or $G^{n}$ is defined from injective resolutions, and that $F$ carries projectives to injectives. Prove that $G \circ F$ is one-sided exact and that its derived functors satisfy $(G \circ F)^{n}=G^{n} \circ F$ or $(G \circ F)_{n}=G_{n} \circ F$.
8. Let $G$ be a group, and let $F=\left(F^{+} \rightarrow \mathbb{Z}\right)$ be a free resolution of the trivial $\mathbb{Z} G$ module $\mathbb{Z}$ in the category $\mathbb{Z} G$. If $M$ is an abelian group on which $G$ acts by automorphisms, then we know that the cohomology $H^{n}(G, M)$ is defined to be the $n^{\text {th }}$ cohomology of the cochain complex $\operatorname{Hom}_{\mathbb{Z} G}\left(F^{+}, M\right)$ and the homology $H_{n}(G, M)$ is defined to be the $n^{\text {th }}$ homology of the chain complex $F^{+} \otimes_{\mathbb{Z} G} M$. Take for granted the result of Proposition 3.32 that if $G$ is a finite cyclic group with generator $s$, then
$$
\cdots \xrightarrow{T} \mathbb{Z} G \xrightarrow{N} \mathbb{Z} G \xrightarrow{T} \cdots \xrightarrow{N} \mathbb{Z} G \xrightarrow{T} \mathbb{Z} G \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0
$$
is a free resolution of $\mathbb{Z} G$, where $T$ and $N$ are the left $\mathbb{Z} G$ module homomorphisms defined by
\[

$$
\begin{aligned}
& T=\text { multiplication by }(s)-(1) \\
& N=\text { multiplication by }(1)+(s)+\cdots+\left(s^{n-1}\right)
\end{aligned}
$$
\]

Prove that $H^{n}(G, M) \cong H^{n+2}(G, M)$ and $H_{n}(G, M) \cong H_{n+2}(G, M)$ for all $n \geq 1$ and all $M$ when $G$ is a finite cyclic group.

Problems 9-11 concern changes of rings. Fix a homomorphism $\rho: R \rightarrow S$ of rings with identity. This homomorphism determines three functors of interest, denoted by $\mathcal{F}_{S}^{R}: \mathcal{C}_{S} \rightarrow \mathcal{C}_{R}, P_{R}^{S}: \mathcal{C}_{R} \rightarrow \mathcal{C}_{S}$, and $I_{R}^{S}: \mathcal{C}_{R} \rightarrow \mathcal{C}_{S}$. The first takes an $S$ module $M$ and makes it into an $R$ module $\mathcal{F}_{S}^{R}(M)$ by the definition $r m=\rho(r) m$ for $r \in R$ and $m \in M$; the effect on an $S$ homomorphism is to leave the function unchanged and to regard it as an $R$ homomorphism; this functor is manifestly exact. For the second, regard $S$ as an $(S, R)$ bimodule with right $R$ action given by $s r=s \rho(r)$, and define $P_{R}^{S}(M)=S \otimes_{R} M$ for $M$ in $\operatorname{Obj}\left(\mathcal{C}_{R}\right)$ and $P_{R}^{S}(\varphi)=1_{S} \otimes \varphi$ for $\varphi$ in $\operatorname{Hom}_{R}(M, N)$; this functor is covariant and right exact. For the third, regard $S$ as an $(R, S)$ bimodule with left $R$ action given by $r s=\rho(r) s$, and define $I_{R}^{S}(M)=\operatorname{Hom}_{R}(S, M)$ for $M$ in $\operatorname{Obj}\left(\mathcal{C}_{R}\right)$ and $I_{R}^{S}(\varphi)=\operatorname{Hom}\left(1_{S}, \varphi\right)$ for $\varphi$ in $\operatorname{Hom}_{R}(M, N)$; this functor is covariant and left exact.
9. If $\mathcal{C}$ and $\mathcal{D}$ are good categories of modules and if $F: \mathcal{C} \rightarrow \mathcal{D}$ and $G: \mathcal{D} \rightarrow \mathcal{C}$ are covariant additive functors such that there exist isomorphisms of abelian groups

$$
\operatorname{Hom}(F(A), B) \cong \operatorname{Hom}(A, G(B))
$$

natural for $A$ in $\operatorname{Obj}(\mathcal{C})$ and for $B$ in $\operatorname{Obj}(\mathcal{D})$, then $F$ is said to be left adjoint to $G$ and $G$ is said to be right adjoint to $F$.
(a) Prove that if $G$ carries onto maps in $\mathcal{D}$ to onto maps in $\mathcal{C}$, then $F$ carries projectives in $\mathcal{C}$ to projectives in $\mathcal{D}$.
(b) Prove that if $F$ carries one-one maps in $\mathcal{C}$ to one-one maps in $\mathcal{D}$, then $G$ carries injectives in $\mathcal{D}$ to injectives in $\mathcal{C}$. (Educational note: The conclusions in this problem extend to any abelian categories $\mathcal{C}$ and $\mathcal{D}$, and in this enlarged setting, (b) follows from (a) by duality.)
10. (a) Prove that $P_{R}^{S}$ is left adjoint to $\mathcal{F}_{S}^{R}$.
(b) Deduce from the previous problem that $P_{R}^{S}$ sends projectives in $\mathcal{C}_{R}$ to projectives in $\mathcal{C}_{S}$.
(c) Prove that if the right $R$ module $S$ is projective, then $P_{R}^{S}$ is exact. (Educational note: In the subject of Lie algebra homology and cohomology, this hypothesis is satisfied when $S$ is the universal enveloping algebra of a Lie algebra $\mathfrak{g}$ over a field $\mathbb{K}, R$ is the universal enveloping algebra of a Lie subalgebra $\mathfrak{h}$ of $\mathfrak{g}$, and $\rho: R \rightarrow S$ is the inclusion. It is satisfied also in the subject of homology and cohomology of groups if $S$ is the group algebra $\mathbb{K} G$ of a group $G$ over a field $\mathbb{K}$ and if $R$ is the group algebra $\mathbb{K} H$ of a subgroup H. See Problem 13c below.)
(d) Using Problem 7, prove that if the right $R$ module $S$ is projective, then $\operatorname{Ext}_{S}^{k}\left(P_{R}^{S} M, N\right) \cong \operatorname{Ext}_{R}^{k}\left(M, \mathcal{F}_{S}^{R} N\right)$ naturally in each variable ( $M$ being in $\operatorname{Obj}\left(\mathcal{C}_{R}\right)$ and $N$ being in $\left.\operatorname{Obj}\left(\mathcal{C}_{S}\right)\right)$.
(e) Even without the assumption that the right $R$ module $S$ is projective, let $X=\left(X^{+} \rightarrow M\right)$ be a projective resolution of a module $M$ in $\mathcal{C}_{R}$, and let $Y=\left(Y^{+} \rightarrow P_{R}^{S} M\right)$ be a projective resolution of $P_{R}^{S} M$ in $\mathcal{C}_{S}$. Construct a chain map from $P_{R}^{S} X$ to $Y$ extending the identity map on $P_{R}^{S} M$, and use it to obtain the associated homomorphism $\operatorname{Ext}_{S}^{k}\left(P_{R}^{S} M, N\right) \rightarrow \operatorname{Ext}_{R}^{k}\left(M, \mathcal{F}_{S}^{R} N\right)$ natural in each variable.
11. (a) Prove that $I_{R}^{S}$ is right adjoint to $\mathcal{F}_{S}^{R}$.
(b) Deduce from Problem 9 that $I_{R}^{S}$ sends injectives in $\mathcal{C}_{R}$ to injectives in $\mathcal{C}_{S}$.
(c) Prove that if the right $R$ module $S$ is projective, then $I_{R}^{S}$ is exact.
(d) Using Problem 7, prove that if the right $R$ module $S$ is projective, then $\operatorname{Ext}_{S}^{k}\left(M, I_{R}^{S} N\right) \cong \operatorname{Ext}_{R}^{k}\left(\mathcal{F}_{S}^{R} M, N\right)$ naturally in each variable ( $M$ being in $\operatorname{Obj}\left(\mathcal{C}_{S}\right)$ and $N$ being in $\left.\operatorname{Obj}\left(\mathcal{C}_{R}\right)\right)$.
(e) Even without the assumption that the right $R$ module $S$ is projective, let $X=\left(X^{+} \rightarrow N\right)$ be an injective resolution of a module $N$ in $\mathcal{C}_{R}$, and let $Y=\left(Y^{+} \rightarrow I_{R}^{S} N\right)$ be an injective resolution of $I_{R}^{S} N$ in $\mathcal{C}_{S}$. Construct a chain map from $Y$ to $I_{R}^{S} N$ extending the identity map on $I_{R}^{S} N$, and use it to obtain the associated homomorphism $\operatorname{Ext}_{S}^{k}\left(M, I_{R}^{S} N\right) \rightarrow \operatorname{Ext}_{R}^{k}\left(\mathcal{F}_{S}^{R} M, N\right)$ natural in each variable.

Problems 12-13 concern the effect on cohomology of groups of changing the group. The main result is the exactness of the "inflation-restriction sequence"; this is applied particularly in algebraic number theory to relate Brauer groups (see Chapter III) for different field extensions. Let $J$ and $K$ be groups, and let $\rho: J \rightarrow K$ be a group homomorphism. By the universal mapping property of group rings, $\rho$ extends to a ring homomorphism, also denoted by $\rho$, from $\mathbb{Z} J$ into $\mathbb{Z} K$. For any group $G$, we make use of the standard free resolution $F(G)=\left(F(G)^{+} \xrightarrow{\varepsilon} \mathbb{Z}\right)$ of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$, as described before Theorem 3.20. A $\mathbb{Z}$ basis of $F_{n}(G)$ consists of all tuples $\left(g_{0}, \ldots, g_{n}\right)$, and a $\mathbb{Z} G$ basis consists of those members of the $\mathbb{Z}$ basis with
$g_{0}=1$. In the context of the groups $J$ and $K$, any $\mathbb{Z} K$ module $M$ becomes a $\mathbb{Z} J$ module by the formula $x m=\rho(x) m$ for $x \in \mathbb{Z} J$ and $m \in M$. In particular, each free $\mathbb{Z} K$ module $F_{n}(K)$ can be regarded as a $\mathbb{Z} J$ module. Meanwhile, the homomorphism $\rho: J \rightarrow K$ induces a function from the $\mathbb{Z} J$ basis of $F_{n}(J)$ into $F_{n}(K)$ by the formula $\rho\left(1, j_{1}, \ldots, j_{n}\right)=\left(1, \rho\left(j_{1}\right), \ldots, \rho\left(j_{n}\right)\right)$ for $j_{1}, \ldots, j_{n} \in J$, and this extends to a $\mathbb{Z} J$ homomorphism, still called $\rho$, of $F_{n}(J)$ into $F_{n}(K)$. A look at the formula for the boundary operators $\partial_{J}$ and $\partial_{K}$ in Section III. 5 shows that $\rho$ is a chain map in the sense that $\partial_{K} \rho=\rho \partial_{J}$. If $M$ is any unital left $\mathbb{Z} K$ module, then it follows that $\operatorname{Hom}(\rho, 1): \operatorname{Hom}(F(K), M) \rightarrow \operatorname{Hom}(F(J), M)$ is a cochain map. Consequently we get maps on cohomology for each $n$ of the form $H^{n}(\rho): H^{n}(K, M) \rightarrow H^{n}(J, M)$. There are two cases of special interest:
(i) If $\rho: H \rightarrow G$ is the inclusion of a subgroup into a group, then the mapping on cohomology is called the restriction homomorphism

$$
\text { Res : } H^{n}(G, M) \rightarrow H^{n}(H, M)
$$

(ii) If $H$ is a normal subgroup of $G$, let $\rho: G \rightarrow G / H$ be the quotient homomorphism. For any $\mathbb{Z} G$ module $M$, let $M^{H}$ be the subgroup of $H$ invariants. Then $G / H$ acts on $M^{H}$. The above construction is applicable to the module $M^{H}$ for the group ring $\mathbb{Z}(G / H)$ of $G / H$, and we form the mapping on cohomology $H^{n}\left(G / H, M^{H}\right) \rightarrow H^{n}\left(G, M^{H}\right)$. The inclusion of the $\mathbb{Z} G$ module $M^{H}$ in $M$ induces a mapping $H^{n}\left(G, M^{H}\right) \rightarrow H^{n}(G, M)$, and the composition is called the inflation homomorphism

$$
\text { Inf : } H^{n}\left(G / H, M^{H}\right) \rightarrow H^{n}(G, M)
$$

When $H$ is a normal subgroup of $G$ and $M$ is a $\mathbb{Z} G$ module and $q \geq 1$ is an integer such that $H^{k}(H, M)=0$ for $1 \leq k \leq q-1$, the inflation-restriction sequence is the sequence of abelian groups and homomorphisms

$$
0 \longrightarrow H^{q}\left(G / H, M^{H}\right) \xrightarrow{\mathrm{Inf}} H^{q}(G, M) \xrightarrow{\text { Res }} H^{q}(H, M) .
$$

12. For $q=1$, use direct arguments to prove the exactness of the inflation-restriction sequence by carrying out the following steps:
(a) By sorting out the isomorphism $\Phi_{q}: \operatorname{Hom}_{\mathbb{Z} G}\left(F_{q}, M\right) \rightarrow C^{q}(G, M)$ of Section III.5, show that the effect of a homomorphism $\rho: G \rightarrow G^{\prime}$ on $C^{q}\left(G^{\prime}, M\right)$ is given by $\left(\rho^{*} f\right)\left(g_{1}, \ldots, g_{q}\right)=f\left(\rho\left(g_{1}\right), \ldots, \rho\left(g_{q}\right)\right)$.
(b) Verify that Res $\circ \operatorname{Inf}=0$ by looking at cocycles.
(c) Show that Inf is one-one on $H^{q}\left(G / H, M^{H}\right)$ by showing that any cocycle $f: G / H \rightarrow M^{H}$ that is a coboundary when viewed as a function on $G$ is itself a coboundary for $G / H$.
(d) Show that every member of ker(Res) lies in image(Inf) by showing that any cocycle $f: G \rightarrow M$ whose restriction to $H$ is a coboundary may be adjusted to be 0 on $H$ and that an examination of the equation $f(s t)=f(s)+s f(t)$ in this case shows $f$ to be a cocycle of $G / H$ with values in $M^{H}$.
13. Assume inductively that $q>1$, that $H^{k}(H, M)=0$ for $1 \leq k \leq q-1$, and that the inflation-restriction sequence is exact for all $N$ for degree $q-1$ whenever $H^{k}(H, N)=0$ for $1 \leq k<q-1$. Form $B=I_{\mathbb{Z}}^{\mathbb{Z} G} \mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z}} M=\operatorname{Hom}_{\mathbb{Z}}(\mathbb{Z} G, M)$ as in Problems 9-11. Elements of $B$ can be identified with functions $\varphi$ on $G$ with values in $M$, and $G$ acts by $\left(g_{0} \varphi\right)(g)=\varphi\left(g g_{0}\right)$.
(a) For $m \in M$, show that the function $\varphi_{m}(t)=t m$ is a one-one $\mathbb{Z} G$ homomorphism of $M$ into $B$. If $N=B / M$, then the sequence $0 \rightarrow M \rightarrow B \rightarrow$ $N \rightarrow 0$ is therefore exact in $\mathcal{C}_{\mathbb{Z} G}$.
(b) Use Problem 11 to verify that $H^{k}(G, B) \cong \operatorname{Ext}_{\mathbb{Z}}^{k}\left(\mathbb{Z}, \mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z}} M\right)$, and deduce that $H^{k}(G, B)=0$ for $k \geq 1$.
(c) Verify the equality of right $\mathbb{Z} H$ modules $\mathbb{Z} G=A \otimes_{\mathbb{Z}} \mathbb{Z} H$ for some free abelian group $A$.
(d) Using (c), show that $\mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z} H} B \cong \operatorname{Hom}_{\mathbb{Z}}\left(\mathbb{Z} H, \operatorname{Hom}_{\mathbb{Z}}(A, M)\right.$ ), and deduce that $H^{k}(H, B)=0$ for $k \geq 1$.
(e) Using the hypothesis that $H^{1}(H, M)=0$ and a long exact sequence associated to the short exact sequence in (a), show that $0 \rightarrow M^{H} \rightarrow B^{H} \rightarrow$ $N^{H} \rightarrow 0$ is exact.
(f) Prove that $\mathbb{Z} \otimes_{\mathbb{Z} H} \mathbb{Z} G \cong \mathbb{Z}(G / H)$ as right $\mathbb{Z} G$ modules, where $\mathbb{Z}(G / H)$ is the integral group ring of $G / H$.
(g) Show that $B^{H}=I_{\mathbb{Z}}^{\mathbb{Z}(G / H)} M$, and deduce that $H^{k}\left(G / H, B^{H}\right)=0$ for $k \geq 1$.
(h) Using the long exact sequences for $G$ and for $H$ associated to the short exact sequence of (a), as well as the long exact sequence for $G / H$ associated to the short exact sequence of (e), establish isomorphisms of abelian groups

$$
\begin{aligned}
H^{q-1}\left(G / H, N^{H}\right) & \cong H^{q}\left(G / H, M^{H}\right), \\
H^{q-1}(G, N) & \cong H^{q}(G, M), \\
H^{q-1}(H, N) & \cong H^{q}(H, M) .
\end{aligned}
$$

(i) Set up the diagram

show that it is commutative, and deduce from the foregoing that the inflation-restriction sequence is exact for $M$ in degree $q$. (Educational note: For an application to Brauer groups, let $F \subseteq K \subseteq L$ be fields, and assume that $K / F, L / F$, and $L / K$ are all finite Galois extensions. The groups in question are $G=\operatorname{Gal}(L / F), H=\operatorname{Gal}(L / K)$, and $G / H=\operatorname{Gal}(K / F)$, and the modules in question are $M=L^{\times}$and $M^{H}=K^{\times}$. The index $q$ is to be 2 , and the vanishing of $H^{1}$ is by Hilbert's Theorem 90. The conclusion is that the sequence $0 \rightarrow \mathcal{B}(K / F) \rightarrow \mathcal{B}(L / F) \rightarrow \mathcal{B}(L / K)$ is exact.)

Problems 14-16 introduce the cup product in the cohomology of groups. This is a construction having applications to topology and algebraic number theory. Let $G$ be a group, and form the standard free resolution $F=\left(F^{+} \xrightarrow{\varepsilon} \mathbb{Z}\right)$ of $\mathbb{Z}$ in the category $\mathcal{C}_{\mathbb{Z} G}$, as described before Theorem 3.20. A $\mathbb{Z}$ basis of $F_{n}$ consists of all tuples $\left(g_{0}, \ldots, g_{n}\right)$, and a $\mathbb{Z} G$ basis consists of those members of the $\mathbb{Z}$ basis with $g_{0}=1$. Let $\partial$ denote the boundary operator, with the subscript dropped that indicates the degree. Define $\varphi_{p, q}: F_{p+q} \rightarrow F_{p} \otimes_{\mathbb{Z}} F_{q}$ by

$$
\varphi_{p, q}\left(g_{0}, \ldots, g_{p+q}\right)=\left(g_{0}, \ldots, g_{p}\right) \otimes\left(g_{p}, \ldots, g_{q}\right)
$$

14. Check that $(\varepsilon \otimes \varepsilon) \circ \varphi_{0,0}=\varepsilon$ and that each $\varphi_{p, q}$ with $p \geq 0$ and $q \geq 0$ is a $\mathbb{Z} G$ homomorphism satisfying

$$
\varphi_{p, q} \circ \partial=(\partial \otimes 1) \circ \varphi_{p+1, q}+(-1)^{p}(1 \otimes \partial) \circ \varphi_{p, q+1}
$$

15. If $A$ and $B$ are abelian groups on which $G$ acts by automorphisms, show that $G$ acts by automorphisms on $A \otimes_{\mathbb{Z}} B$ in such a way that $g(a \otimes b)=g a \otimes g b$ for all $a \in A, b \in B, g \in G$. Thus whenever $A$ and $B$ are unital left $\mathbb{Z} G$ modules, then so is $A \otimes_{\mathbb{Z}} B$.
16. For any unital left $\mathbb{Z} G$ module $M$, we work with $\operatorname{Hom}_{\mathbb{Z} G}\left(F_{n}, M\right)$ as the space of $n$-cochains. (Here it is not necessary to unravel the isomorphism given in Section III. 5 that relates $\operatorname{Hom}_{\mathbb{Z} G}\left(F_{n}, M\right)$ to the space $C^{n}(G, M)$ of cochains defined in Chapter VII of Basic Algebra.) Define the coboundary operator on the complex $\operatorname{Hom}_{\mathbb{Z} G}\left(F^{+}, M\right)$ to be $d=\operatorname{Hom}(\partial, 1)$. For any unital left $\mathbb{Z} G$ modules $A$ and $B$, let $f \in \operatorname{Hom}\left(F_{p}, A\right)$ and $g \in \operatorname{Hom}\left(F_{q}, B\right)$ be given. The product cochain $f \cdot g$ is the member of $\operatorname{Hom}_{\mathbb{Z} G}\left(F_{p+q}, A \otimes_{\mathbb{Z}} B\right)$ given by $f \cdot g=(f \otimes g) \circ \varphi_{p, q}$.
(a) Check that $f \cdot g=(d f) \cdot g+(-1)^{p} f \cdot(d g)$.
(b) How does it follow that this product descends to a homomorphism of abelian groups $a \otimes b \mapsto a \cup b$ carrying the space $H^{p}(G, A) \otimes_{\mathbb{Z}} H^{q}(G, B)$ to $H^{p+q}\left(G, A \otimes_{\mathbb{Z}} B\right)$ ? The descended mapping is called the cup product.
(c) Explain why the cup product is functorial in each variable $A$ and $B$.
(d) Explain why the cup product for $p=0$ and $q=0$ may be identified with the mapping on invariants given by $A^{G} \otimes B^{G} \rightarrow\left(A \otimes_{\mathbb{Z}} B\right)^{G}$.
Problems 17-20 introduce flat $R$ modules, $R$ being a ring with identity. These modules are of interest in topology and algebraic geometry. Let $R^{o}$ be the opposite ring of $R$; right $R$ modules may be identified with left $R^{o}$ modules. Let $\mathcal{C}_{R}$ be the category of all unital left $R$ modules; tensor product over $R$ can be regarded as a functor in the second variable, carrying $\mathcal{C}_{R}$ to $\mathcal{C}_{\mathbb{Z}}$, or as a functor in the first variable, carrying $\mathcal{C}_{R^{o}}$ to $\mathcal{C}_{\mathbb{Z}}$. A unital right $R$ module $M$ (i.e., a unital left $R^{o}$ module) is called flat if $M \otimes_{R}(\cdot)$ is an exact functor from $\mathcal{C}_{R}$ to $\mathcal{C}_{\mathbb{Z}}$. Since this functor is anyway right exact, $M$ is flat if and only if tensoring with $M$ carries one-one maps to one-one maps, i.e., if and only if whenever $f: A \rightarrow B$ is one-one, then $1_{M} \otimes f: M \otimes_{R} A \rightarrow M \otimes_{R} B$ is one-one. Take as known the analog for the functor Tor of all the facts about Ext proved in Section 7.
17. Prove for unital right $R$ modules that
(a) the right $R$ module $R$ is flat,
(b) a direct sum $F=\bigoplus_{s \in S} F_{s}$ is flat if and only if each $F_{s}$ is flat,
(c) any projective in $\mathcal{C}_{R^{o}}$ is flat.
18. Let $M$ be a unital right $R$ module. For each finite subset $F$ of $M$, let $M_{F}$ be the right $R$ submodule of $M$ generated by the members of $F$. Prove that $M$ is flat if and only if each $M_{F}$ is flat.
19. Let $B$ be in $\mathcal{C}_{R}$, write $B$ as the $R$ homomorphic image of a free left $R$ module $F$, and form the exact sequence $0 \rightarrow K \rightarrow F \rightarrow B \rightarrow 0$ in which $K$ is the kernel of $F \rightarrow B$. Prove for each unital right $R$ module $A$ that the sequence

$$
0 \rightarrow \operatorname{Tor}_{1}^{R}(A, B) \rightarrow A \otimes_{R} K \rightarrow A \otimes_{R} F \rightarrow A \otimes_{R} B \rightarrow 0
$$

is exact. Deduce that $A$ is flat if and only if $\operatorname{Tor}_{1}^{R}(A, B)=0$ for all $B$.
20. Suppose that $R$ is a (commutative) principal ideal domain, so that in particular $R=R^{o}$. The torsion submodule $T(M)$ of a module $M$ in $\mathcal{C}_{R}$ consists of all $m \in M$ with $r m=0$ for some $r \neq 0$ in $R$.
(a) Suppose that $M$ is of the form $M=F \oplus T(M)$, where $F$ is a free $R$ module. Using the exact sequence $0 \rightarrow F \rightarrow M \rightarrow T(M) \rightarrow 0$, prove that $\operatorname{Tor}_{1}^{R}(M, B)=\operatorname{Tor}_{1}^{R}(T(M), B)$ for all modules $B$ in $\mathcal{C}_{R}$.
(b) Deduce from (a) and Problem 18 that a module $M$ in $\mathcal{C}_{R}$ is flat if and only if $T(M)$ is flat. (Note that $M$ is not assumed to be of the form $F \oplus T(M)$.)
(c) By comparing the one-one inclusion $(a) \subseteq R$ for a nonzero $a \in R$ with the induced map from $(a) \otimes_{R} M$ to $R \otimes_{R} M$, prove that $T(M) \neq 0$ implies $M$ not flat.
(d) Deduce that a module $M$ in $\mathcal{C}_{R}$ is flat if and only if $M$ has 0 torsion, i.e., if and only if $M$ is torsion free. (Educational note: In combination with the result of Problem 19, this condition explains the use of the notation "Tor" for the first derived functor of tensor product.)

Problems 21-25 deal with double chain complexes of abelian groups. A double chain complex is a system $\left\{E_{p, q}\right\}$ of abelian groups defined for all integers $p$ and $q$ and having boundary homomorphisms $\partial_{p}^{\prime}: E_{p, q} \rightarrow E_{p-1, q}$ and $\partial_{q}^{\prime \prime}: E_{p, q} \rightarrow E_{p, q-1}$ such that $\partial_{p-1, q}^{\prime} \partial_{p, q}^{\prime}=0, \partial_{p, q-1}^{\prime \prime} \partial_{p, q}^{\prime \prime}=0$, and $\partial_{p, q-1}^{\prime} \partial_{p, q}^{\prime \prime}+\partial_{p-1, q}^{\prime \prime} \partial_{p, q}^{\prime}=0$. This set of problems will assume that $E_{p, q}=0$ if either $p$ or $q$ is sufficiently negative.
21. Let $\left\{E_{p, q}\right\}$ be a double complex of abelian groups with boundary homomorphisms as above, let $E_{n}=\bigoplus_{p+q=n} E_{p, q}$, and define $\partial_{n}: E_{n} \rightarrow E_{n-1}$ by $\left.\partial_{n}\right|_{E_{p, q}}=$ $\partial_{p, q}^{\prime}+\partial_{p, q}^{\prime \prime}$. Show that the maps $\partial_{n}$ make the system $\left\{E_{n}\right\}$ into a chain complex. (Note: The indexing on the boundary maps has been changed by 1 from earlier in the chapter in order to simplify the notation that occurs later in these problems.)
22. Let $\mathcal{C}_{l}$ be a good category of unital left $R$ modules, and let $\mathcal{C}_{r}$ be a good category of unital left $R^{o}$ modules; the latter modules are to be regarded as unital right $R$ modules. Let $C=\left\{C_{p}\right\}_{p \geq-\infty}$ and $D=\left\{D_{q}\right\}_{q \geq-\infty}$ be chain complexes with boundary maps $\alpha_{p}: C_{p} \rightarrow C_{p-1}$ in $\mathcal{C}_{r}$ and $\beta_{q}: D_{q} \rightarrow D_{q-1}$ in $\mathcal{C}_{l}$. It is assumed that $C_{p}=0$ for $p$ sufficiently negative and that $D_{q}=0$ for $q$ sufficiently negative. Define $E_{p, q}=C_{p} \otimes_{R} D_{q}, \partial_{p, q}^{\prime}=\alpha_{p} \otimes 1$, and $\partial_{p, q}^{\prime \prime}=(-1)^{p}\left(1 \otimes \beta_{q}\right)$. Prove that $\left\{E_{p, q}\right\}$ with these mappings is a double complex of abelian groups. (Educational note: Therefore the previous problem creates a chain complex $\left\{E_{n}\right\}$ with boundary maps $\partial_{n}: E_{n} \rightarrow E_{n-1}$ from this set of data. One writes $E=C \otimes_{R} D$ for this chain complex and calls it the tensor product of the two chain complexes.)
23. In the notation of the previous problem, suppose that $C_{p}=0$ if $p<0$ and $D_{q}=0$ if $q<0$. Let $Z_{p}=\operatorname{ker} \alpha_{p}$ and $\bar{Z}_{q}=\operatorname{ker} \beta_{q}$. Prove that if $c$ is in $Z_{p}$ and $d$ is in $\bar{Z}_{q}$, then $c \otimes d$ is in the subgroup $\operatorname{ker}\left(\partial_{p, q}^{\prime}+\partial_{p, q}^{\prime \prime}\right)$ of $E_{p, q}$ and that as a consequence, there is a canonical homomorphism of $H^{p}(C) \otimes_{R} H^{q}(D)$ into $H^{p+q}\left(C \otimes_{R} D\right)$.
24. Suppose that a double complex $E_{p q}$ of abelian groups has $E_{p q}=0$ if $p<-1$ or $q<-1$ or $p=q=-1$. Suppose further that $E_{\cdot, q}$ is exact for each $q \geq 0$ and
 matches the $r^{\text {th }}$ homology of $E_{p,-1}$ as $p$ varies. To do so, start from a cycle $a$ under $\partial^{\prime \prime}$ in $E_{-1, k}$ with $k \geq 0$. It is mapped to 0 by $\partial^{\prime}$, hence has a preimage $a^{\prime}$ under $\partial^{\prime}$ in $E_{0, k}$. The element $\partial^{\prime \prime} a^{\prime}$ in $E_{0, k-1}$ is mapped to 0 by $\partial^{\prime}$, hence has a preimage $a^{\prime \prime}$ in $E_{1, k-1}$. Continue in this way, and arrive at a cycle in $E_{k, 0}$. Then sort out the details.
25. With notation as in Problem 22, let $A$ be in $\mathcal{C}_{r}$, and let $B$ be in $\mathcal{C}_{l}$. Let $C=$ $\left(C^{+} \rightarrow A\right)$ be a projective resolution of $A$, and let $D=\left(D^{+} \rightarrow B\right)$ be a projective resolution of $B$. Form $E=C \otimes_{R} D$ as in Problem 22, and apply Problem 24 to give a direct proof (without the machinery of Section 7) that one gets the same result for $\operatorname{Tor}_{n}^{R}(A, B)$ by using a projective resolution in the first variable as by using a projective resolution in the second variable.
Problems 26-31 concern the Künneth Theorem for homology and the Universal Coefficient Theorem for homology. Both these results have applications to topology. It will be assumed throughout that $R$ is a (commutative) principal ideal domain.

Statement of Künneth Theorem. Let $C$ and $D$ be chain complexes over the principal ideal domain $R$, and assume that all modules in negative degrees are 0 and that $C$ is flat. Then there is a natural short exact sequence

$$
\begin{aligned}
0 \rightarrow \bigoplus_{p+q=n}\left(H_{p}(C) \otimes_{R} H_{q}(D)\right) & \xrightarrow{\alpha_{n}} H_{n}\left(C \otimes_{R} D\right) \\
& \xrightarrow{\beta_{n-1}} \bigoplus_{p+q=n-1} \operatorname{Tor}_{1}^{R}\left(H_{p}(C), H_{q}(D)\right) \rightarrow 0 .
\end{aligned}
$$

Moreover, the exact sequence splits, but not naturally.

The point of the theorem is to give circumstances under which the homology of each of two chain complexes $C$ and $D$ determines the homology of the tensor product $E=C \otimes_{R} D$, the tensor product complex being defined as in Problem 22. Problem 26 below shows that some further hypothesis is needed beyond the limitation on $R$. A sufficient condition is that one of $C$ and $D$, say $C$, be flat in the sense that all the modules in it satisfy the condition of flatness defined in Problems 17-20. The problems in the set carry out some of the steps in proving the Künneth Theorem, and then they derive the Universal Coefficient Theorem for homology as a consequence. To keep the ideas in focus, the problems will suppress certain isomorphisms, writing them as equalities.
26. With $R=\mathbb{Z}$, let $C=D$ be the chain complex with $C_{0}=\mathbb{Z} / 2 \mathbb{Z}$ and with $C_{p}=0$ for $p \neq 0$. Let $C^{\prime}$ be the chain complex with $C_{0}^{\prime}=\mathbb{Z}$, with $C_{1}^{\prime}=\mathbb{Z}$, and with $C_{p}^{\prime}=0$ for $p>1$ and for $p<0$. Let the boundary map from $C_{1}^{\prime}$ to $C_{0}^{\prime}$ be $\times 2$. Compute the homology of $C, C^{\prime}, D, C \otimes_{\mathbb{Z}} D$, and $C^{\prime} \otimes_{\mathbb{Z}} D$, and justify the conclusion that the homology of each of two chain complexes does not determine the homology of their tensor product.
27. Let $\partial^{\prime}$ be the boundary map for $C$. Show how to set up an exact sequence

$$
0 \longrightarrow Z \xrightarrow{\iota} C \xrightarrow{\partial^{\prime}} B^{\prime} \longrightarrow 0
$$

of complexes in which each module in $Z$ is the submodule of cycles of the corresponding module in $C, \iota$ is the inclusion, $B$ is the complex of boundaries, and $B^{\prime}$ is $B$ with its indices shifted by 1 . Why does it follow from the fact that $C$ is flat that $Z, B$, and $B^{\prime}$ are flat?
28. Explain why

$$
0 \longrightarrow Z \otimes_{R} D \xrightarrow{\iota \otimes 1} C \otimes_{R} D \xrightarrow{\partial^{\prime} \otimes 1} B^{\prime} \otimes_{R} D \longrightarrow 0
$$

is exact even though $D$ is not assumed to be flat.
29. The long exact sequence in homology corresponding to the short exact sequence in the previous problem has segments of the form

$$
\begin{aligned}
H_{n+1}\left(B^{\prime} \otimes_{R} D\right) & \xrightarrow{\omega_{n}} H_{n}\left(Z \otimes_{R} D\right) \xrightarrow{\iota_{n} \otimes 1} H_{n}\left(C \otimes_{R} D\right) \\
& \xrightarrow{\partial_{n}^{\prime} \otimes 1} H_{n}\left(B^{\prime} \otimes_{R} D\right) \xrightarrow{\omega_{n-1}} H_{n-1}\left(Z \otimes_{R} D\right) .
\end{aligned}
$$

Let $\partial^{\prime \prime}$ be the boundary map for $D$, and let $\bar{Z}, \bar{B}$, and $\bar{B}^{\prime}$ be the counterparts for $D$ of the complexes $Z, B$, and $B^{\prime}$ for $C$. Show that
(a) the boundary map in $B^{\prime} \otimes_{R} D$ may be regarded as $1 \otimes \partial^{\prime \prime}$ because the boundary map in $B^{\prime}$ is 0 .
(b) $\operatorname{ker}\left(1 \otimes \partial^{\prime \prime}\right)_{n}=\left(B^{\prime} \otimes_{R} \bar{Z}\right)_{n}$ and image $\left(1 \otimes \partial^{\prime \prime}\right)_{n+1}=\left(B^{\prime} \otimes_{R} \bar{B}\right)_{n}$ because $B^{\prime}$ is flat.
(c) $H_{n}\left(B^{\prime} \otimes_{R} D\right) \cong\left(B \otimes_{R} H(D)\right)_{n-1}$ because $B^{\prime}$ is flat. (This isomorphism will be treated as an equality below.)
(d) similarly $H_{n}\left(Z \otimes_{R} D\right) \cong\left(Z \otimes_{R} H(D)\right)_{n}$. (This isomorphism will be treated as an equality below.)
30. Form an exact sequence

$$
0 \longrightarrow B \longrightarrow Z \longrightarrow H(C) \longrightarrow 0
$$

of complexes, form the low-degree part of the long exact sequence corresponding to applying the functor $(\cdot) \otimes_{R} H(D)$, namely

$$
\begin{aligned}
0 \rightarrow \operatorname{Tor}_{1}^{R}(H(C), H(D))_{n} & \rightarrow\left(B \otimes_{R} H(D)\right)_{n} \\
& \rightarrow\left(Z \otimes_{R} H(D)\right)_{n} \rightarrow\left(H(C) \otimes_{R} H(D)\right)_{n} \rightarrow 0
\end{aligned}
$$

and rewrite it by (c) and (d) of Problem 29 as

$$
\begin{aligned}
0 \rightarrow \operatorname{Tor}_{1}^{R}(H(C), H(D))_{n} & \xrightarrow{\beta_{n}^{\prime}} H_{n+1}\left(B^{\prime} \otimes_{R} D\right) \\
& \xrightarrow{\omega_{n-1}} H_{n}\left(Z \otimes_{R} D\right) \xrightarrow{\alpha_{n}^{\prime}}\left(H(C) \otimes_{R} H(D)\right)_{n} \rightarrow 0 .
\end{aligned}
$$

(a) Why is the term $\operatorname{Tor}_{1}^{R}(Z, H(D))$ in the long exact sequence equal to 0 ?
(b) In the 5-term exact sequence of Problem 29, rewrite the part of the sequence centered at the map $\partial_{n}^{\prime} \otimes 1$ in such a way that two exact sequences

$$
\xrightarrow{\iota_{n} \otimes 1} H_{n}\left(C \otimes_{R} D\right) \xrightarrow{q} \operatorname{coker}\left(\iota_{n} \otimes 1\right) \longrightarrow 0
$$

and

$$
0 \longrightarrow \operatorname{ker} \omega_{n-1} \xrightarrow{i} H_{n}\left(B^{\prime} \otimes_{R} D\right) \xrightarrow{\omega_{n-1}} H_{n-1}\left(Z \otimes_{R} D\right)
$$

result. Why can the group $\operatorname{ker} \omega_{n-1}$ and the homomorphism $i$ be taken to be $\operatorname{Tor}_{1}^{R}(H(C), H(D))_{n-1}$ and $\beta_{n-1}^{\prime}$ ?
(c) Why in (b) can coker $\left(\iota_{n} \otimes 1\right)$ and $q$ be taken to be $\operatorname{Tor}_{1}^{R}(H(C), H(D))_{n-1}$ and some one-one homomorphism $\beta_{n-1}$ such that $\beta_{n-1}^{\prime} \beta_{n-1}=\partial_{n}^{\prime} \otimes 1$ ?
(d) Arguing similarly with the map $\iota_{n} \otimes 1$ in Problem 29, obtain a factorization $\iota_{n} \otimes 1=\alpha_{n} \alpha_{n}^{\prime}$ in which $\alpha_{n}^{\prime}:\left(Z \otimes_{R} H(D)\right)_{n} \rightarrow\left(H(C) \otimes_{R} H(D)\right)_{n}$ is onto and $\alpha_{n}:\left(H(C) \otimes_{R} H(D)\right)_{n} \rightarrow H_{n}\left(C \otimes_{R} D\right)$ is one-one.
(e) The maps $\alpha_{n}$ and $\beta_{n-1}$ having now been defined in the sequence in the statement of the Künneth Theorem, prove that the sequence is exact.
31. (Universal Coefficient Theorem) By specializing $D$ in the statement of the Künneth Formula to a chain complex that is a module $M$ in dimension 0 and is 0 in all other dimensions, obtain the natural short exact sequence

$$
0 \longrightarrow H_{n}(C) \otimes_{R} M \longrightarrow H_{n}\left(C \otimes_{R} M\right) \longrightarrow \operatorname{Tor}_{1}^{R}\left(H_{n-1}(C), M\right) \longrightarrow 0,
$$

valid whenever $R$ is a principal ideal domain and $C$ is a chain complex whose modules are all 0 in dimension $<0$. (Educational note: The exact sequence splits, but not naturally.)

Problems 32-35 concern abelian categories.
32. Let $\mathcal{C}$ be an abelian category. Let $\mathcal{D}$ be the category for which $\operatorname{Obj}(\mathcal{D})$ consists of all chain complexes of objects and morphisms in $\mathcal{C}$ and for which $\operatorname{Morph}(X, Y)$ for any two objects $X$ and $Y$ in $\mathcal{D}$ consists of all chain maps from $X$ to $Y$. Prove that $\mathcal{D}$ is an abelian category.
33. Consider the snake diagram in the category of all abelian groups consisting of the four rightmost groups in the first row and the four leftmost groups in the second row of the following commutative diagram:


Adjoin the 0 's to make the diagram become what is displayed. Following the steps in the example of a diagram chase in Section 8, extend this diagram to the auxiliary diagram that appears in that discussion, and show that $\left(B_{0}, \widetilde{k}\right)$ for the extended diagram is not a kernel of $\beta$.
34. For a general abelian category $\mathcal{C}$ and any $M$ in $\operatorname{Obj}(\mathcal{C})$, verify that $\operatorname{Hom}(\cdot, M)$ is a left exact contravariant functor from $\mathcal{C}$ to $\mathcal{C}_{\mathbb{Z}}$ and $\operatorname{Hom}(M, \cdot)$ is a left exact covariant functor from $\mathcal{C}$ to $\mathcal{C}_{\mathbb{Z}}$.
35. Proposition 4.19 shows for any good category $\mathcal{C}$ of unital left $R$ modules that a module $P$ in $\mathcal{C}$ is projective for $\mathcal{C}$ if and only if $\operatorname{Hom}(P, \cdot)$ is an exact functor, if and only if every short exact sequence $0 \rightarrow X \rightarrow Y \rightarrow P \rightarrow 0$ splits. Rewrite this proof in such a way that it applies to arbitrary abelian categories $\mathcal{C}$. For the step in the argument that the splitting of every short exact sequence $0 \rightarrow X \rightarrow Y \rightarrow P \rightarrow 0$ implies that $P$ is projective, use the notion of pullback that is developed in Section 8.

## CHAPTER V

## Three Theorems in Algebraic Number Theory


#### Abstract

This chapter establishes some essential foundational results in the subject of algebraic number theory beyond what was already in Basic Algebra.

Section 1 puts matters in perspective by examining what was proved in Chapter I for quadratic number fields and picking out questions that need to be addressed before one can hope to develop a comparable theory for number fields of degree greater than 2 .

Sections 2-4 concern the field discriminant of a number field. Section 2 contains the definition of discriminant, as well as some formulas and examples. The main result of Section 3 is the Dedekind Discriminant Theorem. This concerns how prime ideals $(p)$ in $\mathbb{Z}$ split when extended to the ideal ( $p$ ) $R$ in the ring of integers $R$ of a number field. The theorem says that ramification, i.e, the occurrence of some prime ideal factor in $R$ to a power greater than 1 , occurs if and only if $p$ divides the field discriminant. The theorem is proved only in a very useful special case, the general case being deferred to Chapter VI. The useful special case is obtained as a consequence of Kummer's criterion, which relates the factorization modulo $p$ of irreducible monic polynomials in $\mathbb{Z}[X]$ to the question of the splitting of the ideal $(p) R$. Section 4 gives a number of examples of the theory for number fields of degree 3 .

Section 5 establishes the Dirichlet Unit Theorem, which describes the group of units in the ring of algebraic integers in a number field. The torsion subgroup is the subgroup of roots of unity, and it is finite. The quotient of the group of units by the torsion subgroup is a free abelian group of a certain finite rank. The proof is an application of the Minkowski Lattice-Point Theorem.

Section 6 concerns class numbers of algebraic number fields. Two nonzero ideals $I$ and $J$ in the ring of algebraic integers of a number field are equivalent if there are nonzero principal ideals (a) and $(b)$ with $(a) I=(b) J$. It is relatively easy to prove that the set of equivalence classes has a group structure and that the order of this group, which is called the class number, is finite. The class number is 1 if and only if the ring is a principal ideal domain. One wants to be able to compute class numbers, and this easy proof of finiteness of class numbers is not helpful toward this end. Instead, one applies the Minkowski Lattice-Point Theorem a second time, obtaining a second proof of finiteness, one that has a sharp estimate for a finite set of ideals that need to be tested for equivalence. Some examples are provided. A by-product of the sharp estimate is Minkowski's theorem that the field discriminant of any number field other than $\mathbb{Q}$ is greater than 1 . In combination with the Dedekind Discriminant Theorem, this result shows that there always exist ramified primes over $\mathbb{Q}$.


## 1. Setting

It is worth stepping back from the results of Chapter I to put matters into perspective. Chapter I studied three problems, all of which could be stated in terms of
elementary number theory. These were the questions of solvability of quadratic congruences, of representability of integers or rational numbers by primitive binary quadratic forms, and of the infinitude of primes in arithmetic progressions.

We had started from the more general problem of studying Diophantine equations, beginning with the observation that solvability in integers implies solvability modulo each prime. ${ }^{1}$ Linear congruences being no problem, we began with quadratic congruences and were led to quadratic reciprocity. Then we sought to apply quadratic reciprocity to address representability of integers or rational numbers by binary quadratic forms. The reasons for studying the infinitude of primes in arithmetic progressions were more subtle; what we saw was that at various stages in dealing with binary quadratic forms, this question of infinitude kept arising, along with techniques that might be helpful in addressing it.

Work on at least the first two of the problems was helped to some extent by the use of algebraic integers, and we shall see momentarily that algebraic integers illuminate work on the third problem as well. In any event, it is apparent where to look for a natural generalization. We are to study higher-degree congruences, perhaps in more than one variable, and we are to use algebraic extensions of the rationals of degree greater than 2 to help in the study.

The situation studied in Section IX. 17 of Basic Algebra will be general enough for now. Thus let $F(X)$ be a monic irreducible polynomial in $\mathbb{Z}[X]$. Section IX. 17 began to look at the question of how $F(X)$ reduces modulo each prime $p$. We begin by reviewing the case of degree 2 , the main results in this case having been obtained in Chapter I in the present volume. For the polynomial $F(X)=X^{2}-m$ with $m \in \mathbb{Z}$, the assumed irreducibility means that $m$ is not the square of an integer. For fixed $m$ and most primes $p$, either $F(X)$ remains irreducible modulo $p$ or $F(X)$ splits as the product of two distinct linear factors. The exceptional primes have the property that $F(X)$ modulo $p$ is the square of a linear factor; these are the prime divisors of $m$ and sometimes the prime 2. In short, they occur among the prime divisors of the discriminant $4 m$ of $F(X)$. In terms of quadratic residues, the irreducibility of $F(X)$ modulo $p$ means that $m$ is not a quadratic residue modulo $p$, and the splitting into two distinct linear factors means that it is. The odd primes for which $F(X)$ modulo $p$ is the square of a linear factor are the odd primes that divide $m$. Modulo 2, every integer is a square, and reduction modulo 2 was not helpful.

The number theory of quadratic number fields sheds additional light on this factorization. The relevant field is of course $\mathbb{Q}(\sqrt{m})$; this is a nontrivial extension of $\mathbb{Q}$, since $m$ is not square. In working with this field in Chapter I, we imposed the additional condition that $m$ be square free. Promising a general definition for

[^36]later, we defined the field discriminant of $\mathbb{Q}(\sqrt{m})$ in that chapter to be
\[

D= $$
\begin{cases}4 m & \text { if } m \equiv 2 \bmod 4 \text { or } m \equiv 3 \bmod 4 \\ m & \text { if } m \equiv 1 \bmod 4\end{cases}
$$
\]

Problems 20-24 in Chapter I implicitly related the splitting of $F(X)$ modulo $p$ to the factorization of ideals. Let $R$ be the ring of algebraic integers in $\mathbb{Q}(\sqrt{m})$. If $p$ is an odd prime, those problems observed that $(p) R$ is a prime ideal in $R$ if $D$ is a nonsquare modulo $p$, is the product of two distinct prime ideals if $D$ is a square modulo $p$ but is not divisible by $p$, and is the square of a prime ideal if $D$ is divisible by $p$. The factorization of (2) $R$ was more subtle and was addressed in Problem 21.

In any event, the pattern of reducibility modulo $p$ of $X^{2}-m$, at least when the prime $p$ is odd, mirrors the pattern of factorization of the ideal generated by $p$ in the ring of algebraic integers in the number field $\mathbb{Q}(\sqrt{m})$. The role of quadratic reciprocity was to explain this pattern. Problem 1 at the end of Chapter I showed that one qualitative consequence of quadratic reciprocity is that the odd primes $p$ for which $X^{2}-m$ remains irreducible are the ones in certain arithmetic progressions, and similarly for the odd primes not dividing $p$ for which a factorization into two linear factors occurs.

One objective of a generalization is to produce a corresponding theory for an arbitrary monic irreducible polynomial $F(X)$ in $\mathbb{Z}[X]$, say of degree $n$. Let $\mathbb{K}$ be the extension of $\mathbb{Q}$ generated by a root of $F(X)$, and let $R$ be the ring of algebraic integers in $\mathbb{K}$. Theorem 9.60 of Basic Algebra shows for each prime number $p$ that the decomposition of the ideal $(p) R$ in $R$ as a product of powers of distinct prime ideals takes the form $(p) R=\prod_{i=1}^{g} P_{i}^{e_{i}}$ with $f_{i}=\left[R / P_{i}: \mathbb{Z} /(p)\right]$ and $\sum_{i=1}^{g} e_{i} f_{i}=n$. Meanwhile, $F(X)$ factors modulo $p$ as a product of powers of irreducible polynomials modulo $p$. Sections $2-3$ will describe a theory begun by Kummer and Dedekind for how the factorization of the ideal $(p) R$ and the factorization of the polynomial $F(X)$ modulo $p$ are related. One introduces a field discriminant for $\mathbb{K}$ that is closely related to the discriminant of the polynomial $F(X)$, and a key result, the Dedekind Discriminant Theorem, says that some $e_{i}$ is $>1$ if and only if $p$ divides the field discriminant. The primes $p$ for which some $e_{i}$ is greater than 1 are said to ramify in the extension field $\mathbb{K}$. These primes are not as well behaved as the others, and one's first inclination might be to try to ignore them. However, Problems 25-40 at the end of Chapter I show that the ramified primes encode a great deal of information; in particular, they explain the theory of genera and the relationship between exact representability of rational numbers and representability of integers modulo the field discriminant.

Generalizations of quadratic reciprocity lie much deeper and are central results of the subject of class field theory, a subject that is beyond the scope of the present book. Suffice it to say that class field theory in its established form seeks to
parametrize all finite Galois extensions of any number field having abelian Galois group; the parametrization is to refer only to data within the given number field. The reciprocity theorem in this setting goes under the name "Artin reciprocity," which includes quadratic reciprocity as a very special case. Class field theory for nonabelian finite Galois extensions is at present largely conjectural, and the conjectural reciprocity statement goes under the name "Langlands reciprocity."

Beginning in Section I.6, we translated some of the theory of binary quadratic forms into facts about quadratic number fields. One tool we needed was a description of the units in the ring of algebraic integers within the quadratic number field. It is to be expected that a similar description for an arbitrary number field will play a foundational role in number theory beyond the quadratic case. The description in question is captured in the Dirichlet Unit Theorem, which appears as Theorem 5.13 in Section 5.

The translation of the notion of proper equivalence class of binary quadratic forms into the language of quadratic field extensions led to a notion of strict equivalence of ideals, as well as a notion of ordinary equivalence. Because there are only finitely many proper equivalence classes of forms, there could be only finitely many strict equivalence classes of ideals, and this set of classes of ideals acquired the structure of a finite abelian group. Dirichlet studied the order of this group, which figures into formulas for the value of certain Dirichlet $L$ functions $L(s, \chi)$ at $s=1$. The ideal class group for ordinary equivalence is a quotient of this group by a subgroup of order at most 2 .

Although we shall not be concerned with representability of integers by forms of degree greater than 2 , the ideal class group and its order (the "class number" of the field) are of interest for general number fields when defined in terms of ordinary equivalence, not strict equivalence. Section 6 is devoted to proving that the class number is finite for any number field and to developing some tools for computing class numbers. Class number 1 is equivalent to having the ring of algebraic integers in question be a principal ideal domain. Apart from the appearance of class numbers in various limit formulas, here is one other indicator of the importance of the ideal class group: It is possible to extend the above theory of ramification in such a way that it applies to any extension $\mathbb{K} / \mathbb{F}$ of number fields, not just to finite extensions of $\mathbb{Q}$. Hilbert proved that for any $\mathbb{F}$, there is a finite Galois extension $\mathbb{K} / \mathbb{F}$ with abelian Galois group that is small enough for the extension to be unramified at every prime ideal of $\mathbb{F}$ and that is large enough for any unramified abelian extension of $\mathbb{F}$ to lie in $\mathbb{K}$. Artin reciprocity can be used to show that $\operatorname{Gal}(\mathbb{K} / \mathbb{F})$ is isomorphic to the ideal class group ${ }^{2}$ of $\mathbb{F}$ and thus gives some control over the nature of $\mathbb{K}$. In particular, $\mathbb{K}=\mathbb{F}$ if and only if every ideal in the ring of integers of $\mathbb{F}$ is principal. When $\mathbb{F}$ is quadratic over $\mathbb{Q}$, the

[^37]field $\mathbb{K}$ can be used to give more definitive results than in Chapter I concerning representability of integers by binary quadratic forms.

## 2. Discriminant

Let us recall some material about Dedekind domains from Chapters VIII and IX of Basic Algebra. A Dedekind domain is a Noetherian integral domain that is integrally closed and has the property that every nonzero prime ideal is maximal. Any principal ideal domain is an example. Any Dedekind domain has unique factorization for its ideals. Theorem 8.54 of the book gave a construction for extending certain Dedekind domains to larger Dedekind domains: if $D$ is a Dedekind domain with field of fractions $\mathbb{F}$ and if $\mathbb{K}$ is a finite separable extension of $\mathbb{F}$, then the integral closure of $D$ in $\mathbb{K}$ is a Dedekind domain $R$. The hard step in the proof, which was not carried out until Section IX.15, was to deduce from the separability that $R$ is finitely generated over $D$. The role of separability was to force the bilinear form $(a, b) \mapsto \operatorname{Tr}_{\mathbb{K} / \mathbb{F}}(a b)$ to be nondegenerate, and this nondegeneracy in turn implied the desired result about finite generation.

In this section we introduce a tool that captures this last implication in quantitative fashion - that nondegeneracy of the trace form implies that the extended domain is finitely generated over the given domain. In a full-fledged treatment of algebraic number theory, one might well want to work in this full generality, ${ }^{3}$ but we need less for our purposes: Throughout this section we assume that the given Dedekind domain is the ring $\mathbb{Z}$ of integers, that $\mathbb{K}$ is a number field, and that $R$ is the integral closure of $\mathbb{Z}$ in $\mathbb{K}$, i.e., $R$ is the ring of algebraic integers within $\mathbb{K}$. Let $n=[\mathbb{K}: \mathbb{Q}]$ be the degree of the field extension. Since $\mathbb{C}$ is algebraically closed, we can regard $\mathbb{K}$ as a subfield of $\mathbb{C}$.

The separability of $\mathbb{K} / \mathbb{Q}$ in combination with the fact that $\mathbb{C}$ is algebraically closed implies that there exist exactly $n$ distinct field maps $\sigma_{1}, \ldots, \sigma_{n}$ of $\mathbb{K}$ into $\mathbb{C}$; one of them is the identity. Recall how $\sigma_{1}, \ldots, \sigma_{n}$ can be constructed: if $\xi$ is a primitive element for $\mathbb{K} / \mathbb{Q}$, if $F(X)$ is the minimal polynomial of $\xi$ over $\mathbb{Q}$, and if $\xi_{1}=\xi, \xi_{2}, \ldots, \xi_{n}$ are the $n$ distinct roots of $F(X)$ in $\mathbb{C}$, then $\sigma_{j}$ can be defined by $\sigma_{j}\left(\sum_{i=0}^{n-1} c_{i} \xi^{i}\right)=\sum_{i=0}^{n-1} c_{i} \xi_{j}^{i}$ on any $\mathbb{Q}$ linear combination of powers of $\xi$. For any $\eta=\sum_{i=0}^{n-1} c_{i} \xi^{i}$ in $\mathbb{K}$, primitive or not, the $n$ elements $\sigma_{i}(\eta)$ of $\mathbb{C}$ are called the conjugates of $\eta$ relative to $\mathbb{K}$. They are the roots of the field polynomial of $\eta$ over $\mathbb{K}$, and each occurs with multiplicity $[\mathbb{K}: \mathbb{Q}(\eta)] .{ }^{4}$

[^38]Let $\Gamma=\left(v_{1}, \ldots, v_{n}\right)$ be an ordered basis of $\mathbb{K}$ over $\mathbb{Q}$. The symmetric bilinear form $(u, v) \mapsto \operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}(u v)$ determines an $n$-by- $n$ symmetric matrix $B_{i j}=$ $\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}\left(v_{i} v_{j}\right)$, and we can recover the form from the matrix $B$ by the formula $\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}(u v)=a^{t} B b$ if $a=\binom{u}{\Gamma}$ and $b=\binom{v}{\Gamma}$ are the column vectors of $u$ and $v$ in the ordered basis $\Gamma$, i.e., if $u=\sum_{i=1}^{n} a_{i} v_{i}$ and $v=\sum_{j=1}^{n} b_{j} v_{j}$. From Section VI. 1 of Basic Algebra, we know that the bilinear form determines a canonical $\mathbb{Q}$ linear map $L$ from $\mathbb{K}$ to its vector space dual by the formula $L(u)(v)=\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}(u v)$ and that the nondegeneracy of the form ${ }^{5}$ implies that this linear map is one-one onto. Moreover, the matrix of $L$ with respect to $\Gamma$ and the dual basis of $\Gamma$ is $B$. Thus the nondegeneracy implies that the matrix $B$ is nonsingular. The discriminant $D(\Gamma)$ of the ordered basis $\Gamma$ is given by
$D(\Gamma)=\operatorname{det} B, \quad$ where $B$ is the matrix of $(u, v) \mapsto \operatorname{Tr}_{L / K}(u v)$ in the basis $\Gamma$.
Because of the nonsingularity of $B$, this is a nonzero member of $\mathbb{Q}$.
Proposition 6.1 of Basic Algebra shows the effect on the matrix $B$ of changing the basis. Specifically let $\Delta=\left(w_{1}, \ldots, w_{n}\right)$ be a second ordered basis, and let $C$ be the matrix of the form in this basis, namely $C_{i j}=\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}\left(w_{i} w_{j}\right)$. Let the two bases be related by $w_{j}=\sum_{i=1}^{n} a_{i j} v_{i}$, i.e., let $\left[a_{i j}\right]=\binom{I}{\Gamma \Delta}$. Then the proposition gives

$$
C=\binom{I}{\Gamma \Delta}^{t} B\binom{I}{\Gamma \Delta} .
$$

Taking determinants and using the fact that a matrix and its transpose have the same determinant, we obtain

$$
D(\Delta)=D(\Gamma)\left(\operatorname{det}\binom{I}{\Gamma \Delta}\right)^{2}
$$

One consequence of this formula is that the sign of $D(\Gamma)$ is independent of $\Gamma$. Another is that the value of $D(\Gamma)$ does not depend on the ordering of the $n$ members of $\Gamma$; it depends only on $\Gamma$ as an unordered set.

Now suppose that the members of the ordered basis $\Gamma$ are in the subring $R$ of algebraic integers within $\mathbb{K}$. Bases of $\mathbb{K}$ over $\mathbb{Q}$ consisting of members of $R$ always exist, since we can always multiply the members of a basis of $\mathbb{K}$ over $\mathbb{Q}$ by a suitable integer to get them to be in $R$. In this case the entries $B_{i j}=\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}\left(v_{i} v_{j}\right)$ of the matrix of the bilinear form are in $\mathbb{Z}$, and $D(\Gamma)$ is therefore a nonzero member of $\mathbb{Z}$.

The field discriminant, or absolute discriminant, of $\mathbb{K}$, denoted by $D_{\mathbb{K}}$, is the value of $D(\Gamma)$ that minimizes $|D(\Gamma)|$ for all bases of $\mathbb{K}$ consisting of members

[^39]of $R$. This is a nonzero integer. The sign of $D_{\mathbb{K}}$ is well defined, since all values of $D(\Gamma)$ have the same sign. ${ }^{6}$

Fix an ordered basis $\Gamma=\left(v_{1}, \ldots, v_{n}\right)$ of $\mathbb{K}$, and consider the abelian group consisting of the $\mathbb{Z}$ span $\mathbb{Z}(\Gamma)$ of the members of $\Gamma$. This is evidently a free abelian group of rank $n$. If an ordered basis $\Delta=\left(w_{1}, \ldots, w_{n}\right)$ has the property that $\mathbb{Z}(\Delta) \subseteq \mathbb{Z}(\Gamma)$, then the theory in Section IV. 9 of Basic Algebra that leads to the Fundamental Theorem of Finitely Generated Abelian Groups shows that if we write formally

$$
\left(\begin{array}{c}
w_{1} \\
\vdots \\
w_{n}
\end{array}\right)=C\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{n}
\end{array}\right),
$$

then there exist $n$-by- $n$ integer matrices $M_{1}$ and $M_{2}$ of determinant $\pm 1$ such that $D=M_{1} C M_{2}$ is diagonal, and moreover the order of $\mathbb{Z}(\Gamma) / \mathbb{Z}(\Delta)$ is $|\operatorname{det} D|=$ $|\operatorname{det} C|$. Examining the definition of $C$, we see that $C=\binom{I}{\Gamma \Delta}^{t}$. Consequently we obtain

$$
|\mathbb{Z}(\Gamma) / \mathbb{Z}(\Delta)|=\left|\operatorname{det}\binom{I}{\Gamma \Delta}\right|,
$$

a formula we shall use repeatedly in this chapter without specific reference.
Proposition 5.1. If $\Gamma$ is a basis of $\mathbb{K}$ over $\mathbb{Q}$ whose members all lie in $R$, then $|R / \mathbb{Z}(\Gamma)|^{2}=D(\Gamma) / D_{\mathbb{K}}$. In particular, $\Gamma$ is a $\mathbb{Z}$ basis of $R$ if and only if $D(\Gamma)=D_{\mathbb{K}}$.

Remarks. We already know from Basic Algebra that $R$ is a free abelian group of rank $n$. The second conclusion of this proposition, in combination with the transparent observation that the trace form is nonsingular for a number field, gives a more direct proof of this fact. Introductory treatments of algebraic number theory sometimes give this more direct proof, whose details are spelled out in the second paragraph below.

Proof. Let $\Delta$ and $\Omega$ be two bases of $\mathbb{K}$ over $\mathbb{Q}$ whose members all lie in $R$, and suppose that $\mathbb{Z}(\Delta) \subseteq \mathbb{Z}(\Omega)$. Then the above discussion shows that

$$
|D(\Delta)|=|D(\Omega)|\left(\operatorname{det}\binom{I}{\Omega \Delta}\right)^{2}
$$

and that

$$
|\mathbb{Z}(\Omega) / \mathbb{Z}(\Delta)|^{2}=\left(\operatorname{det}\binom{I}{\Omega \Delta}\right)^{2}
$$

Since $D(\Delta)$ and $D(\Omega)$ are nonzero and have the same sign, we obtain

$$
\begin{equation*}
D(\Delta) / D(\Omega)=|\mathbb{Z}(\Omega) / \mathbb{Z}(\Delta)|^{2} \tag{*}
\end{equation*}
$$

[^40]To prove the proposition, we prove the "if" part of the second conclusion first-without using the known fact that $R$ is free abelian. Choose $\Delta$ such that $D(\Delta)=D_{\mathbb{K}}$ and such that $\Delta$ has all its members in $R$. Arguing by contradiction, suppose that $\Delta$ fails to be a $\mathbb{Z}$ basis of $R$. Let $r$ be an element of $R$ not in $\mathbb{Z}(\Delta)$. Then the $\mathbb{Z}$ span of $\mathbb{Z}(\Delta) \cup\{r\}$ is a finitely generated additive subgroup of $\mathbb{K}$ and must be free abelian of rank $\geq n$. Being a subgroup of the additive group of $\mathbb{K}$, it cannot have rank greater than $n$ and hence has rank exactly $n$. Let $\Omega$ be an ordered $\mathbb{Z}$ basis of this subgroup. Since $\mathbb{Z}(\Delta) \varsubsetneqq \mathbb{Z}(\Omega)$, the right side of $(*)$ is $>1$, and thus $D_{\mathbb{K}}>D(\Omega)$. But this is a contradiction because the members of $\Omega$ lie in $R$, and hence $\Delta$ is a $\mathbb{Z}$ basis of $R$. In particular, a $\mathbb{Z}$ basis of $R$ exists.

To prove the rest of the proposition, take $\Omega$ in (*) to be a $\mathbb{Z}$ basis of $R$, and let $\Delta=\Gamma$ be any given basis of $\mathbb{K}$ over $\mathbb{Q}$ that lies in $R$. Then ( $*$ ) gives $|R / \mathbb{Z}(\Gamma)|^{2}=D(\Gamma) / D(\Omega)$. Since $|R / \mathbb{Z}(\Gamma)|$ cannot be less than $1,|D(\Gamma)|$ cannot be less than $|D(\Omega)|$. Thus $D_{\mathbb{K}}=D(\Omega)$, and $|R / \mathbb{Z}(\Gamma)|^{2}=D(\Gamma) / D_{\mathbb{K}}$. This proves the first conclusion of the proposition, and the "only if" part of the second conclusion is immediate.

EXAMPLE. Field discriminant of a quadratic number field. Let $\mathbb{K}=\mathbb{Q}(\sqrt{m})$, where $m$ is a square-free integer other than 1. From Section I. 6 a $\mathbb{Z}$ ordered basis $\Gamma$ of $R$ is given by

$$
\Gamma= \begin{cases}\{1, \sqrt{m}\} & \text { if } m \equiv 2 \text { or } 3 \bmod 4 \\ \left\{1, \frac{1}{2}(\sqrt{m}-1)\right\} & \text { if } m \equiv 1 \bmod 4\end{cases}
$$

Proposition 5.1 allows us to compute $D_{\mathbb{K}}$ from this information. The matrix whose determinant is $D_{\mathbb{K}}$ in the two cases is $\left(\begin{array}{cc}2 & 0 \\ 0 & 2 m\end{array}\right)$ and $\left(\begin{array}{cc}2 & -1 \\ -1 & \frac{1}{2}(m+1)\end{array}\right)$, respectively, and thus

$$
D_{\mathbb{K}}= \begin{cases}4 m & \text { if } m \equiv 2 \operatorname{or} 3 \bmod 4 \\ m & \text { if } m \equiv 1 \bmod 4\end{cases}
$$

This is the formula that we took as a definition of field discriminant in Section I. 6 .

For a general number field $\mathbb{K}$ of degree $n$ over $\mathbb{Q}$, there is no easy way to obtain a $\mathbb{Z}$ basis of $R$. Instead, one tries to compute $D_{\mathbb{K}}$ and find such a basis at the same time by successive refinements.

The first step is to use the special kind of $\mathbb{Q}$ basis of $\mathbb{K}$ whose existence is guaranteed by the Theorem of the Primitive Element. Specifically one can write $\mathbb{K}=\mathbb{Q}(\xi)$ for some $\xi$ in $\mathbb{K}$, since $\mathbb{K} / \mathbb{Q}$ is a separable extension. Possibly after multiplying $\xi$ by a suitably large integer, we may assume that $\xi$ is in $R$. Then $\Gamma(\xi)=\left\{1, \xi, \xi^{2}, \ldots, \xi^{n-1}\right\}$ is a $\mathbb{Q}$ basis of $\mathbb{K}$ lying in $R$. We normally write $D(\xi)$ instead of $D(\Gamma(\xi))$ for the discriminant of $\Gamma(\xi)$. Write $\xi_{i}=\sigma_{i}(\xi)$ for the
$i^{\text {th }}$ conjugate of $\xi$. Let $B=\left[B_{i j}\right]$ be the matrix whose determinant is $D(\xi)$. Since the trace of an element is the sum of its conjugates, $B_{i j}$ is given by

$$
B_{i j}=\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}\left(\xi^{i-1} \xi^{j-1}\right)=\sum_{k=1}^{n} \sigma_{k}\left(\xi^{i-1} \xi^{j-1}\right)=\sum_{k=1}^{n} \xi_{k}^{i-1} \xi_{k}^{j-1},
$$

and this is of the form $\sum_{k=1}^{n} V_{i k} V_{j k}^{t}$, where $V_{i k}=\xi_{k}^{i-1}$ is an entry of a Vandermonde matrix. Therefore

$$
D(\xi)=\operatorname{det} B=(\operatorname{det} V)^{2}=\left(\prod_{i<j}\left(\xi_{j}-\xi_{i}\right)\right)^{2}=\prod_{i<j}\left(\xi_{j}-\xi_{i}\right)^{2},
$$

which coincides with the discriminant of the field polynomial of $\xi$ over $\mathbb{Q}$.
Examples of $D(\xi)$.
(1) $\mathbb{K}=\mathbb{Q}(\xi)$, where $\xi^{5}-\xi-1=0$. This field was studied in Example 1 of Section IX. 17 of Basic Algebra. The discriminant of the polynomial $X^{5}-X-1$ is $2869=19 \cdot 151$, and thus $D(\xi)=2869$. Proposition 5.1 shows that $D(\xi)=$ $D_{\mathbb{K}} k^{2}$ for some nonzero integer $k$. Since 2869 is square free, we conclude that $D_{\text {K }}=2869$.
(2) $\mathbb{K}=\mathbb{Q}(\sqrt[3]{2})$. The minimal polynomial of $\xi=\sqrt[3]{2}$ is $X^{3}-2$, and its roots are $\xi, \xi \omega$, and $\xi \omega^{2}$, where $\omega=e^{2 \pi i / 3}$. Then

$$
D(\xi)=(\xi-\xi \omega)^{2}\left(\xi-\xi \omega^{2}\right)^{2}\left(\xi \omega-\xi \omega^{2}\right)^{2}=\xi^{6}(1-\omega)^{2}\left(1-\omega^{2}\right)^{2}\left(\omega-\omega^{2}\right)^{2},
$$

and this simplifies to $D(\xi)=-2^{2} 3^{3}$. This quantity is the product of $D_{\mathbb{K}}$ by the square of an integer. Thus $D_{\mathbb{K}}$ is one of $-3,-12,-27$, and -108 .

What happens with Example 2 is typical: a second step is needed to decide among finitely many possibilities for $D_{\mathbb{K}}$. In the general case an induction is involved, and Proposition 5.2 below says what is to be done at each step. At the end of this section, we shall return to Example 2 and use the proposition to see that $D_{\mathbb{K}}=-108$ is the correct choice.

Before stating Proposition 5.2, let us interpolate a generalization of the computation of $D(\xi)$ that preceded the above examples. Suppose that $\Gamma=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is any ordered $\mathbb{Q}$ basis of $\mathbb{K}$ lying in $R$. Let $B=\left[B_{i j}\right]$ be the matrix whose determinant is the discriminant of $\Gamma$. Then we have

$$
B_{i j}=\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{i} \alpha_{j}\right)=\sum_{k=1}^{n} \sigma_{k}\left(\alpha_{i} \alpha_{j}\right)=\sum_{k=1}^{n} \sigma_{k}\left(\alpha_{i}\right) \sigma_{k}\left(\alpha_{j}\right)=\sum_{k=1}^{n} A_{i k}\left(A^{t}\right)_{k j},
$$

where $A=\left[A_{i j}\right]$ is the matrix with $A_{i j}=\sigma_{j}\left(\alpha_{i}\right)$, and it follows that

$$
D(\Gamma)=\left(\operatorname{det}\left[\sigma_{j}\left(\alpha_{i}\right)\right]\right)^{2} .
$$

This formula can be useful for computing $D(\Gamma)$ when the conjugates of the $\alpha_{i}$ are readily available.

Proposition 5.2. Let $\Gamma=\left(v_{1}, \ldots, v_{n}\right)$ be an ordered $\mathbb{Q}$ basis of $\mathbb{K}$ lying in $R$. If the $\mathbb{Z}$ span $\mathbb{Z}(\Gamma)$ of $\Gamma$ is a proper subgroup of $R$, then there exists a prime number $p$ such that $p^{2}$ divides $D(\Gamma)$ and such that some member

$$
v_{k}^{\prime}=p^{-1}\left(c_{1} v_{1}+c_{2} v_{2}+\cdots+c_{k-1} v_{k-1}+v_{k}\right)
$$

of $\mathbb{K}$ lies in $R$ with $1 \leq k \leq n$ and $0 \leq c_{j} \leq p-1$ for $j \leq k-1$. If such an element $v_{k}^{\prime}$ is found, then $\Delta=\left(v_{1}, \ldots, v_{k-1}, v_{k}^{\prime}, v_{k+1}, \ldots, v_{n}\right)$ has $\mathbb{Z}(\Delta)$ properly containing $\mathbb{Z}(\Gamma)$ with $D(\Delta)=p^{-2} D(\Gamma)$.

REMARKS. A finite computation is involved in finding $p$ and $k$. On the one hand, for given $p$, at most $1+p+p^{2}+\cdots+p^{n-1}$ elements have to be checked for integrality. On the other hand, we in principle have to find the field polynomial of a certain element of $\mathbb{K}$ in each case and decide whether the coefficients are integers, and this computation may be lengthy. See Problem 2 at the end of the chapter for an easy example, Problem 16 for a harder example, and Problem 4b for a related computation.

PRoof. Let $\mathbb{Z}(\Gamma)$ be a proper subgroup of $R$, and put $m=|R / \mathbb{Z}(\Gamma)|$. Choose a $\mathbb{Z}$ basis $\left(w_{1}, \ldots, w_{n}\right)$ of $R$, and write $v_{i}=\sum_{j=1}^{n} c_{i j} w_{j}$ with all $c_{i j} \in \mathbb{Z}$. We know that $\left|\operatorname{det}\left[c_{i j}\right]\right|=m$, and we let $p$ be any prime divisor of $m$. Reducing the $c_{i j}$ modulo $p$, we see that the matrix $\left[c_{i j}\right]$ is singular modulo $p$, and thus there exist integers $a_{1}, \ldots, a_{n}$ not all divisible by $p$ such that

$$
\sum_{i=1}^{n} a_{i} c_{i j} \equiv 0 \bmod p \quad \text { for } 1 \leq j \leq n
$$

Find $k$ with $1 \leq k \leq n$ for which $p$ divides all of $a_{k+1}, \ldots, a_{n}$ but not $a_{k}$, and write $\sum_{i=1}^{n} a_{i} c_{i j}=p l_{j}$ for integers $l_{j}$. Then

$$
\sum_{i=1}^{k} a_{i} v_{i}=\sum_{j=1}^{n} \sum_{i=1}^{k} a_{i} c_{i j} w_{j}=\sum_{j=1}^{n}\left(p l_{j}-\sum_{i=k+1}^{n} a_{i} c_{i j}\right) w_{j}
$$

and the integer in parentheses on the right side is a multiple of $p$. Therefore $r=\sum_{i=1}^{k} a_{i} v_{i}$ is exhibited as $p s$ for some $s \in R$. Choose $a^{\prime}$ and $d_{k}$ in $\mathbb{Z}$ with $a^{\prime} a_{k}-d_{k} p=1$, and choose $c_{i}$ and $d_{i}$ in $\mathbb{Z}$ for each $i$ with $i \leq k-1$ such that $0 \leq c_{i} \leq p-1$ and $a^{\prime} a_{i}-p d_{i}=c_{i}$. Then the computation
$p a^{\prime} s=a^{\prime} r=\sum_{i=1}^{k} a^{\prime} a_{i} v_{i}=\sum_{i=1}^{k-1}\left(c_{i}+p d_{i}\right) v_{i}+\left(1+p d_{k}\right) v_{k}=\sum_{i=1}^{k-1} c_{i} v_{i}+v_{k}+p \sum_{i=1}^{k} d_{i} v_{i}$
shows that $p^{-1}\left(\sum_{i=1}^{k-1} c_{i} v_{i}+v_{k}\right)=a^{\prime} s-\sum_{i=1}^{k} d_{i} v_{i}$ lies in $R$.

Proposition 5.1 shows that any primitive element $\xi$ of $\mathbb{K}$ that lies in $R$ has the property that $D(\xi) / D_{\mathbb{K}}$ is the square of a nonzero integer, and we write this quotient as $J(\xi)^{2}$ with $J(\xi)>0$. One might hope that although some particular choice of $\xi$ fails to have $J(\xi)=1$, some other choice may be found for which equality holds. We shall see in Section 4 that for a class of integers $m, \mathbb{Q}(\sqrt[3]{m})$ has such an element $\xi$ if and only if a certain nontrivial Diophantine equation in two variables has a solution. Both cases arise: for $m=2$, such a $\xi$ exists, while for $m=175$, no such $\xi$ exists.

But matters can be worse than this for a general $\mathbb{K}$. The quotient $J(\xi)^{2}=$ $D(\xi) / D_{\mathbb{K}}$ for a primitive element $\xi$ of $\mathbb{K}$ lying in $R$ is sometimes called the index of $\xi$. One might hope at least that each prime not dividing $D_{\mathbb{K}}$ fails to divide the index $J(\xi)^{2}$ for some $\xi$. However, Dedekind showed that there exist number fields $\mathbb{K}$ and primes $p$ that are common index divisors ${ }^{7}$ in the sense that $p$ divides $J(\xi)$ for every primitive element $\xi$ of $\mathbb{K}$ lying in $R$. Specifically he showed that $p=2$ is such a prime when $\mathbb{K}$ is obtained by adjoining to $\mathbb{Q}$ a root of $X^{3}+X^{2}-2 X+8$; here $D_{\mathbb{K}}=-503$. We shall study this example further in Section 4.

Let us now specialize our considerations from general additive subgroups of the form $\mathbb{Z}(\Gamma)$ to those that are ideals in $R$.

Proposition 5.3. If $I$ is a nonzero ideal in $R$, then
(a) $I$ contains a positive $k$ in $\mathbb{Z}$ and
(b) $I$ additively is of the form $I=\mathbb{Z}(\Gamma)$ for some $\mathbb{Q}$ basis $\Gamma$ of $\mathbb{K}$ whose members lie in $R$.
Consequently $R / I$ is a finite ring and satisfies $|R / I|^{2}=D(\Gamma) / D_{\mathbb{K}}$.
PROOF. Let $r$ be a nonzero member of $I$, and let $P(X)$ be the field polynomial of $r$. Then $P(X)$ is of the form $P(X)=X^{n}+a_{n-1} X^{n-1}+\cdots+a_{1} X+(-1)^{n} N_{\mathbb{K} / \mathbb{Q}}(r)$, has integers for coefficients, and has $r$ as one of its roots. Consequently the formula

$$
(-1)^{n+1} N_{\mathbb{K} / \mathbb{Q}}(r)=r\left(r^{n-1}+a_{n-1} r^{n-2}+\cdots+a_{1}\right)
$$

shows that the nonzero integer $N_{\mathbb{K} / \mathbb{Q}}(r)$ is the product of $r$ by a member of $R$ and hence lies in $I$. This proves (a) with $k=\left|N_{\mathbb{K} / \mathbb{Q}}(r)\right|$.

The ideal $I$ additively is a subgroup of $R$ and is thus free abelian of rank at most $n$. By (a), the integer $k=\left|N_{\mathbb{K} / \mathbb{Q}}(r)\right|$ has the property that $k R \subseteq I \subseteq R$. Since $R / k R$ has $k^{n}$ elements, $R / I$ is finite. Therefore $I$ has rank $n$ as an additive group and must be of the asserted form $\mathbb{Z}(\Gamma)$. This proves (b). The formula $|R / I|^{2}=D(\Gamma) / D_{\mathbb{K}}$ is immediate from Proposition 5.1.

[^41]The absolute norm $N(I)$ of a nonzero ideal $I$ of $R$ is defined to be $N(I)=$ $|R / I|$. This is necessarily a positive integer by Proposition 5.3. To be able to work with this notion, we shall make use of the unique factorization of ideals of $R$ as given in Theorem 8.55 of Basic Algebra. That theorem says that such an ideal $I$ has a factorization of the form $\prod_{j=1}^{l} P_{j}^{e_{j}}$, where the $P_{j}$ are distinct prime ideals of $R$, and that this factorization is unique except for the order of the factors.

Proposition 5.4. The absolute norms of nonzero ideals of $R$ have the following properties:
(a) $N(R)=1$.
(b) If $I \subseteq J$ are nonzero ideals in $R$, then $N(J)$ divides $N(I)$, and $I=J$ if and only if $N(J)=N(I)$.
(c) If $I$ and $J$ are nonzero ideals in $R$, then $N(I J)=N(I) N(J)$.
(d) If $(\alpha)$ is a nonzero principal ideal in $R$, then $N((\alpha))=\left|N_{\mathbb{K} / \mathbb{Q}}(\alpha)\right|$.

Proof. Conclusion (a) is immediate, and so is most of (b). If $I \subseteq J$ and $N(J)=N(I)$, then the First Isomorphism Theorem for abelian groups yields $(R / I) /(J / I) \cong R / J$, and it follows that $N(I) /|J / I|=N(J)$. Since $N(I)$ and $N(J)$ are finite, $N(I)=N(J)$ if and only if $|J / I|=1$, i.e., if and only if $I=J$.

For (c), we begin with the special case that $I$ and $J$ are powers of a nonzero prime ideal $P$. Inductively it is enough to show that $N\left(P^{k}\right)=N(P) N\left(P^{k-1}\right)$ for $k \geq 1$. Since $\left(R / P^{k}\right) /\left(P^{k-1} / P^{k}\right) \cong R / P^{k-1}$ as abelian groups, it is enough to show that

$$
\begin{equation*}
\left|P^{k-1} / P^{k}\right|=|R / P| \tag{*}
\end{equation*}
$$

The ring $R$ operates on the ideal $P^{k-1}$, carrying $P^{k}$ into itself, and $P$ carries $P^{k-1}$ into $P^{k}$. Thus $P^{k-1} / P^{k}$ is a unital module for the ring $R / P$, which is a field because $P$ is maximal. Hence $P^{k-1} / P^{k}$ is a vector space over $R / P$. Corollary 8.60 of Basic Algebra shows that this vector space is 1-dimensional, and then ( $*$ ) is immediate.

For the general case in (c), Corollary 8.63 of Basic Algebra shows that if $I=\prod_{j=1}^{l} P_{j}^{e_{j}}$ is the unique factorization of the nonzero ideal $I$ as the product of positive powers of distinct prime ideals $P_{j}$, then $R / I \cong \prod_{j=1}^{l} R / P_{j}^{e_{j}}$. Hence $N(I)=\prod_{j=1}^{l} N\left(P_{j}^{e_{j}}\right)$. Because of the special case that is already proved, $N(I)=$ $\prod_{j=1}^{l} N\left(P_{j}\right)^{e_{j}}$. Then (c) follows in the general case.

For (d), if $\Gamma=\left(u_{1}, \ldots, u_{n}\right)$ is an ordered $\mathbb{Z}$ basis of $R$, then the tuple $\alpha \Gamma=\left(\alpha u_{1}, \ldots, \alpha u_{n}\right)$ is an ordered $\mathbb{Z}$ basis of $(\alpha)$, and we know that $N((\alpha))=$ $|R /(\alpha)|=|\mathbb{Z}(\Gamma) / \mathbb{Z}(\alpha \Gamma)|=\left|\operatorname{det}\binom{I}{\Gamma, \alpha \Gamma}\right| . \operatorname{But}\binom{I}{\Gamma, \alpha \Gamma}$ is just the matrix of the $\mathbb{Q}$ linear map left-by- $\alpha$ in the $\mathbb{Q}$ basis $\Gamma$, and the determinant of this linear map is $N_{\mathbb{K} / \mathbb{Q}}(\alpha)$ by definition of the norm of an element.

EXAMPLE 2 OF $D(\xi)$, CONTINUED. For $\mathbb{K}=\mathbb{Q}(\sqrt[3]{2})$, we have seen that the discriminant of the $\mathbb{K}$ basis $\Gamma(\sqrt[3]{2})$ is $D(\sqrt[3]{2})=-3^{3} 2^{2}$. We are going to show that $(1, \sqrt[3]{2}, \sqrt[3]{4})$ is a $\mathbb{Z}$ basis of $R$, and then it follows that the field discriminant of $\mathbb{K}$ is $D_{\mathbb{K}}=-3^{3} 2^{2}$. We apply Proposition 5.2. The only primes that need testing in that proposition are the ones dividing $D(\sqrt[3]{2})$, and thus we consider $p=2$ and $p=3$. We want to see that no expression $p^{-1}(1)$ or $p^{-1}\left(c_{1}+\sqrt[3]{2}\right)$ or $p^{-1}\left(c_{1}+c_{2} \sqrt[3]{2}+\sqrt[3]{4}\right)$ is an algebraic integer for some coefficients $c_{0}$ and $c_{1}$ between 0 and $p-1$. We can discard $p^{-1}(1)$ because the only rational numbers that are algebraic integers are the members of $\mathbb{Z}$. If the field polynomial over $\mathbb{Q}$ of some $\xi$ in $\mathbb{K}$ is $X^{3}+a_{2} X^{2}+a_{1} X+a_{0}$, then the field polynomial of $p^{-1} \xi$ is $X^{3}+p^{-1} a_{2} X^{2}+p^{-2} a_{1} X+p^{-3} a_{0}$. So the question of integrality is one of divisibility of the coefficients of the field polynomials of certain algebraic integers $\xi$ by suitable powers of $p$. These coefficients, up to sign, are the values of the elementary symmetric polynomials on the three conjugates of $\xi$.

In the case at hand, only the coefficient $a_{0}$ is needed. That is, it is enough to see that the norm of $\xi$ is never divisible by 8 or 27 for $\xi$ equal to $c_{1}+\sqrt[3]{2}$ or $c_{1}+c_{2} \sqrt[3]{2}+\sqrt[3]{4}$ as above. Let us write $\xi=c_{1}+c_{2} \theta+c_{3} \theta^{2}$ with $\theta=\sqrt[3]{2}$ and with $c_{1}, c_{2}, c_{3}$ in $\mathbb{Z}$. Then $a_{0}=-N_{\mathbb{K} / \mathbb{Q}}(\xi)$, and the norm is the product of the three conjugates of $\xi$. If $\omega=e^{2 \pi i / 3}$, we compute that

$$
\begin{aligned}
N_{\mathbb{K} / \mathbb{Q}}(\xi) & =\left(c_{1}+c_{2} \theta+c_{3} \theta^{2}\right)\left(c_{1}+c_{2} \theta \omega+c_{3} \theta^{2} \omega^{2}\right)\left(c_{1}+c_{2} \theta \omega^{2}+c_{3} \theta^{2} \omega\right) \\
& =\left(c_{1}^{3}+2 c_{2}^{3}+4 c_{3}^{3}\right)+2 c_{1} c_{2} c_{3}\left(2 \omega+3 \omega^{2}+\omega^{4}\right) \\
& =\left(c_{1}^{3}+2 c_{2}^{3}+4 c_{3}^{3}\right)-6 c_{1} c_{2} c_{3}
\end{aligned}
$$

For $p=2$, we consider this expression when $c_{1}, c_{2}, c_{3}$ are chosen from $\{0,1\}$. To get divisibility by 8 , we check this expression modulo 8 . Each $c_{i}^{3}$ is $c_{i}$ for $c_{i} \in\{0,1\}$. Looking at the expression modulo 2 , we see that $c_{1}$ must be even, i.e., $c_{1}=0$. Then 8 must divide $2 c_{2}^{3}+4 c_{3}^{3}$, and we obtain $c_{2}=c_{3}=0$, in contradiction to the formulas for the $\xi$ 's under consideration.

For $p=3$, it is enough to consider this expression when $c_{1}, c_{2}, c_{3}$ are chosen from $\{-1,0,+1\}$. Since each $c_{i}$ has $\left|c_{i}\right| \leq 1$, we see that $\left|N_{\mathbb{K} / \mathbb{Q}}(\xi)\right| \leq 13$, and divisibility by 27 can occur only if $N_{\mathbb{K} / \mathbb{Q}}(\xi)=0$, which we know entails $\xi=0$. Thus no $\xi$ meets the test of Proposition 5.2, and the conclusion is that $(1, \sqrt[2]{3}, \sqrt[3]{4})$ is a $\mathbb{Z}$ basis of $R$ in $\mathbb{Q}(\sqrt[3]{2})$.

## 3. Dedekind Discriminant Theorem

The field discriminant plays a role in determining how a prime ideal $(p)$ in $\mathbb{Z}$, $p$ being a prime number, splits when one extends $(p)$ to an ideal $(p) R$ in the ring $R$ of algebraic integers in a number field $\mathbb{K}$ of degree $n$ over $\mathbb{Q}$. In this
situation, recall from Theorem 9.60 of Basic Algebra that the prime factorization of the ideal $(p) R$ in $R$ is of the form $(p) R=\prod_{i=1}^{g} P_{i}^{e_{i}}$ with $\sum_{i=1}^{g} e_{i} f_{i}=n$; here $n=[\mathbb{K}: \mathbb{Q}]$, the $P_{i}$ are distinct, and $f_{i}=\operatorname{dim}_{\mathbb{F}_{p}}\left(R / P_{i}\right)$. The integers $e_{i}$ are called ramification indices, and the integers $f_{i}$ are called residue class degrees. The extension $\mathbb{K} / \mathbb{Q}$ is said to be ramified at $p$, and the prime $p$ of $\mathbb{Z}$ is said to ramify in $\mathbb{K}$, if some $e_{i}$ is $>1$ in this decomposition. ${ }^{8}$

Theorem 5.5 (Dedekind Discriminant Theorem). The prime $p$ of $\mathbb{Z}$ ramifies in a number field $\mathbb{K}$ if and only if $p$ divides the field discriminant $D_{\mathbb{K}}$ of $\mathbb{K}$.

In this chapter we shall prove this theorem only in a useful special case, namely in the case that $p$ is not a common index divisor. Only finitely many primes can divide the index $J(\xi)=\left(D(\xi) / D_{\mathbb{K}}\right)^{1 / 2}$ for a single primitive element $\xi$ of $\mathbb{K}$ lying in $R$, and thus there are only finitely many common index divisors. ${ }^{9}$ Consequently the special case that we are proving implies that only finitely many primes of $\mathbb{Z}$ ramify in $\mathbb{K}$.

The difficulty in proving Theorem 5.5 in full generality is that we lack sufficient tools for addressing questions by localization. At the end of this section, we shall make some comments about how one can proceed with further tools.

As we shall see later in this section, Theorem 5.5 for primes that are not common index divisors is an easy consequence of the following theorem.

Theorem 5.6 (Kummer's criterion). Let $\mathbb{K}$ be a number field, and let $R$ be its ring of algebraic integers. Suppose that $F(X)$ is a monic irreducible polynomial in $\mathbb{Z}[X]$, that $\xi$ is a root of $F(X)$ in $\mathbb{C}$, and that $p$ is a prime number that does not divide the integer $J(\xi)$ such that $J(\xi)^{2}=D(\xi) / D_{\mathbb{K}}$. Write $\bar{F}(X)$ for the reduction of $F(X)$ modulo $p$, let

$$
\bar{F}(X)=\bar{F}_{1}(X)^{e_{1}} \cdots \bar{F}_{g}(X)^{e_{g}}
$$

be the unique factorization of $\bar{F}(X)$ in $\mathbb{F}_{p}[X]$ into a product of powers of distinct irreducible monic polynomials, and let $f_{i}=\operatorname{deg}\left(\bar{F}_{i}\right)$. For each $i$ with $1 \leq i \leq g$, select a monic polynomial $F_{i}(X)$ in $\mathbb{Z}[X]$ whose reduction modulo $p$ is $\bar{F}_{i}(X)$, and let $P_{i}$ be the ideal in $R$ defined by

$$
P_{i}=p R+F_{i}(\xi) R .
$$

Then the $P_{i}$ 's are distinct prime ideals of $R$ with $\operatorname{dim}_{\mathbb{F}_{p}}\left(R / P_{i}\right)=f_{i}$, and the unique factorization of $(p) R$ into prime ideals is

$$
(p) R=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}
$$

[^42]REMARKS. The additive group $\mathbb{Z}(\Gamma(\xi))$ generated by the powers of $\xi$ through $\xi^{n-1}$ is a ring, since $\xi^{n}$ is an integral combination of the lower powers of $\xi$, and this ring has index $J(\xi)$ as a subring of $R$. We divide the proof into two parts. The first part will give a complete proof in the special case that the subring $\mathbb{Z}(\Gamma(\xi))$ is all of $R$, but we shall retain notation that distinguishes the subring from the whole ring in order to see how much of the proof works for the general case. After the first part we pause for a lemma that will be used to tie results for the subring to results for all of $R$, and then we return to apply the lemma and complete the proof of Theorem 5.6.

FIRST PART OF PROOF. Let $P_{i}^{\prime}$ be the ideal $p \mathbb{Z}[X]+F_{i}(X) \mathbb{Z}[X]$ in $\mathbb{Z}[X]$. The passage from $\mathbb{Z}[X]$ to the quotient $\mathbb{Z}[X] / P_{i}^{\prime}$ can be achieved in two steps, first using the substitution homomorphism carrying $\mathbb{Z}$ to $\mathbb{F}_{p}$ and $X$ to itself and then taking the quotient by the principal ideal $\left(\bar{F}_{i}(X)\right)$. Since $\bar{F}_{i}(X)$ is irreducible in $\mathbb{F}_{p}[X]$, the quotient is a field and $P_{i}^{\prime}$ has to be prime. The number of elements in $\mathbb{Z}[X] / P_{i}^{\prime}$ is $p^{f_{i}}$ because $\operatorname{deg}\left(\bar{F}_{i}(X)\right)=f_{i}$. The ideals $P_{i}^{\prime}$ are distinct because the polynomials $\bar{F}_{i}(X)$ are distinct.

Meanwhile, the substitution homomorphism of $\mathbb{Z}[X]$ leaving $\mathbb{Z}$ fixed and carrying $X$ to $\xi$ is a ring homomorphism of $\mathbb{Z}[X]$ onto $\mathbb{Z}(\Gamma(\xi))$. Let $P_{i}^{\prime \prime}$ be the image of $P_{i}^{\prime}$ under this homomorphism, i.e., let $P_{i}^{\prime \prime}=p \mathbb{Z}(\Gamma(\xi))+F_{i}(\xi) \mathbb{Z}(\Gamma(\xi))$. This is an ideal. The composite ring homomorphism of $\mathbb{Z}[X]$ onto $\mathbb{Z}(\Gamma(\xi)) / P_{i}^{\prime \prime}$ factors through to a ring homomorphism of $\mathbb{Z}[X] / P_{i}^{\prime}$ onto $\mathbb{Z}(\Gamma(\xi)) / P_{i}^{\prime \prime}$. Since the domain is a field and the identity maps to the identity, the homomorphism is oneone and the image is a field. Thus $P_{i}^{\prime \prime}$ is a prime ideal, the order of $\mathbb{Z}(\Gamma(\xi)) / P_{i}^{\prime \prime}$ is $p^{f_{i}}$, and and $P_{i}^{\prime}$ is the complete inverse image of $P_{i}^{\prime \prime}$. Since the ideals $P_{i}^{\prime}$ can be recovered from the $P_{i}^{\prime \prime}$ and since the $P_{i}^{\prime}$ are distinct, the $P_{i}^{\prime \prime}$ are distinct.

The next step is to compare the ideals $\prod_{i=1}^{g} P_{i}^{e_{i}}$ and $(p) R$. We shall use the fact that the polynomial $\prod_{i=1}^{g} F_{i}(X)^{e_{i}}-F(X)$ in $\mathbb{Z}[X]$ has coefficients divisible by $p$ and therefore lies in $p \mathbb{Z}[X]$. The computation

$$
\begin{array}{rlr}
\prod_{i=1}^{g} P_{i}^{e_{i}} & =\prod_{i=1}^{g}\left(p R+F_{i}(\xi) R\right)^{e_{i}} \\
& \subseteq p R+\prod_{i=1}^{g} F_{i}(\xi)^{e_{i}} R & \\
& \subseteq p R+\left(\prod_{i=1}^{g} F_{i}^{e_{i}}-F\right)(\xi) & \text { since } F(\xi)=0 \\
& \subseteq p R+p \mathbb{Z}(\Gamma(\xi)) & \text { since } \prod_{i=1}^{g} F_{i}(X)^{e_{i}}-F(X) \text { lies in } p \mathbb{Z}[X] \\
& =p R &
\end{array}
$$

shows that $\prod_{i=1}^{g} P_{i}^{e_{i}} \subseteq(p) R$. If we can show that $N\left(\prod_{i=1}^{g} P_{i}^{e_{i}}\right)=N((p) R)$, then Proposition 5.4b will allow us to conclude that $\prod_{i=1}^{g} P_{i}^{e_{i}}=(p) R$.

At this point let us specialize to the case that $\mathbb{Z}(\Gamma(\xi))=R$ and see how to complete the proof. Under this assumption the definitions of $P_{i}$ and $P_{i}^{\prime \prime}$ exactly match. What we have shown about the $P_{i}^{\prime \prime}$ thus says that the $P_{i}$ are distinct prime ideals in $R$ with $\left|R / P_{i}\right|=p^{f_{i}}$, hence with $\operatorname{dim}_{\mathbb{F}_{p}}\left(R / P_{i}\right)=f_{i}$. Use of Proposition 5.4 and the fact that $\left|\mathbb{Z}(\Gamma(\xi)) / P_{i}^{\prime \prime}\right|=p^{f_{i}}$ gives $N\left(\prod_{i=1}^{g} P_{i}^{e_{i}}\right)=\prod_{i=1}^{g} N\left(P_{i}\right)^{e_{i}}=$ $\prod_{i=1}^{g} p^{e_{i} f_{i}}=p^{\sum_{i=1}^{g} e_{i} f_{i}}=p^{n}$, the last equality holding because $\operatorname{deg} \bar{F}(X)=$ $\sum_{i=1}^{g} e_{i} \operatorname{deg} \bar{F}_{i}(X)$. Since $p^{n}$ equals $N((p) R)$, the desired equality of norms has been proved. This completes the proof of the theorem when $\mathbb{Z}(\Gamma(\xi))=R$.

We interrupt the general proof for the promised lemma. When we apply the lemma to finish the proof of Theorem 5.6 , we shall take $A=\mathbb{Z}(\Gamma(\xi))$, $J=J(\xi)$, and $m=p$. The hypotheses of Theorem 5.6 show that the condition $\operatorname{GCD}(p, J(\xi))=1$ is satisfied.

Lemma 5.7. Suppose that $A$ is an additive subgroup of finite index $J$ in $R$ and that $m \geq 1$ is an integer relatively prime to $J$. Then for each $r \in R$, there exists $a \in A$ with $r-a$ in $m R$.

Proof. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be a $\mathbb{Z}$ basis of $R$, and let $\left\{v_{1}, \ldots, v_{n}\right\}$ be a $\mathbb{Z}$ basis of $A$. We can write $v_{j}=\sum_{i=1}^{n} c_{i j} u_{i}$ for an integer matrix $\left[c_{i j}\right]$ with $\left|\operatorname{det}\left[c_{i j}\right]\right|=J$. Let $r=\sum_{i=1}^{n} b_{i} u_{i}$ be given, and let the unknown $a \in A$ be expanded as $a=$ $\sum_{i=1}^{n} a_{j} v_{j}$. Then $a=\sum_{i, j} a_{j} c_{i j} u_{i}$, and we are to arrange that the element

$$
r-a=\sum_{i=1}^{n}\left(b_{i}-\sum_{j=1}^{n} c_{i j} a_{j}\right) u_{i}
$$

is in $m R$. Thus we are to arrange that each coefficient of a $u_{i}$ is divisible by $m$. Since $\left|\operatorname{det}\left[c_{i j}\right]\right|=J$ is relatively prime to $m$, the system of linear equations

$$
\sum_{j=1}^{n} c_{i j} a_{j} \equiv b_{i} \bmod m
$$

with unknowns $a_{1}, \ldots, a_{n}$ has a nonsingular coefficient matrix modulo $m$ and therefore has a solution.

SECOND PART OF PROOF OF THEOREM 5.6. The ring homomorphism of $\mathbb{Z}(\Gamma(\xi))$ into $R /\left(p R+F_{i}(\xi) R\right)$ given by the composition of the inclusion followed by the quotient map descends to a ring homomorphism

$$
\begin{equation*}
\mathbb{Z}(\Gamma(\xi)) /\left(p \mathbb{Z}(\Gamma(\xi))+F_{i}(\xi) \mathbb{Z}(\Gamma(\xi))\right) \longrightarrow R /\left(p R+F_{i}(\xi) R\right) \tag{*}
\end{equation*}
$$

To see that $(*)$ is onto, let $r \in R$ be given. Take $A=p R$ in Lemma 5.7. Choose $z \in \mathbb{Z}(\Gamma(\xi))$ by the lemma in such a way that $z-r$ is in $p R$. Under the mapping
(*), the coset of $z$ goes to $r+(z-r)+p R+F_{i}(\xi) R=r+p R+F_{i}(\xi) R$, which is the coset of $r$. Hence $(*)$ is onto.

To see that $(*)$ is one-one, suppose that $z$ maps to the 0 coset in the image. Then $z=p r_{1}+F_{i}(\xi) r_{2}$ with $r_{1}$ and $r_{2}$ in $R$. Lemma 5.7 produces $z_{2}$ in $\mathbb{Z}(\Gamma(\xi))$ with $r_{2}-z_{2}$ in $p R$. Hence the decomposition $z=p r_{1}+F_{i}(\xi)\left(r_{2}-z_{2}\right)+F_{i}(\xi) z_{2}$ exhibits $z$ as in $p R+F_{i}(\xi) \mathbb{Z}(\Gamma(\xi))$. The product $F_{i}(\xi) \mathbb{Z}(\Gamma(\xi))$ is in $\mathbb{Z}(\Gamma(\xi))$, since $\mathbb{Z}(\Gamma(\xi))$ is a ring, and $(*)$ will be one-one if we show that $p R \cap \mathbb{Z}(\Gamma(\xi)) \subseteq$ $p \mathbb{Z}(\Gamma(\xi))$. Let $\left\{u_{i}\right\}$ be a $\mathbb{Z}$ basis of $R$, let $\left\{v_{j}\right\}$ be a $\mathbb{Z}$ basis of $\mathbb{Z}(\Gamma(\xi))$, and write $v_{j}=\sum_{i} c_{i j} u_{i}$ for integers $c_{i j}$. If $z^{\prime}$ is in $p R \cap \mathbb{Z}(\Gamma(\xi))$, let us write $z^{\prime}=\sum_{j} a_{j} v_{j}$. Substitution gives $z^{\prime}=\sum_{i}\left(\sum_{j} a_{j} c_{i j}\right) u_{i}$. Since $z^{\prime}$ is in $p R$, we see that $\sum_{j} c_{i j} a_{j} \equiv 0 \bmod p$ for all $i$. The determinant of $\left[c_{i j}\right]$ is the index $J(\xi)$, up to sign, and this by assumption is not divisible by $p$. Therefore $a_{j} \equiv 0 \bmod p$ for all $j$, and it follows that $z^{\prime}$ is in $p \mathbb{Z}(\Gamma(\xi))$. Hence $(*)$ is one-one.

We have thus proved that $(*)$ is a ring isomorphism, i.e., that $\mathbb{Z}(\Gamma(\xi)) / P_{i}^{\prime \prime} \cong$ $R / P_{i}$ for all $i$. The left side is a field, and hence $P_{i}$ is a prime ideal. From the isomorphism we obtain $N\left(P_{i}\right)=\left|\mathbb{Z}(\Gamma(\xi)) / P_{i}^{\prime \prime}\right|=p^{f_{i}}$. The computation $N\left(\prod_{i=1}^{g} P_{i}^{e_{i}}\right)=\prod_{i=1}^{g} N\left(P_{i}\right)^{e_{i}}=\prod_{i=1}^{g} p^{e_{i} f_{i}}=p^{\sum_{i=1}^{g} e_{i} f_{i}}=p^{n}$ in the last paragraph of the first part of the proof is now fully justified, and we can therefore conclude as in the special case that $\prod_{i=1}^{g} P_{i}^{e_{i}}=(p) R$.

Finally we have to prove that the ideals $P_{i}$ are distinct. If indices $i \neq j$ are given, we know that $P_{i}^{\prime \prime} \neq P_{j}^{\prime \prime}$. Choose $z$ in $P_{i}^{\prime \prime}$ but not $P_{j}^{\prime \prime}$. Then $z$ is in $P_{i}$ because $P_{i}^{\prime \prime} \subseteq P_{i}$, and $z$ is not in $P_{j}$ because the proof above that $(*)$ is one-one showed that $\mathbb{Z}(\Gamma(\xi)) \cap P_{j} \subseteq P_{j}^{\prime \prime}$. This completes the proof of Theorem 5.6.

PROOF OF THEOREM 5.5 WHEN $p$ IS NOT A COMMON INDEX DIVISOR. If $p$ is not a common index divisor, we can choose a primitive $\xi$ for $\mathbb{K} / \mathbb{Q}$ such that $\xi$ is in $R$ and $p$ does not divide $J(\xi)=|R / \mathbb{Z}(\Gamma(\xi))|$. Let $F(X)$ be the field polynomial of $\xi$ over $\mathbb{Q}$. Since $D(\xi)=J(\xi)^{2} D_{\mathbb{K}}, p$ divides $D_{\mathbb{K}}$ if and only if $p$ divides $D(\xi)$. Thus $p$ divides $D_{\mathbb{K}}$ if and only if $p$ divides the discriminant of $F(X)$. This happens if and only if the discriminant of $\bar{F}(X)$ is $\equiv 0 \bmod p$, if and only if $\bar{F}(X)$ has a root of multiplicity $>1$ in an algebraic closure of $\mathbb{F}_{p}$, if and only if the factorization over $\mathbb{F}_{p}$ of $\bar{F}(X)$ as a product of powers of distinct irreducible monic polynomials has some factor with exponent $>1$. Applying Theorem 5.6, we see that this last condition is satisfied if and only if the unique factorization of the ideal $(p) R$ in $R$ as $\prod_{i=1}^{g} P_{i}^{e_{i}}$ has some $e_{i}>1$.

As was mentioned earlier in this section, the difficulty in proving Theorem 5.5 in complete generality is that we lack sufficient tools for addressing questions by localization. The different prime numbers are interacting in some fashion, and the above proofs were unable to separate them. The usual technique of localization
in our situation ${ }^{10}$ suggests enlarging one or the other of the rings $\mathbb{Z}$ and $R$ by adjoining inverses for all elements not in some prime ideal of interest. Then we piece together the results. If the localizing is done with respect to a prime ideal $(p)$ of $\mathbb{Z}$, then $\mathbb{Z}$ gets replaced by the subring $S^{-1} \mathbb{Z}$ of all members of $\mathbb{Q}$ with no factors of $p$ in the denominators, and $R$ gets replaced by $S^{-1} R$. One advantage of this procedure is that $S^{-1} R$ is a principal ideal domain, whereas $R$ is typically not such a domain.

Localization in that formulation does not by itself reveal a clear path to a proof of Theorem 5.5. Two additional ideas enter the argument to make a path seem natural; Dedekind succeeded without the second of them, and historically it is only with hindsight that one sees the benefit of the second idea. The first idea is to use a more fundamental object than the discriminant of $\mathbb{K}$, called the "relative different" of $\mathbb{K} / \mathbb{Q}$; this makes it possible to aim for a more precise description of the ramification indices when they are not equal to 1 . The second idea is due to K . Hensel and involves forming a kind of completion of the localized rings; the ring $\mathbb{Z}$ gets replaced by the ring $\mathbb{Z}_{p}$ of " $p$-adic integers," and the field $\mathbb{Q}$ gets replaced by the field $\mathbb{Q}_{p}$ of " $p$-adic numbers." We return to these ideas in Chapter VI.

## 4. Cubic Number Fields as Examples

In treating examples of cubic fields, it will be convenient to have one further tool available for computing discriminants. Let $\mathbb{K}$ be a number field, let $\xi$ be a primitive element of $\mathbb{K} / \mathbb{Q}$, and let $F(X)$ be its field polynomial over $\mathbb{Q}$. Let $\xi_{i}=\sigma_{i}(\xi)$ be the conjugates of $\xi$, and assume that $\xi_{1}=\xi$. The conjugates are the roots of $F(X)$ in $\mathbb{C}$, and hence

$$
F(X)=\prod_{i=1}^{n}\left(X-\xi_{i}\right)
$$

The derivative is $F^{\prime}(X)=\sum_{i=1}^{n} \prod_{j \neq i}\left(X-\xi_{j}\right)$, and therefore

$$
F^{\prime}(\xi)=\prod_{j=2}^{n}\left(\xi-\xi_{j}\right)
$$

Observe that the form of the left side shows that this element lies in $\mathbb{K}$, and it lies in $R$ if $\xi$ lies in $R$. The different $\mathcal{D}(\xi)$ of the element $\xi$ is defined to be this element of $\mathbb{K}$, namely ${ }^{11}$

[^43]$$
\mathcal{D}(\xi)=F^{\prime}(\xi)=\prod_{j=2}^{n}\left(\xi-\xi_{j}\right)
$$

Since $F^{\prime}(X)$ has coefficients in $\mathbb{Q}$, the conjugates $\sigma_{i}\left(F^{\prime}(\xi)\right)$ of $F^{\prime}(\xi)$ are the elements $F^{\prime}\left(\sigma_{i}(\xi)\right)=F^{\prime}\left(\xi_{i}\right)$ for $1 \leq i \leq n$. The formula for $F^{\prime}(X)$ shows that $F^{\prime}\left(\xi_{i}\right)=\prod_{j \neq i}\left(\xi_{i}-\xi_{j}\right)$. Therefore the norm of $\mathcal{D}(\xi)$ is

$$
\begin{aligned}
N_{\mathbb{K} / \mathbb{Q}}(\mathcal{D}(\xi)) & =N_{\mathbb{K} / \mathbb{Q}}\left(F^{\prime}(\xi)\right)=\prod_{i=1}^{n} F^{\prime}\left(\xi_{i}\right)=\prod_{i=1}^{n} \prod_{j \neq i}\left(\xi_{i}-\xi_{j}\right) \\
& =(-1)^{n(n-1) / 2} \prod_{i<j}\left(\xi_{i}-\xi_{j}\right)^{2}=(-1)^{n(n-1) / 2} D(\xi) .
\end{aligned}
$$

In other words, the norm of the different of $\xi$ is, up to sign, equal to the discriminant of $\Gamma(\xi)$, which in turn equals the discriminant of the field polynomial of the primitive element $\xi$. The definitions of $\mathcal{D}(\xi)$ and $D(\xi)$ and the formula connecting them make sense if $\xi$ is allowed to be any element of $\mathbb{K}$, primitive or not. Both $\mathcal{D}(\xi)$ and $D(\xi)$ have the property of being nonzero if and only if $\xi$ is primitive.

Example. For the field $\mathbb{K}=\mathbb{Q}(\sqrt[3]{2})$, the different of $\xi=\sqrt[3]{2}$ is $\left.3 X^{2}\right|_{X=\sqrt[3]{2}}=$ $3 \sqrt[3]{4}$, and the discriminant of $X^{3}-2$, up to the sign $(-1)^{3 \cdot 2 / 2}$, is the norm of this, i.e.,

$$
\begin{aligned}
D(\sqrt[3]{2}) & =-(3 \sqrt[3]{4})(3 \sqrt[3]{4} \omega)\left(3 \sqrt[3]{4} \omega^{2}\right), \quad \text { where } \omega=e^{2 \pi i / 3} \\
& =-3^{3} 2^{2}
\end{aligned}
$$

Alternatively, the norm can be computed from a field polynomial. Specifically the norm of $3 \sqrt[3]{4}$ is the determinant of left multiplication by this element when considered as a $\mathbb{Q}$ linear mapping of $\mathbb{K}$ into itself.

We saw already in Example 2 of Section 2 that $D(\sqrt[3]{2})=-3^{3} 2^{2}$, but the earlier method of computation was longer. At the end of Section 2, we saw in addition that $\{1, \sqrt[3]{2}, \sqrt[3]{4}\}$ is a $\mathbb{Z}$ basis of the ring of algebraic integers in the field $\mathbb{K}=\mathbb{Q}(\sqrt[3]{2})$. The use of differents does not simplify the proof of this latter fact.

In this section we consider further examples of cubic extensions of $\mathbb{Q}$. The first such fields that we study are the pure cubic extensions $\mathbb{K}=\mathbb{Q}(\sqrt[3]{m})$, where $m$ is any cube-free positive integer $>1$. Already with these fields $\mathbb{K}$, we shall see that $D_{\mathbb{K}}$ is not necessarily equal to $\mathcal{D}(\xi)$ for some algebraic integer $\xi$. However, all these fields have no common index divisors. Then we examine Dedekind's example of a cubic number field for which 2 is a common index divisor.

The correspondence of cube-free integers $m>1$ to fields $\mathbb{Q}(\sqrt[3]{m})$ is many-to-one: if $m$ is given and $p$ is a prime dividing $m$, let $m^{\prime}=m / p$ if $p^{2}$ divides $m$ and $m^{\prime}=m p$ if $p^{2}$ does not divide $m$; then $\mathbb{Q}(\sqrt[3]{m})=\mathbb{Q}\left(\sqrt[3]{m^{\prime}}\right)$. In analyzing $\mathbb{Q}(\sqrt[3]{m})$, it will be convenient to normalize matters so as to resolve this ambiguity. We can write $m$ uniquely as a product $m=a b^{2}$ for positive square-free integers $a$ and $b$; these have $\operatorname{GCD}(a, b)=1, b^{2}$ is the largest square dividing $m$, and $a$ is given by $a=m / b^{2}$. Then $m$ and $m^{\prime}=a^{2} b$ lead to the same field.

Proposition 5.8. For a cube-free integer $m>1$, let $\mathbb{K}=\mathbb{Q}(\sqrt[3]{m})$, and let $R$ be the ring of algebraic integers in $\mathbb{K}$. Write $m=a b^{2}$ for positive square-free integers $a$ and $b$ with $\operatorname{GCD}(a, b)=1$, and define two members of $R$ to be the real cube roots $\theta_{1}=\sqrt[3]{a b^{2}}$ and $\theta_{2}=\sqrt[3]{a^{2} b}$. Then a $\mathbb{Z}$ basis of $R$ consists of
(a) $\left\{1, \theta_{1}, \theta_{2}\right\}$ if $a \not \equiv \pm b \bmod 9$, i.e., if $m$ is of Type $\mathbf{I}$,
(b) $\left\{\frac{1}{3}\left(1 \pm \theta_{1} \pm \theta_{2}\right), \theta_{1}, \theta_{2}\right\}$ for exactly one choice of the pair of signs if $a \equiv \pm b \bmod 9$, i.e., if $m$ is of Type II.
In the respective cases the field discriminant is given by

$$
D_{\mathbb{K}}= \begin{cases}-27 a^{2} b^{2} & \text { if } m \text { is of Type I } \\ -3 a^{2} b^{2} & \text { if } m \text { is of Type II. }\end{cases}
$$

REMARKS. More precisely in Type II, the congruence $a \equiv \pm b$ mod 9 implies that $a$ and $b$ are prime to 3 . Choose signs $s= \pm 1$ and $t= \pm 1$ such that $s a \equiv 1 \bmod 3$ and $t b \equiv 1 \bmod 3$. Then the first member of the $\mathbb{Z}$ basis is to be $\frac{1}{3}\left(1+s \theta_{1}+t \theta_{2}\right)$. The smallest $m$ leading to Type I is $m=2$, and this case was examined in Example 2 in Section 2. The smallest $m$ leading to Type II is $m=10$, and then the first member of the asserted $\mathbb{Z}$ basis of $R$ is $\frac{1}{3}(1+\sqrt[3]{10}+\sqrt[3]{100})$.

PROOF. Let $\omega=e^{2 \pi i / 3}$. The conjugates of $\theta_{1}$ can be taken to be $\sigma_{1}\left(\theta_{1}\right)=\theta_{1}$, $\sigma_{2}\left(\theta_{1}\right)=\omega \theta_{1}$, and $\sigma_{3}\left(\theta_{1}\right)=\omega^{2} \theta_{1}$. Since $\theta_{1}^{2}=b \theta_{2}$, we have $\sigma_{i}\left(\theta_{2}\right)=b^{-1} \sigma_{i}\left(\theta_{1}\right)^{2}$, and therefore $\sigma_{1}\left(\theta_{2}\right)=\theta_{2}, \sigma_{2}\left(\theta_{2}\right)=\omega^{2} \theta_{2}$, and $\sigma_{3}\left(\theta_{2}\right)=\omega \theta_{2}$. In view of the formula before Proposition 5.2, $D\left(\left(1, \theta_{1}, \theta_{2}\right)\right)$ is the square of

$$
\operatorname{det}\left(\begin{array}{ccc}
1 & 1 & 1 \\
\theta_{1} & \omega \theta_{1} & \omega^{2} \theta_{1} \\
\theta_{2} & \omega^{2} \theta_{2} & \omega \theta_{2}
\end{array}\right)
$$

and we calculate that $D\left(\left(1, \theta_{1}, \theta_{2}\right)\right)=-27 a^{2} b^{2}$.
Let us apply Proposition 5.2 to the triple $\left\{1, \theta_{1}, \theta_{2}\right\}$ of members of $R$. For each prime $p$ dividing $27 a^{2} b^{2}$, we are to check whether certain elements are integral. First suppose that $p$ divides $a$ but $p \neq 3$. It is enough to check the elements $p^{-1}\left(a_{0}+\theta_{1}\right)$ or $p^{-1}\left(a_{0}+a_{1} \theta_{1}+\theta_{2}\right)$ for integrality when $a_{0}$ and $a_{1}$ are integers from 0 to $p-1$. Form the extension $\mathbb{L}=\mathbb{K}(\sqrt[3]{p})=\mathbb{Q}(\sqrt[3]{m}, \sqrt[3]{p})$ of $\mathbb{K}$, and
let $T$ be its ring of algebraic integers. The degree $[\mathbb{L}: \mathbb{Q}]$ equals 9 if $\mathbb{L} \neq \mathbb{K}$ and equals 3 if $\mathbb{L}=\mathbb{K}$. If $p^{-1}\left(a_{0}+\theta_{1}\right)$ is integral, then $a_{0}+p^{1 / 3}\left((a / p) b^{2}\right)^{1 / 3}=p r$ with $r \in R$, and hence $a_{0}=p^{1 / 3} c$ with $c \in T$. Applying $N_{\mathbb{L} / \mathbb{Q}}$ to both sides, we obtain $a_{0}^{9}=p^{3} N_{\mathbb{L} / \mathbb{Q}}(c)$ if $\mathbb{L} \neq \mathbb{K}$, and we obtain $a_{0}^{3}=p N_{\mathbb{K} / \mathbb{Q}}(c)$ if $\mathbb{L}=\mathbb{K}$. In either case, $p$ divides $a_{0}$, and $a_{0}=0$. So $p^{-1} \theta_{1}$ is integral, in contradiction to the facts that the field polynomial for $\mathbb{K}$ of $p^{-1} \theta_{1}$ is $X^{3}-p^{-3} a b^{2}$ and that $a b^{2}$ contains $p$ as a factor only once. We conclude that $p^{-1}\left(a_{0}+\theta_{1}\right)$ is not integral.

Similarly if the element $p^{-1}\left(a_{0}+a_{1} \theta_{1}+\theta_{2}\right)$ is integral, then we see that $a_{0}+a_{1} p^{1 / 3}\left((a / p) b^{2}\right)^{1 / 3}+p^{2 / 3}\left((a / p)^{2} b\right)^{1 / 3}=p r$ with $r \in R$. So $a_{0}=p^{1 / 3} c$ with $c \in T$, and the same argument as above shows that $a_{0}=0$. Hence $a_{1}\left((a / p) b^{2}\right)^{1 / 3}+p^{1 / 3}\left((a / p)^{2} b\right)^{1 / 3}=p^{2 / 3} r$, and $a_{1}\left((a / p) b^{2}\right)^{1 / 3}=p^{1 / 3} c^{\prime}$ with $c^{\prime} \in T$. Taking the norm gives $a_{1}^{9}\left((a / p) b^{2}\right)^{3}=p^{3} N_{\mathbb{L} / \mathbb{Q}}\left(c^{\prime}\right)$ if $\mathbb{L} \neq \mathbb{K}$ and $a_{1}^{3}(a / p) b^{2}=p N_{\mathbb{K} / \mathbb{Q}}\left(c^{\prime}\right)$ if $\mathbb{L}=\mathbb{K}$. Since $a / p$ and $b$ are prime to $p$, we conclude that $p$ divides $a_{1}$ in both cases. Therefore $a_{1}=0$, and $p^{-1} \theta_{2}$ is integral. The field polynomial for $\mathbb{K}$ of $p^{-1} \theta_{2}$ is $X^{3}-p^{-3} a^{2} b$, and $a^{2} b$ contains $p$ as a factor only twice. We conclude that $p^{-1}\left(a_{0}+a_{1} \theta_{1}+\theta_{2}\right)$ is not integral.

This disposes of the prime divisors of $a$ other than $p=3$, and we handle the prime divisors of $b$ other than $p=3$ in the same way, except that we start from the ordered triple $\left(1, \theta_{2}, \theta_{1}\right)$ and therefore need check only $p^{-1}\left(a_{0}+\theta_{2}\right)$ and $p^{-1}\left(a_{0}+a_{1} \theta_{2}+\theta_{1}\right)$.

Now let us apply Proposition 5.2 to the ordered triple $\left(1, \theta_{1}, \theta_{2}\right)$ for the prime $p=3$, except that we allow coefficients 0 and $\pm 1$ instead of $0,1,2$. We check integrality for the elements $\frac{1}{3}\left(1 \pm \theta_{1}\right), \frac{1}{3}\left(1 \pm \theta_{2}\right), \frac{1}{3}\left(\theta_{1} \pm \theta_{2}\right)$, and $\frac{1}{3}\left(1 \pm \theta_{1} \pm \theta_{2}\right)$ by checking whether the coefficients of their field polynomials are in $\mathbb{Z}$. For the first two, let $\varphi$ be $\pm \theta_{1}$ or $\pm \theta_{2}$. The coefficient of the first-degree term in the field polynomial of $\frac{1}{3}(1+\varphi)$ is $\frac{1}{9}$ times

$$
\begin{aligned}
(1+\varphi) & (1+\omega \varphi)+(1+\varphi)\left(1+\omega^{2} \varphi\right)+(1+\omega \varphi)\left(1+\omega^{2} \varphi\right) \\
& =(1+\varphi)\left(2+\omega \varphi+\omega^{2} \varphi\right)+(1+\omega \varphi)\left(1+\omega^{2} \varphi\right) \\
& =(1+\varphi)(2-\varphi)+\left(1-\varphi+\varphi^{2}\right)=2+\varphi-\varphi^{2}+1-\varphi+\varphi^{2}=3
\end{aligned}
$$

hence is $\frac{1}{3}$. This is not an integer, and thus $\frac{1}{3}(1+\varphi)$ is not in $R$. If $\varphi= \pm \theta_{1}$ and $\psi= \pm \theta_{2}$, then the corresponding computation for $\varphi+\psi$ is

$$
\begin{align*}
(\varphi+\psi) & \left(\omega \varphi+\omega^{2} \psi\right)+(\varphi+\psi)\left(\omega^{2} \varphi+\omega \psi\right)+\left(\omega \varphi+\omega^{2} \psi\right)\left(\omega^{2} \varphi+\omega \psi\right) \\
& =-(\varphi+\psi)(\varphi+\psi)+\left(\varphi^{2}-\varphi \psi+\psi^{2}\right) \\
& =-3 \varphi \psi=-3 a b(\operatorname{sgn} \varphi)(\operatorname{sgn} \psi) \tag{*}
\end{align*}
$$

and $\frac{1}{9}$ of this is an integer only if 3 divides $a b$. In this case our hypotheses show
that 9 does not divide $a b$. The constant term in the field polynomial of $\frac{1}{3}(\varphi+\psi)$ is $-\frac{1}{27}$ times

$$
\begin{align*}
(\varphi+\psi)\left(\omega \varphi+\omega^{2} \psi\right)\left(\omega^{2} \varphi+\omega \psi\right) & =\varphi^{3}+\psi^{3} \\
& =(\operatorname{sgn} \varphi) a b^{2}+(\operatorname{sgn} \psi) a^{2} b \\
& =a b(b \operatorname{sgn} \varphi+a \operatorname{sgn} \psi) \tag{**}
\end{align*}
$$

When 3 divides $a b$ exactly once, 3 divides $(* *)$ exactly once, and hence $-\frac{1}{27}$ of $(* *)$ is not an integer. Thus $\frac{1}{3}(\varphi+\psi)$ is not in $R$.

It remains to check $\frac{1}{3}(1+\varphi+\psi)$ with $\varphi= \pm \theta_{1}$ and $\psi= \pm \theta_{2}$. The coefficient of the second-degree term in the field polynomial of $\frac{1}{3}(1+\varphi+\psi)$ is equal to $-\frac{1}{3} \operatorname{Tr}(1+\varphi+\psi)=-1$ and is an integer; thus it imposes no restrictions. The first-degree term of the field polynomial is $\frac{1}{9}$ of

$$
\begin{align*}
(1+\varphi+\psi)(1 & \left.+\omega \varphi+\omega^{2} \psi\right)+(1+\varphi+\psi)\left(1+\omega^{2} \varphi+\omega \psi\right) \\
& +\left(1+\omega \varphi+\omega^{2} \psi\right)\left(1+\omega^{2} \varphi+\omega \psi\right) \\
= & (1+\varphi+\psi)(2-\varphi-\psi)+\left(1-\varphi-\psi+\varphi^{2}-\varphi \psi+\psi^{2}\right) \\
= & 3-3 \varphi \psi=3(1-a b(\operatorname{sgn} \varphi)(\operatorname{sgn} \psi))
\end{align*}
$$

and $\frac{1}{9}$ of $(\dagger)$ is an integer if and only if $a b \equiv(\operatorname{sgn} \varphi)(\operatorname{sgn} \psi) \bmod 3$. In particular, the proof is now complete unless $a b \equiv(\operatorname{sgn} \varphi)(\operatorname{sgn} \psi) \bmod 3$. Thus we may assume from now on that neither $a$ nor $b$ is divisible by 3 .

The constant term of the field polynomial of $\frac{1}{3}(1+\varphi+\psi)$ is $-\frac{1}{27}$ times

$$
\begin{aligned}
(1+\varphi+\psi) & \left(1+\omega \varphi+\omega^{2} \psi\right)\left(1+\omega^{2} \varphi+\omega \psi\right) \\
& =1+\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}(\varphi+\psi)+(*)+(* *) \\
& =1+0-3 a b(\operatorname{sgn} \varphi)(\operatorname{sgn} \psi)+a b(b \operatorname{sgn} \varphi+a \operatorname{sgn} \psi)
\end{aligned}
$$

Put $\alpha=a \operatorname{sgn} \varphi$ and $\beta=b \operatorname{sgn} \psi$, so that $1-3 \alpha \beta+\alpha \beta(\alpha+\beta)$ is to be divisible by 27. Since neither $\beta$ nor $\alpha$ is divisible by 3 , we can define $l \bmod 27$ by the congruence $\beta=l \alpha$ mod 27. Substituting shows that $1-3 l \alpha^{2}+l \alpha^{2}(\alpha+l \alpha) \equiv$ $0 \bmod 27$, hence that $l(l+1) \alpha^{3} \equiv 3 l \alpha^{2}-1 \bmod 27$, which we can rewrite as

$$
\alpha^{3} l^{2}+\left(\alpha^{3}-3 \alpha^{2}\right) l+1 \equiv 0 \bmod 27
$$

Completing the square in $l$ allows us to write this congruence as

$$
\left(l+\frac{1}{2}\left(1-3 \alpha^{-1}\right)\right)^{2} \equiv \frac{1}{4}\left(1-3 \alpha^{-1}\right)^{2}-\alpha^{-3} \bmod 27
$$

Factoring the right side, we obtain

$$
\left(l+\frac{1}{2}\left(1-3 \alpha^{-1}\right)\right)^{2} \equiv \frac{1}{4} \alpha^{-4}\left[\alpha(\alpha-1)^{2}(\alpha-4)\right] \bmod 27
$$

If $\alpha \equiv 1 \bmod 3$, the expression in square brackets on the right side is $\equiv 0 \bmod 27$, and 0 is the square of 0 and $\pm 9$. If $\alpha \equiv 2 \bmod 3$, then the expression in square brackets is a square if and only if $\alpha(\alpha-4) \equiv c^{2} \bmod 27$. Considering the congruence only modulo 3 gives $2(-2) \equiv c^{2} \bmod 3$ and therefore $c^{2} \equiv 2 \bmod 3$, which has no solutions. Thus $\alpha \equiv 2 \bmod 3$ leads to no solutions of $(\dagger \dagger)$. We can summarize by saying that the solutions of $(\dagger \dagger)$ are given by $\alpha \equiv 1 \bmod 3$ and

$$
l+\frac{1}{2}\left(1-3 \alpha^{-1}\right) \equiv 0 \bmod 9
$$

One checks that the values $\alpha \equiv 1,4,7 \bmod 9$ all lead to $l=1$.
Let us summarize. Let $s$ and $t$ be signs $\pm$. Then $\frac{1}{3}\left(1+s \theta_{1}+t \theta_{2}\right)$ is integral if and only if both of the following conditions are satisfied:
(i) $s a \equiv t b \equiv 1 \bmod 3$,
(ii) $s a \equiv t b \bmod 9$.

When these conditions are satisfied, we are in Type II; otherwise we are in Type I. This completes the proof.

In the setting of Type I in Proposition 5.8, let us form the discriminants of $\Gamma\left(\theta_{1}\right)=\left(1, \theta_{1}, \theta_{1}^{2}\right)$ and $\Gamma\left(\theta_{2}\right)=\left(1, \theta_{2}, \theta_{2}^{2}\right)$. Using the method of computation at the beginning of this section, we see that the differents in the two cases are $3 \theta_{1}^{2}$ and $3 \theta_{2}^{2}$. Therefore the discriminant of $\Gamma\left(\theta_{1}\right)$ is $D\left(\theta_{1}\right)=-N_{\mathbb{K} / \mathbb{Q}}\left(3 \theta_{1}^{2}\right)=$ $-3^{3}\left(\theta_{1}^{2}\right)^{3}=-3^{3}\left(a b^{2}\right)^{2}=-3^{3} a^{2} b^{4}$, and the discriminant of $\Gamma\left(\theta_{2}\right)$ similarly is $D\left(\theta_{2}\right)=-3^{3} a^{4} b^{2}$. The absolute value of the greatest common divisor of these two expressions is $3^{3} a^{2} b^{2}=\left|D_{\mathbb{K}}\right|$, and therefore there are never any common index divisors in Type I.

On the other hand, there exist situations in Type I in which no primitive element $\xi$ of $\mathbb{Q}(\sqrt[3]{m})$ lying in $R$ has $\Gamma(\xi)$ as a $\mathbb{Z}$ basis. To prove this fact, we make use of the following proposition.

Proposition 5.9. For a pure cubic extension $\mathbb{K}=\mathbb{Q}\left(\sqrt[3]{a b^{2}}\right)$ of Type I , an element $\xi=x+y \theta_{1}+z \theta_{2}$ with $\mathbb{Z}$ coefficients has $D(\xi)=D_{\mathbb{K}}$ if and only if $y^{3} b-z^{3} a= \pm 1$.

Proof. The matrix whose determinant is $D(\Gamma(\xi))$ is given by

$$
M=\left(\begin{array}{ccc}
3 & \operatorname{Tr}(\xi) & \operatorname{Tr}\left(\xi^{2}\right) \\
\operatorname{Tr}(\xi) & \operatorname{Tr}\left(\xi^{2}\right) & \operatorname{Tr}\left(\xi^{3}\right) \\
\operatorname{Tr}\left(\xi^{2}\right) & \operatorname{Tr}\left(\xi^{3}\right) & \operatorname{Tr}\left(\xi^{4}\right)
\end{array}\right)
$$

where $\operatorname{Tr}$ is short for $\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}$. The element $\theta_{1}^{i} \theta_{2}^{j}$ has conjugates $\theta_{1}^{i} \theta_{2}^{j}, \omega^{i+2 j} \theta_{1}^{i} \theta_{2}^{j}$, and $\omega^{2 i+j} \theta_{1}^{i} \theta_{2}^{j}$, where $\omega=e^{2 \pi i / 3}$. Thus

$$
\operatorname{Tr}\left(\theta_{1}^{i} \theta_{2}^{j}\right)=\left(1+\omega^{i+2 j}+\omega^{2 i+j}\right) \theta_{1}^{i} \theta_{2}^{j}=\left(1+\omega^{i+2 j}+\omega^{2(i+2 j)}\right) \theta_{1}^{i} \theta_{2}^{j}
$$

This is 0 if $i+2 j$ is not divisible by 3 and is $3 \theta_{1}^{i} \theta_{2}^{j}$ otherwise. We compute the trace of each power of $\xi$ by applying the formula

$$
\operatorname{Tr}\left(\xi^{l}\right)=\sum_{k=0}^{n}\binom{l}{k} x^{l-k} \operatorname{Tr}\left(\left(y \theta_{1}+z \theta_{2}\right)^{k}\right)
$$

which comes from treating $\xi$ as a binomial. The traces of the powers of $y \theta_{1}+z \theta_{2}$ work out to be

$$
\begin{aligned}
\frac{1}{3} \operatorname{Tr}\left(y \theta_{1}+z \theta_{2}\right) & =0, \\
\frac{1}{3} \operatorname{Tr}\left(\left(y \theta_{1}+z \theta_{2}\right)^{2}\right) & =2 y z \theta_{1} \theta_{2}=a b(2 y z), \\
\frac{1}{3} \operatorname{Tr}\left(\left(y \theta_{1}+z \theta_{2}\right)^{3}\right) & =a b\left(y^{3} b+z^{3} a\right), \\
\frac{1}{3} \operatorname{Tr}\left(\left(y \theta_{1}+z \theta_{2}\right)^{4}\right) & =(a b)^{2} 6 y^{2} z^{2}
\end{aligned}
$$

Substituting, we find the following formulas for the trace of each power of $\xi$ :

$$
\begin{aligned}
\frac{1}{3} \operatorname{Tr}(\xi) & =x \\
\frac{1}{3} \operatorname{Tr}\left(\xi^{2}\right) & =x^{2}+2(a b) y z \\
\frac{1}{3} \operatorname{Tr}\left(\xi^{3}\right) & =x^{3}+3 x(a b) 2 y z+(a b)\left(y^{3} b+z^{3} a\right) \\
\frac{1}{3} \operatorname{Tr}\left(\xi^{4}\right) & =x^{4}+6 x^{2}(a b) 2 y z+4 x(a b)\left(y^{3} b+z^{3} a\right)+(a b)^{2} 6 y^{2} z^{2}
\end{aligned}
$$

The matrix $M$ is therefore of the form

$$
\frac{1}{3} M=\left(\begin{array}{ccc}
1 & x & x^{2}+A \\
x & x^{2}+A & x^{3}+B \\
x^{2}+A & x^{3}+B & x^{4}+C
\end{array}\right)
$$

where

$$
\begin{aligned}
& A=2(a b) y z \\
& B=3 x(a b) 2 y z+(a b)\left(y^{3} b+z^{3} a\right) \\
& C=6 x^{2}(a b) 2 y z+4 x(a b)\left(y^{3} b+z^{3} a\right)+(a b)^{2} 6 y^{2} z^{2}
\end{aligned}
$$

Expansion of det $\frac{1}{3} M$ results in an expression that simplifies to

$$
\operatorname{det} \frac{1}{3} M=A C+2 x A B-3 x^{2} A^{2}-A^{3}-B^{2}
$$

Thus we have only to substitute. The resulting expression simplifies greatly, and we obtain $\operatorname{det} \frac{1}{3} M=-(a b)^{2}\left(y^{3} b-z^{3} a\right)^{2}$. Consequently

$$
D(\xi)=-3^{3}(a b)^{2}\left(y^{3} b-z^{3} a\right)^{2}
$$

Since Proposition 5.8 has shown that $D_{\mathbb{K}}=-3^{3}(a b)^{2}$, the result follows.

Thus in order to give an example of an $m$ for which no $\xi$ has $D(\xi)=D_{\mathbb{K}}$, we have only to select $a$ and $b$ for which the Diophantine equation $y^{3} b-z^{3} a=1$ in $y, z$ has no solution. Choose $a=7$ and $b=5$, so that $m=a b^{2}=175$. To verify that the Diophantine equation has no solution, take the equation modulo 7 and then modulo 5 , obtaining $5 y^{3} \equiv 1 \bmod 7$ and $-7 z^{3} \equiv 1 \bmod 5$. These congruences say that $y^{3} \equiv 3 \bmod 7$ and $z^{3} \equiv 2 \bmod 5$. The only cubes modulo 7 are $\pm 1$, and thus the congruence for $y$ has no solution.

We turn to the question of the splitting of prime ideals in pure cubic extensions $\mathbb{K}=\mathbb{Q}(\sqrt[3]{m})$. In the notation of Proposition 5.8, we again write $m=a b^{2}$, and we shall assume that the extension is of Type I. We saw in Proposition 5.8 and the remarks afterward that $D_{\mathbb{K}}$ equals the greatest common divisor of $D\left(\sqrt[3]{a b^{2}}\right)$ and $D\left(\sqrt[3]{a^{2} b}\right)$. Therefore the splitting of every prime ideal $(p)$ in $\mathbb{Z}$ is described by Theorem 5.6. We have only to sort out the details.

Proposition 5.10. Let $\mathbb{K}=\mathbb{Q}(\sqrt[3]{m})$ be a pure cubic extension of Type $I$, and let $R$ be its ring of algebraic integers. If $p$ is a prime number, then the ideal $(p) R$ of $R$ splits into prime ideals as follows:
(a) $(p) R=P_{1} P_{2}$ with $N\left(P_{1}\right)=p$ and $N\left(P_{2}\right)=p^{2}$ if $p \equiv-1 \bmod 3$ and $p$ does not divide $D_{\mathbb{K}}$,
(b) $(p) R=P_{1} P_{2} P_{3}$ with $P_{1}, P_{2}, P_{3}$ distinct of norm $p$ if $p \equiv 1 \bmod 3$, $x^{3} \equiv m \bmod p$ is solvable in $\mathbb{F}_{p}$, and $p$ does not divide $D_{\mathbb{K}}$,
(c) $(p) R$ is prime of norm $p^{3}$ if $p \equiv 1 \bmod 3, x^{3} \equiv m \bmod p$ is not solvable in $\mathbb{F}_{p}$, and $p$ does not divide $D_{\mathbb{K}}$,
(d) $(p) R=P^{3}$ with $N(P)=p$ if $p$ divides $D_{\mathbb{K}}$.

Proof. The prime divisors of $D_{\mathbb{K}}$ are 3 and the prime divisors of $a$ and $b$. For all other primes Theorem 5.6 shows that all ramification indices are 1. Let $p$ be a prime of the form $6 k \pm 1$ not dividing $D_{\mathbb{K}}$. The multiplicative group $\mathbb{F}_{p}^{\times}$ of $\mathbb{F}_{p}$ is cyclic of order $p-1$ and hence has order divisible by 3 if and only if $p=6 k+1$. Thus there are three cube roots of 1 when $p=6 k+1$ but only 1 when $p=6 k-1$. In the latter case the cubing map is one-one onto from $\mathbb{F}_{p}^{\times}$ to itself. Thus $X^{3}-m$ factors modulo $p$ as the product of a first-degree factor and an irreducible second-degree factor if $p=6 k-1$, and (a) follows for such primes from Theorem 5.6. If $p=6 k+1$, then $X^{3}-m$ either factors modulo $p$ as the product of three first-degree factors or is irreducible, since 1 has three cube roots. Thus (b) and (c) follow for such primes from Theorem 5.6.

For $p=2$ if $m$ is odd, then $X^{3}-m \equiv X^{3}-1 \equiv(X-1)\left(X^{2}+X+1\right) \bmod 2$, and we are in the situation of (a). This completes the discussion of primes that do not divide $D_{\mathbb{K}}$. If $p$ divides $m$, then $X^{3}-m \equiv X^{3} \bmod p$ is the cube of a first-degree factor, and (d) follows in these cases. For $p=3$ whether or not $p$ divides $m$, we have $X^{3}-m \equiv X^{3}-m^{3} \equiv(X-m)^{3} \bmod 3$, and (d) follows in this case.

We conclude this section by discussing Dedekind's example of a common index divisor. The field in question is again of degree 3 over $\mathbb{Q}$ but is not of the form $\mathbb{Q}(\sqrt[3]{m})$. Instead, the field is $\mathbb{K}=\mathbb{Q}(\xi)$, where $\xi$ is a root of $F(X)=$ $X^{3}+X^{2}-2 X+8$. The polynomial $F(X)$ is irreducible over $\mathbb{Q}$ because Gauss's Lemma shows that its only possible linear factors are $X-k$ with $k$ dividing 8 and because routine computation rules out each such linear factor. As usual, let $R$ be the ring of algebraic integers in $\mathbb{K}$.

The different of $\xi$ is $\mathcal{D}(\xi)=F^{\prime}(\xi)=3 \xi^{2}+2 \xi-2$, and the discriminant $D(\xi)$ therefore is given by $D(\xi)=-N_{\mathbb{K} / \mathbb{Q}}\left(3 \xi^{2}+2 \xi-2\right)$. We calculate this norm as the determinant of left multiplication by $3 \xi^{2}+2 \xi-2$ on $\mathbb{K}$, using the ordered basis $\left(1, \xi, \xi^{2}\right)$. Since $\xi^{3}=-\xi^{2}+2 \xi-8$ and $\xi^{4}=-\xi^{3}+2 \xi^{2}-8 \xi=3 \xi^{2}-10 \xi+8$, we have

$$
\begin{aligned}
\left(3 \xi^{2}+2 \xi-2\right)(1) & =-2+2 \xi+3 \xi^{2} \\
\left(3 \xi^{2}+2 \xi-2\right)(\xi) & =-2 \xi+2 \xi^{2}+3 \xi^{3}=-24+4 \xi-\xi^{2} \\
\left(3 \xi^{2}+2 \xi-2\right)\left(\xi^{2}\right) & =-2 \xi^{2}+2 \xi^{3}+3 \xi^{4}=8-26 \xi+5 \xi^{2}
\end{aligned}
$$

Thus

$$
N_{\mathbb{K} / \mathbb{Q}}\left(3 \xi^{2}+2 \xi-2\right)=\operatorname{det}\left(\begin{array}{rrr}
-2 & -24 & 8 \\
2 & 4 & -26 \\
3 & -1 & 5
\end{array}\right)=2^{2} \cdot 503,
$$

and $D(\xi)=-2^{2} \cdot 503$. Thus either the index $J(\xi)$ of $\mathbb{Z}(\Gamma(\xi))$ in $R$ is 1 with $D_{\mathbb{K}}=-2^{2} \cdot 503$, or $J(\xi)=2$ with $D_{\mathbb{K}}-503$.

Problems $24-25$ at the end of the chapter show that $\frac{1}{2}\left(\xi^{2}+\xi\right)$ is in $R$ and that consequently the correct choice is $J(\xi)=2$ with $D_{\mathbb{K}}=-503$ and with $\left\{1, \xi, \frac{1}{2}\left(\xi^{2}+\xi\right)\right\}$ as a $\mathbb{Z}$ basis of $R$. In fact, 2 divides $J(\eta)$ for every primitive element of $\mathbb{K}$ lying in $R$, and therefore 2 is a common index divisor in the sense of Section 2. One way to check this assertion would be to calculate $D(\eta)$ for every such $\eta$. The computation would be feasible because we can express $\eta$ as a $\mathbb{Z}$ linear combination of the members of $\left\{1, \xi, \frac{1}{2}\left(\xi^{2}+\xi\right)\right\}$ and calculate the field polynomial of $\eta$ in the same way that $N_{\mathbb{K} / \mathbb{Q}}(\xi)$ was calculated above.

However, there is an easier way. Problem 28 at the end of the chapter shows that (2) $R$ splits as the product of three distinct prime ideals of $R$. If there were some $\eta$ for which 2 did not divide $J(\eta)$, then Theorem 5.6 would show that the minimal polynomial of $\eta$ when reduced modulo 2 splits as the product of three distinct first-degree factors. But $\mathbb{F}_{2}$ has only 2 elements, hence only two possible distinct linear factors to offer. Thus Theorem 5.6 must not be applicable to $\eta$ and the prime 2 , and we conclude that 2 divides $J(\eta)$. Going over this argument, we see that we have established the following more general result.

Proposition 5.11. Let $\mathbb{K} / \mathbb{Q}$ be a field extension of degree $n$, and let $R$ be the ring of algebraic integers in $\mathbb{K}$. If $p$ is a prime number with $2 \leq p \leq n-1$ such that $(p) R$ splits as the product of $n$ distinct prime ideals of $R$, then $p$ is a common index divisor for $\mathbb{K}$.

## 5. Dirichlet Unit Theorem

Let $\mathbb{K}$ be a number field of degree $n$ over $\mathbb{Q}$, and let $R$ be its ring of algebraic integers. We regard $\mathbb{K}$ as a subfield of $\mathbb{C}$. The units of $\mathbb{K}$ are understood to be the members of the group $R^{\times}$of units of the ring $R$. As was observed in Section 2 , there exist exactly $n$ field mappings of $\mathbb{K}$ into $\mathbb{C}$, and we denote them by $\sigma_{1}, \ldots, \sigma_{n}$; one of these is the inclusion of $\mathbb{K}$ into $\mathbb{C}$. If $x$ is in $\mathbb{K}$, then the images $\sigma_{1}(x), \ldots, \sigma_{n}(x)$ are called the conjugates of $x$.

In Section I. 6 we studied the group of units in the quadratic case $n=2$, and we found, particularly in the problems at the end of that chapter, that an understanding of this group was essential to working successfully on the numbertheoretic problems studied in that chapter. When $n=2$, we found that the qualitative nature of the group $R^{\times}$depends on the sign of the field discriminant. The group turned out to be the finite subgroup of roots of unity in $\mathbb{K}$ if $D_{\mathbb{K}}<0$, and it turned out to be isomorphic to the product of a copy of $\mathbb{Z}$ and a cyclic group of order 2 if $D_{\mathbb{K}}>0$. The hard step in this analysis was constructing an element in the subgroup $\mathbb{Z}$ in the latter case.

Because of the importance of $R^{\times}$in the quadratic case, we can expect that an understanding of $R^{\times}$for our general number field $\mathbb{K}$ is important for higher-degree number-theoretic questions. In this section we shall obtain a structure theorem for $R^{\times}$for general $n$ analogous to the structure theorem for $n=2$ mentioned in the previous paragraph. Such a theorem may not answer all important questions about $R^{\times}$, but it will be a good start. ${ }^{12}$ The main theorem is Theorem 5.13 below, the Dirichlet Unit Theorem.

The units of $R$ are the members $\varepsilon$ of $R$ with $N_{\mathbb{K} / \mathbb{Q}}(\varepsilon)= \pm 1$. This simple fact is verified for general $\mathbb{K}$ in the same way that it was verified for quadratic $\mathbb{K}$ in Section I. 6 .

Any element $\varepsilon$ of finite order in $R^{\times}$is a complex number with $\varepsilon^{k}=1$ for some $k$ and hence lies on the unit circle of $\mathbb{C}$. Since such an element $\varepsilon$ is a root of $X^{k}-1$, all its conjugates $\sigma_{j}(\varepsilon)$ lie on the unit circle of $\mathbb{C}$. We shall prove the following proposition about these elements.

[^44]Proposition 5.12. The subgroup of $R^{\times}$of elements of finite order consists of all $l^{\text {th }}$ roots of unity in $\mathbb{C}$, where $l$ is an integer depending on $\mathbb{K}$ that is bounded when the degree $n=[\mathbb{K}: \mathbb{Q}]$ is bounded.

Proof. We are to bound the integers $k$ for which primitive $k^{\text {th }}$ roots of unity occur in $\mathbb{K}$. Let $k$ have prime decomposition $k=p_{1}^{m_{1}} \cdots p_{r}^{m_{r}}$. From Section IX. 9 of Basic Algebra, we know that the cyclotomic polynomial $\Phi_{k}(X)$ is a monic irreducible member of $\mathbb{Z}[X]$ whose roots in $\mathbb{C}$ are exactly all primitive $k^{\text {th }}$ roots of unity; moreover, the degree of $\Phi_{k}(X)$ is given by the Euler $\varphi$ function:

$$
\varphi(k)=k \prod_{p \text { divides } k}\left(1-\frac{1}{p}\right) .
$$

If primitive $k^{\text {th }}$ roots of unity occur in $\mathbb{K}$, then $\varphi(k) \leq n$ because $\Phi_{k}(X)$ is irreducible over $\mathbb{Q}$, and hence $\left(p_{1}-1\right) \cdots\left(p_{r}-1\right) \leq n$. Allowing $p_{1}=2$ possibly, we see that each factor $p_{j}-1$ with $j>1$ is at least 2 , and thus $2^{r-1} \leq n$. So $r$ is bounded as a function of $n$ by $\log _{2} 2 n$, and we obtain

$$
\varphi(k) \geq k \prod_{\substack{\text { first } \\ \text { primes }}}\left(1-\frac{1}{2}\right)=2^{-\log _{2} 2 n} k=\frac{k}{2 n}
$$

Consequently $k \leq 2 n \varphi(k) \leq 2 n^{2}$, as required. If $R^{\times}$contains one primitive $k^{\text {th }}$ root of unity in $\mathbb{C}$, then it contains them all, since the $k^{\text {th }}$ roots of unity form a cyclic group and any primitive such root is a generator. The result follows.

We shall use the field mappings $\sigma_{j}: \mathbb{K} \rightarrow \mathbb{C}$ for $1 \leq j \leq n$ to introduce useful "absolute values" on $\mathbb{K}$. The mappings $\sigma_{j}$ are of two types:
(i) those carrying $\mathbb{K}$ into $\mathbb{R}$,
(ii) those carrying $\mathbb{K}$ into $\mathbb{C}$ but not into $\mathbb{R}$; these come in pairs $\sigma$ and $\bar{\sigma}$, where $\bar{\sigma}$ denotes the composition of $\sigma$ followed by complex conjugation. Suppose that there are $r_{1}$ mappings $\sigma_{j}$ of the first kind and that there are $r_{2}$ pairs of the second kind. Then $r_{1}+2 r_{2}=n$. Renumbering $\sigma_{1}, \ldots, \sigma_{n}$ if necessary, let us arrange that $\sigma_{1}, \ldots, \sigma_{r_{1}}$ are of the first kind, that $\sigma_{r_{1}+1}, \ldots, \sigma_{n}$ are of the second kind, and that $\sigma_{r_{1}+r_{2}+i}=\bar{\sigma}_{r_{1}+i}$ for $1 \leq i \leq r_{2}$. We introduce $r_{1}+r_{2}$ absolute values ${ }^{13}$ on $\mathbb{K}$ by the definition

$$
\|x\|_{s}=\left|\sigma_{s}(x)\right| \quad \text { for } 1 \leq s \leq r_{1}+r_{2}
$$

where $|\cdot|$ denotes the usual absolute value function on $\mathbb{C}$. Then the function $\log : \mathbb{K}^{\times} \rightarrow \mathbb{R}^{r_{1}+r_{2}}$ given by

$$
\log (\varepsilon)=\left(\log \|\varepsilon\|_{1}, \ldots, \log \|\varepsilon\|_{r_{1}+r_{2}}\right)
$$

[^45]is evidently a group homomorphism.
A lattice in a Euclidean space $\mathbb{R}^{l}$ is an additive subgroup $\mathbb{Z} u_{1} \oplus \cdots \oplus \mathbb{Z} u_{l}$ such that $\left\{u_{1}, \ldots, u_{l}\right\}$ is linearly independent over $\mathbb{R}$. Such a subgroup is discrete, ${ }^{14}$ and the quotient is compact, by the Heine-Borel Theorem.

Theorem 5.13 (Dirichlet Unit Theorem). Let $\mathbb{K}$ be a number field of degree $n$ with $r_{1}+r_{2}$ absolute values, and let $R$ be the ring of algebraic integers in $\mathbb{K}$. The kernel of the restriction to $R^{\times}$of the function Log is the finite subgroup of roots of unity in $\mathbb{K}^{\times}$, and the image of this restriction of Log is a lattice in the vector subspace of elements $\left(x_{1}, \ldots, x_{r_{1}+r_{2}}\right)$ in $\mathbb{R}^{r_{1}+r_{2}}$ satisfying

$$
x_{1}+\cdots+x_{r_{1}}+2 x_{r_{1}+1}+\cdots+2 x_{r_{1}+r_{2}}=0 .
$$

Consequently $R^{\times}$is a finitely generated abelian group of rank $r_{1}+r_{2}-1$.

## EXAMPLES.

(1) The theorem reduces when $n=2$ to results known from Chapter I. Specifically if $\mathbb{K}=\mathbb{Q}(\sqrt{m})$, then $m>0$ makes $r_{1}=2$ and $r_{2}=0$, while $m<0$ makes $r_{1}=0$ and $r_{2}=1$.
(2) For $\mathbb{K}=\mathbb{Q}(\sqrt[3]{2})$, let $\omega=e^{2 \pi i / 3}$. The field mappings of $\mathbb{K}$ into $\mathbb{C}$ carry $\mathbb{K}$ into $\mathbb{R}$ or $\mathbb{R} \omega$ or $\mathbb{R} \omega^{2}$. Thus $r_{1}=1$ and $r_{2}=1$.
(3) The polynomial $F(X)=X^{5}-5 X+1$ in $\mathbb{Q}[X]$ was studied as an example in connection with Galois theory in Section IX. 11 of Basic Algebra. The polynomial was shown to be irreducible over $\mathbb{Q}$ and to have three real roots and one pair of complex conjugate roots. For $\mathbb{K}=\mathbb{Q}[X] /\left(X^{5}-5 X+1\right)$, we therefore have $r_{1}=3$ and $r_{2}=1$. The primitive element $\xi$ of $\mathbb{K}$ with $\xi^{5}-5 \xi+1=0$ lies in $R$; it is a nontrivial example of a member of $R^{\times}$because $\xi\left(\xi^{4}-5\right)=-1$.

The proof of Theorem 5.13 will occupy the remainder of this section. We begin by clarifying in Lemma 5.14 the relationship between discrete subgroups and lattices in Euclidean space and by proving in Proposition 5.15 a weak version of Theorem 5.13 that addresses everything except the existence questions.

Lemma 5.14. A discrete subgroup of $\mathbb{R}^{l}$ is a free abelian group of rank $\leq l$ and is necessarily of the form $\mathbb{Z} u_{1} \oplus \cdots \oplus \mathbb{Z} u_{m}$ for some set $\left\{u_{1}, \ldots, u_{m}\right\}$ that is linearly independent over $\mathbb{R}$. The discrete subgroup is a lattice if and only if the rank is $l$.

[^46]Proof. We begin by proving that any discrete subgroup of $\mathbb{R}^{l}$ is topologically closed. Let $G$ be the subgroup, and choose by discreteness an open ball $V=\left\{x \in \mathbb{R}^{l}| | x \mid<\epsilon\right\} V$ about 0 with $V \cap G=\{0\}$. The open ball $U=$ $\left\{x \in \mathbb{R}^{l}| | x \mid<\epsilon / 2\right\}$ has the property that $U+U \subseteq V$. If $G$ is not closed, let $x_{0}$ be a limit point of $G$ that is not in $G$. Then the open ball $x_{0}-U$ about $x_{0}$ must contain a member $g$ of $G$, and $g$ cannot equal $x_{0}$. Write $x_{0}-u=g$ with $u \in U$. Then $u=x_{0}-g$ is a limit point of $G$ that is not in $G$, and we can find $g^{\prime} \neq 1$ in $G$ such that $g^{\prime}$ is in $u+U$. But $u+U \subseteq U+U \subseteq V$, and so $g^{\prime}$ is in $G \cap V=\{0\}$, contradiction. We conclude that $G$ contains all its limit points and is therefore closed.

From the fact that any discrete subgroup $G$ of $\mathbb{R}^{l}$ is closed, let us see that any bounded subset of $G$ is finite. It is enough to see that the intersection $X$ of $G$ with any (finite-radius) closed ball is finite. The set $X$ is closed because $G$ is closed, and it is therefore compact by the Heine-Borel Theorem. By discreteness, find for each $g \in G$ an open ball $U_{x}$ centered at $x$ that contains no member of $G$ other than $x$. These open sets form an open cover of the compact set $X$, and a finite subcollection of them covers $X$. Each such open set contains only one member of $X$, and hence $X$ is finite.

Returning to the statement of the lemma, we induct on the dimension of the $\mathbb{R}$ linear span of the discrete subgroup, the base case being that the $\mathbb{R}$ linear span is 0 . Let $G$ be the discrete subgroup, and let $\left\{v_{1}, \ldots, v_{m}\right\}$ in $G$ be a maximal set that is linearly independent over $\mathbb{R}$. Let $G_{0}=G \cap\left(\sum_{j=0}^{m-1} \mathbb{R} v_{j}\right)$. By induction we may assume that every $u \in G_{0}$ is a $\mathbb{Z}$ linear combination of $v_{1}, \ldots, v_{m-1}$. Let $S$ be the set of $\mathbb{R}$ linear combinations of $\left\{v_{1}, \ldots, v_{m}\right\}$ of the form

$$
S=\left\{\begin{array}{l|l}
v=c_{1} v_{1}+\cdots+c_{m} v_{m} \in G & \begin{array}{l}
0 \leq c_{i}<1 \text { for } 1 \leq i \leq m-1 \\
0 \leq c_{m} \leq 1
\end{array}
\end{array}\right\}
$$

The set $S$ is bounded, and we saw in the previous paragraph that any bounded subset of $G$ is finite. So $S$ is finite. Let $v^{\prime}$ be a member of $S$ with the smallest positive coefficient for $v_{m}$, say

$$
v^{\prime}=a_{1} v_{1}+\cdots+a_{m} v_{m}
$$

If $v$ is any member of $S$ and its coefficient $c_{m}$ is not a multiple of $a_{m}$, then $v-j v^{\prime}$ for a suitable integer $j$ has $m^{\text {th }}$ coefficient positive but less than $a_{m}$; by subtracting from $v-j v^{\prime}$ a suitable $\mathbb{Z}$ linear combination $v^{\prime \prime}$ of $v_{1}, \ldots, v_{m-1}$, we can make $v-j v^{\prime}-v^{\prime \prime}$ be in $S$, and then we have a contradiction to the minimality of $a_{m}$. We conclude that $c_{m}$ is always a multiple of $a_{m}$. Then $v-j v^{\prime}$ is in $G_{0}$ for some integer $j$, and it follows that the $\mathbb{Z}$ linear combinations of $v_{1}, \ldots, v_{m-1}, v^{\prime}$ span $G$. This completes the induction and the proof of the first conclusion of the lemma. The second conclusion is an immediate consequence of the first.

For the remainder of the section, we adopt the notation in the statement of Theorem 5.13, and we shall not repeat it in the statement of every intermediate result.

Proposition 5.15 (weak form of Dirichlet Unit Theorem). The kernel of the restriction to $R^{\times}$of Log is the finite subgroup of roots of unity in $\mathbb{K}^{\times}$, and the image of this restriction of $\log$ is a discrete additive subgroup in the vector subspace of elements $\left(x_{1}, \ldots, x_{r_{1}+r_{2}}\right)$ in $\mathbb{R}^{r_{1}+r_{2}}$ satisfying

$$
x_{1}+\cdots+x_{r_{1}}+2 x_{r_{1}+1}+\cdots+2 x_{r_{1}+r_{2}}=0 .
$$

Consequently $R^{\times}$is a finitely generated abelian group of rank $\leq r_{1}+r_{2}-1$.
Proof. For $\alpha$ in $R^{\times}$, we calculate that

$$
\begin{aligned}
& \log \|\alpha\|_{1}+\cdots+\log \|\alpha\|_{r_{1}}+2 \log \|\alpha\|_{r_{1}+1}+\cdots+2 \log \|\alpha\|_{r_{1}+r_{2}} \\
& \quad=\log \left(\left|\sigma_{1}(\alpha)\right| \cdots\left|\sigma_{r_{1}}(\alpha)\right|\left|\sigma_{r_{1}+1}(\alpha)\right|^{2} \cdots\left|\sigma_{r_{1}+r_{2}}(\alpha)\right|^{2}\right) \\
& \quad=\log \left|\prod_{j=1}^{n} \sigma_{j}(\alpha)\right| \\
& \quad=\log \left|N_{\mathbb{K} / \mathbb{Q}}(\alpha)\right|=\log 1=0 .
\end{aligned}
$$

Hence the image lies in the vector subspace in the statement of the proposition.
Fix a (large) positive number $M$, and consider the set $E_{M}$ of all members $\alpha$ of $R^{\times}$for which all coordinates of $\log (\alpha)$ are $\leq M$ in absolute value. Then the field polynomials

$$
\operatorname{det}(X I-(\operatorname{left} \text { by } \alpha))=\prod_{j=1}^{n}\left(X-\sigma_{j}(\alpha)\right)
$$

of such elements $\alpha$ have all coefficients bounded by some $M^{\prime}$ depending on $M$, since each $\left|\sigma_{j}(\alpha)\right|$ is of the form $\|\alpha\|_{j}$ and is $\leq e^{M}$. Such a field polynomial is equal to $g(X)^{r}$, where $g(X)$ is the minimal polynomial of $\alpha$ and $r$ is given by $r \operatorname{deg}(g(X))=n$. Since $\alpha$ is in $R$, the coefficients of $g(X)$ are integers, and hence so are the coefficients of the corresponding field polynomial. There are only finitely many members of $\mathbb{Z}[X]$ of degree $n$ whose coefficients are in a given bounded set, and hence there are only finitely many $\alpha$ 's in $E_{M}$.

It follows that the image subgroup is discrete. Taking $M=0$, we see also that the kernel of the restriction of $\log$ to $R^{\times}$is finite. Hence every element of this kernel has finite order and is therefore a root of unity.

We come to the proof of Theorem 5.13 . For quadratic extensions of $\mathbb{Q}$, which were handled in Section I.6, the crucial question of existence was addressed by means of an approximation result (Lemma 1.15) for irrational numbers. That result did not immediately establish the existence of units of infinite order, but it was applied infinitely many times in the course of proving Proposition 1.16, and the total effect was to produce a unit of infinite order.

We do something similar in general. In place of the approximation result in Lemma 1.15, we shall use a result known as the Minkowski Lattice-Point Theorem, which asserts the existence of lattice points in certain compact convex sets in Euclidean space. This result appears as Theorem 5.16 below. As was true in the quadratic case, it is not just a single application of this theorem that produces the desired units, but an infinite sequence of applications of it. The details will be more complicated here than in the quadratic case. Before describing how the argument is to proceed, let us establish the Minkowski theorem.

Let $\left\{v_{1}, \ldots, v_{m}\right\}$ be an $\mathbb{R}$ basis of $\mathbb{R}^{m}$, and let $L=\mathbb{Z} v_{1} \oplus \cdots \oplus \mathbb{Z} v_{m}$ be the corresponding lattice. The fundamental parallelotope for $L$ corresponding to this basis is the set

$$
\left\{c_{1} v_{1}+\cdots+c_{m} v_{m} \mid 0 \leq c_{j} \leq 1 \text { for } 1 \leq j \leq m\right\}
$$

The volume of this fundamental parallelotope is independent of the choice of the $\mathbb{Z}$ basis for $L$. In fact, any two such $\mathbb{Z}$ bases are carried from one to the other by an integer matrix of determinant $\pm 1$, and any linear transformation from $\mathbb{R}^{m}$ to itself of determinant $\pm 1$ is volume preserving. The one fundamental parallelotope is mapped to the other when the one basis is carried to the other, and hence the two fundamental parallelotopes have the same volume.

Theorem 5.16 (Minkowski Lattice-Point Theorem). ${ }^{15}$ Let $L$ be a lattice in $\mathbb{R}^{m}$, and let $V_{0}$ be the volume of a fundamental parallelotope. If $E$ is any compact convex set in $\mathbb{R}^{m}$ containing 0 , closed under negatives, and having volume $(E) \geq$ $2^{m} V_{0}$, then $E$ contains a nonzero point of $L$.

REMARK. The constant $2^{m}$ in the statement is best possible, as is shown by taking $L$ to be the standard lattice and $E$ to be a cube oriented consistently with $L$, centered at 0 , and having each side slightly less than 2 . We need merely some constant, not the best possible one, in the application to Theorem 5.13, and the proof can be simplified a little for that purpose. ${ }^{16}$ But the present theorem will be applied again in the next section, and this time the best possible constant yields the most useful information.

[^47]Proof. Without loss of generality, $L$ is the standard lattice of points with all coordinates in $\mathbb{Z}$, and $V_{0}$ is 1 . Fix an arbitrarily small positive constant $\epsilon$, and first assume that the given set $E$ has volume $(E) \geq(2+\epsilon)^{m} V_{0}$. Arguing by contradiction, suppose that the only lattice point in $E$ is 0 . Since $E$ is bounded, we can choose a number $s>0$ in such a way that $E$ is contained in the cube $C_{s}$ centered at 0 , oriented consistently with the lattice, and having side $2 s$. Let us see that the sets $l+\frac{1}{2} E$ for $l \in L$ are disjoint. In fact, in obvious notation if $l_{1}+\frac{1}{2} e_{1}=l_{2}+\frac{1}{2} e_{2}$ with $l_{1} \neq l_{2}$, then $l_{1}-l_{2}=\frac{1}{2}\left(e_{2}-e_{1}\right)$, and this is in $E$ because $e_{2}$ and $-e_{1}$ are in $E$ and $E$ is convex. Thus the sets $l+\frac{1}{2} E$ are indeed disjoint.

Choose an integer $M$ large enough to have $s / M<\epsilon$. Any lattice point $l$ whose coordinates are all $\leq M$ in absolute value has $l+\frac{1}{2} E \subseteq C_{M+\frac{1}{2} s}$. Since the sets $l+\frac{1}{2} E$ for these $l$ 's are disjoint,

$$
\begin{aligned}
\left(2\left(M+\frac{1}{2} s\right)\right)^{m} & =\operatorname{volume}\left(C_{M+\frac{1}{2} s}\right) \geq \sum_{\substack{\text { all } l \in L \text { with } \\
\text { all coordinates } \leq M}} \operatorname{volume}\left(l+\frac{1}{2} E\right) \\
& \geq(2 M)^{m} \operatorname{volume}\left(\frac{1}{2} E\right)=M^{m} \operatorname{volume}(E)
\end{aligned}
$$

and therefore volume $(E) \leq(2+s / M)^{m}$, in contradiction to our extra assumption that volume $(E) \geq(2+\epsilon)^{m}$.

Now suppose that volume $(E)=2^{m}$. For each $\epsilon>0$, let $E_{\epsilon}$ be the dilate $\left(1+\frac{1}{2} \epsilon\right) E$. The sets $E_{\epsilon}$ satisfy the extra assumption made in the previous part of the proof, and therefore $E_{\epsilon}$ contains a nonzero lattice point. Since $E_{1}$ is bounded, there are only finitely many possibilities for this nonzero lattice point for each $\epsilon \leq 1$. Thus we can find a sequence of $\epsilon$ 's tending to 0 for which this lattice point is the same. The convexity of the sets $E_{\epsilon}$, in combination with the fact that the sets contain 0 , implies that the sets are nested, and therefore this lattice point lies in $E_{\epsilon}$ for all $\epsilon>0$. Since $E$ is compact, $E=\bigcap_{\epsilon>0} E_{\epsilon}$, and therefore this lattice point lies in $E$.

Let us describe the lattice to be used when the Minkowski Lattice-Point Theorem is applied to obtain the Dirichlet Unit Theorem. Let $\Omega$ be the real vector space $\Omega=\mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}} \cong \mathbb{R}^{n}$, and let $|\omega|_{s}$ be the magnitude of the $s^{\text {th }}$ component of $\omega \in \Omega$ for $1 \leq s \leq r_{1}+r_{2}$. We introduce a homomorphism $\Phi$ of the additive group of $\mathbb{K}$ into the additive group of $\Omega$ given by

$$
\Phi(x)=\left(\sigma_{1}(x), \ldots, \sigma_{r_{1}}(x), \sigma_{r_{1}+1}(x), \ldots, \sigma_{r_{1}+r_{2}}(x)\right)
$$

for $x \in \mathbb{K}$. We shall be mostly interested in the restriction of $\Phi$ to $R$, but the values on $\mathbb{K}$ will help a little with motivation when the Minkowski Lattice-Point Theorem is applied once again in the next section. Observe that our definitions make $\|x\|_{s}=\left|\sigma_{s}(x)\right|=|\Phi(x)|_{s}$ for $x \in \mathbb{K}$ and $1 \leq s \leq r_{1}+r_{2}$.

Lemma 5.17. The image $\Phi(R)$ is a lattice in $\Omega$.
Proof. The homomorphism $\Phi$ is one-one on $R$ because $\sigma_{1}$, being a field map, is one-one. Since $R$ is a free abelian group of rank $n$ and $\Phi$ is one-one, $\Phi(R)$ is free abelian of rank $n$. Lemma 5.14 therefore shows that it is sufficient to show that $\Phi(R)$ is discrete as an additive subgroup of $\Omega$. It is enough to show that a bounded region of $\Omega$ contains only finitely many points of $\Phi(R)$.

The verification of this fact is similar to an argument in the proof of Proposition 5.15: A bound by some $M$ on all $\left|\sigma_{j}(\alpha)\right|$ for certain elements $\alpha \in R$ implies that each field polynomial

$$
\operatorname{det}(X I-(\operatorname{left} \text { by } \alpha))=\prod_{j=1}^{n}\left(X-\sigma_{j}(\alpha)\right)
$$

has all its coefficients bounded by some $M^{\prime}$ depending on $M$. These coefficients are integers when $\alpha$ is in $R$, and thus there are only finitely many such polynomials. Each polynomial has at most $n$ distinct roots, and consequently only finitely many $\alpha$ 's satisfy such a bound.

We are now ready to prove Theorem 5.13, but we precede the proof by an outline. The proof has three steps to it:
(1) We apply the Minkowski Lattice-Point Theorem to the set $\Phi(R) \subseteq \Omega$, which we know is a lattice because of Lemma 5.17. For each $s_{0}$ with $1 \leq s_{0} \leq$ $r_{1}+r_{2}$, let $E_{s_{0}}$ be a set of $\omega$ 's in $\Omega$ defined by the conditions that $|\omega|_{s}$ is to be small for $s \neq s_{0}$ and $|\omega|_{s_{0}}$ is allowed to be large-with the understanding that $E_{S_{0}}$ is a bounded set and that $E_{S_{0}}$ has volume $\geq 2^{n} V_{0}$, where $V_{0}$ is the volume of a fundamental parallelotope of $\Phi(R)$. Using a nonzero lattice point in $\Phi(R)$ obtained from applying Theorem 5.16 to $E_{s_{0}}$ and squeezing $E_{s_{0}}$ even more, we can obtain an infinite sequence of points $\alpha$ in $R$ such that $\left|N_{\mathbb{K} / \mathbb{Q}}(\alpha)\right|$ remains bounded and such that the size of this norm is contributed to mostly by $\|\alpha\|_{s_{0}}$.
(2) Applying the same argument that was used for quadratic extensions of $\mathbb{Q}$ in the proof of Proposition 1.16, we obtain infinite sequences of units whose norm is contributed to mostly by $\|\cdot\|_{s_{0}}$. We can do this for $1 \leq s_{0} \leq r_{1}+r_{2}$.
(3) We pass to the Log map, proving and applying the following result from linear algebra: a real square matrix $\left[a_{i j}\right]$ with the property that $\left|a_{i i}\right|>\sum_{j \neq i}\left|a_{i j}\right|$ for all $i$ is nonsingular. In the application of this result, we have $\log \left\|\varepsilon_{s_{0}}\right\|_{s_{0}}>0$ for the $s_{0}{ }^{\text {th }}$ constructed unit, $\log \left\|\varepsilon_{s_{0}}\right\|_{s}<0$ for $s \neq s_{0}$, and an equality that we can write either as $\sum_{s=1}^{n} \log \left\|\varepsilon_{s_{0}}\right\|_{s}=0$ or as $\sum_{s=1}^{r_{1}} \log \left\|\varepsilon_{s_{0}}\right\|_{s}+2 \sum_{s=r_{1}+1}^{r_{1}+r_{2}} \log \left\|\varepsilon_{s_{0}}\right\|_{s}=0$. If we drop all terms corresponding to the $\left(r_{1}+r_{2}\right)^{\text {th }}$ unit, then we are in a situation for which the result from linear algebra immediately implies the theorem.

Proof of Theorem 5.13. The proof is carried out in three steps.
Step 1. For fixed $s_{0}$ with $1 \leq s_{0} \leq r_{1}+r_{2}$, we construct an infinite sequence $\alpha_{j}^{\left(s_{0}\right)}$ in $R$ with
(i) $\left|N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{j}^{\left(s_{0}\right)}\right)\right| \leq 2^{n} V_{0}$,
(ii) $\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s}$ tends to 0 for each $s \neq s_{0}$ as $j$ tends to infinity,
(iii) $\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s_{0}}$ tends to infinity as $j$ tends to infinity.

For the construction, form for each $j>0$ the compact convex set in $\Omega$ closed under multiplication by -1 consisting of all $\omega$ such that

$$
\begin{aligned}
|\omega|_{s} & \leq j^{-1} \quad \text { for } s \neq s_{0} \\
|\omega|_{s_{0}} & \leq \begin{cases}2^{n} j^{n-1} 2^{-r_{1}} \pi^{-r_{2}} V_{0} & \text { if } 1 \leq s_{0} \leq r_{1} \\
\left(2^{n} j^{n-2} 2^{-r_{1}} \pi^{-r_{2}} V_{0}\right)^{1 / 2} & \text { if } r_{1}+1 \leq s_{0} \leq r_{1}+r_{2}\end{cases}
\end{aligned}
$$

This set has volume

$$
\begin{cases}\left(2 j^{-1}\right)^{r_{1}-1} \cdot 2\left(2^{n} j^{n-1} 2^{-r_{1}} \pi^{-r_{2}} V_{0}\right)\left(\pi j^{-2}\right)^{r_{2}}=2^{n} V_{0} & \text { if } s_{0} \leq r_{1} \\ \left(2 j^{-1}\right)^{r_{1}}\left(\pi j^{-2}\right)^{r_{2}-1} \pi\left(2^{n} j^{n-2} 2^{-r_{1}} \pi^{-r_{2}} V_{0}\right)=2^{n} V_{0} & \text { if } s_{0}>r_{1}\end{cases}
$$

Theorem 5.16 shows that the set contains a nonzero lattice point $\alpha_{j}^{\left(s_{0}\right)}$. Let us check that this point satisfies (i), (ii), and (iii). For (i), we have

$$
\begin{aligned}
\left|N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{j}^{\left(s_{0}\right)}\right)\right| & =\left(\prod_{j=1}^{r_{1}}\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s}\right)\left(\prod_{s=r_{1}+1}^{r_{1}+r_{2}}\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s}\right)^{2} \\
& \leq \begin{cases}\left(j^{-1}\right)^{r_{1}-1}\left(2^{n} j^{n-1} 2^{-r_{1}} \pi^{-r_{2}} V_{0}\right) j^{-2 r_{2}} & \text { if } s_{0} \leq r_{1} \\
\left(j^{-1}\right)^{r_{1}}\left(j^{-2}\right)^{r_{2}-1}\left(2^{n} j^{n-2} 2^{-r_{1}} \pi^{-r_{2}} V_{0}\right) & \text { if } s_{0}>r_{1}\end{cases} \\
& =2^{n} V_{0} 2^{-r_{1}} \pi^{-r_{2}} \\
& \leq 2^{n} V_{0} .
\end{aligned}
$$

Property (ii) is immediate from the inequality $\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s} \leq j^{-1}$ for $s \neq s_{0}$. For (iii), we have

$$
1 \leq\left|N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{j}^{\left(s_{0}\right)}\right)\right|=\left(\prod_{j=1}^{r_{1}}\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s}\right)\left(\prod_{s=r_{1}+1}^{r_{1}+r_{2}}\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s}\right)^{2}
$$

thus (ii) implies (iii).
Step 2. For fixed $s_{0}$ with $1 \leq s_{0} \leq r_{1}+r_{2}$, we construct an infinite sequence of units $\varepsilon_{j}^{\left(s_{0}\right)}$ such that
(ii') $\left\|\varepsilon_{j}^{\left(s_{0}\right)}\right\|_{s}$ tends to 0 for each $s \neq s_{0}$ as $j$ tends to infinity,
(iii') $\left\|\varepsilon_{j}^{\left(s_{0}\right)}\right\|_{s_{0}}$ tends to infinity as $j$ tends to infinity.

For the construction, we pass to a subsequence from Step 1, still denoting it by $\alpha_{j}^{\left(s_{0}\right)}$, such that $N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{j}^{\left(s_{0}\right)}\right)$ is a constant integer, say $M$. Since $R /(M)$ is finite, we can pass to a further subsequence, still with no change in notation, such that all $\alpha_{j}^{\left(s_{0}\right)}$ lie in the same residue class ${ }^{17}$ modulo the principal ideal $(M)$ of $R$. Put

$$
\varepsilon_{j}^{\left(s_{0}\right)}=\alpha_{j}^{\left(s_{0}\right)} / \alpha_{1}^{\left(s_{0}\right)}
$$

Then $N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{j}^{\left(s_{0}\right)}\right)=N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{1}^{\left(s_{0}\right)}\right)$, since $N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{j}^{\left(s_{0}\right)}\right)$ is a constant integer, and $\frac{1}{M}\left(\alpha_{j}^{\left(s_{0}\right)}-\alpha_{1}^{\left(s_{0}\right)}\right)$ is in $R$, since all $\alpha_{j}^{\left(s_{0}\right)}$ lie in the same residue class modulo ( $M$ ). The computation

$$
\varepsilon_{j}^{\left(s_{0}\right)}=1+\frac{\alpha_{j}^{\left(s_{0}\right)}-\alpha_{1}^{\left(s_{0}\right)}}{\alpha_{1}^{\left(s_{0}\right)}}=1+\frac{\alpha_{j}^{\left(s_{0}\right)}-\alpha_{1}^{\left(s_{0}\right)}}{M} \prod_{\sigma \neq 1} \sigma\left(\alpha_{1}^{\left(s_{0}\right)}\right)
$$

shows that $\varepsilon_{j}^{\left(s_{0}\right)}$ is an algebraic integer. Hence it is in $R$. We certainly have

$$
N_{\mathbb{K} / \mathbb{Q}}\left(\varepsilon_{j}^{\left(s_{0}\right)}\right)=\frac{N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{j}^{\left(s_{0}\right)}\right)}{N_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{1}^{\left(s_{0}\right)}\right)}=\frac{M}{M}=1 .
$$

Therefore $\varepsilon_{j}^{\left(s_{0}\right)}$ is a unit. Also, the computation

$$
\left\|\varepsilon_{j}^{\left(s_{0}\right)}\right\|_{s}=\frac{\left\|\alpha_{j}^{\left(s_{0}\right)}\right\|_{s}}{\left\|\alpha_{1}^{\left(s_{0}\right)}\right\|_{s}}
$$

shows that (ii) and (iii) in Step 1 imply (ii') and (iii') here.
Step 3. For each $s_{0}$ with $1 \leq s_{0} \leq r_{1}+r_{2}$, choose $j$ large enough for the unit $\varepsilon^{\left(s_{0}\right)}=\varepsilon_{j}^{\left(s_{0}\right)}$ in Step 2 to satisfy
(ii') $\left\|\varepsilon^{\left(s_{0}\right)}\right\|_{s}<1$ if $s \neq s_{0}$,
(iii") $\left\|\varepsilon^{\left(s_{0}\right)}\right\|_{s_{0}}>1$.
We assert that the vectors $\log \left(\varepsilon^{\left(s_{0}\right)}\right)$ for $1 \leq s_{0} \leq r_{1}+r_{2}-1$ are linearly independent over $\mathbb{R}$. Hence $\log \left(R^{\times}\right)$has rank $\geq r_{1}+r_{2}-1$, and Proposition 5.15 therefore implies that $\log \left(R^{\times}\right)$has rank equal to $r_{1}+r_{2}-1$.

To verify this assertion, form the square matrix $\left[a_{i j}\right]$ of size $r_{1}+r_{2}$ given by

$$
a_{i j}= \begin{cases}\log \left\|\varepsilon^{(i)}\right\|_{j} & \text { if } 1 \leq j \leq r_{1}, \\ 2 \log \left\|\varepsilon^{(i)}\right\|_{j} & \text { if } r_{1}+1 \leq j \leq r_{1}+r_{2}\end{cases}
$$

[^48]Then $a_{i i}>0$ for each $i$ by (iii'), $a_{i j}<0$ for $i \neq j$ by (ii'), and $\sum_{j} a_{i j}=0$ for each $i$ because $N_{\mathbb{K} / \mathbb{Q}}\left(\varepsilon^{(i)}\right)=1$. Let $\left[b_{i j}\right]$ be the upper left block of $\left[a_{i j}\right]$ of size $r_{1}+r_{2}-1$. For each $i$, we then have $b_{i i}>0$ and $\sum_{j \text { with } j \neq i}\left|b_{i j}\right|<b_{i i}$. Let us prove that the matrix $\left[b_{i j}\right]$ is nonsingular. Assuming the contrary, let $\left[c_{j}\right]$ be a nonzero column vector with

$$
\begin{equation*}
\sum_{j} b_{i j} c_{j}=0 \quad \text { for all } i \tag{*}
\end{equation*}
$$

If $i_{0}$ is an index such that $\left|c_{i_{0}}\right| \geq\left|c_{j}\right|$ for all $j$, then setting $i=i_{0}$ leads to the strict inequality

$$
\left|c_{i_{0}} b_{i_{0} i_{0}}\right|=\left|c_{i_{0}}\right| b_{i_{0} i_{0}}>\left|c_{i_{0}}\right| \sum_{j \neq i_{0}}\left|b_{i_{0} j}\right| \geq \sum_{j \neq i_{0}}\left|b_{i_{0} j} c_{j}\right| \geq\left|\sum_{j \neq i_{0}} b_{i_{0} j} c_{j}\right|
$$

which contradicts $(*)$. Thus $\left[b_{i j}\right]$ is nonsingular.
We conclude that $\left[b_{i j}\right]$ has rank $r_{1}+r_{2}-1$. Thus its rows are linearly independent, and the first $r_{1}+r_{2}-1$ rows of $\left[a_{i j}\right]$ must be linearly independent. Therefore the vectors

$$
\left(\log \left\|\varepsilon^{\left(s_{0}\right)}\right\|_{1}, \ldots, \log \left\|\varepsilon^{\left(s_{0}\right)}\right\|_{r_{1}}, 2 \log \left\|\varepsilon^{\left(s_{0}\right)}\right\|_{r_{1}+1}, \ldots, 2 \log \left\|\varepsilon^{\left(s_{0}\right)}\right\|_{r_{1}+r_{2}}\right)
$$

indexed by $s_{0}$ for $1 \leq s_{0} \leq r_{1}+r_{2}-1$, are linearly independent in $\mathbb{R}^{r_{1}+r_{2}}$. In other words, the vectors $\log \left(\varepsilon^{\left(s_{0}\right)}\right)$ are linearly independent for $1 \leq s_{0} \leq r_{1}+r_{2}-1$.

## 6. Finiteness of the Class Number

As in Section 5 , let $\mathbb{K}$ be a number field of degree $n$ over $\mathbb{Q}$, and let $R$ be its ring of algebraic integers. Let $\sigma_{1}, \ldots, \sigma_{n}$ be the distinct field maps of $\mathbb{K}$ into $\mathbb{C}$, and assume that the first $r_{1}$ of them have image in $\mathbb{R}$ and the remaining ones come in conjugate pairs with $\sigma_{r_{1}+r_{2}+k}=\bar{\sigma}_{r_{1}+k}$ for $1 \leq k \leq r_{2}$.

As in Section I.7, where we treated the case of quadratic extensions, we define two nonzero ideals $I$ and $J$ of $R$ to be equivalent if $(r) I=(s) J$ for suitable nonzero elements $r$ and $s$ of $R$. The same argument as given in that section shows that the result is an equivalence relation. The principal ideals form a single equivalence class. ${ }^{18}$

[^49]Proposition 5.18. Multiplication of nonzero ideals in $R$ descends to a welldefined multiplication of equivalence classes of ideals, and the resulting multiplication makes the set of equivalence classes into an abelian group. The identity element of this group is the class of principal ideals.

REMARKS. The proofs of this result and of Theorem 5.19 below will use the following fact proved in Problems 48-53 of Chapter VIII of Basic Algebra: if $I$ is any nonzero ideal in $R$ and if $I^{-1}$ is defined by $I^{-1}=\{x \in \mathbb{K} \mid x I \subseteq R\}$, then $I^{-1} I=R$ and there exists $r \in R$ with $r I^{-1}$ equal to an ideal of $R$. This fact can be made to look more beautiful by introducing the notion of "fractional ideal," but we shall not carry out that step at this time. ${ }^{19}$

Proof. If $I$ is a nonzero ideal, let [ $I$ ] denote its equivalence class, and define $[I][J]=[I J]$. Suppose that $(r) I=(s) I^{\prime}$ exhibits an equivalence. Then the equality $(s) I^{\prime} J=(r) I J$ shows that $\left[I^{\prime} J\right]=[I J]$. A similar argument applies in the $J$ variable, and therefore multiplication of classes is well defined. It is immediate that multiplication of classes is associative and commutative and also that the class of principal ideals is an identity. If a class [ $I$ ] is given, let $I^{-1}$ be as in the remarks above, and choose a nonzero $r \in R$ such that $r I^{-1}=J$ is an ideal in $R$. Multiplying by $J$ gives $(r)=r\left(I^{-1} I\right)=\left(r I^{-1}\right) I=J I$, and thus $[J][I]$ is the class of the principal ideals. So [I] has an inverse.

The group of equivalence classes of nonzero ideals as in Proposition 5.18 is called the ideal class group of $\mathbb{K}$. Its order is called the class number of $\mathbb{K}$ and will be denoted by $h_{\mathbb{K}}$. The main theorem of this section is as follows.

Theorem 5.19. The class number $h_{\mathbb{K}}$ of any number field is finite.

As we shall see in a moment, it is not too difficult at this stage to prove this finiteness. However, $h_{\mathbb{K}}$ is an important invariant of a number field that determines whether $R$ is a principal ideal domain, that occurs in various limit formulas in the subject, and that occurs also in dimension formulas connected with "Hilbert class fields." It is therefore of considerable interest to be able to compute $h_{\mathbb{K}}$ in specific examples. For quadratic fields this computation can be carried out by the techniques of Chapter I because of the close connection between ideal classes and proper equivalence classes of binary quadratic forms. But no comparable theory is available as an aid in computation for number fields of degree greater than 2. As we shall see, the relatively easy proof of Theorem 5.19 that we give in a moment does not offer any helpful clues about the value of $h_{\mathbb{K}}$. The main

[^50]task of this section will therefore be to provide a better proof of Theorem 5.19 that helps us find the value of $h_{\mathbb{K}}$ in specific examples.

The two proofs have the following lemma in common. The lemma eliminates the notion of equivalence of ideals from the investigation and shows that the problem is really that of finding elements in each ideal of relatively small norm.

Lemma 5.20. For a particular number field $\mathbb{K}$, if there exists a real constant $C$ with the property that each nonzero ideal $J$ of $R$ contains an element $s \neq 0$ with

$$
\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq C N(J),
$$

then each equivalence class of ideals contains a member $L$ whose absolute norm satisfies $N(L) \leq C$. Consequently the class number $h_{\mathbb{K}}$ is at most the number of nonzero ideals $I$ in $R$ with $N(I) \leq C$. This is a finite number.

Proof. Let a nonzero ideal $I$ in $R$ be given. By the remarks with Proposition 5.18, choose a nonzero element $r$ in $R$ and an ideal $J$ such that $r I^{-1}=J$. Multiplication by $I$ and use of the remarks shows that $(r)=J I$. By hypothesis for the lemma, choose a nonzero $s \in J$ with $\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq C N(J)$. Since $s$ is in $J,(s)$ is contained in $J$, and therefore $(s)=J L$ for some ideal $L$. Multiplying both sides of $(r)=J I$ by $L$ gives $(r) L=L J I=(s) I$, and $L$ is therefore equivalent to $I$. Applying Proposition 5.4, we obtain $N(J) N(L)=N(J L)=$ $N((s))=\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq C N(J)$. Therefore $N(L) \leq C$ as required.

Let us now count the ideals $I$ with $N(I) \leq C$. In terms of the unique factorization $I=\prod_{i=1}^{l} P_{i}^{e_{i}}$ of $I$, we have $N(I) \geq \prod_{i=1}^{l} p_{i}^{e_{i}}$, where $p_{i}$ is the prime number such that $P_{i} \cap \mathbb{Z}=\left(p_{i}\right)$. In each case, $N\left(P_{i}\right) \geq p_{i}$. There are only finitely many primes $p$ with $p \leq C$, each is associated with only finitely many prime ideals $P$ of $R$ with $P \cap \mathbb{Z}=(p)$, and $P^{e}$ contributes at least $2^{e}$ toward $N(I)$. The inequality $N(I) \leq C$ shows that these $p$ 's and their associated $P$ 's are the only possible contributors to $I$ and that each exponent is bounded by $\log _{2} N(I)$. Hence there are only finitely many possibilities for $I$.

Here is the relatively easy proof of Theorem 5.19.
FIRST PROOF OF THEOREM 5.19. Let $x_{1}, \ldots, x_{n}$ be a $\mathbb{Z}$ basis of $R$, and express members of $R$ in terms of this basis as $r=\sum_{i=1}^{n} c_{i} x_{i}$ with all $c_{i} \in \mathbb{Z}$. The value of $N_{\mathbb{K} / \mathbb{Q}}(r)$ is the value of the determinant of left multiplication by $r$ on $\mathbb{K}$, and this value, as a function of $c_{1}, \ldots, c_{n}$, is a homogeneous polynomial of degree $n$. Consequently we can find a constant $C$ such that $\left|N_{\mathbb{K} / \mathbb{Q}}\left(\sum_{i=1}^{n} c_{i} x_{i}\right)\right| \leq$ $C \max _{1 \leq i \leq n}\left|c_{i}\right|^{n}$.

It is enough to show that the condition of Lemma 5.20 is satisfied for this $C$. Thus let an ideal $J$ be given. As each $c_{i}$ runs through the integers from 0 to
$N(J)^{1 / n}$, we obtain more than $N(J)$ members $r=\sum_{i=1}^{n} c_{i} x_{i}$ of $R$. Since there are only $N(J)$ cosets modulo $J$, at least two of these members of $r$, say $r_{1}$ and $r_{2}$, must lie in the same coset. ${ }^{20}$ Then $r_{1}-r_{2}$ is a nonzero member of $J$, it has all coefficients between $-N(J)^{1 / n}$ and $+N(J)^{1 / n}$, and our construction of $C$ forces $\left|N_{\mathbb{K} / \mathbb{Q}}\left(r_{1}-r_{2}\right)\right| \leq C\left(N(J)^{1 / n}\right)^{n}=C N(J)$.

The second proof of Theorem 5.19 is to combine Lemma 5.20 with the deeper and more quantitative estimate given in the following theorem.

Theorem 5.21 (Minkowski). For any number field $\mathbb{K}$ of degree $n$, each nonzero ideal $J$ of $R$ contains an element $s \neq 0$ with

$$
\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq\left(\frac{4}{\pi}\right)^{r_{2}} \frac{n!}{n^{n}}\left|D_{\mathbb{K}}\right|^{1 / 2} N(J) .
$$

Here $r_{2}$ is half the number of nonreal embeddings of $\mathbb{K}$ in $\mathbb{C}$, and $D_{\mathbb{K}}$ is the field discriminant. Therefore every equivalence class of ideals contains a member $L$ whose absolute norm satisfies

$$
N(L) \leq\left(\frac{4}{\pi}\right)^{r_{2}} \frac{n!}{n^{n}}\left|D_{\mathbb{K}}\right|^{1 / 2} .
$$

We shall prove Theorem 5.21 shortly by applying Minkowski's Lattice-Point Theorem to the lattice $\Phi(J)$ in $\Omega=\mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}}$, where $\Phi$ is the mapping described after the proof of Theorem 5.16 . The particular compact convex set in the application takes some time to describe, and we return to that matter shortly.

Meanwhile, let us see a little of the utility of Theorem 5.21. The techniques of Chapter I are more useful for computing class numbers for $n=2$ than Theorem 5.21 is, and we therefore consider only $n \geq 3$. For $n=3$, we must have $r_{2} \leq 1$. Theorem 5.21 shows that every equivalence class of ideals in $R$ has a representative $L$ with

$$
N(L) \leq \frac{4}{\pi} \frac{3!}{3^{3}}\left|D_{\mathbb{K}}\right|^{1 / 2}=\frac{8}{9 \pi}\left|D_{\mathbb{K}}\right|^{1 / 2}<(0.283)\left|D_{\mathbb{K}}\right|^{1 / 2} .
$$

Problems $1-2$ at the end of the chapter give examples of cubic extensions of $\mathbb{Q}$ whose discriminants are $-23,-31$, and -44 . Since these have $(0.283)\left|D_{\mathbb{K}}\right|^{1 / 2} \leq$ ( 0.283 ) $7<2$, the representative ideal in each case must have norm 1 and must be $R$. Thus for all three of these cubic fields, $R$ is a principal ideal domain.

[^51]For the cubic field $\mathbb{K}=\mathbb{Q}(\sqrt[3]{2})$, we know from Section 2 that the discriminant is $D_{\mathbb{K}}=-108$. Consequently the estimate shows that every class of ideals has a representative with norm $\leq 2$. If an ideal $J$ has $N(J)=2$, then 2 has to be a member, and $J$ divides (2) $R$. Proposition 5.10d shows that the factorization of (2) $R$ is as $P^{3}$ for a certain unique prime ideal $P$. Thus $R$ and $P$ represent all equivalence classes, and $h_{\mathbb{K}}$ is 1 or 2 . If there is some $r \in R$ with $N_{\mathbb{K} / \mathbb{Q}}(r)=2$, then $P=(r)$, and the class number is 1 ; otherwise it is 2 . The element $\sqrt[3]{2}$ has $\left|N_{\mathbb{K} / \mathbb{Q}}(\sqrt[3]{2})\right|=2$, and thus $P=(\sqrt[3]{2})$. Therefore $R$ is a principal ideal domain when $\mathbb{K}=\mathbb{Q}(\sqrt[3]{2})$.

For Dedekind's example, namely the cubic number field $\mathbb{K}$ built from $X^{3}+X^{2}-2 X+8$, we saw in Section 4 that the discriminant is $D_{\mathbb{K}}=-503$. Then the constant in the estimate is $<(0.283) \sqrt{503}<6.35$. So the interest is in ideals of norm $\leq 6$. In ruling out ideals that are principal, we need consider only prime ideals with norm $\leq 6$. Problems 24-32 at the end of the chapter identify all the prime ideals of this form and show that they are all principal ideals! We conclude that $h_{\mathbb{K}}=1$, i.e., that the $R$ in Dedekind's example is a principal ideal domain. Not every cubic number field has class number 1, however; Problem 4 gives an example.

Before turning to the proof of Theorem 5.21, let us observe the following striking consequence.

Corollary 5.22 (Minkowski). For any number field $\mathbb{K}$ of degree $n$,

$$
\left|D_{\mathbb{K}}\right|^{1 / 2} \geq\left(\frac{\pi}{4}\right)^{r_{2}} \frac{n^{n}}{n!} .
$$

Therefore $D_{\mathbb{K}}>1$ if $n \geq 2$, and there exists at least one prime number that ramifies in $\mathbb{K}$.

Remarks. With a more general number field $\mathbb{F}$ than $\mathbb{Q}$ as base field, it can happen that no prime ideal ramifies in a certain nontrivial extension field $\mathbb{K} / \mathbb{F}$. See Problems 5-9 at the end of the chapter.

Proof. Set $J=R$ in Theorem 5.21 , so that $N(J)=1$. The nonzero element $s$ must have $\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \geq 1$. The theorem says that $(4 / \pi)^{r_{2}}\left(n!/ n^{n}\right)\left|D_{\mathbb{K}}\right|^{1 / 2} \geq 1$, and this is the displayed inequality of the corollary. Since $r_{2} \leq \frac{1}{2} n,(\pi / 4)^{r_{2}} \geq$ $(\pi / 4)^{n / 2}$, and thus $\left|D_{\mathbb{K}}\right|^{1 / 2} \geq 2^{-n} \pi^{n / 2} n^{n} / n$ !. Denote the right side of this inequality by $a_{n}$. For $n=2$, we have $a_{2}=\pi / 2>1$. Also, $a_{n+1} / a_{n}=$ $\frac{1}{2} \pi^{1 / 2}\left(1+\frac{1}{n}\right)^{n} \geq \pi^{1 / 2}$, since $\left(1+\frac{1}{n}\right)^{n}$ is monotone increasing ${ }^{21}$ with $n$ and is $\geq 2$ for $n=2$. Hence $a_{n}>1$ for all $n \geq 2$. By Theorem 5.5 some prime number ramifies in $\mathbb{K}$.

[^52]We turn to the proof of Theorem 5.21. We again make use of the map $\Phi: \mathbb{K} \rightarrow \Omega=\mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}} \cong \mathbb{R}^{n}$ of the previous section. Lemma 5.17 shows that $\Phi(R)$ is a lattice in $\Omega$, and our interest will be in the sublattice $\Phi(J), J$ being the nonzero ideal under study. The idea is to consider the set of $\omega \in \Omega$ for which the function

$$
N(\omega)=\left(\prod_{i=1}^{r_{1}}|\omega|_{i}\right)\left(\prod_{i=r_{1}+1}^{r_{1}+r_{2}}|\omega|_{i}^{2}\right)
$$

has $N(\omega) \leq c, c$ being a positive number. Since $N(\Phi(x))=\left|N_{\mathbb{K} / \mathbb{Q}}(x)\right|$ for $x \in \mathbb{K}$, the question of finding a member $s$ of $J$ with $\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq c$ is the same as the question of finding a nonzero lattice point in the set for which $N(\omega) \leq c$. Once we sort out how large $c$ has to be for the answer to be affirmative, then the inequality of the theorem will result. The tool will again be the Minkowski Lattice-Point Theorem (Theorem 5.16), but the difficulty is that the set for which $N(\omega) \leq c$ is not necessarily convex.

The nature of the set for which $N(\omega) \leq c$ becomes clearer by considering the case of $\mathbb{K}=\mathbb{Q}(\sqrt{m})$ with $m>0$. The map $\Phi$ carries $x+y \sqrt{m}$ for $x$ and $y$ in $\mathbb{Q}$ to the pair $(x+y \sqrt{m}, x-y \sqrt{m})$ in $\mathbb{R}^{2}$, and if we parametrize $\omega$ by the pair $(x, y)$, then the set for which $N(\omega) \leq c$ is the part of the $(x, y)$ plane containing the origin and bounded by the two hyperbolas $x^{2}-m y^{2}=c$ and $x^{2}-m y^{2}=-c$. This set is not convex, and it is not even bounded.

Briefly, an individual coordinate of our $\Omega=\mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}}$, whether a factor of type $\mathbb{R}$ or a factor of type $\mathbb{C}$, contributes something compact convex to the set for which $N(\omega) \leq c$ as long as the other coordinates are fixed, but as soon as we allow more than one coordinate to vary, then the product formula defining $N(\omega)$ produces sets that are neither convex nor bounded. To use Theorem 5.16, we want to inscribe a compact convex set within the set for which $N(\omega) \leq c$, making the inscribed set contain the origin, be closed under negatives, and have volume as large as possible.

If we were trying to inscribe such a compact convex set in a region cut out by two hyperbolas as above, then the best possible set to use would be a rectangle with sides parallel to the axes. However, the description above in terms of those two hyperbolas used a noncanonical parametrization of elements of $\mathbb{Q}(\sqrt{m})$ as all rational combinations $x+y \sqrt{m}$.

Let us proceed for the general case by using only the structure that is given to us, without using any noncanonical parametrization. The things that are canonical are the factors $\mathbb{R}$ and $\mathbb{C}$, the functions $\|\cdot\|_{i}$ defined on them, and functions of these. For the example above, the function $N(\omega)$ is given by $N(\omega)=|\omega|_{1}|\omega|_{2}$. The geometric set in $\mathbb{R}^{2}=\left\{\left(\omega_{1}, \omega_{2}\right)\right\}$ to consider is changed from above; it is still the set toward the origin from two hyperbolas, but the hyperbolas are changed to be $\omega_{1} \omega_{2}= \pm c$, having the axes as asymptotes. The inscribed convex set becomes the set with $\left|\omega_{1}\right|+\left|\omega_{2}\right| \leq 2 c^{1 / 2}$. The containment of the latter set in the set toward
the origin from the two hyperbolas follows from the inequality $\left|\omega_{1} \omega_{2}\right|^{1 / 2} \leq$ $\frac{1}{2}\left(\left|\omega_{1}\right|+\left|\omega_{2}\right|\right)$, which is a consequence of the inequality $\frac{1}{4}\left(\left|\omega_{1}\right|-\left|\omega_{2}\right|\right)^{2} \geq 0$.

In the general case the inscribed convex set is described in terms of the function

$$
T(\omega)=\sum_{i=1}^{r_{1}}|\omega|_{i}+2 \sum_{i=r_{1}+1}^{r_{1}+r_{2}}|\omega|_{i} .
$$

The set of $\omega$ with $T(\omega) \leq t, t$ being a positive constant, is evidently a compact convex set containing 0 and closed under negatives, and the functions $T(\omega)$ and $N(\omega)$ are connected by the arithmetic-geometric mean inequality, which says that

$$
N(\omega)^{1 / n} \leq \frac{1}{n} T(\omega) .
$$

Because of this inequality the set with $T(\omega) \leq t$ is contained in the set with $N(\omega) \leq t^{n} / n^{n}$.

Since the absolute value in each $\mathbb{R}$ or $\mathbb{C}$ coordinate is canonical, so is the notion of volume, given on rectangular sets by taking products; as usual the understanding is that the set in a factor of $\mathbb{R}$ on which the absolute value is $\leq k$ contributes a factor of $2 k$ to the volume, and the comparable set in a factor of $\mathbb{C}$ contributes a factor of $\pi k^{2}$. If $V_{0}$ denotes the volume of a fundamental parallelotope for the lattice $\Phi(J)$ in the $n$-dimensional Euclidean space $\Omega$, then the Minkowski Lattice-Point Theorem says that the set with $T(\omega) \leq t$, and therefore also the set with $N(\omega) \leq t^{n} / n^{n}$, contains a nonzero lattice point as soon as the volume of the set with $T(\omega) \leq t$ is $\geq 2^{n} V_{0}$. In other words, as soon as the volume of the set with $T(\omega) \leq t$ is $\geq 2^{n} V_{0}$, there exists an $s \neq 0$ in $J$ with $\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq t^{n} / n^{n}$.

To prove Theorem 5.21, we therefore need to know two things - the volume $V_{0}$ of a fundamental parallelotope for $\Phi(J)$ and the volume of the set with $T(\omega) \leq t$. Then we can find the smallest $t$ for which the set with $T(\omega) \leq t$ has volume $\geq 2^{n} V_{0}$, and we can sort out the details.

Let us compute the volume $V_{0}$. Let $\Gamma=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be an ordered $\mathbb{Z}$ basis of the ideal $J$. The easy case in which to compute $V_{0}$ is that $r_{1}=n$, i.e., that all the field embeddings of $\mathbb{K}$ into $\mathbb{C}$ are real. In this case the discriminant $D(\Gamma)$ is the determinant of the $n$-by- $n$ matrix $\left[B_{i j}\right]$ with

$$
B_{i j}=\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}\left(\alpha_{i} \alpha_{j}\right)=\sum_{k=1}^{n} \sigma_{k}\left(\alpha_{i} \alpha_{j}\right)=\sum_{k=1}^{n} \sigma_{k}\left(\alpha_{i}\right) \sigma_{k}\left(\alpha_{j}\right)=\sum_{k=1}^{n} A_{i k} A_{j k}^{t}
$$

where $\left[A_{i j}\right]$ is the matrix with $A_{i j}=\sigma_{j}\left(\alpha_{i}\right)$. We recognize $\left|\operatorname{det}\left[A_{i j}\right]\right|$ as the volume of a fundamental parallelotope for $\Phi(J)$, and therefore $|D(\Gamma)|=V_{0}^{2}$. By Proposition 5.1, $D(\Gamma)=N(J)^{2} D_{\mathbb{K}}$, and therefore $V_{0}=N(J)\left|D_{\mathbb{K}}\right|^{1 / 2}$.

This answer for the value of $V_{0}$ is not correct if some of the embeddings of $\mathbb{K}$ into $\mathbb{C}$ are nonreal, since $\left|\operatorname{det}\left[\sigma_{j}\left(\alpha_{i}\right)\right]\right|$ no longer equals $V_{0}$. To see how to adjust matters, suppose that $\sigma$ is a nonreal field mapping of $\mathbb{K}$ into $\mathbb{C}$. Then the $n$-by- $n$ matrix $\left[\sigma_{j}\left(\alpha_{i}\right)\right]$ contains one column $z=\left(\begin{array}{c}z_{1} \\ \vdots \\ z_{n}\end{array}\right)$ corresponding to $\sigma$ and another column $\bar{z}=\left(\begin{array}{c}\bar{z}_{1} \\ \vdots \\ \bar{z}_{n}\end{array}\right)$ corresponding to $\bar{\sigma}$. The entries in the $k^{\text {th }}$ row tell how $\alpha_{k}$ is embedded in $\Omega$, namely at some point $z_{k}=x_{k}+i y_{k}$ for $\sigma$ and at $\bar{z}_{k}=x_{k}-i y_{k}$. To compute $V_{0}$ properly, we should have $x_{k}$ in one column and $y_{k}$ in the other, instead of $z_{k}$ and $\bar{z}_{k}$. We can transform from the matrix with columns containing $z_{k}$ and $\bar{z}_{k}$ to one containing $x_{k}$ and $y_{k}$ by first replacing the first column by the sum of the two, which is $2 x_{k}=z_{k}+\bar{z}_{k}$, and by then replacing the second column by the difference of the second column and half the new first column, which is $\frac{1}{2}\left(\bar{z}_{k}-z_{k}\right)=-i y_{k}$. These operations do not change the determinant. Repeating these steps for each of the $r_{2}$ pairs of nonreal field mappings, we obtain a matrix for which the absolute value of the determinant, apart from factors of 2 in $r_{2}$ of the columns, is $V_{0}$. Consequently $V_{0}=2^{-r_{2}}\left|\operatorname{det}\left[\sigma_{j}\left(\alpha_{i}\right)\right]\right|$. Then $V_{0}^{2}=2^{-2 r_{2}}|D(\Gamma)|$, and we obtain

$$
V_{0}=2^{-r_{2}} N(J)\left|D_{\mathbb{K}}\right|^{1 / 2}
$$

Now let us compute the volume of the set of $\omega$ in $\Omega$ for which $T(\omega) \leq t$. Write $\omega=\left(x_{1}, \ldots, x_{r_{1}}, z_{r_{1}+1}, \ldots, z_{r_{1}+r_{2}}\right)$. The volume is the integral of 1 over the set on which $\left|x_{1}\right|+\cdots+\left|x_{r_{1}}\right|+2\left|z_{r_{1}+1}\right|+2\left|z_{r_{1}+r_{2}}\right| \leq t$. The set for the integration is invariant under $x_{i} \mapsto-x_{i}$ and under rotation in any variable $z_{i}$, and hence the volume equals

$$
2^{r_{1}}(2 \pi)^{r_{2}} \int_{E} \rho_{r_{1}+1} \cdots \rho_{r_{1}+r_{2}} d x_{1} \cdots d x_{r_{1}} d \rho_{r_{1}+1} \cdots d \rho_{r_{1}+r_{2}}
$$

where $E$ is the set on which all variables are $\geq 0$ and

$$
\sum_{i=1}^{r_{1}} x_{i}+2 \sum_{i=r_{1}+1}^{r_{1}+r_{2}} \rho_{i} \leq t
$$

For $r_{1}+1 \leq i \leq r_{1}+r_{2}$, introduce $x_{i}=2 \rho_{i}$, and make the change of variables. Then the volume becomes

$$
2^{r_{1}-r_{2}} \pi^{r_{2}} \int_{E^{\prime}} x_{r_{1}+1} \cdots x_{r_{1}+r_{2}} d x_{1} \cdots d x_{r_{1}+r_{2}}
$$

where $E^{\prime}$ is the set of $\left(x_{1}, \ldots, x_{n}\right)$ in $\mathbb{R}^{r_{1}+r_{2}}$ with all $x_{i} \geq 0$ and with $\sum_{i=1}^{r_{1}+r_{2}} x_{i} \leq t$. Finally we make a change of variables that replaces each $x_{i}$ by $t y_{i}$, and the result is that

$$
\text { volume }(\{T(\omega) \leq t\})=2^{r_{1}-r_{2}} \pi^{r_{2}} t^{n} \int_{S} y_{r_{1}+1} \cdots y_{r_{1}+r_{2}} d y_{1} \cdots d y_{r_{1}+r_{2}}
$$

where $S$ is the standard simplex in $\mathbb{R}^{r_{1}+r_{2}}$ with all $y_{i} \geq 0$ and with $\sum_{i=1}^{r_{1}+r_{2}} y_{i} \leq 1$. This definite integral is of a standard type that is evaluated by the following lemma.

Lemma 5.23. In $\mathbb{R}^{m}$, let $S$ be the standard simplex with all $x_{i} \geq 0$ and with $\sum_{i=1}^{m} x_{i} \leq 1$. If $a_{1}, \ldots, a_{m}$ are positive real numbers, then

$$
\int_{S} x_{1}^{a_{1}-1} x_{2}^{a_{2}-1} \cdots x_{m}^{a_{m}-1} d x_{1} \cdots d x_{m}=\frac{\Gamma\left(a_{1}\right) \Gamma\left(a_{2}\right) \cdots \Gamma\left(a_{m}\right)}{\Gamma\left(a_{1}+\cdots+a_{m}+1\right)} .
$$

REMARKS. The expression $\Gamma(\cdot)$ is understood to be the usual gamma function, whose value at positive integers is given by $\Gamma(n+1)=n!$. We merely sketch the proof; the details can be found in many books that treat changes of variables for multiple integrals. ${ }^{22}$

SKETCH OF PROOF. Let $I$ be the unit cube, given by $0 \leq u_{i} \leq 1$ for $1 \leq i \leq m$. We make the change of variables $x=\varphi(u)$ that carries the points $u$ of the cube $I$ one-one onto the points $x$ of the simplex $S$ and that is given by

$$
\begin{aligned}
x_{1} & =u_{1} \\
x_{2} & =\left(1-u_{1}\right) u_{2} \\
& \vdots \\
x_{m} & =\left(1-u_{1}\right) \cdots\left(1-u_{m-1}\right) u_{m}
\end{aligned}
$$

The volume element transforms by the absolute value of the Jacobian determinant, specifically by

$$
d x=\left|\varphi^{\prime}(u)\right| d u=\left(1-u_{1}\right)^{m-1}\left(1-u_{2}\right)^{m-2} \cdots\left(1-u_{m-1}\right) d u,
$$

and the result of the change of variables is that the given integral equals

$$
\prod_{i=1}^{m} \int_{0}^{1} u_{i}^{a_{i}-1}\left(1-u_{i}\right)^{\sum_{k=i+1}^{m} a_{k}} d u_{i}
$$

The factors here can be evaluated by means of Euler's formula

$$
\int_{0}^{1} u^{a-1}(1-u)^{b-1}=\frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)},
$$

and the lemma follows.

[^53]For the integral of interest to us, we have $m=r_{1}+r_{2}, a_{1}=\cdots=a_{r_{1}}=1$, and $a_{r_{1}+1}=\cdots=a_{r_{1}+r_{2}}=2$. Thus $a_{1}+\cdots+a_{m}=r_{1}+2 r_{2}=n$, and we obtain

$$
\text { volume }(\{T(\omega) \leq t\})=2^{r_{1}-r_{2}} \pi^{r_{2}} t^{n} \frac{\Gamma(1)^{r_{1}} \Gamma(2)^{r_{1}+r_{2}}}{\Gamma(n+1)}=\frac{2^{r_{1}-r_{2}} \pi^{r_{2}} t^{n}}{n!}
$$

Finally we can put everything together. We are to solve for $t$ such that this expression is equal to $2^{n} V_{0}$, and then there exists an element $s \neq 0$ in $J$ with $\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq t^{n} / n^{n}$. Since $V_{0}=2^{-r_{2}} N(J)\left|D_{\mathbb{K}}\right|^{1 / 2}$, the equation to solve for $t$ is

$$
\frac{2^{r_{1}-r_{2}} \pi^{r_{2}} t^{n}}{n!}=2^{n} 2^{-r_{2}} N(J)\left|D_{\mathbb{K}}\right|^{1 / 2}
$$

Thus $t^{n}=\left(\frac{4}{\pi}\right)^{r_{2}} n!N(J)\left|D_{\mathbb{K}}\right|^{1 / 2}$, and the element $s \neq 0$ in $J$ satisfies

$$
\left|N_{\mathbb{K} / \mathbb{Q}}(s)\right| \leq\left(\frac{4}{\pi}\right)^{r_{2}} \frac{n!}{n^{n}}\left|D_{\mathbb{K}}\right|^{1 / 2} N(J) .
$$

This completes the proof of Theorem 5.21.

## 7. Problems

1. Take as known that the discriminant of a cubic polynomial $F(X)=X^{3}+p X+q$ is $-\left(4 p^{3}+27 q^{2}\right)$. In each of the following cases, let $\mathbb{K}=\mathbb{Q}[X] /(F(X))$ with $F(X)$ as indicated, and verify that the field discriminant $D_{\mathbb{K}}$ is as indicated:
(a) $F(X)=X^{3}-X-1, D_{\mathbb{K}}=-23$.
(b) $F(X)=X^{3}+X+1, D_{\mathbb{K}}=-31$.
2. Let $\mathbb{K}=\mathbb{Q}[X] /(F(X))$, where $F(X)=X^{3}-2 X^{2}+2$.
(a) Use the formula of the previous problem to show that the discriminant of the polynomial $F(X)$ is -44 .
(b) Using Proposition 5.2, show that $D_{\mathbb{K}}$ cannot be -11 , and conclude that $D_{\mathbb{K}}=-44$.
3. This problem computes the class number of $\mathbb{K}=\mathbb{Q}(\sqrt[3]{3})$.
(a) Show that every equivalence class of nonzero ideals contains an ideal with norm $\leq 4$.
(b) Show that the prime ideals whose norm is a power of 2 are $P_{1}=(2, \sqrt[3]{3}-1)$, whose norm is 2 , and $P_{2}=(2, \sqrt[3]{9}+\sqrt[3]{3}+1)$, whose norm is 4 .
(c) Show for $P_{1}$ that 2 is a multiple of $\sqrt[3]{3}-1$, and show for $P_{2}$ that 2 is a multiple of $\sqrt[3]{9}+\sqrt[3]{3}+1$.
(d) Show that the only prime ideal whose norm is 3 is $(\sqrt[3]{3})$.
(e) Deduce that the class number of $\mathbb{K}$ is 1 .
4. Let $R$ be the ring of algebraic integers in the number field $\mathbb{K}=\mathbb{Q}(\sqrt[3]{7})$, and let $I$ be the doubly generated ideal $I=(2,1+\sqrt[3]{7})$ in $R$.
(a) Prove that $N(I)=2$.
(b) Prove that $I$ is not a principal ideal.

Problems 5-9 give an example of a nontrivial finite extension $\mathbb{L} / \mathbb{K}$ of number fields in which no prime ideal for $\mathbb{K}$ ramifies in passing to $\mathbb{L}$. By contrast, Corollary 5.22 says that there always exists a prime that ramifies in passing from $\mathbb{Q}$ to a nontrivial finite extension. The example has $\mathbb{L}=\mathbb{Q}(\sqrt{-5}, \sqrt{-1})$ and $\mathbb{K}=\mathbb{Q}(\sqrt{-5})$. Let $\mathbb{K}^{\prime}=\mathbb{Q}(\sqrt{5})$ and $\mathbb{K}^{\prime \prime}=\mathbb{Q}(\sqrt{-1})$. Observe that $\mathbb{L} / \mathbb{Q}$ is a Galois extension, and so are all the various quadratic extensions of $\mathbb{L}$ over $\mathbb{K}, \mathbb{K}^{\prime}$, and $\mathbb{K}^{\prime \prime}$, as well as of $\mathbb{K}, \mathbb{K}^{\prime}$, and $\mathbb{K}^{\prime \prime}$ over $\mathbb{Q}$. The problems make use of the fact that ramification indices multiply in passing to an extension in stages, and so do residue class degrees.
5. Show that the minimal polynomial of $\sqrt{-1}+\sqrt{-5}$ over $\mathbb{Q}$ is $X^{4}+12 X^{2}+16$, and deduce that the elements $\frac{1}{2}( \pm \sqrt{-1} \pm \sqrt{-5})$ are algebraic integers in $\mathbb{L}$.
6. By making use the formula for $D(\xi)$ in terms of $\mathcal{D}(\xi)$, where $\xi$ is an element in $\mathbb{L}$, prove that $\left|D\left(\frac{1}{2}(\sqrt{-1}+\sqrt{-5})\right)\right|=2^{4} 5^{2}$. Consequently $D_{\mathbb{L}}$ divides $2^{4} 5^{2}$.
7. Verify the following decompositions of the ideals (2) and (5) when extended from $\mathbb{Z}$ to the rings $R, R^{\prime}$, and $R^{\prime \prime}$ of algebraic integers in $\mathbb{K}, \mathbb{K}^{\prime}$, and $\mathbb{K}^{\prime \prime}$ :
(a) (2) $R=\wp^{2}$ with $f=1$, and (5) $R=\wp^{2}$ with $f=1$.
(b) (2) $R^{\prime}=\wp$ with $f=2$, and (5) $R^{\prime}=\wp^{2}$ with $f=1$.
(c) (2) $R^{\prime \prime}=\wp^{2}$ with $f=1$, and (5) $R^{\prime \prime}=\wp_{1} \wp_{2}$ with $f=1$.
8. Let $T$ be the ring of algebraic integers in $\mathbb{L}$. Since $\mathbb{L} / \mathbb{Q}$ is a Galois extension, the only possible decompositions of $(p) T$, when $p$ is a prime number, have $(e, f, g)$ equal to $(4,1,1)$ or $(2,2,1)$ or $(2,1,2)$ or $(1,4,1)$ or $(1,2,2)$ or $(1,1,4)$. Here $e$ is the ramification index, $f$ is the residue class degree, and $g$ is the number of distinct prime factors. Using the product formulas for ramification degrees and comparing what happens for the passage $\mathbb{Q} \subseteq \mathbb{K}^{\prime} \subseteq \mathbb{L}$ with what happens for the passage $\mathbb{Q} \subseteq \mathbb{K}^{\prime \prime} \subseteq \mathbb{L}$, show that the only possibilities for $(p) T$ with $p=2$ and $p=5$ are
(a) $(e, f, g)=(2,2,1)$ for (2) $T$, i.e., (2) $T=P^{2}$ with $\operatorname{dim}_{\mathbb{F}_{2}}(T / P)=2$.
(b) $(e, f, g)=(2,1,2)$ for (5) $T$, i.e., (5) $T=P_{1}^{2} P_{2}^{2}$ with $\operatorname{dim}_{\mathbb{F}_{5}}\left(T / P_{1}\right)=$ $\operatorname{dim}_{\mathbb{F}_{5}}\left(T / P_{2}\right)=1$.
9. Return to the situation with $\mathbb{Q} \subseteq \mathbb{K} \subseteq \mathbb{L}$, where $\mathbb{K}=\mathbb{Q}(\sqrt{-5})$. According to Problem 7a, the prime decompositions of (2) $R$ and (5) $R$ are (2) $R=\wp_{2}^{2}$ and (5) $R=\wp_{5}^{2}$.
(a) Using the results of Problem 8 , show that $\wp_{2} T=P$ and $\wp_{5} T=P_{1} P_{2}$, i.e., $\wp_{2} T$ is prime, and $\wp_{5} T$ is the product of two distinct prime ideals.
(b) Show how to conclude from these facts and from Theorem 5.6 that no prime ideal in $R$ ramifies in $T$. (Educational note: The field $\mathbb{L}$ is the "Hilbert class field" of $\mathbb{K}$ in the sense of Section 1 ; the order of the Galois group $\operatorname{Gal}(\mathbb{L} / \mathbb{K})$ matches the class number of $\mathbb{K}$.)

Problems $10-16$ concern the cyclotomic field $\mathbb{K}=\mathbb{Q}\left(e^{2 \pi i / p}\right)$, where $p>2$ is a prime number. They show that the discriminant is given by $D_{\mathbb{K}}=p^{p-2}$ and that a $\mathbb{Z}$ basis of the ring $R$ of algebraic integers in $\mathbb{K}$ consists of $\left\{1, \zeta, \zeta^{2}, \ldots, \zeta^{p-2}\right\}$, where $\zeta=e^{2 \pi i / p}$.
10. Show that $\mathbb{K}$ has no real-valued field mappings into $\mathbb{C}$, and deduce that $N_{\mathbb{K} / \mathbb{Q}}(x)$ is positive for every $x \neq 0$ in $\mathbb{K}$.
11. Let $F(X)=X^{p-1}+X^{p-2}+\cdots+1$ be the minimal polynomial of $\zeta$ over $\mathbb{Q}$, and let $G(X)=F(X+1)$. Suppose that $k$ is an integer with $\operatorname{GCD}(k, p)=1$.
(a) Prove that $G(X)$ is the minimal polynomial of $\zeta^{k}-1$, and deduce that the norm of $\zeta^{k}-1$ is given by $F(1)=p$.
(b) Why does it follow that $N_{\mathbb{K} / \mathbb{Q}}\left(1-\zeta^{k}\right)=p$ ?
(c) Prove that $\left(1-\zeta^{k}\right) /(1-\zeta)$ is a unit of $R$.
12. With notation as in the previous problem, prove that the different $\mathcal{D}\left(\zeta^{k}\right)$ of $\zeta^{k}$ has $\left|\mathcal{D}\left(\zeta^{k}\right)\right|=p /\left|\zeta^{k}-1\right|$.
13. Deduce from the previous problem that $D(\zeta)=(-1)^{(p-1)(p-2) / 2} p^{p-2}$.
14. Let $\lambda=1-\zeta$. Problem 11b shows that $N_{\mathbb{K} / \mathbb{Q}}(\lambda)=p$. Prove that
(a) the $\mathbb{Z}$ span of $\left\{1, \zeta, \zeta^{2}, \ldots, \zeta^{p-2}\right\}$ equals the $\mathbb{Z}$ span of $\left\{1, \lambda, \lambda^{2}, \ldots, \lambda^{p-2}\right\}$.
(b) an equality $p=\prod_{k=1}^{p-1}\left(1-\zeta^{k}\right)$ holds.
(c) there exists a unit $\varepsilon$ of $R$ such that $p=\varepsilon(1-\zeta)^{p-1}=\varepsilon \lambda^{p-1}$.
15. Using Problem 14c, prove that the principal ideals $(p) R$ and $(\lambda)$ in $R$ are related by $(p) R=(\lambda)^{p-1}$, and deduce from this fact that $(\lambda)$ is a prime ideal.
16. Apply Proposition 5.2 to the $\mathbb{Q}$ basis $\left\{1, \lambda, \lambda^{2}, \ldots, \lambda^{p-2}\right\}$ of $\mathbb{K}$ lying in $R$ to show that no factor of $p^{2}$ can be eliminated from $D(\lambda)=D(\zeta)$; take into account the highest powers of $\lambda$ that divide each term. Conclude that $D_{\mathbb{K}}=D(\zeta)$ and that $\left\{1, \zeta, \zeta^{2}, \ldots, \zeta^{p-2}\right\}$ is a $\mathbb{Z}$ basis of $R$.

Problems $17-18$ use the same notation as in the text of the chapter: $\mathbb{K}$ is a number field of degree $n$ over $\mathbb{Q}, R$ is its ring of algebraic integers, $D_{\mathbb{K}}$ is its field discriminant, the field mappings of $\mathbb{K}$ into $\mathbb{C}$ are denoted by $\sigma_{i}$ for $1 \leq i \leq n, r_{1}$ of the $\sigma_{i}$ 's are real-valued, and $r_{2}$ complex-conjugate pairs of the $\sigma_{i}$ 's are nonreal.
17. Prove that the sign of $D_{\mathbb{K}}$ is $(-1)^{r_{2}}$.
18. (Stickelberger's condition) Let $\Gamma=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be an ordered $n$-tuple of members of $R$ linearly independent over $\mathbb{Q}$, and suppose that $\mathbb{K} / \mathbb{Q}$ is a Galois extension. Write $\operatorname{det}\left[\sigma_{j}\left(\alpha_{i}\right)\right]=P-N$, where $P$ is the sum of all the terms of
the determinant corresponding to even permutations and $N$ is the sum corresponding to even permutations. Using Galois theory, prove that $P+N$ and $P N$ are in $\mathbb{Z}$. Then write $D(\Gamma)=\left(\operatorname{det}\left[\sigma_{j}\left(\alpha_{i}\right)\right]\right)^{2}=(P+N)^{2}-4 P N$, and deduce that the integer $D(\Gamma)$ is congruent to 1 or 0 modulo 4. (Educational note: A variant of this argument proves the same conclusion about $D(\Gamma)$ without the assumption that $\mathbb{K} / \mathbb{Q}$ is a Galois extension. One makes use of the smallest normal extension of $\mathbb{Q}$ containing $\mathbb{K}$; this is the splitting field of the minimal polynomial of any primitive element of $\mathbb{K}$.)

Problems 19-23 continue with the notation of Problems 17-18. It is to be proved that a suitable localization $S^{-1} R$ of $R$ is a principal ideal domain for which the group of units is finitely generated as an abelian group. Let $h$ be the class number of $\mathbb{K}$.
19. Let $I_{1}, \ldots, I_{h}$ be ideals representing all the equivalence classes of ideals in $R$. For each $I_{j}$, let $u_{j}$ be a nonzero element of $I_{j}$, and put $u=u_{1} \cdots u_{h}$. Define $S=\left\{1, u, u^{2}, \ldots\right\}$. Prove that $S^{-1} R$ is a principal ideal domain.
20. (a) Prove that if a member $a$ of $R$ divides $u^{k}$ within $R$ for some $k \geq 0$, then $a$ is a unit in $S^{-1} R$, i.e., $a^{-1}$ is in $S^{-1} R$.
(b) Prove conversely that if a member $a$ of $R$ has the property that $a u^{-m}$ is a unit in $S^{-1} R$ for some $m \geq 0$, then $a$ divides $u^{k}$ within $R$ for some integer $k \geq 0$.
21. Let $P_{1}, \ldots, P_{l}$ be the distinct prime ideals appearing in the unique factorization of $(u)$, and suppose that $P_{j}^{h}=\left(b_{j}\right)$ for $1 \leq j \leq l$. Let $a u^{-m}$ and $k$ be as in Problem 20b, and write $u^{k}=a b$ with $b \in R$.
(a) Why must each $b_{j}$ necessarily be a unit in $S^{-1} R$ ?
(b) Prove that there exist integers $n_{j} \geq 0$ for $1 \leq j \leq l$ such that the element $d=\prod_{j} b_{j}^{n_{j}}$ has $(a)=(d) P_{1}^{t_{1}} \cdots P_{l}^{t_{l}}$ for some integers $t_{j}$ with $0 \leq t_{j} \leq h-1$.
(c) In this case, why must $P_{1}^{e_{1}} \cdots P_{l}^{e_{l}}$ be a principal ideal?
22. Suppose that there are $N$ tuples $\left(e_{1}, \ldots, e_{l}\right)$ with $0 \leq e_{j} \leq h-1$ for all $j$ such that $P_{1}^{e_{1}} \cdots P_{l}^{e_{l}}$ is a principal ideal. For the $i^{\text {th }}$ such tuple, let the principal ideal be denoted by $\left(c_{i}\right), 1 \leq i \leq N$. Prove that if $k, a$, and $b$ are as in the previous problem and if the principal ideal in (c) of that problem is $\left(c_{i}\right)$, then $a=b c_{i} \varepsilon$ for some $\varepsilon$ in $R^{\times}$.
23. Conclude from the three previous problems that the group of units of $S^{-1} R$ is finitely generated as an abelian group.

Problems 24-32 complete the discussion in Section 4 of Dedekind's example of a cubic extension of $\mathbb{Q}$ with a common index divisor. The field is $\mathbb{K}=\mathbb{Q}(\xi)$, where $\xi$ is a root of $F(X)=X^{3}+X^{2}-2 X+8$, and it was shown in Section 4 that $D(\xi)=-2^{2} \cdot 503$. Let $R$ be the ring of algebraic integers in $\mathbb{K}$. It will be shown that $R$ is a principal ideal domain.
24. Show that $\eta=4 / \xi$ is a root of the polynomial $G(X)=X^{3}-X^{2}+2 X+8$, and conclude that $\eta$ is in $R$.
25. (a) By rewriting $F(\xi) / \xi$ in terms of $\xi$ and $\eta$, show that $\xi^{2}+\xi-2+2 \eta=0$.
(b) By rewriting $G(\eta) / \eta$ in terms of $\xi$ and $\eta$, show that $2 \xi+2-\eta+\eta^{2}=0$. Conclude from this formula and (a) that products of $\xi$ and $\eta$ may be simplified according to the table

$$
\xi^{2}=-\xi+2-2 \eta, \quad \eta^{2}=-2 \xi-2+\eta, \quad \xi \eta=4 .
$$

(c) Using the first formula in (b), deduce the containment of abelian groups given by $\mathbb{Z}\left(\left\{1, \xi, \xi^{2}\right\}\right) \subseteq \mathbb{Z}(\{1, \xi, \eta\})$.
(d) Using the first formula in (b), deduce that $\eta$ does not lie in $\mathbb{Z}\left(\left\{1, \xi, \xi^{2}\right\}\right)$.
(e) Conclude from the above facts that $\{1, \xi, \eta\}$ and $\left\{1, \xi, \frac{1}{2}\left(\xi^{2}+\xi\right)\right\}$ are $\mathbb{Z}$ bases of $R$.
26. Let $P$ be a prime ideal in $R$ containing (2) $R$, write $\mathbb{F}$ for the field $R / P$, let $\varphi: R \rightarrow \mathbb{F}$ be the quotient homomorphism, and let $\bar{\xi}=\varphi(\xi)$ and $\bar{\eta}=\varphi(\eta)$. By applying $\varphi$ to the table in Problem 25b and using the fact that the additive group generated by $\{1, \xi, \eta\}$ is all of $R$, prove that $\mathbb{F}$ has only two elements, i.e., that the residue class degree is $f=1$, and that the only possibilities for $\varphi$ are the following:

$$
\begin{aligned}
& \varphi=\varphi_{0,0} \quad \text { with } \quad \varphi_{0,0}(\xi)=0, \quad \varphi_{0,0}(\eta)=0, \\
& \varphi=\varphi_{1,0} \quad \text { with } \quad \varphi_{1,0}(\xi)=1, \quad \varphi_{1,0}(\eta)=0, \\
& \varphi=\varphi_{0,1} \quad \text { with } \quad \varphi_{0,1}(\xi)=0, \quad \varphi_{0,1}(\eta)=1 .
\end{aligned}
$$

27. Conversely show that the three functions $\varphi_{0,0}, \varphi_{1,0}, \varphi_{0,1}$ defined on $\xi$ and $\eta$ in the previous problem extend to well-defined ring homomorphisms of $R$ onto $\mathbb{F}_{2}$.
28. Let $P_{0,0}, P_{1,0}$, and $P_{0,1}$ be the kernels of the ring homomorphisms in the previous problem. Prove that these ideals all have norm 2 and that (2) $R=P_{0,0} P_{1,0} P_{0,1}$.
29. (a) Prove that $P_{0,0}=(2, \xi, \eta), P_{1,0}=(2, \xi+1, \eta)$, and $P_{0,1}=(2, \xi, \eta+1)$.
(b) Exhibit $\eta$ as a member of the ideal $(2, \xi+1)$, and show therefore that $P_{1,0}=(2, \xi+1)$.
(c) Similarly show that $P_{0,1}=(2, \eta+1)$ and that $P_{0,0}=(2, \xi-\eta)$.
30. The previous problem exhibited $P_{0,0}, P_{1,0}$, and $P_{0,1}$ explicitly as doubly generated. In fact, use of the norm map $N_{\mathbb{K} / \mathbb{Q}}$ will ultimately show them to be principal ideals.
(a) Show that if $H(X)$ is the field polynomial over $\mathbb{Q}$ of an element $\theta$ in $\mathbb{K}$, then $N_{\mathbb{K} / \mathbb{Q}}(\theta)=-H(0)$ and $N_{\mathbb{K} / \mathbb{Q}}(\theta-q)=-H(q)$ for every $q \in \mathbb{Q}$.
(b) Prove that $N_{\mathbb{K} / \mathbb{Q}}(\xi)=N_{\mathbb{K} / \mathbb{Q}}(\eta)=-8=-2^{3}$, that $\left|N_{\mathbb{K} / \mathbb{Q}}(\xi+3)\right|=2^{2}$, that $\left|N_{\mathbb{K} / \mathbb{Q}}(\xi-1)\right|=\left|N_{\mathbb{K} / \mathbb{Q}}(\xi+2)\right|=2^{3}$, and that $\left|N_{\mathbb{K} / \mathbb{Q}}(\xi-2)\right|=2^{4}$.
(c) Prove that $(\xi)=P_{0,0}^{a} P_{1,0}^{b} P_{0,1}^{c}$ for unique exponents $\geq 0$ whose sum is 3 , and that $(\eta)=P_{0,0}^{\alpha} P_{1,0}^{\beta} P_{0,1}^{\gamma}$ for unique exponents $\geq 0$ whose sum is 3 .
(d) Using the fact that $\xi \eta=4$, prove that $a+\alpha=b+\beta=c+\gamma=2$.
(e) Using the definitions of $P_{0,0}, P_{1,0}$, and $P_{0,1}$ as kernels, prove that $b=0$ and $\gamma=0$.
(f) Conclude that $(\xi)=P_{0,0} P_{0,1}^{2}$ and that $(\eta)=P_{0,0} P_{1,0}^{2}$.
31. This problem uses the norm computations in Problem 30b.
(a) Using the defining homomorphisms, show that if $l$ is an odd integer, then $P_{1,0}$ contains $(\xi+l)$, but $P_{0,0}$ and $P_{0,1}$ do not.
(b) Show that $(\xi+3)=P_{1,0}^{2}$ and that $(\xi-1)=P_{1,0}^{3}$.
(c) Using the defining homomorphisms, show that if $l$ is an even integer, then $P_{0,1}$ contains $(\xi+l)$, but $P_{1,0}$ does not.
(d) Show that $(2, \xi)=P_{0,0} P_{0,1}$.
(e) Show that if $l$ is an even integer not divisible by 4 , then $P_{0,1}^{2}$ does not contain $(\xi+l)$.
(f) Show that $(\xi+2)=P_{0,0}^{2} P_{0,1}$ and that $(\xi-2)=P_{0,0}^{3} P_{0,1}$.
32. (a) From the identity $(\xi+2) P_{0,0}=(\xi-2)$ that results from Problem 31f, deduce that $r_{0,0}=\frac{\xi-2}{\xi+2}$ is in $R$ and that $P_{0,0}=\left(r_{0,0}\right)$.
(b) Deduce similarly that $P_{1,0}$ and $P_{0,1}$ are principal ideals.
(c) Using Theorem 5.6, show that $R$ contains no ideals of norm 3 .
(d) Using Theorem 5.6 , show that the only ideal in $R$ of norm 5 is $(5,1+\xi)$.
(e) Show that $\left|N_{\mathbb{K} / \mathbb{Q}}(1+\xi)\right|=10$, and deduce that $(1+\xi)=(5,1+\xi) P$, where $P$ is one of the three ideals $P_{0,0}, P_{1,0}$, and $P_{0,1}$.
(f) Why does it follow that $(5,1+\xi)$ is a principal ideal?
(g) Prove that $R$ is a principal ideal domain.

## CHAPTER VI

## Reinterpretation with Adeles and Ideles


#### Abstract

This chapter develops tools for a more penetrating study of algebraic number theory than was possible in Chapter V and concludes by formulating two of the main three theorems of Chapter V in the modern setting of "adeles" and "ideles" commonly used in the subject.

Sections 1-5 introduce discrete valuations, absolute values, and completions for fields, always paying attention to implications for number fields and for certain kinds of function fields. Section 1 contains a prototype for all these notions in the construction of the field $\mathbb{Q}_{p}$ of $p$-adic numbers formed out of the rationals. Discrete valuations in Section 2 are a generalization of the order-of-vanishing function about a point in the theory of one complex variable. Absolute values in Section 3 are real-valued multiplicative functions that give a metric on a field, and the pair consisting of a field and an absolute value is called a valued field. Inequivalent absolute values have a certain independence property that is captured by the Weak Approximation Theorem. Completions in Section 4 are functions mapping valued fields into their metric-space completions. Section 5 concerns Hensel's Lemma, which in its simplest form allows one to lift roots of polynomials over finite prime fields $\mathbb{F}_{p}$ to roots of corresponding polynomials over $p$-adic fields $\mathbb{Q}_{p}$.

Section 6 contains the main theorem for investigating the fundamental question of how prime ideals split in extensions. Let $K$ be a finite separable extension of a field $F$, let $R$ be a Dedekind domain with field of fractions $F$, and let $T$ be the integral closure of $R$ in $K$. The question concerns the factorization of an ideal $\mathfrak{p} T$ in $T$ when $\mathfrak{p}$ is a nonzero prime ideal in $R$. If $F_{\mathfrak{p}}$ denotes the completion of $F$ with respect to $\mathfrak{p}$, the theorem explains how the tensor product $K \otimes_{F} F_{\mathfrak{p}}$ splits uniquely as a direct sum of completions of valued fields. The theorem in effect reduces the question of the splitting of $\mathfrak{p} T$ in $T$ to the splitting of $F_{\mathfrak{p}}$ in a complete field in which only one of the prime


 factors of $\mathfrak{p} T$ plays a role.Section 7 is a brief aside mentioning additional conclusions one can draw when the extension $K / F$ is a Galois extension.

Section 8 applies the main theorem of Section 6 to an analysis of the different of $K / F$ and ultimately to the absolute discriminant of a number field. With the new sharp tools developed in the present chapter, including a Strong Approximation Theorem that is proved in Section 8, a complete proof is given for the Dedekind Discriminant Theorem; only a partial proof had been accessible in Chapter V.

Sections 9-10 specialize to the case of number fields and to function fields that are finite separable extensions of $\mathbb{F}_{q}(X)$, where $\mathbb{F}_{q}$ is a finite field. The adele ring and the idele group are introduced for each of these kinds of fields, and it is shown how the original field embeds discretely in the adeles and how the multiplicative group embeds discretely in the ideles. The main theorems are compactness theorems about the quotient of the adeles by the embedded field and about the quotient of the normalized ideles by the embedded multiplicative group. Proofs are given only for number fields. In the first case the compactness encodes the Strong Approximation Theorem of Section 8 and the Artin product formula of Section 9. In the second case the compactness encodes both the finiteness of the class number and the Dirichlet Unit Theorem.

## 1. $p$-adic Numbers

This chapter will sharpen some of the number-theoretic techniques used in Chapter V, finally arriving at the setting of "adeles" and "ideles" in which many of the more recent results in number theory have tidy formulations. Although Chapter V dealt only with number fields, the present chapter will allow a greater degree of generality that includes results in the algebraic geometry of curves. This greater degree of generality will not require much extra effort, and it will allow us to use each of the subjects of number theory and algebraic geometry to motivate the other.

The first section of Chapter V returned to the idea that one can get some information about the integer solutions of a Diophantine equation by considering the equation as a system of congruences modulo each prime number. However, we lose information by considering only primes for the modulus, and this fact lies behind the failure of Chapter V to give a complete proof of the Dedekind Discriminant Theorem (Theorem 5.5). The proof that we did give was of a related result, Kummer's criterion (Theorem 5.6), which concerns a field $\mathbb{Q}(\xi)$, where $\xi$ is a root of an irreducible monic polynomial $F(X)$ in $\mathbb{Z}[X]$. The statement of Theorem 5.6 involves the reduction of $F(X)$ modulo certain prime numbers $p$ and no other congruences.

The Chinese Remainder Theorem tells us that a congruence modulo any integer can be solved by means of congruences modulo prime powers, and the formulation of Theorem 5.6 uses only congruences modulo primes raised to the first power. Let us strip away the complicated setting from such congruences and see some examples of how the use of prime powers can make a difference.

## EXAMPLES.

(1) Consider the problem of finding a square root of 5 modulo powers of 2. For the first power, we have

$$
x^{2}-5=(x-1)^{2}+2 x-6 \equiv(x-1)^{2} \bmod 2
$$

i.e., $x^{2}-5$ is the square of a linear factor modulo 2 . For the second power, the computation is

$$
x^{2}-5=(x-1)(x+1)-4 \equiv(x-1)(x+1) \bmod 4
$$

and $x^{2}-5$ is the product of two distinct linear factors modulo 4 . For the third power, $x^{2}-5$ is irreducible modulo 8 because the only odd squares modulo 8 are $\pm 1$. Thus the polynomial $x^{2}-5$ exhibits a third kind of behavior when considered modulo 8 . For higher powers of 2 , the irreducibility persists because a nontrivial factorization modulo $2^{k}$ with $k>3$ would imply a nontrivial factorization modulo 8 .
(2) Consider the problem of finding a square root of 17 modulo powers of 2. We readily compute that

$$
\begin{aligned}
& x^{2}-17=(x-1)^{2}+2 x-18 \equiv(x-1)^{2} \bmod 2, \\
& x^{2}-17=(x-1)(x+1)-16 \equiv(x-1)(x+1) \bmod 4, \\
& x^{2}-17=(x-1)(x+1)-16 \equiv(x-1)(x+1) \bmod 8, \\
& x^{2}-17=(x-1)(x+1)-16 \equiv(x-1)(x+1) \bmod 16, \\
& x^{2}-17=(x-7)(x+7)+32 \equiv(x-7)(x+7) \bmod 32, \\
& x^{2}-17=(x-9)(x+9)+64 \equiv(x-9)(x+9) \bmod 64,
\end{aligned}
$$

i.e., that the factorization of $x^{2}-17$ begins in the same way as for $x^{2}-5$ but that $x^{2}-17$ continues to factor as the product of two distinct linear factors modulo $2^{3}, 2^{4}, 2^{5}$, and $2^{6}$. We can argue inductively that this pattern persists through all higher powers. In fact, suppose that $x^{2}-17=(x-m)(x+m) \bmod 2^{k}$ for an integer $k \geq 3$. Then

$$
x^{2}-17=x^{2}-m^{2}+a 2^{k},
$$

and $m$ must be odd. Then we can write

$$
x^{2}-17=x^{2}-\left(m-a 2^{k-1}\right)^{2}+a 2^{k}\left(1-m+a 2^{k-2}\right) .
$$

The factor $\left(1-m+a 2^{k-2}\right)$ is even, and this equality shows that $x^{2}-17$ is the product of two distinct linear factors modulo $2^{k+1}$. This completes the induction.

One immediate observation from the two examples is that the factorizations of $x^{2}-5$ and $x^{2}-17$ are the same modulo 2 and modulo $2^{2}$ but are qualitatively distinct modulo higher powers of 2 . Another observation is the nature of the data produced by the inductive argument in Example 2: For each $k$, we obtain an odd integer $m_{k}$ such that $m_{k}^{2} \equiv 17 \bmod 2^{k}$, and the $m_{k}$ 's are constructed in such a way that $m_{k+1}=m_{k}-a_{k} 2^{k-1}$ if $m_{k}^{2}=17+a_{k} 2^{k}$. It follows that if $l \geq k$, then $m_{k}-m_{l}$ is divisible by $2^{k-1}$, i.e., by higher and higher powers of 2 as $k$ increases.

A first conclusion is that we get additional information by using congruences modulo prime powers. A second and more subtle conclusion is that it would be desirable to regard the sequence $\left\{m_{k}\right\}$ as stabilizing in some sense; then we could regard the system of congruences modulo all powers $2^{k}$ as having a single pair of solutions that we can consider as square roots of 17 . In this case we would not have to think about infinitely many solutions to infinitely many unrelated congruences.

The construction that is to follow in this section, which is due to K. Hensel, will capture this information as a single " 2 -adic number." Conversely the 2 -adic number carries with it the congruence information modulo $2^{k}$ for all positive integers $k$.

Thus the revised method of considering congruences prime by prime will be a two-step process, first a step of "localization" and then a step of "completion." In our application in Chapter V, we did not explicitly make use of localization in the sense of Chapter VIII of Basic Algebra, but it was there implicitly-in Proposition 5.2 for example and in the proof of Theorem 5.6. Carrying out the details of setting up the theory behind the two-stage process will take some work and will occupy the first four sections of this chapter. Let us get started.

Let $p$ be a prime number. We define a real-valued function $|\cdot|_{p}$ on the field $\mathbb{Q}$ of rationals as follows: we take $|0|_{p}=0$, and for any rational $r=p^{m} a b^{-1}$ with $a$ and $b$ equal to integers relatively prime to $p$, we define $|r|_{p}=p^{-m}$. The function $|\cdot|_{p}$ is called the $p$-adic absolute value on $\mathbb{Q}$. It has the following properties:
(i) $|x|_{p} \geq 0$ with equality if and only if $x=0$,
(ii) $|x+y|_{p} \leq \max \left(|x|_{p},|y|_{p}\right)$,
(iii) $|x y|_{p}=|x|_{p}|y|_{p}$,
(iv) $|-1|_{p}=|1|_{p}=1$, and
(v) $|-x|_{p}=|x|_{p}$.

In fact, with (ii), equality holds if $|x|_{p} \neq|y|_{p}$, and the case with $|x|_{p}=|y|_{p}$ comes down to the observation that $\frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d}$ has no factor of $p$ in its denominator if $b$ and $d$ are relatively prime to $p$. Property (iii) comes down to the fact that if $a, b, c, d$ are relatively prime to $p$, then so are $a c$ and $b d$. The other properties follow from the first three: To see that $|1|_{p}=1$ in (iv), we observe from (iii) that $|1|_{p}$ is a nonzero solution of $x^{2}=x$ and thus has to be 1 . This conclusion and (iii) together show that $|-1|_{p}$ is a positive solution of $x^{2}=1$ and thus has to be 1 . Property (v) follows immediately by combining (iii) and (iv).

Inequality (ii) is called the ultrametric inequality. It implies that $|x+y|_{p} \leq$ $|x|_{p}+|y|_{p}$, and consequently the function $d(x, y)=|x-y|_{p}$ satisfies the triangle inequality

$$
d(x, y) \leq d(x, z)+d(z, y)
$$

Since (i) shows that $d(x, y) \geq 0$ with equality exactly when $x=y$ and since (v) implies that $d(x, y)=|x-y|_{p}=d(y, x)$, the function $d$ on $\mathbb{Q} \times \mathbb{Q}$ is a metric. It is called the $p$-adic metric on $\mathbb{Q}$.

The field $\mathbb{Q}_{p}$ of $p$-adic numbers will be obtained by completing this metric and extending the field operations to the completion. Let us see to the details. Regard the space $\prod_{j=1}^{\infty} \mathbb{Q}$ of sequences $\left\{q_{j}\right\}_{j=1}^{\infty}$ of rational numbers as the direct product of copies of the ring $\mathbb{Q}$, the operations being taken coordinate by coordinate. Then $\prod_{j=1}^{\infty} \mathbb{Q}$ is a commutative ring with identity, the identity being the sequence whose terms are all equal to 1 .

As is usual for metric spaces, we say that a sequence of rationals, i.e., a member $\left\{q_{j}\right\}$ of $\prod_{j=1}^{\infty} \mathbb{Q}$, is convergent to $q \in \mathbb{Q}$ in the $p$-adic metric if for any real $\epsilon>0$, there exists an integer $N$ such that $\left|q_{n}-q\right|_{p}<\epsilon$ for all $n \geq N$. Convergence in this metric is quite different from what one might expect; for example the sequence $\left\{2^{j}\right\}_{j=1}^{\infty}$ is convergent to 0 when $p=2$. The sequence $\left\{q_{j}\right\}$ is a Cauchy sequence in the $p$-adic metric if for any real $\epsilon>0$, there exists an integer $N$ such that $\left|q_{m}-q_{n}\right|_{p}<\epsilon$ for all $m \geq N$ and all $n \geq N$. Convergent sequences are Cauchy, as follows from the inequality $\left|q_{m}-q_{n}\right|_{p} \leq\left|q_{m}-q\right|_{p}+\left|q-q_{n}\right|_{p}$. Cauchy sequences need not be convergent, but every Cauchy sequence $\left\{q_{n}\right\}$ is bounded in the sense that there is some real $C$ with $\left|q_{n}\right|_{p} \leq C$ for all $n$.

EXAMPLE 2, CONTINUED. We obtained a sequence $\left\{m_{k}\right\}$ of odd integers such that $l \geq k$ implies that $m_{k}-m_{l}$ is divisible by $2^{k-1}$ and $m_{k}^{2}-17$ is divisible by $2^{k}$. In terms of the 2-adic absolute value, $\left|m_{k}-m_{l}\right|_{p} \leq 2^{-(k-1)}$ and $\left|m_{k}^{2}-17\right|_{p} \leq 2^{-k}$. The sequence $\left\{m_{k}\right\}$ is therefore a Cauchy sequence in the 2 -adic metric, and the sequence $\left\{m_{k}^{2}\right\}$ is convergent in the 2 -adic metric to 17 .

It follows from the ultrametric inequality that the sum and difference of Cauchy sequences is bounded, and (ii) and the boundedness of Cauchy sequences implies that the product of two Cauchy sequences is Cauchy. Therefore the subset $\mathcal{R}$ of Cauchy sequences is a subring with identity within $\prod_{j=1}^{\infty} \mathbb{Q}$.

In the theory of metric spaces, one defines a suitable notion of equivalence of Cauchy sequences, and the set of equivalence classes becomes a complete metric space, ${ }^{1}$ any member $q$ of $\mathbb{Q}$ being identified with the constant Cauchy sequence whose terms all equal $q$. With the $p$-adic metric, one can then prove that the field operations extend to the completion, and the completion is the field of $p$-adic numbers. This verification is a little tedious when done directly, and we can proceed more expeditiously by using some elementary ring theory.

Since convergent sequences are Cauchy, the set $\mathcal{I}$ of sequences convergent to 0 is a subset of the ring $\mathcal{R}$. The sum or difference of two such sequences is again convergent to 0 , and $\mathcal{I}$ is an additive subgroup. We shall show that $\mathcal{I}$ is in fact an ideal in $\mathcal{R}$. Thus let $\left\{z_{n}\right\}$ be convergent to 0 , and let $\left\{q_{n}\right\}$ be Cauchy. Since $\left\{q_{n}\right\}$ is Cauchy, it is bounded, say with $\left|q_{n}\right|_{p} \leq M$ for all $n$. If $\epsilon>0$ is given, choose $N$ such that $n \geq N$ implies $\left|z_{n}\right|_{p} \leq \epsilon / M$. Then $n \geq N$ implies that $\left|z_{n} q_{n}\right|_{p}=\left|z_{n}\right|_{p}\left|q_{n}\right|_{p} \leq(\epsilon / M) M=\epsilon$. Hence $\left\{z_{n} q_{n}\right\}$ is convergent to 0 , and $\mathcal{I}$ is an ideal in $\mathcal{R}$.

Proposition 6.1. With the $p$-adic absolute value imposed on $\mathbb{Q}$, let $\mathcal{R}$ be the subring of $\prod_{j=1}^{\infty} \mathbb{Q}$ consisting of all Cauchy sequences, and let $\mathcal{I}$ be the ideal in

[^54]$\mathcal{R}$ consisting of all sequences convergent to 0 . Then $\mathcal{I}$ is a maximal ideal in $\mathcal{R}$, and the quotient $\mathcal{R} / \mathcal{I}$ is a field. Consequently the Cauchy completion of $\mathbb{Q}$ in the $p$-adic metric is a topological field $\mathbb{Q}_{p}$ into which $\mathbb{Q}$ embeds via a field mapping. If $|\cdot|_{p}$ denotes the function $d(\cdot, 0)$ on $\mathbb{Q}_{p}$, then $|\cdot|_{p}$ is a continuous extension of the $p$-adic absolute value from $\mathbb{Q}$ to $\mathbb{Q}_{p}$, and it satisfies
(a) $|x|_{p} \geq 0$ with equality if and only if $x=0$,
(b) $|x+y|_{p} \leq \max \left(|x|_{p},|y|_{p}\right)$, and
(c) $|x y|_{p}=|x|_{p}|y|_{p}$.

The subset $\mathbb{Z}_{p}=\left\{\left.x \in \mathbb{Q}_{p}| | x\right|_{p} \leq 1\right\}$ is an open closed subring of $\mathbb{Q}_{p}$ in which $\mathbb{Z}$ is dense, and $\mathbb{Z}_{p}$ is compact. Consequently the topological field $\mathbb{Q}_{p}$ is locally compact.

REMARKS. The field $\mathbb{Q}_{p}$ is called the field of $p$-adic numbers, and the ring $\mathbb{Z}_{p}$ is called the ring of $p$-adic integers. The ring $\mathbb{Z}_{p}$ contains the identity of $\mathbb{Q}_{p}$.

Proof. First let us prove that $\mathcal{I}$ is a maximal ideal. Arguing by contradiction, let $\left\{q_{n}\right\}$ be a Cauchy sequence that is not in $\mathcal{I}$, i.e., is not convergent to 0 . Then there exists an $\epsilon_{0}>0$ such that $\left|q_{n}\right|_{p} \geq \epsilon_{0}$ for infinitely many $n$. Choose $N$ such that $\left|q_{n}-q_{m}\right|<\epsilon_{0} / 2$ whenever $n \geq N$ and $m \geq N$, and find some $n_{0} \geq N$ with $\left|q_{n_{0}}\right|_{p} \geq \epsilon_{0}$. Then $n \geq N$ implies that $\left|q_{n}\right|_{p} \geq \epsilon_{0} / 2$ because otherwise we would have $\epsilon_{0} \leq\left|q_{n_{0}}\right|_{p} \leq\left|q_{n}-q_{n_{0}}\right|_{p}+\left|q_{n}\right|_{p}<\epsilon_{0} / 2+\epsilon_{0} / 2=\epsilon_{0}$, contradiction. Let $\left\{r_{n}\right\}$ be the sequence with $r_{n}=0$ for $n<N$ and $r_{n}=q_{n}^{-1}$ for $n \geq N$. For $n \geq N$ and $m \geq N$, we have

$$
\begin{aligned}
\left|r_{n}-r_{m}\right|_{p} & =\left|q_{n}^{-1}-q_{m}^{-1}\right|_{p}=\left|\left(q_{m}-q_{n}\right) /\left(q_{m} q_{n}\right)\right|_{p} \\
& =\left|q_{m}-q_{n}\right|_{p}\left|q_{m}\right|_{p}^{-1}\left|q_{n}\right|_{p}^{-1} \leq 4 \epsilon_{0}^{-2}\left|q_{m}-q_{n}\right|_{p}
\end{aligned}
$$

and it follows that $\left\{r_{n}\right\}_{p}$ is Cauchy and hence lies in $\mathcal{R}$. Since $\mathcal{I}$ is an ideal in $\mathcal{R}$, $\left\{r_{n} q_{n}\right\}$ is Cauchy. The terms of the sequence $\left\{r_{n} q_{n}\right\}$ are all equal to 1 for $n \geq N$, and hence $\left\{r_{n} q_{n}\right\}$ differs from the identity of $\mathcal{R}$ by a member of $\mathcal{I}$. Consequently the identity is in $\mathcal{I}$. This is a contradiction, since the members of the constant sequence $\{1\}$ are at distance $|1-0|_{p}=1$ from 0 . Hence $\mathcal{I}$ is a maximal ideal, and $\mathcal{R} / \mathcal{I}$ is necessarily a field.

Meanwhile, the Cauchy completion $\mathbb{Q}_{p}$ of $\mathbb{Q}$ is the set of equivalence classes from $\mathcal{R}$, two members of $\mathcal{R}$ being equivalent if they differ by a sequence convergent to 0 . Consequently the Cauchy completion $\mathbb{Q}_{p}$ is precisely $\mathcal{R} / \mathcal{I}$ as a set. The mapping $\mathbb{Q} \rightarrow \mathcal{R} \rightarrow \mathcal{R} / \mathcal{I}$ carrying a member $q$ of $\mathbb{Q}$ to the constant sequence $\left\{q_{n}\right\}$ with all $q_{n}=q$ and then from $\mathcal{R}$ to the quotient $\mathcal{R} / \mathcal{I}=\mathbb{Q}_{p}$ evidently respects the operations and hence is a field mapping. This mapping identifies $\mathbb{Q}$ with a subset of $\mathbb{Q}_{p}$. The metric $d$ on $\mathbb{Q}$ extends uniquely to a continuous function on
the completion $\mathbb{Q}_{p} \times \mathbb{Q}_{p}$, and therefore the $p$-adic absolute value $|\cdot|_{p}=d(\cdot, 0)$ extends to a continuous function on $\mathbb{Q}_{p}$.

Property (a) for the function $|\cdot|_{p}$ on $\mathbb{Q}_{p}$ follows from the fact that the continuous extension of $d$ is a metric on $\mathbb{Q}_{p}$. To see that (b) and (c) hold on $\mathbb{Q}_{p}$, let $x$ and $y$ be members of $\mathbb{Q}_{p}=\mathcal{R} / \mathcal{I}$, and let $\left\{q_{n}\right\}$ and $\left\{r_{n}\right\}$ be respective coset representatives of them in $\mathcal{R}$. Then $\left\{q_{n}+r_{n}\right\}$ and $\left\{q_{n} r_{n}\right\}$ are representatives of $x+y$ and $x y$ by definition, and the continuity of the $p$-adic absolute value on $\mathbb{Q}_{p}$ implies that $\lim _{n}\left|q_{n}+r_{n}\right|_{p}=|x+y|_{p}$ and $\lim _{n}\left|q_{n} r_{n}\right|_{p}=|x y|_{p}$. From the first of these limit formulas and from (b) on $\mathbb{Q}$, we obtain

$$
|x+y|_{p}=\limsup \left|q_{n}+r_{n}\right|_{p} \leq \underset{n}{\limsup } \max \left(\left|q_{n}\right|_{p},\left|r_{n}\right|_{p}\right)=\max \left(|x|_{p},|y|_{p}\right),
$$

since $\lim _{n}\left|q_{n}\right|_{p}=|x|_{p}$ and $\lim _{n}\left|r_{n}\right|_{p}=|y|_{p}$. This proves (b) on $\mathbb{Q}_{p}$. Similarly

$$
|x y|_{p}=\lim _{n}\left|q_{n} r_{n}\right|_{p}=\lim _{n}\left|q_{n}\right|_{p}\left|r_{n}\right|_{p}=\left(\lim _{n}\left|q_{n}\right|_{p}\right)\left(\lim _{n}\left|r_{n}\right|_{p}\right)=|x|_{p}|y|_{p}
$$

and this proves (c) on $\mathbb{Q}_{p}$.
To see that addition, subtraction, and multiplication are continuous on $\mathbb{Q}_{p} \times \mathbb{Q}_{p}$, let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be convergent sequences in $\mathbb{Q}_{p}$ with respective limits $x$ and $y$. Use of (b) on $\mathbb{Q}_{p}$ gives

$$
\left|\left(x_{n}+y_{n}\right)-(x+y)\right|_{p}=\left|\left(x_{n}-x\right)+\left(y_{n}-y\right)\right|_{p} \leq \max \left(\left|x_{n}-x\right|_{p},\left|y_{n}-y\right|_{p}\right) .
$$

The right side has limit 0 in $\mathbb{R}$, and therefore $x_{n}+y_{n}$ has limit $x+y$ in $\mathbb{Q}_{p}$. A completely analogous argument, making use also of the equality $|-1|_{p}=|1|_{p}$, shows that subtraction is continuous. Consider multiplication. If $M$ is an upper bound for the absolute values $\left|x_{n}\right|_{p}$ and $\left|y_{n}\right|_{p}$, then use of (c) on $\mathbb{Q}_{p}$ gives

$$
\begin{aligned}
\left|x_{n} y_{n}-x y\right|_{p} & =\left|x_{n}\left(y_{n}-y\right)+y\left(x_{n}-x\right)\right|_{p} \\
& \leq \max \left(\left|x_{n}\left(y_{n}-y\right)\right|_{p},\left|y\left(x_{n}-x\right)\right|_{p}\right) \\
& =\max \left(\left|x_{n}\right|_{p}\left|y_{n}-y\right|_{p},|y|_{p}\left|x_{n}-x\right|_{p}\right) \\
& \leq \max \left(M\left|y_{n}-y\right|_{p},|y|_{p}\left|x_{n}-x\right|_{p}\right)
\end{aligned}
$$

The right side has limit 0 in $\mathbb{R}$, and therefore $x_{n} y_{n}$ has limit $x y$ in $\mathbb{Q}_{p}$.
To see that inversion $x \mapsto x^{-1}$ is continuous on $\mathbb{Q}_{p}^{\times}$, let $\left\{x_{n}\right\}$ be a sequence in $\mathbb{Q}_{p}^{\times}$with limit $x$ in $\mathbb{Q}_{p}^{\times}$. Since $\lim _{n}\left|x_{n}\right|_{p}=|x|_{p}$, we can find an integer $N$ such that $\left|x_{n}\right|_{p} \geq \frac{1}{2}|x|_{p}$ for $n \geq N$. The computation

$$
\left|x_{n}^{-1}-x^{-1}\right|_{p}=\left|\left(x-x_{n}\right) /\left(x_{n} x\right)\right|_{p}=\left|x-x_{n}\right|_{p} /\left(\left|x_{n}\right|_{p}|x|_{p}\right) \leq 2|x|_{p}^{-1}\left|x-x_{n}\right|_{p},
$$

valid for $n \geq N$, shows that $\lim x_{n}^{-1}=x^{-1}$, and inversion is continuous. Consequently $\mathbb{Q}_{p}$ is a topological field.

It follows immediately from properties (b) and (c) and from the equality $|-x|_{p}=|x|_{p}$ that $\mathbb{Z}_{p}$ is a subring of $\mathbb{Q}_{p}$. Since $\mathbb{Z}_{p}$ is defined in terms of a continuous function and an inequality, it is closed. It can also be defined as the subset with $|x|_{p}<p$ because the $p$-adic absolute value takes no values between 1 and $p$, and therefore $\mathbb{Z}_{p}$ is open. The most general nonzero member of $\mathbb{Q} \cap \mathbb{Z}_{p}$ is of the form $q=a / b$, where $a$ and $b$ are relatively prime nonzero integers with $|a / b|_{p} \leq 1$. Here $|b|_{p}=1$, and $p$ cannot divide $b$. If $k>0$ is given, then it follows that there exists $n$ with $b n-a \equiv 0 \bmod p^{k}$. This $n$ has $\left|n-\frac{a}{b}\right|_{p}=|b n-a|_{p} \leq p^{-k}$. So $q$ is in the closure of $\mathbb{Z}$ in $\mathbb{Q}_{p}$. In other words, the closure of $\mathbb{Z}$ contains $\mathbb{Q} \cap \mathbb{Z}_{p}$. Since $\mathbb{Q}$ is dense in $\mathbb{Q}_{p}, \mathbb{Z}$ is dense in $\mathbb{Z}_{p}$.

For each integer $n \geq 0$, the set $\mathbb{Z}_{p}$ is covered by the closed balls of radius $p^{-n}$ centered at the integers $0,1,2, \ldots, p^{n}-1$. In fact, every integer $z$ has $z \equiv$ $k \bmod p^{n}$ for some integer $k \in\left\{0,1,2, \ldots, p^{n}-1\right\}$. For this $k,|z-k|_{p} \leq p^{-n}$. Thus $\mathbb{Z}$ is contained in the union of the closed balls of radius $p^{-n}$ centered at $0,1,2, \ldots, p^{n}-1$. This union is closed; since $\mathbb{Z}$ is dense in $\mathbb{Z}_{p}, \mathbb{Z}_{p}$ is contained in this union. In turn, these closed balls are contained in the open balls of radius $p^{-n+1}$ centered at the integers $0,1,2, \ldots, p^{n}-1$. Thus for any positive radius, there exists a finite collection of open balls of that radius or less such that the union of the open balls covers $\mathbb{Z}_{p}$. This means that $\mathbb{Z}_{p}$ is totally bounded in the metric space $\mathbb{Q}_{p}$. A totally bounded closed subset of a complete metric space is compact, and consequently $\mathbb{Z}_{p}$ is compact.

Thus the 0 element of $\mathbb{Q}_{p}$ has $\mathbb{Z}_{p}$ as a compact neighborhood. Since addition is continuous, $x+\mathbb{Z}_{p}$ is a compact neighborhood of $x$, and therefore $\mathbb{Q}_{p}$ is locally compact.

## 2. Discrete Valuations

The construction of the $p$-adic absolute value on $\mathbb{Q}$ seemingly made use of unique factorization of the members of $\mathbb{Z}$, but actually the unique factorization of the ideals in $\mathbb{Z}$ would have been sufficient. Thus we shall see in a moment that the construction extends to apply to any number field $F$ as soon as we specify a nonzero prime ideal $P$ in the ring $R$ of algebraic integers of $F$. In fact, there is nothing special about a number field. If $R$ is any Dedekind domain and $F$ is its field of fractions, then the construction extends to $F$ as soon as we specify a nonzero prime ideal $P$ in $R$.

Before describing the extended construction, let us look at the definition of the $p$-adic absolute value on $\mathbb{Q}$ more closely. Recall that if $x=p^{m} a b^{-1}$ for integers $a$ and $b$ relatively prime to $p$, then $|x|_{p}=p^{-m}$. Actually, the base $p$ in this exponential is not very important at this point, and we could have used
any real number $r>1$ in place of $p$ in $p^{-m}$. With this adjustment the $p$-adic absolute value would have been given by $|x|_{p}=r^{-v_{p}(x)}$, where $v_{p}(x)$ is the exact net power of $p$ that occurs when the prime factorizations of the numerator and denominator of $x$ are used. The exponent $v_{p}(x)$ is what is important; the base $r$ is unimportant.

The expression $v_{p}(x)$ for $\mathbb{Q}$ is analogous to the order of vanishing of a polynomial in one complex variable at a point, and Hensel was led to the $p$-adic absolute value by carrying the notion for $\mathbb{C}[X]$ to the setting with $\mathbb{Q}$. In setting up a generalization, we shall work first with the generalization of the order of vanishing $v_{p}(x)$, since it is the more primitive notion, and in Section 3 we shall exponentiate to obtain a generalization of the absolute value for which we can form a completion.

To make the definitions, it is convenient to make use of fractional ideals, which were the subject of a set of problems in Chapter VIII of Basic Algebra. Let us recall the definition and the relevant properties. Again let $R$ be a Dedekind domain, and let $F$ be its field of fractions. A fractional ideal of $F$ is any finitely generated $R$ module $M$. For such an $R$ module, there exists some $a \in R$ with $a M \subseteq R$, and then $a M$ is an ideal of $R$. If $M$ is any nonzero fractional ideal, then $M^{-1}=\{x \in F \mid x M \in R\}$ is a nonzero fractional ideal, and $M M^{-1}=R$. With this definition and property, it readily follows from the unique factorization of ideals in $R$ that any nonzero fractional ideal $M$ of $F$ is of the form

$$
M=\prod_{j=1}^{l} P_{j}^{k_{j}},
$$

for a suitable set $\left\{P_{1}, \ldots, P_{l}\right\}$ of distinct nonzero prime ideals of $R$ and for suitable nonzero integer exponents $k_{j}$. This expansion is unique up to the order of the factors, and every such expression is a fractional ideal. It follows that the nonzero fractional ideals form a group under multiplication. At the end of this section, we shall mention how this group is related to the ideal class group of $F$ as defined in Section V.6.

If $x \neq 0$ is in $F$, then the principal fractional ideal $(x)=x R$ has a factorization as above. If $P$ is a nonzero prime ideal of $R$, we let $v_{P}(x)$ be the negative of the integer exponent of $P$ in the prime factorization of $(x)$. For example, if $x$ is a nonzero element of $R$, then $v_{P}(x)$ is a nonnegative integer. To make $v_{P}(\cdot)$ be everywhere defined on $F$, we define $v_{P}(0)=+\infty$. Then $v_{P}(\cdot)$ is function from $F$ onto $\mathbb{Z} \cup\{+\infty\}$ such that
(i) $v_{P}(x)=+\infty$ if and only if $x=0$,
(ii) $v_{P}(x+y) \geq \min \left(v_{P}(x), v_{P}(y)\right)$ for all $x$ and $y$, and
(iii) $v_{P}(x y)=v_{P}(x)+v_{P}(y)$ for all $x$ and $y$.

We shall see in Proposition 6.4 below that the effect of $v_{P}(\cdot)$ is to pick out from $F$ the localization of $R$ at $P$.

To proceed further, we abstract the above construction and see what information we can recover from it. Let $F$ be any field. A discrete valuation of $F$ is a function $v(\cdot)$ from $F$ onto $\mathbb{Z} \cup\{\infty\}$ such that
(i) $v(x)=+\infty$ if and only if $x=0$,
(ii) $v(x+y) \geq \min (v(x), v(y))$ for all $x$ and $y$, and
(iii) $v(x y)=v(x)+v(y)$ for all $x$ and $y$.

Observe as a consequence that
(iv) $v(-1)=v(1)=0$,
(v) $v(-x)=v(x)$ for all $x$, and
(vi) $v(x+y)=v(x)$ if $v(y)>v(x)$.

In fact, $v(1)=0$ follows by taking $x=y=1$ in (iii), and then $v(-1)=0$ follows by taking $x=y=-1$ in (iii). This proves (iv), and (v) follows by combining (iv) with (iii) for $x=-1$. For (vi), we have $v(x+y) \geq v(x)$ by (ii). In the reverse direction, $v(x) \geq \min (v(x+y), v(y))$ by (ii) and (v); since $v(y)>v(x)$, the minimum must be the first of the two, and thus $v(x) \geq v(x+y)$.

Define $R_{v}=\{x \in F \mid v(x) \geq 0\}$. Property (i) shows that 0 is in $R_{v}$, (ii) and (v) show that $R_{v}$ is closed under addition and subtraction, (iii) shows that $R_{v}$ is closed under multiplication, and (iv) shows that 1 is in $R_{v}$. Consequently $R_{v}$ is an integral domain. The ring $R_{v}$ is called the valuation ring of $v$ in $F$.

If $x$ is in $F$ but is not in $R_{v}$, then $v(x)<0$. This inequality forces $v\left(x^{-1}\right)>0$, and $x^{-1}$ is in $R_{v}$. As a consequence, $F$ can be regarded as the field of fractions of $R_{v}$.

Let $P_{v}=\{x \in F \mid v(x)>0\}$. Arguing in similar fashion, we see that $P_{v}$ is an ideal in $R_{v}$. Any $x$ in $R_{v}$ that is not in $P_{v}$ has $v(x)=v\left(x^{-1}\right)=0$ and is thus a unit in $R_{v}$. In other words, $R_{v}$ is a local ring with $P_{v}$ as its unique maximal ideal. The ideal $P_{v}$ is called the valuation ideal of $v$ in $F$. We write $\mathbb{k}_{v}$ for the field $R_{v} / P_{v}$; it is called the residue class field of $v$.

Proposition 6.2. Let $v$ be a discrete valuation of a field $F$, let $R_{v}$ be the valuation ring, and let $P_{v}$ be the valuation ideal. Then
(a) $R_{v}$ is a principal ideal domain,
(b) there exists an element $\pi$ in $P_{v}$ with $v(\pi)=1$, and any such $\pi$ has $P_{v}=(\pi)$,
(c) the nonzero ideals of $R_{v}$ are exactly the nonnegative integer powers of $P_{v}$ and are given by $P_{v}^{n}=\left(\pi^{n}\right)=\left\{x \in R_{v} \mid v(x) \geq n\right\}$ for $n \geq 0$,
(d) the nonzero fractional ideals of $R_{v}$ are exactly the integer powers of $P_{v}$ and are given by $P_{v}^{n}=\left(\pi^{n}\right)=\left\{x \in R_{v} \mid v(x) \geq n\right\}$ for $n \in \mathbb{Z}$.

Remarks. When $F$ equals $\mathbb{Q}$ and $v$ counts the net power of a prime number $p$ dividing a rational number, we see by inspection that the ring $R_{v}$ is the localization of $\mathbb{Z}$ at $p$, consisting of all rational numbers with no factor of $p$ in their
denominators. The choices ${ }^{2}$ for $\pi$ in (b) are the elements $r p$, where $r$ is any nonzero rational whose numerator and denominator are both prime to $p$, and the nonzero ideals are of the form ( $p^{n}$ ) with $n \geq 0$.

Proof. The ideal $P_{v}$ contains an element $\pi$ with $v(\pi)=1$ because $v(\cdot)$ is assumed to be onto $\mathbb{Z} \cup\{+\infty\}$. Suppose that $x$ is a nonzero member of $P_{v}$ and that $v(x)=n>0$. Then $v\left(\pi^{-n} x\right)=0$, and the elements $\pi^{-n} x$ and $x^{-1} \pi^{n}$ lie in $R_{v}$. Hence $x=\pi^{n}\left(\pi^{-n} x\right)$ exhibits $x$ as a member of $\left(\pi^{n}\right)$, and $\pi^{n}=x\left(x^{-1} \pi^{n}\right)$ exhibits $\pi^{n}$ as a member of $(x)$. Consequently $(x)=\left(\pi^{n}\right)$. If $I$ is a nonzero proper ideal in $R_{v}$, then it follows that $I=\pi^{n_{0}} R_{v}$, where $n_{0}$ is the smallest integer such that some element $x_{0}$ of $I$ has $v\left(x_{0}\right)=n_{0}$. This proves (a), (b), and (c).

Since $R_{v}$ is a principal ideal domain, it is a Dedekind domain, and the theory of fractional ideals is applicable. Since (c) shows the nonzero ideals to be all $P_{v}^{n}$ with $n \geq 0$, it follows that the fractional ideals are all $P_{v}^{n}$ with $n$ an arbitrary integer. For any integer $n>0$, we have $\left(\pi^{-n}\right) P_{v}^{n}=\pi^{-n} R_{v} \pi^{n} R_{v}=R_{v}=P_{v}^{-n} P_{v}^{n}$, and thus $P_{v}^{-n}=\left(\pi^{-n}\right)$. The latter ideal equals $\pi^{-n} R_{v}=\left\{x \in R_{v} \mid v(x) \geq-n\right\}$, and this proves (d).

From property (vi) it follows for $n>0$ that the members $x$ of the set $1+P_{v}^{n}$ all have $v(x)=0$. The product of two such elements is again in the set because $P_{v}^{n}$ is an ideal. Let us see that the multiplicative inverse $x^{-1}$ of a member $x$ of the set is in the set. We calculate that $v\left(x^{-1}-1\right)=v\left(x^{-1}\right)+v(1-x)=0+v(1-x)=$ $v(1-x) \geq n$. Hence $x^{-1}$ is in $1+P_{v}^{n}$, and $1+P_{v}^{n}$ is a group under multiplication. It is a subgroup of the group $R_{v}^{\times}$of units in $R_{v}$.

EXAMPLE. When $F=\mathbb{Q}$ and $v$ counts the net power of a prime number $p$ dividing a rational number, the residue class field $\mathbb{k}_{v}$ has $p$ elements, with the integers $0,1, \ldots, p-1$ being coset representatives. The group $R_{v}^{\times}$is the multiplicative group of rationals having numerators and denominators prime to $p$. The members of $1+P_{v}^{n}$ are rationals of the form $1+p^{n} a b^{-1}$, where $a$ and $b$ are integers and $b$ is prime to $p$. If we write this as $b^{-1}\left(b+p^{n} a\right)$, we see that the condition on a rational to be in $1+P_{v}^{n}$ is that its numerator and denominator be prime to $p$ and be congruent to each other modulo $p^{n}$.

Now we return to our first example of a discrete valuation, which was constructed from a nonzero prime ideal $P$ in a Dedekind domain $R$. We called the valuation $v_{P}(\cdot)$. We asserted earlier that the construction via $v_{P}(\cdot)$ picks out the localization of $R$ at $P$ and the associated data. This assertion will be proved in Proposition 6.4 below. We begin with a handy lemma.

[^55]Lemma 6.3. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $P$ be a nonzero prime ideal in $R$, and let $v_{P}$ be the valuation of $F$ defined by $P$. Then any element $x$ of $F$ with $v_{P}(x)=0$ is of the form $x=a b^{-1}$ with $a$ and $b$ in $R$ and $v_{P}(a)=v_{P}(b)=0$.

Proof. If $x$ is an element of $F$ with $v_{P}(x)=0$, write $x=a^{\prime} b^{-1}$ with $a^{\prime} \in R$ and $b^{\prime} \in R$. Then $v_{P}\left(a^{\prime}\right)=v_{P}\left(b^{\prime}\right)=n$ for some integer $n \geq 0$. Since $a^{\prime}$ and $b^{\prime}$ are in $R,\left(a^{\prime}\right)$ and $\left(b^{\prime}\right)$ are ordinary ideals, and their prime factorizations are into ordinary ideals. Let the factorizations be $\left(a^{\prime}\right)=P^{n} Q_{1}$ and $\left(b^{\prime}\right)=P^{n} Q_{2}$, where $Q_{1}$ and $Q_{2}$ are products of prime ideals not involving $P$. Since we are dealing with ordinary ideals, $a^{\prime}$ and $b^{\prime}$ lie in $P^{n}$. Choose an element $z$ in the fractional ideal $P^{-n}$ that is not in $P^{-n+1}$. By definition of $P^{-n}, z P^{n}$ is contained in $R$. Hence $z a^{\prime}$ and $z b^{\prime}$ lie in $R$. Write $\left(z a^{\prime}\right)=P^{m} Q_{3}$ and $\left(z b^{\prime}\right)=P^{m^{\prime}} Q_{4}$, where $m \geq 0$ and where $Q_{3}$ and $Q_{4}$ are ordinary ideals whose prime factorizations do not involve $P$. Substituting for ( $a^{\prime}$ ), we obtain $(z) P^{n} Q_{1}=P^{m} Q_{3}$ and hence (z) $P^{n}=P^{m} Q_{3} Q_{1}^{-1}$. From this expression we see that $Q_{3} Q_{1}^{-1}$ is an ordinary ideal. By definition of $P^{-n+1},(z) P^{n-1}$ is not contained in $R$. Since $(z) P^{n-1}=$ $P^{m-1} Q_{3} Q_{1}^{-1}$, it follows that $m=0$. Similarly $m^{\prime}=0$. Consequently $v_{P}\left(z a^{\prime}\right)=$ $v_{P}\left(z b^{\prime}\right)=0$, and the lemma follows with $a=z a^{\prime}$ and $b=z b^{\prime}$.

Proposition 6.4. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $P$ be a nonzero prime ideal in $R$, and let $v_{P}(\cdot)$ be the corresponding valuation of $F$. If $S$ denotes the multiplicative system in $R$ consisting of the complement of $P$ and if the localization $S^{-1} R$ is regarded as a subring of $F$, then the valuation ring $R_{v_{P}}$ coincides with $S^{-1} R$ and the valuation ideal $P_{v_{P}}$ coincides with $S^{-1} P$.

Proof. The set $S$ consists exactly of the members $x$ of $R$ with $v_{P}(x) \leq 0$. Since $v_{P}$ is nonnegative on $R$, these are the members $x$ of $R$ with $v_{P}(x)=0$. Thus each $x$ in $S^{-1} R$ has $v_{P}(x) \geq 0$, and $S^{-1} R$ is a subset of $R_{v_{P}}$.

For the reverse inclusion, fix a member $\pi$ of $P$ that is not in $P^{2}$. This element has $v_{P}(\pi)=1$. If $x$ is given in $R_{v_{P}}$ with $v_{P}(x)=n \geq 0$, then we can write $x=\pi^{n} u$ for some member $u$ of $F$ with $v_{P}(u)=0$. By Lemma 6.3 we can decompose $u$ as $u=a b^{-1}$ with $a$ and $b$ in $R$ and $v_{P}(a)=v_{P}(b)=0$. The members of $R$ on which $v_{P}$ takes the value 0 are exactly the members of $S$. Thus $u$ is exhibited as the quotient of two members of $S$, and $u$ is in $S^{-1} R$. Since $\pi$ is in the ideal $P$ of $R, x=\pi^{n} u$ is in $S^{-1} R$. Hence $R_{v_{P}}=S^{-1} R$.

The ideal $S^{-1} P$ is a maximal ideal of $S^{-1} R=R_{v_{P}}$, and we observed just before Proposition 6.2 that $P_{v_{P}}$ is the unique maximal ideal of $R_{v_{P}}$. Therefore $S^{-1} P=P_{v_{P}}$.

Let us investigate the nature of an arbitrary discrete valuation in various settings involving a Dedekind domain. The main general result of this section is as follows.

Theorem 6.5. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, and let $v$ be a discrete valuation of $F$ such that $R \subseteq R_{v}$. Then
(a) $P=R \cap P_{v}$ is a nonzero prime ideal of $R$,
(b) the associated discrete valuation $v_{P}$ defined by $P$ coincides with $v$,
(c) $P R_{v}=P_{v}$,
(d) $R+P_{v}=R_{v}$, and in fact $R+P_{v}^{n}=R_{v}$ for every integer $n \geq 1$, and
(e) the inclusion of $R$ into $R_{v}$ induces a field isomorphism $R / P \cong R_{v} / P_{v}$.

Proof. Since 1 is not in $P_{v}$, the ideal $P$ in (a) is proper. If $a$ and $b$ are members of $R$ such that $a b$ is in $P$, then $a b$ is in $P_{v}$, one of $a$ and $b$ is in $P_{v}$ as well as $R$, and $P=R \cap P_{v}$ is a prime ideal. The ideal $P$ cannot be 0 because otherwise every nonzero element $x$ of $R$ would have $v(x)=0$, in contradiction to the fact that $F$ is the field of fractions of $R$. Thus $P$ is a nonzero prime ideal of $R$. This proves (a).

For (b) and (c), let us begin by showing that $v_{P}(x)=0$ implies $v(x)=0$. By Lemma 6.3 we can write $x=a b^{-1}$ with $a$ and $b$ in $R$ and with $v_{P}(a)=v_{P}(b)=0$. The values of $v_{P}$ show that the members $a$ and $b$ of $R$ are not in $P$. Since $P=R \cap P_{v}$, neither $a$ nor $b$ is in $P_{v}$. Therefore $v(a) \leq 0$ and $v(b) \leq 0$. Since $R \subseteq R_{v}$ by assumption, $v(a) \geq 0$ and $v(b) \geq 0$. We conclude that $v(a)=v(b)=0$ and that $v(x)=v\left(a b^{-1}\right)=v(a)-v(b)=0$.

Now we can show that $v=v_{P}$ and that $P R_{v}=P_{v}$. The ideal $P R_{v}$ of $R_{v}$ has to be of the form $P_{v}^{e}$ for some integer $e \geq 0$ by Proposition 6.2c, and the integer $e$ has to be $>0$ because 1 is not in $P R_{v}$. If a nonzero $x \in R$ has $v_{P}(x)=n$ for some integer $n \geq 0$, then $x R=P^{n} Q$, where $Q$ is an ideal of $R$ whose prime factorization does not involve $P$. The function $v_{P}$ is 0 on $Q$, and the result of the previous paragraph shows that $v$ is 0 on $Q$. Hence the members of $Q$ are units in $R_{v}$, and $Q R_{v}=R_{v}$. Therefore $x R_{v}=x R R_{v}=P^{n} Q R_{v}=P^{n} R_{v}=\left(P R_{v}\right)^{n}=$ $P_{v}^{e n}$, and $v(x)=e n=e v_{P}(x)$. Since $F$ is the field of fractions of $R, v=e v_{P}$ everywhere. The image of $v_{P}$ is $\mathbb{Z} \cup\{+\infty\}$, and we conclude that $e=1$. In other words, $v=v_{P}$ and $P R_{v}=P_{v}$. This proves (b) and (c).

For the first conclusion in (d), we certainly have $R+P_{v} \subseteq R_{v}$. In the reverse direction, let $x \in R_{v}$ be given. If $v(x)>0$, then $x$ is in $P_{v}$, and there is nothing to prove. If $v(x)=0$, then (b) and Lemma 6.3 together show that we can write $x=a b^{-1}$, where $a$ and $b$ are members of $R$ but not $P$. Since $R / P$ is a field, we can choose $c$ in $R$ with $b c$ in $1+P$. Then

$$
x-a c=a\left(b^{-1}-c\right)=a b^{-1}(1-b c)=x(1-b c) .
$$

The right side is a member of $R_{v} P$, and (c) showed that $R_{v} P=P_{v}$. Therefore $x$ is exhibited as the sum of the member $a c$ of $R$ and the member $x(1-b c)$ of $P_{v}$, and we conclude that $R+P_{v}=R_{v}$. This proves the first conclusion in (d).

For the second conclusion in (d), we show inductively for $n \geq 1$ that $P^{n-1}+P_{v}^{n}$ $=P_{v}^{n-1}$, the case $n=1$ being what has already been proved in (d). Assume that case $n$ has been proved. Multiplying the equality by $P$ and using (c), we obtain $P^{n}+P P_{v}^{n}=\left(P R_{v}\right) P_{v}^{n-1}=P_{v} P_{v}^{n-1}=P_{v}^{n}$. Since $P \subseteq P_{v}$, the term $P P_{v}^{n}$ is contained in $P_{v}^{n+1}$, but increasing the left side in this way does not increase the right side. Thus $P^{n}+P_{v}^{n+1}=P_{v}^{n}$. This completes the induction. Using a second induction, we show that $R+P_{v}^{n}=R_{v}$. We have already proved this equality for $n=1$. If we assume it for $n$ and substitute from what has just been proved, we obtain $R+\left(P^{n}+P_{v}^{n+1}\right)=R_{v}$, and this proves case $n+1$ since $P^{n} \subseteq R$. The second conclusion of (d) thus follows by induction.

For (e), we are assuming that $R \subseteq R_{v}$, and we have defined $P=R \cap P_{v}$. Thus the inclusion $R \rightarrow R_{v}$, when followed by the passage to the quotient $R_{v} / P_{v}$, descends to the quotient as a field map $R / P \rightarrow R_{v} / P_{v}$. By (d), any member $x$ of $R_{v}$ is the sum of a member $y$ of $R$ and a member $z$ of $P_{v}$; then $y+P$ is the member of $R / P$ that maps to $x+P_{v}$ in $R_{v} / P_{v}$. Thus the field map $R / P \rightarrow R_{v} / P_{v}$ is onto, and (e) is proved.

Corollary 6.6. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$. If $x$ is a member of $\mathbb{F}$ such that $v(x) \geq 0$ for every discrete valuation $v$ of $F$ satisfying $R \subseteq R_{v}$, then $x$ lies in $R$.

Proof. We may assume that $x \neq 0$. Write $x=a b^{-1}$ with $a$ and $b$ in $R$. Theorem 6.5 shows that the valuations in question are the ones determined by the nonzero prime ideals of $R$. If the principal ideals $(a)$ and $(b)$ factor as $(a)=P_{1}^{j_{1}} \cdots P_{r}^{j_{r}}$ and $(b)=P_{1}^{k_{1}} \cdots P_{r}^{k_{r}}$, then $0 \leq v_{P_{i}}(x)=v_{P_{i}}\left(a b^{-1}\right)=j_{i}-k_{i}$ for $1 \leq i \leq r$. Thus $j_{i} \geq k_{i}$ for all $i$, and the fractional ideal $\left(a b^{-1}\right)$ equals the product $P_{1}^{\overline{j_{1}}-k_{1}} \cdots P_{r}^{j_{r}-k_{r}}$, which is contained in $R$. Hence $x=a b^{-1}$ lies in $R$.

A finite field has no discrete valuations because of the requirement that the image of a discrete valuation be $\mathbb{Z} \cup\{+\infty\}$. If we drop this requirement in the definition and let $a$ be a multiplicative generator of a finite field, then any discrete valuation $v$ would have $v\left(a^{k}\right)=k v(a)$ by property (ii). Taking $k$ equal to the order of $a$ and using that $v(1)=0$, we obtain $v(a)=0$. Thus if we drop the requirement about the image of a discrete valuation, the only possibility has $v(0)=+\infty$ and $v(x)=0$ for all $x \neq 0$. Thus this setting is not very interesting.

The settings in which discrete valuations $v$ are of most interest to us are the following:
(i) number fields,
(ii) "function fields in one variable" over a base field, ${ }^{3}$

[^56](iii) fields obtained from (i) or (ii) by a process of completion similar to that used in forming the field of $p$-adic numbers.

The first of these are the initial subject matter of algebraic number theory, and the second of these are the initial subject matter of algebraic geometry - the geometry of curves. The third of these are used as a tool in studying the other two. Section VIII. 7 of Basic Algebra explained parts of the analogy between the first two kinds of fields, and that is why we treat them together. We shall use Proposition 6.7 below to determine their discrete valuations. In the case of (ii), the members of the base field $\mathbb{k}$ are regarded as constants, and the interest is only in valuations that are 0 on $\mathbb{k}^{\times}$.

Proposition 6.7. Let $R$ be a Dedekind domain, let $F$ be its field of fractions, let $K$ be a finite algebraic extension of $F$, and let $T$ be the integral closure of $R$ in $K$. If a discrete valuation $v$ of $K$ is $\geq 0$ on $R$, then it is $\geq 0$ on $T$.

REMARKS. We make repeated use in this chapter of the fact that $T$ is a Dedekind domain in this situation. This fact was proved as Theorem 8.54 of Basic Algebra for the case that $K$ is a finite separable extension of $F$, but it is valid without the hypothesis of separability. The result without the hypothesis of separability will be proved in Chapter VII as part of an investigation of separable and "purely inseparable" extensions.

PROOF. If $x \neq 0$ is in $T$, then the minimal polynomial of $x$ over $R$ is a monic polynomial in $T[X]$, and thus there exist an integer $n$ and coefficients $a_{n-1}, \ldots, a_{0}$ in $R$ such that

$$
x^{n}=a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0} .
$$

Properties (ii) and (iii) of discrete valuations show from this equation that

$$
n v(x) \geq \min _{0 \leq j \leq n-1}\left(v\left(a_{j}\right)+j v(x)\right) .
$$

Since $v\left(a_{j}\right) \geq 0$, we obtain $n v(x) \geq \min _{0 \leq j \leq n-1} j v(x)$, and it follows that $v(x) \geq 0$. Thus $v$ is nonnegative on $T$.

Corollary 6.8. The only discrete valuations of the field $\mathbb{Q}$ of rationals are the ones leading to the $p$-adic absolute value for each prime number $p$. If $K$ is a number field and $T$ is its the ring of algebraic integers, then the only discrete valuations of $K$ are the valuations $v_{P}$ corresponding to each nonzero prime ideal $P$ of $T$.

[^57]PROOF. If $v$ is an arbitrary discrete valuation of $\mathbb{Q}$, then property (iv) of discrete valuations shows that $v(-1)=v(1)=0$, and property (ii) allows us to conclude that $v$ is nonnegative on all of $\mathbb{Z}$. Thus $\mathbb{Z}$ is contained in the valuation ring of $v$, and Theorem 6.5 applies. By (a) in the theorem, the intersection of $\mathbb{Z}$ with the valuation ideal is a nonzero prime ideal of $\mathbb{Z}$, hence is $p \mathbb{Z}$ for some prime number $p$. Part (b) in the theorem then identifies $v$ as the valuation corresponding to $p \mathbb{Z}$. This proves the first conclusion.

For the second conclusion, let $v$ be a discrete valuation of $K$. The restriction to $\mathbb{Q}$ has to be a positive integral multiple of a discrete valuation of $\mathbb{Q}$ or else a function that is identically 0 on $\mathbb{Q}^{\times}$. In either case, $v$ is $\geq 0$ on $\mathbb{Z}$, and Proposition 6.7 shows that $v$ is $\geq 0$ on $T$. If $R_{v}$ denotes the valuation ring of $v$ and $P_{v}$ denotes the valuation ideal, then this says that $T \subseteq R_{v}$. We can therefore apply Theorem 6.5. If $P$ is defined by $P=T \cap P_{v}$, then (a) in the theorem shows that $P$ is a nonzero prime ideal, and (b) shows that $v=v_{P}$.

Let us now consider the field $\mathbb{C}(X)$, regarding it as having some properties in common with the number field $\mathbb{Q}$. We want to know whether some analog of Corollary 6.8 is valid for $\mathbb{C}(X)$. The ring $\mathbb{C}[X]$ of polynomials is a principal ideal domain with $\mathbb{C}(X)$ as field of fractions, and the prime ideals of $\mathbb{C}[X]$ are all of the form $(X-c)$ with $c \in \mathbb{C}$ because $\mathbb{C}$ is algebraically closed. For each such $c$, we therefore obtain a discrete valuation $v_{(X-c)}$. Are there any other discrete valuations? If we think geometrically about this question, we can regard $\mathbb{C}(X)$ as the rational functions on the Riemann sphere, and each discrete valuation addresses the order of vanishing of rational functions at some point of the sphere. For the points of the sphere that correspond to points $c$ of $\mathbb{C}$, such a valuation picks out the power of $(X-c)$ by which the rational function should be divided in order to be regular and nonvanishing at $c$. The point $\infty$ on the Riemann sphere behaves differently. The usual technique in complex-variable theory is to replace $X$ by $1 / X$ and examine the behavior at 0 . Following that prescription, we are led to a discrete valuation $v_{\infty}$ that is not of the form $v_{P}$ for some prime ideal $P$ of $\mathbb{C}[X]$. The definition of $v_{\infty}$ on the quotient $f(X) / g(X)$ of nonzero polynomials is

$$
v_{\infty}(f(X) / g(X))=\operatorname{deg} g-\operatorname{deg} f
$$

with $v_{\infty}(0)=+\infty$ as usual. The next proposition, which extends one of Liouville's theorems in complex-variable theory ${ }^{4}$ from $\mathbb{C}$ to a general field $\mathbb{k}$, says that there are no other discrete valuations of interest for this example.

Proposition 6.9. Let $\mathbb{k}$ be any field, and let $F=\mathbb{k}(X)$ be the field of rational expressions in one indeterminate over $\mathbb{k}$. Regard $F$ as the field of fractions of

[^58]the principal ideal domain $\mathbb{k}[X]$. Then the only discrete valuations of $F$ that are 0 on the multiplicative group $\mathbb{k}^{\times}$of nonzero constant polynomials are the various valuations $v_{(p)}$, where $p(X)$ is a monic prime polynomial in $\mathbb{k}_{k}[X]$, and the valuation $v_{\infty}$ that is defined on nonzero elements of $F$ by
$$
v_{\infty}(f(X) / g(X))=\operatorname{deg} g-\operatorname{deg} f
$$
if $f$ and $g$ are polynomials. Moreover, any nonzero $h(X)$ in $F$ has
$$
v_{\infty}(h)+\sum_{\substack{p(X) \text { monic } \\ \text { prime in } R}}(\operatorname{deg} p) v_{(p)}(h)=0 .
$$

Proof. Let $v$ be a discrete valuation of $F$ that is 0 on $\mathbb{K}^{\times}$. First suppose that $v(X) \geq 0$. Being 0 on the coefficients, $v$ is nonnegative on all polynomials. Thus $\mathbb{k}[X]$ is contained in the valuation ring of $v$, and Theorem 6.5 applies. By (a) in the theorem, the intersection of $\mathbb{k}[X]$ with the valuation ideal is a nonzero prime ideal of $\mathbb{k}[X]$, hence is $(p(X))$ for some monic prime polynomial $p(X)$. Part (b) in the theorem then identifies $v$ as the valuation corresponding to $(p(X))$.

Next suppose that $v(X)<0$. Since $\mathbb{k}\left[X^{-1}\right]$ has $\mathbb{k}(X)$ as field of fractions, the argument in the previous paragraph is applicable, and we find that $v$ is the valuation determined by the prime ideal $\left(X^{-1}\right)$ in $\mathbb{k}\left[X^{-1}\right]$. In particular, $v(X)=-1$. To find $v(f)$ for a general polynomial $f(X)=a_{n} X^{n}+\cdots+a_{1} X+a_{0}$ in $\mathbb{k}[X]$ under the assumption that $a_{n} \neq 0$, we write $f$ as $X^{n}\left(a_{n}+\cdots+a_{1} X^{1-n}+a_{0} X^{-n}\right)$. The member $a_{n}+\cdots+a_{1} X^{1-n}+a_{0} X^{-n}$ of $\mathbb{k}\left[X^{-1}\right]$ is not divisible by $X^{-1}$, and thus $v$ is 0 on it. Consequently $v(f)=v\left(X^{n}\right)=n v(X)=-n=-\operatorname{deg} f$. If $f$ and $g$ are both nonzero in $\mathbb{k}[X]$, then it follows that $v(f / g)=v(f)-v(g)=$ $-\operatorname{deg} f+\operatorname{deg} g=v_{\infty}(f / g)$. That is, $v=v_{\infty}$.

To prove the displayed formula, write a given nonzero member $h(X)$ of $F$ as the quotient of two relatively prime polynomials, thus as $h(X)=f(X) / g(X)$. Factor the numerator as $f(X)=c \prod_{i=1}^{m} p_{i}(X)^{k_{i}}$ with $c \in \mathbb{k}^{\times}$, and factor the denominator similarly. If $p(X)$ is a monic prime polynomial, then inspection of the formula for $f(X)$ shows that $v_{(p)}(f)$ is $k_{i}$ if $p=p_{i}$ and is 0 otherwise. Hence $\sum_{p}(\operatorname{deg} p) v_{(p)}(f)=\sum_{i=1}^{m} k_{i} \operatorname{deg} p_{i}=\operatorname{deg} f$. Subtracting this formula and a corresponding formula for $g$, we obtain

$$
\sum_{p}(\operatorname{deg} p) v_{(p)}(f / g)=\operatorname{deg} f-\operatorname{deg} g=-v_{\infty}(h)
$$

and the result follows.
Corollary 6.10. Let $\mathbb{k}$ be a field, let $F=\mathbb{k}(X)$ be the field of rational expressions in one indeterminate over $\mathbb{k}$, let $K$ be a finite algebraic extension of
$\mathbb{k}[X]$, let $T$ be the integral closure of $\mathbb{k}[X]$ in $K$, and let $v$ be a discrete valuation of $K$ that is 0 on the multiplicative group $\mathbb{k}^{\times}$. Then the only possibilities for $v$ are as follows:
(a) $v(X) \geq 0$, and there exists a unique nonzero prime ideal $P$ in $T$ such that $v=v_{P}$
(b) $v(X)<0$, and there exists a prime ideal $P$ in the integral closure $T^{\prime}$ of $\mathbb{k}\left[X^{-1}\right]$ in $K$ such that $P \cap \mathbb{k}\left[X^{-1}\right]=X^{-1} \mathbb{k}\left[X^{-1}\right]$ and such that $v$ is the valuation of $K$ determined by $P$.

REMARK. The ideals $P$ that occur in (b) are the ones in the prime factorization of the ideal $X^{-1} T^{\prime}$ in $T^{\prime}$. There is at least one, and there are only finitely many.

Proof. The argument is similar to the one for Corollary 6.8, except that we have to take into account what Proposition 6.9 says when $v(X)<0$. The conclusion is that either $v$ is $\geq 0$ on $\mathbb{k}[X]$, and then Proposition 6.7 and Theorem 6.5 show that $v$ is as in (a), or else $v(X)<0$, and then Proposition 6.7 and Theorem 6.5 show that $v$ is as in (b).

To conclude, let us complete the remarks about fractional ideals begun early in this section. In the context that $R$ is a Dedekind domain and $F$ is its field of fractions, we mentioned that the nonzero fractional ideals of $F$ form a group. We denote this group by $\mathcal{I}$. The nonzero principal fractional ideals form a subgroup $\mathcal{P}$, and $\mathcal{P}$ is isomorphic to the multiplicative group $F^{\times}$.

The point of the present discussion is that the group $\mathcal{I} / \mathcal{P}$ is isomorphic to the ideal class group of $F$ as defined in the number-field setting in Section V.6. Recall the nature of this group. Two nonzero ideals $I$ and $J$ of $R$ are equivalent if there exist nonzero members $a$ and $b$ of $R$ with $a I=b J$. Proposition 5.18 showed in the number-field setting that multiplication of such ideals descends to a multiplication on the set of equivalence classes and that the result is a group. This result holds for any Dedekind domain. The group is called the ideal class group of $F$; we denote it here by $\mathcal{C}$.

To verify that $\mathcal{C} \cong \mathcal{I} / \mathcal{P}$, we map each ideal $I$ of $R$ to its coset in $\mathcal{I} / \mathcal{P}$. If $I$ and $J$ are equivalent ideals of $R$ and $a I=b J$, then $\left(a b^{-1}\right) I=J$, and $I$ and $J$ map to the same coset. Thus $\mathcal{C}$ maps homomorphically into $\mathcal{I} / \mathcal{P}$. If $I$ maps into the identity coset, then $x I=R$ for some $x \in F^{\times}$. Writing $x$ as $a b^{-1}$ with $a$ and $b$ in $R$ shows that $a I=b R=(b)$, hence that $I$ is equivalent to a principal ideal. Thus the homomorphism $\mathcal{C} \rightarrow \mathcal{I} / \mathcal{P}$ is one-one. Finally if $M$ is any nonzero fractional ideal of $F$, then we can find some $x \in F^{\times}$with $x M \subseteq R$. Here $x M$ is an ideal of $R$, and the equivalence of $M$ and $x M$ exhibits the class of $M$ in $\mathcal{I} / \mathcal{P}$ as in the image of $\mathcal{C}$. Consequently $\mathcal{C}=\mathcal{I} / \mathcal{P}$, as asserted.

## 3. Absolute Values

The next step in analyzing and generalizing the construction of the $p$-adic absolute value is to pass from the valuation, which appears in the exponent, to the absolute value itself. If $F$ is a field, an absolute value on $F$ is a function $|\cdot|$ from $F$ to $\mathbb{R}$ such that
(i) $|x| \geq 0$ with equality if and only if $x=0$,
(ii) $|x+y| \leq|x|+|y|$ for all $x$ and $y$ in $F$,
(iii) $|x y|=|x||y|$ for all $x$ and $y$ in $F$.

It follows directly that
(iv) $|-1|=|1|=1$ and that
(v) $|-x|=|x|$ for all $x$ in $F$.

In fact, (iv) follows by combining (i) with (iii) for $x=y=1$ and then with (iii) for $x=y=-1$; then (v) follows by combining (iii) and (iv). The absolute value $|\cdot|$ on $F$ is said to be nonarchimedean if the following strong form of (ii) holds: ${ }^{5}$
(ii') $|x+y| \leq \max (|x|,|y|)$ for all $x$ and $y$ in $F$.
Otherwise it is called archimedean. The inequality in (ii') is called the ultrametric inequality. When the ultrametric inequality holds, then the following additional condition holds:
(vi) $|x+y|=|x|$ whenever $x$ and $y$ in $F$ have $|y|<|x|$.

In fact, when $|y|<|x|$, (ii') immediately gives $|x+y| \leq|x|$. But also (ii') and (v) give $|x| \leq \max (|x+y|,|-y|)=\max (|x+y|,|y|)$. On the right side, the maximum cannot be $|y|$ because $|x| \leq|y|$ is false. Thus $|x| \leq|x+y|$, and (vi) holds.

Although it might seem counterintuitive, it turns out that the archimedean absolute values are easier to understand than the nonarchimedean ones in the number fields and function fields of interest to us.

Because of (iii), any absolute value of $F$ when restricted to $F^{\times}$is a multiplicative homomorphism into the positive real numbers. The image in the positive reals is therefore a group.

## EXAMPLES OF NONARCHIMEDEAN ABSOLUTE VALUES.

(1) Let $F$ be any field, and define $|x|=0$ for $x=0$ and $|x|=1$ for $x \neq 0$. The result is a nonarchimedean absolute value called the trivial absolute value. It is of no interest, and we shall tend to exclude consideration of it from our results.

[^59]Any other absolute value will be said to be nontrivial. Observe for a finite field $F$ that the fact that $x \mapsto|x|$ is a homomorphism from $F^{\times}$to the positive reals implies that the only absolute value on a finite field is the trivial one.
(2) Let $F$ be any field, let $v$ be a discrete valuation on $F$, and fix a real number $r>1$. Then $|x|=r^{-v(x)}$ defines a nonarchimedean absolute value on $F$. Property (i) of absolute values follows because $v(x)$ takes values in $\mathbb{Z} \cup\{+\infty\}$ and is infinite if and only if $x=0$, property (ii') follows because $v(x+y) \geq \min (v(x), v(y))$, and property (iii) follows because $v(x y)=$ $v(x)+v(y)$. In particular, the $p$-adic absolute value is obtained in this way when we take $r=p$, and we obtain corresponding examples for any number field $F$ by taking $v=v_{P}$ and fixing $r>1$, where $P$ is any nonzero prime ideal in the ring of algebraic integers in $F$. For the function field $F=\mathbb{k}(X)$, we obtain corresponding examples by taking $v=v_{(p)}$ and fixing $r>1$, where $p(X)$ is any monic prime polynomial in $\mathbb{k}(X)$. The choice $v=v_{\infty}$ gives us another example. In all of these cases, the image of $F^{\times}$in $\mathbb{R}^{\times}$under the absolute value is discrete in the sense that each one-point set of the image is open in the relative topology from the positive reals. Corollary 6.17 will show conversely that any absolute value for which the image in $\mathbb{R}^{\times}$of the nonzero elements is discrete and nontrivial is obtained in this way from a discrete valuation. It is worth pausing to interpret some of the conclusions of Theorem 6.5 in terms of absolute values and metrics.

Proposition 6.11. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, suppose that $|\cdot|$ is an absolute value on $F$ defined by means of a discrete valuation $v$, and suppose that the subset $R_{v}$ of $F$ for which $|x| \leq 1$ contains $R$. If $P_{v}$ denotes the subset of $F$ with $|x|<1$, then $P=R \cap P_{v}$ is a nonzero prime ideal of $R$, and also
(a) $R$ is dense in $R_{v}$,
(b) $P^{n}$ is dense in $P_{v}^{n}$ for every $n \geq 1$,
(c) $R / P \cong R_{v} / P_{v}$.

Proof. In terms of $v$, the set $R_{v}$ is the valuation ring, and the set $P_{v}$ is the valuation ideal. The hypothesis $R \subseteq R_{v}$ is the hypothesis of Theorem 6.5. Part (a) of that theorem shows that $P=R \cap P_{v}$ is a prime ideal in $R$. Conclusions (a) and (b) here follow from Theorem 6.5d. In fact, let $|x|=r^{-v(x)}$ with $r>1$. Suppose that $x$ is given in $P_{v}^{n}$ with $n \geq 0$ and that a positive number $r^{-N}$ is specified. We may assume that $N \geq n$. The condition for $x$ to be in $P_{v}^{n}$ is that $|x| \leq r^{-n}$. Theorem 6.5d shows that we can find an $x_{0}$ in $R$ such that $x_{0}+y=x$ with $y$ in $P_{v}^{N}$, hence with $|y| \leq r^{-N}$. Then $x_{0}$ is in $R$ and has $\left|x_{0}-x\right|=|y| \leq r^{-N}$. Hence $x_{0}$ is within $r^{-N}$ of $x$. Since $\left|x_{0}\right| \leq \max (|x|,|y|)=\max \left(r^{-n}, r^{-N}\right)=r^{-n}, x_{0}$ is in $R \cap P_{v}^{n}=P^{n}$. Conclusion (c) is immediate from Theorem 6.5e.

EXAMPLES OF ARCHIMEDEAN ABSOLUTE VALUES. If $F$ is any subfield of $\mathbb{R}$ or $\mathbb{C}$ and if $|\cdot|$ is defined as the restriction to $F$ of the ordinary absolute value function, then $|\cdot|$ is an archimedean absolute value. Remarkably it turns out that there are no other archimedean absolute values, apart from "equivalent" ones in the sense to be defined below. We return to this matter at the end of Section 4. Actually, we shall be interested in archimedean absolute values only when $F$ is a number field or is all of $\mathbb{R}$ or all of $\mathbb{C}$, and we will not need to invoke any deep theorem for the cases of interest to us.

Properties (i), (ii), and (v) of absolute values show that the function $d$ with $d(x, y)=|x-y|$ is a metric on $F$, and the next section will examine what happens when this metric is completed. The resulting fields will be generalizations of the field of $p$-adic numbers and will useful as tools in investigating number fields and function fields in one variable.

Two absolute values $|\cdot|_{1}$ and $|\cdot|_{2}$ on the same field are said to be equivalent if there is a positive number $\alpha$ such that $|\cdot|_{1}=\left(|\cdot|_{2}\right)^{\alpha}$. In our passage from a discrete valuation $v$ to a nonarchimedean absolute value $|\cdot|$, we fixed $r>1$ and defined $|x|=r^{-v(x)}$. Changing $r$ changes the absolute value to an equivalent absolute value. In the archimedean case a positive power of an absolute value need not be an absolute value, since the triangle inequality may fail. For example the ordinary absolute value on $\mathbb{R}$ satisfies the triangle inequality; so does its $\alpha^{\text {th }}$ power for $\alpha<1$ but not for $\alpha>1$.

Equivalent absolute values yield the same topology on $F$ and in fact the same Cauchy sequences. ${ }^{6}$ Conversely two absolute values that yield the same topology are equivalent, according to the following proposition.

Proposition 6.12. Two nontrivial absolute values on a field $F$ are equivalent if and only if

$$
\left\{x \in F | | x | _ { 1 } > 1 \} \subseteq \left\{x \in F\left||x|_{2}>1\right\}\right.\right.
$$

if and only if they induce the same topology on $F$.
REMARKS. If $|\cdot|_{1}$ is the trivial absolute value, then the stated inclusion holds for all $|\cdot|_{2}$, but the equivalence may fail; that is why the statement has to exclude this case. The statement of the proposition remains true if the inequalities $|x|_{1}>1$ and $|x|_{2}>1$ are replaced by $|x|_{1}<1$ and $|x|_{2}<1$, as we see by replacing $x$ by $x^{-1}$.

Proof. If the two absolute values are equivalent, then it is immediate from the definition of equivalent that equality holds in the stated inclusion. Conversely

[^60]suppose that the inclusion holds. Fix $x \in F$ with $|x|_{1}>1$. Such an $x$ exists because $|\cdot|_{1}$ is nontrivial. Since $|x|_{2}>1$, there exists a real $s>0$ with $|x|_{1}=|x|_{2}^{s}$. We shall show that $|\cdot|_{1}=|\cdot|_{2}^{s}$.

Let $y \in F$ be arbitrary with $|y|_{1} \geq 1$. Find the number $r \geq 0$ depending on $y$ such that $|y|_{1}=|x|_{1}^{r}$. Let $\left\{a_{n} / b_{n}\right\}$ be a sequence of positive rationals strictly decreasing to $r$ such that $a_{n}$ and $b_{n}$ are both positive. Then $|y|_{1}=|x|_{1}^{r}<|x|_{1}^{a_{n} / b_{n}}$, from which we obtain $\left|y^{b_{n}}\right|_{1}<\left|x^{a_{n}}\right|_{1}$ and $\left|x^{a_{n}} y^{-b_{n}}\right|_{1}>1$. By assumption, $\left|x^{a_{n}} y^{-b_{n}}\right|_{2}>1$, and therefore $|y|_{2}<|x|_{2}^{a_{n} / b_{n}}$. Passing to the limit, we obtain $|y|_{2} \leq|x|_{2}^{r}$.

Now suppose that $|y|_{1}>1$. Arguing similarly with a sequence of positive rationals strictly increasing to $r$, we obtain $|y|_{2} \geq|x|_{2}^{r}$. Thus $|y|_{2}=|x|_{2}^{r}$. Then we have

$$
\begin{equation*}
|y|_{1}=|x|_{1}^{r}=|x|_{2}^{r s}=|y|_{2}^{s} \quad \text { whenever }|y|_{1}>1 \tag{*}
\end{equation*}
$$

If instead $|y|_{1}=1$, then the number $r$ in the second paragraph of the proof is 0 , and we obtain $|y|_{2} \leq|x|_{2}^{r}=1$. Replacing $y$ by $y^{-1}$ shows also that $|y|_{2} \geq 1$. Thus $|y|_{1}=1$ implies $|y|_{2}=1$.

The remaining case is that $|y|_{1}<1$. Then we apply $(*)$ to $y^{-1}$ and conclude that $|y|_{1}=|y|_{2}^{s}$ in this case as well. This completes the proof of the first conclusion of the proposition.

For the final statement we know that equivalent absolute values lead to the same topology. Conversely suppose that the absolute values are not equivalent. By what we have just shown, there exists $x \in F$ with $|x|_{1}>1$ and $|x|_{2} \leq 1$. Then $\left\{x^{-n}\right\}$ is a sequence convergent to 0 in the topology from $|\cdot|_{1}$ but not convergent to 0 in the topology from $|\cdot|_{2}$. Therefore the topologies are different.

Proposition 6.13. If $|\cdot|$ is an absolute value on the field $F$, then the topology on $F$ induced by the associated metric makes $F$ into a topological field.

REMARK. The proof is similar to part of the argument that proves Proposition 6.1 except that the general triangle inequality has to be used in place of the ultrametric inequality.

Proof. To see that addition, subtraction, and multiplication are continuous on $F$, let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be convergent sequences in $F$ with respective limits $x$ and $y$. Use of the triangle inequality on $F$ gives

$$
\left|\left(x_{n}+y_{n}\right)-(x+y)\right|=\left|\left(x_{n}-x\right)+\left(y_{n}-y\right)\right| \leq\left|x_{n}-x\right|+\left|y_{n}-y\right| .
$$

The right side has limit 0 in $\mathbb{R}$, and therefore $x_{n}+y_{n}$ has limit $x+y$ in $F$. A completely analogous argument, making use also of the equality $|-1|=|1|$, shows that subtraction is continuous. Consider multiplication. If $M$ is an upper
bound for the absolute values $\left|x_{n}\right|$, then use of the multiplicative property of the absolute value on $F$ gives

$$
\begin{aligned}
\left|x_{n} y_{n}-x y\right| & =\left|x_{n}\left(y_{n}-y\right)+y\left(x_{n}-x\right)\right| \leq\left|x_{n}\left(y_{n}-y\right)\right|+\left|y\left(x_{n}-x\right)\right| \\
& =\left|x_{n}\right|\left|y_{n}-y\right|+|y|\left|x_{n}-x\right| \leq M\left|y_{n}-y\right|+|y|\left|x_{n}-x\right| .
\end{aligned}
$$

The right side has limit 0 in $\mathbb{R}$, and therefore $x_{n} y_{n}$ has limit $x y$ in $F$.
To see that inversion $x \mapsto x^{-1}$ is continuous on $F^{\times}$, let $\left\{x_{n}\right\}$ be a sequence in $F^{\times}$with limit $x$ in $F^{\times}$. Since $\lim _{n}\left|x_{n}\right|=|x|$, we can find an integer $N$ such that $\left|x_{n}\right| \geq \frac{1}{2}|x|$ for $n \geq N$. The computation

$$
\left|x_{n}^{-1}-x^{-1}\right|=\left|\left(x-x_{n}\right) /\left(x_{n} x\right)\right|=\left|x-x_{n}\right| /\left(\left|x_{n}\right||x|\right) \leq 2|x|^{-1}\left|x-x_{n}\right|,
$$

valid for $n \geq N$, then shows that $\lim x_{n}^{-1}=x^{-1}$, and inversion is continuous. Consequently $F$ is a topological field.

We now give a few results that limit the kinds of absolute values that can arise in particular situations.

Proposition 6.14. If $|\cdot|$ is an absolute value on the field $F$ for which there is some $c$ with $|n| \leq c$ for all integers $n \in \mathbb{Z}$, i.e., for all additive multiples of 1 , then $|\cdot|$ is nonarchimedean. In particular, $|\cdot|$ is necessarily nonarchimedean if $F$ has characteristic different from 0 .

REMARK. When $c$ exists, then $c$ can be taken to be 1 , since the image of $F^{\times}$ under the absolute value is a subgroup of the positive reals and the only bounded such subgroup is $\{1\}$.

Proof. If $x$ and $y$ are in $F$ and if $n$ is any positive integer, then the Binomial Theorem gives $(x+y)^{n}=\sum_{j=0}^{n}\binom{n}{j} x^{n-j} y^{j}$. Therefore

$$
\begin{aligned}
|x+y|^{n} & =\sum_{j=0}^{n}\left|\binom{n}{j}\right||x|^{n-j}|y|^{j} \\
& \leq c \sum_{j=0}^{n} \max (|x|,|y|)^{n-j} \max (|x|,|y|)^{j} \\
& =c(n+1) \max (|x|,|y|)^{n} .
\end{aligned}
$$

Extraction of the $n^{\text {th }}$ root gives $|x+y| \leq c^{1 / n}(n+1)^{1 / n} \max (|x|,|y|)$. Passing to the limit, we obtain $|x+y| \leq \max (|x|,|y|)$.

Theorem 6.15 (Ostrowski's Theorem). If $|\cdot|$ is a nontrivial absolute value on the field $\mathbb{Q}$, then $|\cdot|$ is equivalent either to the $p$-adic absolute value $|\cdot|_{p}$ for some prime number $p$ or to the ordinary absolute value $|\cdot|_{\mathbb{R}}$.

REMARKS. No two of these are equivalent because $\left\{p^{n}\right\}$ tends to 0 relative to the $p$-adic absolute value, $\left\{p^{-n}\right\}$ tends to 0 relative to the ordinary absolute value, and $p^{n}$ has absolute value 1 relative to the $\ell$-adic absolute value for all prime numbers $\ell \neq p$.

Proof. First suppose that every integer $n$ has $|n| \leq 1$. Proposition 6.14 shows that $|\cdot|$ is nonarchimedean. Since $|\cdot|$ is nontrivial, we must have $|n|<1$ for some $n$, and we may take $n$ to be positive. Since $|n|$ is the product of $|p|$ over all primes dividing $n$, multiplicities included, some prime number $p$ has $|p|<1$. Let us see that $p$ is unique. If, on the contrary, $|q|<1$ for a second prime number $q$, choose integers $a$ and $b$ with $a p+b q=1$. Then $1=|1|=|a p+b q| \leq$ $\max (|a p|,|b q|)=\max (|a||p|,|b||q|) \leq \max (|p|,|q|)<1$, contradiction. If we now define a positive real $\alpha$ by $|p|=p^{-\alpha}$, then it follows that $|n|=\left(|n|_{p}\right)^{\alpha}$ for all integers $n$. Therefore $|\cdot|=\left(|\cdot|_{p}\right)^{\alpha}$ on all of $\mathbb{Q}$.

Now suppose that $n$ is some integer with $|n|>1$. We may assume that $n$ is positive. For any positive integer $m$, the triangle inequality gives

$$
|m|=|1+\cdots+1| \leq|1|+\cdots+|1|=m
$$

In particular we have $|n|=n^{\alpha}$ for some real $\alpha$ with $0<\alpha \leq 1$.
We shall prove that

$$
\begin{equation*}
|m| \leq m^{\alpha} \tag{*}
\end{equation*}
$$

for all positive integers $m$. We start by expanding $m$ to the base $n$, writing

$$
m=c_{0}+c_{1} n+c_{2} n^{2}+\cdots+c_{k-1} n^{k-1}
$$

where $k$ is the integer such that $n^{k-1} \leq m<n^{k}$ and where each $c_{j}$ satisfies $0 \leq c_{j}<n$. The triangle inequality gives

$$
\begin{array}{rlr}
|m| & \leq\left|c_{0}\right|+\left|c_{1}\right||n|+\left|c_{2}\right||n|^{2}+\cdots+\left|c_{k-1}\right||n|^{k-1} & \\
& \leq(n-1)\left(1+n^{\alpha}+n^{2 \alpha}+\cdots+n^{\alpha(k-1)}\right) & \\
& =\frac{(n-1) n^{\alpha k}}{n^{\alpha}-1}=\frac{(n-1) n^{\alpha}}{n^{\alpha}-1} n^{\alpha(k-1)} & \\
& \leq \frac{(n-1) n^{\alpha}}{n^{\alpha}-1} m^{\alpha} & \text { sy defininition of } \alpha \\
n^{k-1} \leq m
\end{array}
$$

In other words, there is a positive number $C$ independent of $m$ such that $|m| \leq$ $C m^{\alpha}$ for every positive integer $m$. For every positive integer $N$, we then have
$|m|^{N}=\left|m^{N}\right| \leq C m^{\alpha N}$, and thus $|m| \leq C^{1 / N} m^{\alpha}$. Letting $N$ tend to infinity, we obtain $(*)$.

Let us now improve ( $*$ ) to the equality

$$
\begin{equation*}
|m|=m^{\alpha} \quad \text { for every positive integer } m \tag{**}
\end{equation*}
$$

The integer $k$ above has $n^{k-1} \leq m<n^{k}$. Put $d=n^{k}-m$; this satisfies $0<d \leq n^{k}-n^{k-1}$. Then

$$
n^{\alpha k}=|n|^{k}=\left|n^{k}\right| \leq|m|+|d| \leq|m|+d^{\alpha} \leq|m|+\left(n^{k}-n^{k-1}\right)^{\alpha},
$$

and consequently

$$
|m| \geq n^{\alpha k}-\left(n^{k}-n^{k-1}\right)^{\alpha}=n^{\alpha k}\left(1-\left(1-\frac{1}{n}\right)^{\alpha}\right) \geq m^{\alpha}\left(1-\left(1-\frac{1}{n}\right)^{\alpha}\right) .
$$

Thus $|m| \geq C^{\prime} m^{\alpha}$ for some positive constant $C^{\prime}$ independent of $m$. For every positive integer $N$, we then have $|m|^{N}=\left|m^{N}\right| \geq C^{\prime} m^{\alpha N}$ and hence $|m| \geq$ $C^{\prime 1 / N} m^{\alpha}$. Letting $N$ tend to infinity, we obtain $|m| \geq m^{\alpha}$. In combination with $(*)$, this proves $(* *)$.

Since $|-m|=|m|$, the equality $(* *)$ implies $|m|=\left(|m|_{\mathbb{R}}\right)^{\alpha}$ for every integer $m$. Taking quotients, we obtain $|q|=\left(|q|_{\mathbb{R}}\right)^{\alpha}$ for every rational $q$.

Corollary 6.16. If $|\cdot|$ is a nontrivial absolute value on a number field $F$, then the restriction of $|\cdot|$ to $\mathbb{Q}$ is nontrivial.

REMARK. In view of Ostrowski's Theorem (Theorem 6.15), the restriction to $\mathbb{Q}$ therefore has to be equivalent to the $p$-adic absolute value for some $p$ or to the ordinary absolute value.

Proof. Since $|\cdot|$ is nontrivial, there exists $x$ with $|x|>1$. Raising $x$ to a power if necessary, we may assume that $|x| \geq 2$. Arguing by contradiction, suppose that $|q|=1$ for all nonzero $q$ in $\mathbb{Q}$. Since $x$ is algebraic over $\mathbb{Q}$, there exist an integer $n \geq 1$ and rational coefficients $q_{n-1}, \ldots, q_{0}$ such that

$$
x^{n}=q_{n-1} x^{n-1}+\cdots+q_{1} x+q_{0} .
$$

Applying $|\cdot|$ to both sides and using that $\left|q_{j}\right| \leq 1$ for all $j$ gives

$$
|x|^{n} \leq|x|^{n-1}+\cdots+|x|+1=\frac{|x|^{n}-1}{|x|-1} \leq|x|^{n}-1
$$

the right-hand inequality holding because $|x| \geq 2$. We have thus obtained $|x|^{n} \leq$ $|x|^{n}-1$ and have arrived at a contradiction.

An absolute value $|\cdot|$ on a field $F$ such that the image of $F^{\times}$is discrete is called a discrete absolute value. The $p$-adic absolute values on $\mathbb{Q}$ and on $\mathbb{Q}_{p}$ furnish examples.

Corollary 6.17. If $|\cdot|$ is a nontrivial discrete absolute value on the field $F$, then $|\cdot|$ is nonarchimedean, and $|x|=r^{-v(x)}$ for some discrete valuation of $F$.

REMARKS. Example 1 of nonarchimedean absolute values shows that discrete valuations always lead to discrete absolute values. This corollary is a converse. The trivial absolute value is of course nonarchimedean, but it does not arise from a discrete valuation. We shall not be interested in any nonarchimedean absolute values that do not arise from discrete valuations.

Proof. First we show that $|\cdot|$ is nonarchimedean. Proposition 6.14 immediately handles the case that $F$ has nonzero characteristic, and we may therefore take the characteristic to be 0 . Let $D$ be the discrete image subgroup of $F^{\times}$. This $D$ in particular must contain the image of $\mathbb{Q}^{\times}$. Meanwhile, Theorem 6.15 says that the restriction of $|\cdot|$ to $\mathbb{Q}$ has to be trivial, or equivalent to the $p$-adic absolute value for some $p$, or equivalent to the ordinary absolute value. Under the ordinary absolute value, the image of $\mathbb{Q}^{\times}$cannot be contained in $D$, and the restriction must be one of the other kinds. For all of the other kinds, the image of $\mathbb{Z}$ is bounded, and Proposition 6.14 allows us to conclude that $|\cdot|$ is nonarchimedean.

Now that $|\cdot|$ is nonarchimedean, we set $v(0)=+\infty$ and $v(x)=-\log _{r}|x|$ for $x \neq 0$. Properties (i), (ii'), and (iii) of nonarchimedean absolute values immediately imply the three defining properties of a discrete valuation.

Corollary 6.18. If $|\cdot|$ is a nontrivial discrete absolute value on a field $F$, then the corresponding valuation ring $R=\{x \in F| | x \mid \leq 1\}$ and the valuation ideal $P=\{x \in F| | x \mid<1\}$ are open and closed in $F$.

REMARK. Corollary 6.17 shows that $|\cdot|$ is defined by a discrete valuation.
Proof. The definitions of $R$ and $P$ in the statement show that $R$ is closed and $P$ is open. Let $D$ be the image of $F^{\times}$under $|\cdot|$. A discrete subgroup of positive reals has to be equal ${ }^{7}$ to $\{1\}$ or to the subgroup $r^{\mathbb{Z}}$ for a unique real $r>1$. The nontriviality of $|\cdot|$ implies that the correct alternative is $r^{\mathbb{Z}}$. Then the equality $R=\{x \in F| | x \mid<r\}$ shows that $R$ is open, and the equality $P=\left\{x \in F| | x \mid \leq r^{-1}\right\}$ shows that $P$ is closed.

Next we prove a general result applicable to number fields and to function fields in one variable that yields the conclusion that nonarchimedean absolute values in these cases are automatically discrete. The general result is obtained in two parts, stated as Lemma 6.19 and Proposition 6.20.

[^61]Lemma 6.19. If $R$ is a Dedekind domain regarded as a subring of its field of fractions $F$, and if $|\cdot|$ is a nonarchimedean absolute value on $F$ that is $\leq 1$ on $R$, then $|\cdot|$ is discrete. Hence either $|\cdot|$ is trivial or else it is defined by the valuation relative to a nonzero prime ideal of $R$.

Proof. The subset of $x \in R$ for which $|x|<1$ is a proper ideal $I$ in $R$, and we let $P$ be a prime ideal containing $I$. Since $R$ is a Dedekind domain, $P$ defines a corresponding discrete valuation $v_{P}$. Let $|x|_{P}=2^{-v_{P}(x)}$. Then

$$
\left\{x \in R||x|<1\}=I \subseteq P=\left\{\left.x \in R| | x\right|_{P}<1\right\}\right.
$$

and hence

$$
\begin{equation*}
\left\{x \in R\left||x|_{P}=1\right\} \subseteq\{x \in R||x|=1\} .\right. \tag{*}
\end{equation*}
$$

Let $\pi$ be an element of $R$ with $|\pi|_{P}=\frac{1}{2}$. If $x$ is an arbitrary nonzero member of $F$ with $|x|_{P}<1$, then Proposition 6.4 shows that we can write $x=\pi^{k} x^{\prime}$ with $k>0, x^{\prime}$ in $R$, and $\left|x^{\prime}\right|_{P}=1$. Then $\left|x^{\prime}\right|=1$ by $(*)$, and it follows that $|x|=|\pi|^{k}$. Since $|x|_{P}=|\pi|_{P}^{k}$ also, there are only two possibilities. One possibility is that $|x|=|\pi|=1$ for all $x \neq 0$, and then $|\cdot|$ is trivial. The other possibility is that the subsets of $F$ for which $|x|<1$ and for which $|x|_{P}<1$ coincide. In this case we apply Proposition 6.12 and conclude that $|\cdot|$ and $|\cdot|_{P}$ are equivalent.

Proposition 6.20. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $K$ be a finite algebraic extension of $F$, and let $T$ be the integral closure of $R$ in $K$. If $|\cdot|$ is a nonarchimedean absolute value on $K$ that is $\leq 1$ on $R$, then it is $\leq 1$ on $T$. Hence $|\cdot|$ is discrete, and either $|\cdot|$ is trivial or else it is defined by the valuation relative to a nonzero prime ideal of $T$.

Proof. As with Proposition 6.7, $T$ is a Dedekind domain. If $x \neq 0$ is in $T$, then the minimal polynomial of $x$ over $R$ is a monic polynomial in $R[X]$, and thus there exist an integer $n$ and coefficients $a_{n-1}, \ldots, a_{0}$ in $R$ such that

$$
x^{n}=a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0} .
$$

Taking the absolute value of both sides and using the nonarchimedean property, we obtain

$$
|x|^{n} \leq \max _{0 \leq j \leq n-1}\left(\left|a_{j}\right||x|^{j}\right) \leq \max _{0 \leq j \leq n-1}\left(|x|^{j}\right)=\max \left(1,|x|^{n-1}\right)
$$

the inequality holding because $|\cdot|$ is assumed to be $\leq 1$ on $R$. If we could have $|x|>1$, then this inequality would read $|x|^{n} \leq|x|^{n-1}$, which is a contradiction. We conclude that $|x| \leq 1$ for all $x \in T$. The conclusions in the last sentence of the proposition now follow from Lemma 6.19.

Corollary 6.21. If $K$ is a number field, then every nontrivial nonarchimedean absolute value $|\cdot|$ on $K$ comes from the valuation $v_{P}$ relative to some nonzero prime ideal $P$ in the ring of algebraic integers in $K$.

REMARK. Proposition 6.27 below will classify the archimedean absolute values on a number field.

Proof. Since $|\cdot|$ is nonarchimedean, its restriction to $\mathbb{Q}$ is nonarchimedean. By Ostrowski's Theorem (or by inspection), it is $\leq 1$ on $\mathbb{Z}$. The result now follows from Proposition 6.20 if we take $R$ to be $\mathbb{Z}$ and $F$ to be $\mathbb{Q}$.

Corollary 6.22. Let $\mathbb{k}$ be a field, let $F=\mathbb{k}(X)$ be the field of rational expressions in one indeterminate over $\mathbb{k}$, let $K$ be a finite algebraic extension of $\mathbb{k}[X]$, let $T$ be the integral closure of $\mathbb{k}[X]$ in $K$, and let $|\cdot|$ be a nontrivial nonarchimedean absolute value on $K$ that is 1 on the multiplicative group $\mathbb{k}^{\times}$. Then $|\cdot|$ is discrete, and the only possibilities for it are as follows:
(a) $|X| \leq 1$, and there exists a unique nonzero prime ideal $P$ in $T$ such that $|\cdot|$ comes from the valuation determined by $P$,
(b) $|X|>1$, and there exists a prime ideal $P$ in the integral closure $T^{\prime}$ of $\mathbb{k}\left[X^{-1}\right]$ in $K$ such that $P \cap \mathbb{k}\left[X^{-1}\right]=X^{-1} \mathbb{k}\left[X^{-1}\right]$ and such that $|\cdot|$ comes from the valuation of $K$ determined by $P$.

Remarks. As with Proposition 6.7, $T$ and $T^{\prime}$ are Dedekind domains. If $\mathbb{k}$ has nonzero characteristic, then Proposition 6.14 shows that every absolute value is nonarchimedean. For the case that $\mathbb{k}$ has characteristic zero, remarks at the end of Section 4 will indicate why every absolute value that is 1 on $\mathbb{K}^{\times}$is nonarchimedean; we shall not need to make use of this fact, however. In any event, just as with Corollary 6.10 , the ideals $P$ that occur in (b) are the ones in the prime factorization of the ideal $X^{-1} T^{\prime}$ in $T^{\prime}$; there is at least one, and there are only finitely many.

Proof. The argument is similar to the one for Corollary 6.21, except that we have to take into account what happens when $|X|>1$. We apply Proposition 6.20 either with $R=\mathbb{k}[X]$ or with $R=\mathbb{k}\left[X^{-1}\right]$.

Since $|\cdot|$ is 1 on $\mathbb{k}^{\times}$, an inequality $|X| \leq 1$ implies that $|\cdot|$ is $\leq 1$ on $\mathbb{k}[X]$, $|\cdot|$ being assumed to be nonarchimedean. Then Proposition 6.20 and Corollary 6.10 show that (a) holds. Similarly an inequality $|X|>1$ implies that $|\cdot|$ is $\leq 1$ on $\mathbb{k}\left[X^{-1}\right]$ because $|\cdot|$ is assumed nonarchimedean. Then Proposition 6.20 and Corollary 6.10 show that (b) holds.

Theorem 6.23 (Weak Approximation Theorem). Let $|\cdot|_{1}, \ldots,|\cdot|_{n}$ be inequivalent nontrivial absolute values on a field $F$. If $\epsilon>0$ is a real number and $x_{1}, \ldots, x_{n}$ are elements of $F$, then there exists $y$ in $F$ such that

$$
\left|y-x_{j}\right|_{j}<\epsilon \quad \text { for } 1 \leq j \leq n
$$

REMARKS. The special case of this theorem in which $F$ is a number field and the absolute values are defined by $n$ distinct nonzero prime ideals in the ring of algebraic integers follows from the Chinese Remainder Theorem (Theorem 8.27 of Basic Algebra, restated in the present book on page xxiii). In fact, it is enough to handle the case that all the $x_{j}$ 's are algebraic integers in $F$. Let the prime ideals be $P_{1}, \ldots, P_{n}$, and let $|\cdot|_{j}=r_{j}^{-v_{P_{j}}(\cdot)}$ with $r_{j}>1$. If we specify any positive integers $k_{1}, \ldots, k_{n}$, then the Chinese Remainder Theorem produces an algebraic integer $y$ in $F$ such that $y \equiv x_{j} \bmod P_{j}^{k_{j}}$ for $1 \leq j \leq n$. These congruences say that $v_{P_{j}}\left(y-x_{j}\right) \geq k_{j}$, hence that $\left|y-x_{j}\right|_{j} \leq r_{j}^{-k_{j}}$. Thus we have only to choose $k_{1}, \ldots, k_{n}$ large enough to make $r_{j}^{-k_{j}}<\epsilon$ for all $j$, and the inequalities of the theorem will hold.

Proof. First let us prove that we can find an element $z$ in $F$ with

$$
\begin{equation*}
|z|_{1}>1 \quad \text { and } \quad|z|_{j}<1 \text { for } 2 \leq j \leq n \tag{*}
\end{equation*}
$$

We do so by induction on $n$, the case $n=2$ being Proposition 6.12. Assuming the result for $n-1$, find $u$ with $|u|_{1}>1$ and $|u|_{j}<1$ for $2 \leq j \leq n-1$. Then by the result for $n=2$, find $v$ with $|v|_{1}>1$ and $|v|_{n}<1$. Let $k>0$ be an integer to be specified, and put

$$
z= \begin{cases}v & \text { if }|u|_{n}<1 \\ u^{k} v & \text { if }|u|_{n}=1 \\ \frac{u^{k} v}{1+u^{k}} & \text { if }|u|_{n}>1\end{cases}
$$

In the second case, $k$ is to be chosen large enough to make $|u|_{j}^{k}|v|_{j}<1$ for $2 \leq j \leq n-1$. In the third case, $k$ is to be chosen large enough to make $|u|_{1}^{k}\left(1+|u|_{1}^{k}\right)^{-1}|v|_{1}>1,|u|_{j}^{k}\left(1-|u|_{j}^{k}\right)^{-1}|v|_{j}<1$ for $2 \leq j \leq n-1$, and $|u|_{n}^{k}\left(|u|_{n}^{k}-1\right)^{-1}|v|_{n}<1$. Then $z$ satisfies the conditions in $(*)$, and the inductive proof of $(*)$ is complete.

Applying (*), find $z_{j}$ such that $\left|z_{j}\right|_{j}>1$ and $\left|z_{j}\right|_{i}<1$ for $i \neq j$. Let $l$ be a positive integer to be specified, and put

$$
y=\sum_{i=0}^{n} \frac{x_{i} z_{i}^{l}}{1+z_{i}^{l}} .
$$

Since $y-x_{j}=-x_{j}\left(1+z_{j}^{l}\right)^{-1}+\sum_{i \neq j} x_{i} z_{i}^{l}\left(1+z_{i}^{l}\right)^{-1}$, we obtain

$$
\begin{equation*}
\left|y-x_{j}\right|_{j} \leq\left|x_{j}\right|_{j}\left(\left|z_{j}\right|_{j}^{l}-1\right)^{-1}+\sum_{i \neq j}\left|x_{i}\right|_{j}\left(\left|z_{i}\right|_{j}^{l}\left(1-\left|z_{i}\right|_{j}^{l}\right)^{-1}\right) \tag{**}
\end{equation*}
$$

For $l$ large enough, the coefficients $\left(\left|z_{j}\right|_{j}^{l}-1\right)^{-1}$ and $\left|z_{i}\right|_{j}^{l}\left(1-\left|z_{i}\right|_{j}^{l}\right)^{-1}$ for $i \neq j$ can be made as small as we please, and thus the right side of $(* *)$ can be made to be $<\epsilon$.

## 4. Completions

In this section we finish our project of establishing an abstract theory that generalizes the construction of the field of $p$-adic numbers. A little care is appropriate in stating the results. Here is an example of the cost of imprecision: We know that the field $\mathbb{Q}_{p}$ is obtained by completing $\mathbb{Q}$ with respect to the $p$-adic absolute value. We shall see in Section 5 that $\mathbb{Q}_{p}$ for $p=5$ is obtained also by completing the field $\mathbb{Q}(i)$ with respect to a certain absolute value and that in fact there are two distinct equivalence classes of absolute values on $\mathbb{Q}(i)$ for which $\mathbb{Q}_{5}$ results in this way. Thus a completion process is not well specified unless we include all the data-the original field, the absolute value on it (or at least the equivalence class of absolute values), and the mapping into the completed space.

For this reason we introduce the notions of a valued field, namely a pair $\left(F,|\cdot|_{F}\right)$ consisting of a field and an absolute value on it, and a homomorphism of valued fields. If $\left(F,|\cdot|_{F}\right)$ and $\left(K,|\cdot|_{K}\right)$ are the two valued fields in question, a homomorphism from the first to the second is a field map $\varphi: F \rightarrow K$ such that $|x|_{F}=|\varphi(x)|_{K}$ for all $x$ in $F$. We write $\varphi^{*}$ for the corresponding operation of restriction: $\varphi^{*}\left(|\cdot|_{K}\right)=|\cdot|_{F}$. If $\varphi$ carries $F$ onto $K$, then $\varphi$ is called an isomorphism of valued fields.

A completion of a valued field $\left(F,|\cdot|_{F}\right)$ is defined to be a homomorphism of valued fields $\varphi:\left(F,|\cdot|_{F}\right) \rightarrow\left(K,|\cdot|_{K}\right)$ such that $\left(K,|\cdot|_{K}\right)$ is complete as a metric space and $\varphi(F)$ is dense in $K$. The first theorem establishes existence.

Theorem 6.24. Let $F$ be a field with a nontrivial absolute value $|\cdot|_{F}$, let $d$ be the associated metric on $F$, let $\mathcal{R}$ be the subring of $\prod_{j=1}^{\infty} F$ consisting of all Cauchy sequences relative to $d$, and let $\mathcal{I}$ be the ideal in $\mathcal{R}$ consisting of all sequences convergent to 0 . Then $\mathcal{I}$ is a maximal ideal in $\mathcal{R}$, and the quotient $\mathcal{R} / \mathcal{I}$ is a field. Consequently the Cauchy completion of $F$ relative to $d$ is a topological field $\bar{F}=\mathcal{R} / \mathcal{I}$. Let $i: F \rightarrow \bar{F}$ be the natural map $F \rightarrow \mathcal{R} \rightarrow \mathcal{R} / \mathcal{I}$ of $F$ into the Cauchy completion given by carrying members of $F$ into constant sequences in $\mathcal{R}$, followed by passage to the quotient. The metric $\bar{d}$ on the Cauchy completion is the unique continuous function $d: \bar{F} \times \bar{F} \rightarrow \mathbb{R}$ such that $\bar{d}(i(x), i(y))=d(x, y)$. If a real-valued function $|\cdot|_{\bar{F}}$ is defined on $\bar{F}$ by $|x|_{\bar{F}}=\bar{d}(x, 0)$ for $x \in \bar{F}$, then $|\cdot|_{\bar{F}}$ is an absolute value on $\bar{F}$, and $i:\left(F,|\cdot|_{F}\right) \rightarrow\left(\bar{F},|\cdot|_{\bar{F}}\right)$ is a homomorphism of valued fields. Moreover, the absolute value on $\bar{F}$ is nonarchimedean if the absolute value on $F$ is nonarchimedean.

REMARKS. The usual construction of the Cauchy completion embeds the original metric subspace as a dense subset of a complete metric space, and therefore this theorem is showing that $i:\left(F,|\cdot|_{F}\right) \rightarrow\left(\bar{F},|\cdot|_{\bar{F}}\right)$ is a completion of $\left(F,|\cdot|_{F}\right)$.

Proof. The proof of this theorem is almost the same as the first part of the proof of Proposition 6.1, apart from notational changes. The differences occur in spots where the ultrametric inequality was invoked in the proof of Proposition 6.1 and only the triangle inequality is available here. The main such difference is the argument that the validity of the triangle inequality on $F$ implies the validity of the triangle inequality on $\bar{F}$, and we give that argument in a moment. Correspondingly it is unnecessary for us to prove that the validity of the ultrametric inequality on $F$ implies the validity of the ultrametric inequality on $\bar{F}$, because that argument does occur in the proof of Proposition 6.1.

The other places in the proof of Proposition 6.1 where the ultrametric inequality was used are in the proof that the completion is a topological field. It is not necessary to modify that proof here, however, since we can invoke Proposition 6.13.

Thus let us see that the validity of the triangle inequality on $F$ implies the validity of the triangle inequality on $\bar{F}$. To proceed, let $x$ and $y$ be members of $\bar{F}=\mathcal{R} / \mathcal{I}$, and let $\left\{q_{n}\right\}$ and $\left\{r_{n}\right\}$ be respective coset representatives of them in $\mathcal{R}$. Then $\left\{q_{n}+r_{n}\right\}$ is a representative of $x+y$, by definition, and the continuity of $|\cdot|_{\bar{F}}$ on $\bar{F}$ implies that $\lim _{n}\left|q_{n}+r_{n}\right|_{p}=|x+y|_{p}$. From this limit formula and the triangle inequality for $F$, we obtain

$$
\begin{aligned}
|x+y|_{\bar{F}} & =\lim _{n}\left|q_{n}+r_{n}\right|_{\bar{F}} \leq \limsup _{n}\left(\left|q_{n}\right|_{\bar{F}}+\left|r_{n}\right|_{\bar{F}}\right) \\
& \leq \limsup _{n}\left|q_{n}\right|_{\bar{F}}+\limsup _{n}\left|r_{n}\right|_{\bar{F}}=|x|_{\bar{F}}+|y|_{\bar{F}},
\end{aligned}
$$

since $\lim _{n}\left|q_{n}\right|_{\bar{F}}=|x|_{\bar{F}}$ and $\lim _{n}\left|r_{n}\right|_{\bar{F}}=|y|_{\bar{F}}$. This proves the triangle inequality on $\bar{F}$.

A valued field $\left(L,|\cdot|_{L}\right)$ is said to be complete if $L$ is Cauchy complete in the metric defined by $|\cdot|_{L}$. In Section 6 we shall make crucial use of a universal mapping property of the completion of a valued field.

Theorem 6.25. If $\iota:\left(F,|\cdot|_{F}\right) \rightarrow\left(K,|\cdot|_{K}\right)$ is a completion of the valued field $\left(F,|\cdot|_{F}\right)$ and if $\varphi:\left(F,|\cdot|_{F}\right) \rightarrow\left(L,|\cdot|_{L}\right)$ is a homomorphism of valued fields with $\left(L,|\cdot|_{L}\right)$ complete, then there exists a unique homomorphism of valued fields $\Phi:\left(K,|\cdot|_{K}\right) \rightarrow\left(L,|\cdot|_{L}\right)$ such that $\varphi=\Phi \circ \iota$.

REMARKS. As usual with universal mapping properties, this theorem implies a uniqueness result: any two completions of a valued field are canonically isomorphic. It is not necessary to write out the details. Making a small adjustment to the proof below, we see also that if a field has two equivalent absolute values on it, then the corresponding two completions are canonically isomorphic by a field map that respects the topologies.

Proof. The theory of completion of a metric space produces a unique continuous function $\Phi: K \rightarrow L$ such that $\varphi=\Phi \circ \iota$, and this continuous function respects the metrics. It is necessary to check only that $\Phi$ respects addition and multiplication.

The argument is the same for the two operations, and we check only addition. Let $x$ and $y$ be given in $K$, and choose sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $F$ with $\lim \iota\left(x_{n}\right)=x, \lim \iota\left(y_{n}\right)=y$. Since addition is continuous in $K, \lim \iota\left(x_{n}+y_{n}\right)=$ $x+y$. Since $\Phi$ is a continuous function with $\varphi=\Phi \circ \iota$,

$$
\begin{aligned}
\Phi(x)+\Phi(y) & =\Phi\left(\lim \iota\left(x_{n}\right)\right)+\Phi\left(\lim \iota\left(y_{n}\right)\right) \\
& =\lim \left(\Phi\left(\iota\left(x_{n}\right)\right)\right)+\lim \left(\Phi\left(\iota\left(y_{n}\right)\right)\right)=\lim \left(\varphi\left(x_{n}\right)\right)+\lim \left(\varphi\left(y_{n}\right)\right) \\
& =\lim \left(\varphi\left(x_{n}\right)+\varphi\left(y_{n}\right)\right)=\lim \left(\varphi\left(x_{n}+y_{n}\right)\right) \\
& =\lim \left(\Phi \iota\left(x_{n}+y_{n}\right)\right)=\Phi\left(\lim \iota\left(x_{n}+y_{n}\right)\right)=\Phi(x+y)
\end{aligned}
$$

and $\Phi$ respects addition.
Theorem 6.24 generalizes the parts of Proposition 6.1 concerning $\mathbb{Q}_{p}$ but not those concerning $\mathbb{Z}_{p}$. The arguments concerning $\mathbb{Z}_{p}$ transparently made use of the ultrametric inequality, and they used a little more. The extra fact used is that the $p$-adic absolute value is defined from a discrete valuation. In view of Corollary 6.17 and Example 1 of nonarchimedean absolute values in the previous section, a necessary and sufficient condition for a nontrivial absolute value on a field $F$ to be obtained from a discrete valuation is that the image of $F^{\times}$under the valuation be a discrete subset of the positive reals. Such an absolute value is automatically nonarchimedean.

Theorem 6.26. Let $\iota:\left(F,|\cdot|_{F}\right) \rightarrow\left(\bar{F},|\cdot|_{\bar{F}}\right)$ be a completion of a valued field, and suppose that $|\cdot|_{F}$ is nontrivial and discrete. Let $v(\cdot)$ be the discrete valuation that defines $|\cdot|$ on $F$. Then
(a) the image $\left|\bar{F}^{\times}\right|_{\bar{F}}$ equals the image $\left|F^{\times}\right|_{F}$, and $|\cdot|_{\bar{F}}$ on $\bar{F}$ is therefore defined by a discrete valuation $\bar{v}(\cdot)$ on $\bar{F}$ such that $\bar{v} \circ \iota=v$,
(b) the image $\iota(R)$ of the valuation ring $R$ of $v$ is dense in the valuation ring $\bar{R}$ of $\bar{v}$,
(c) for every integer $n>0$, the image $\iota\left(P^{n}\right)$ of the $n^{\text {th }}$ power $P^{n}$ of the valuation ideal $P$ of $v$ is dense in the $n^{\text {th }}$ power $\bar{P}^{n}$ of the valuation ideal $\bar{P}$ of $\bar{v}$,
(d) the residue class fields of $F$ and $\bar{F}$ coincide in the sense that the mapping $\iota: R \rightarrow \bar{R}$ descends to a field isomorphism of $R / P$ onto $\bar{R} / \bar{P}$,
(e) for every integer $n>0$, the mapping $\iota: R \rightarrow \bar{R}$ descends to a ring isomorphism of $R / P^{n}$ onto $\bar{R} / \bar{P}^{n}$,
(f) $\bar{R}$ is compact if $R / P$ is finite, and in this case the topological field $\bar{F}$ is locally compact.

REMARK. No assertion is made in (d) and (e) about whether the topologies match under the constructed isomorphisms. Our interest will be mostly in the case that $R / P$ is finite, in which case the topologies match because they are discrete.

Proof. Write $\left|F^{\times}\right|_{F}$ in the form $r^{\mathbb{Z}}$ for a unique real number $r>1$. For (a), since $|\iota(x)|_{\bar{F}}=|x|_{F}$ and since $\iota(F)$ is dense in $\bar{F}$, the continuity of the absolute value $|\cdot|_{\bar{F}}$ implies that the image of $\bar{F}^{\times}$is contained in the closure of $r^{\mathbb{Z}}$ within the positive reals, which is $r^{\mathbb{Z}}$. The formula $\bar{v} \circ \iota=v$ follows from the computation $r^{-v(x)}=|x|_{F}=|\iota(x)|_{\bar{F}}=r^{-\bar{v}(\iota(x))}$ by taking the logarithm to the base $r$.

For (b) and (c), we use that $\iota(F)$ is dense in $\bar{F}$, and we treat (b) as the case $n=0$ of (c). Fix $n \geq 0$ and consider $\bar{P}^{n}$. Choose a sequence $\left\{x_{k}\right\}$ in $F$ with $\left\{\iota\left(x_{k}\right)\right\}$ converging to a point $x$ in $\bar{P}^{n}$. Since $|x|_{\bar{F}} \leq r^{-n}$, we must have $\left|x_{k}\right|_{F}<r^{-n+1}$ for all sufficiently large $k$. The elements $x_{k}$ satisfying this condition are in $P^{n}$, and thus $\iota\left(P^{n}\right)$ is dense in $\bar{P}^{n}$.

For (d) and (e), the mapping $R \rightarrow \bar{R} / \bar{P}^{n}$ descends to $R / P^{n}$, since $\iota(P) \subseteq \bar{P}$. The descended map is one-one, since if $x \in R$ maps to the 0 coset, then $x$ is in $\iota^{-1}\left(\bar{P}^{n}\right)=P^{n}$. To see that the descended map is onto, let a coset $\bar{x}+\bar{P}^{n}$ be given. Since $\iota(R)$ is dense in $\bar{R}$, we can choose $x \in R$ with $|\iota(x)-\bar{x}|_{\bar{F}}<r^{-n}$. Since $\bar{P}^{n}=\left\{y \in \bar{F}| | y \mid<r^{-n+1}\right\}, \iota(x)-\bar{x}$ is in $\bar{P}^{n}$. Hence $\iota(x)$ is exhibited as in $\bar{x}+\bar{P}^{n}$, and the coset $x+P^{n}$ maps to the coset $\bar{x}+\bar{P}^{n}$.

In (f), Corollary 8.60 of Basic Algebra shows that $P^{n} / P^{n+1}$ is a 1-dimensional vector space over $R / P$. The First Isomorphism Theorem gives an $R$ module isomorphism $\left(R / P^{n+1}\right) /\left(R / P^{n}\right) \cong P^{n} / P^{n+1}$, and it follows by induction on $n$ that the finiteness of $R / P$ implies the finiteness of $R / P^{n}$. In view of (e), $\bar{R} / \bar{P}^{n}$ is finite for every $n>0$.

For each $n>0$, the set $\bar{R}$ is covered by the cosets of $\bar{P}^{n}$, which are closed balls in $\bar{F}$ of radius $r^{-n}$ and open balls of radius $r^{-n+1}$. Thus for any positive radius, there exists a finite collection of open balls of that radius or less such that the union of the open balls covers $\bar{R}$. This means that $\bar{R}$ is totally bounded in the metric space $\bar{F}$. A totally bounded closed subset of a complete metric space is compact, and consequently $\bar{R}$ is compact.

Thus the 0 element of $\bar{F}$ has $\bar{R}$ as a compact neighborhood. Since addition is continuous, each member $x$ of $\bar{F}$ has $x+\bar{R}$ as a compact neighborhood of $x$, and therefore $\bar{F}$ is locally compact.

Let us review briefly. We start with an absolute value on a field $F$. The cases of initial interest are that $F$ is a number field or is a function field in one variable, namely a finite algebraic extension of a field $\mathbb{k}(X)$, where $\mathbb{k}$ is a given base field; in the latter case we assume that the absolute value is identically 1 on $\mathbb{k}^{\times}$. A number field can have archimedean absolute values, and we come
to them in a moment. In the function-field case we know that every absolute value is nonarchimedean if $\mathbb{k}$ has nonzero characteristic; this remains true for characteristic zero but we did not prove it. For our cases of interest the nonarchimedean nontrivial absolute values are always given by a discrete valuation.

Thus let us summarize what happens for a nonarchimedean nontrivial absolute value that is given by a discrete valuation. Within the given field $F$ we have singled out a Dedekind domain $R$ for which $F$ is the field of fractions, ${ }^{8}$ and the absolute value is $\leq 1$ on $R$. For example, in the number-field case $R$ is the ring of algebraic integers in $F$. In all cases the discrete valuation $v$ is determined by a nonzero prime ideal $\mathfrak{p}$ of $R$, and the absolute value on $F$ is given by $|x|_{F}=r^{-v(x)}$ for some number $r>1$. Our two-step process consists in a step of localization and a step of completion. The step of localization passes to the principal ideal domain $S^{-1} R$ with maximal ideal $S^{-1} \mathfrak{p}$, where $S$ is the complement of $\mathfrak{p}$ in $R$. The domain $S^{-1} R$ coincides with the valuation ring of $v$, and the ideal $S^{-1} \mathfrak{p}$ coincides with the valuation ideal of $v$. The absolute value on $F$ does not change during this process of localization. The ideal $S^{-1} \mathfrak{p}$ is principal in $S^{-1} R$, say with $\pi$ as a generator. The element $\pi$ can be chosen to be in $\mathfrak{p}$, and it has $v(\pi)=1$. Theorem 6.5 and Proposition 6.11 govern relationships between $R$ and $S^{-1} R$. Briefly the powers of $\mathfrak{p}$ are dense in the powers of $S^{-1} \mathfrak{p}$, and the natural map of residue class fields $R / \mathfrak{p} \rightarrow S^{-1} R / S^{-1} \mathfrak{p}$ is a field isomorphism onto.

The second step is a step of completion with respect to the absolute value. The completion of a valued field $\left(F,|\cdot|_{F}\right)$ is a homomorphism of valued fields $\iota:\left(F,|\cdot|_{F}\right) \rightarrow\left(L,|\cdot|_{L}\right)$ such that $\left(L,|\cdot|_{L}\right)$ is complete as a metric space and $\iota$ carries $F$ onto a dense subfield of $L$. This exists by Theorem 6.24. In the situation with a nonarchimedean nontrivial absolute value that is given by a discrete valuation, one often writes $F_{\mathfrak{p}}$ for the completed field $L$. The eventual interest is partly in what happens to $R$ and $\mathfrak{p}$, but we first consider $S^{-1} R$ and $S^{-1} \mathfrak{p}$. The completed absolute value $|\cdot|_{F_{\mathfrak{p}}}$ is given by a discrete valuation $\bar{v}$ with $\bar{v} \circ \iota=v$. Let us write $R_{\mathfrak{p}}$ for its valuation ring and $\mathfrak{p}_{\mathfrak{p}}$ for its valuation ideal. Theorem 6.26 governs the relationships between $S^{-1} R$ and $R_{\mathfrak{p}}$. Briefly the images under $\iota$ of the powers of $S^{-1} \mathfrak{p}$ are dense in the powers of $\mathfrak{p}_{\mathfrak{p}}$, and the natural map of residue class fields $S^{-1} R / S^{-1} \mathfrak{p} \rightarrow R_{\mathfrak{p}} / \mathfrak{p}_{\mathfrak{p}}$ induced by $\iota$ is a field isomorphism onto.

The case of most interest for number theory is the case of a number field $F$ and the absolute value determined by a nonzero prime ideal $\mathfrak{p}$ in the ring of algebraic integers of $F$. The field $F_{\mathfrak{p}}$ is called the field of $\mathfrak{p}$-adic numbers, and the ring $R_{\mathfrak{p}}$ is called the ring of $\mathfrak{p}$-adic integers. When $F=\mathbb{Q}$ and $\mathfrak{p}=p \mathbb{Z}$ for a prime number $p$, the element $\pi$ can be taken to be $p$.

[^62]In the case of a function field in one variable that is most analogous to a number field, one starts from a field $F$ that is a finite algebraic extension of $\mathbb{F}_{q}(X)$, where $\mathbb{F}_{q}$ is a finite field with $q$ elements. According to Corollary 6.22, all but finitely many of the nonarchimedean absolute values are defined in terms of nonzero prime ideals in the integral closure of $\mathbb{F}_{q}[X]$ in $F$; the others are the prime constituents of the ideal $X^{-1} \mathbb{F}_{q}\left[X^{-1}\right]$ in $\mathbb{F}_{q}\left[X^{-1}\right]$. One can show that the ring in the completion analogous to $R_{\mathfrak{p}}$ is always a ring of formal power series $\mathbb{F}_{q^{\prime}}[[X]]$ in one indeterminate $X$ and with coefficients in a finite extension $\mathbb{F}_{q^{\prime}}$ of $\mathbb{F}_{q}$. Elements of this ring are arbitrary formal power series of the form $\sum_{k=0}^{\infty} c_{k} X^{k}$ with all $c_{k}$ in $\mathbb{F}_{q^{\prime}}$. The field of fractions analogous to $F_{\mathfrak{p}}$ is always a field of formal Laurent series $\mathbb{F}_{q}((X))$ in one indeterminate; nonzero elements of this field are arbitrary expressions of the form $\sum_{k=-N}^{\infty} c_{k} X^{k}$ with all $c_{k}$ in $\mathbb{F}_{q^{\prime}}$, with $c_{-N} \neq 0$, and with $N$ depending on the element.

Let us now examine archimedean completions. We shall discuss what happens when we start from a number field, and then we make some remarks without proof about the general case. Thus let $F$ be a number field, and let an archimedean absolute value be given on it. To have notation parallel to the nonarchimedean case, it is customary to index the absolute value ${ }^{9}$ by a symbol like $v$, writing $|\cdot|_{v}$ for it. Corollary 6.16 shows that the restriction of $|\cdot|_{v}$ to $\mathbb{Q}$ is nontrivial, and the combination of Proposition 6.14 and Ostrowski’s Theorem (Theorem 6.15) shows that the restriction to $\mathbb{Q}$ is equivalent to the ordinary absolute value. Adjusting $|\cdot|_{v}$ within its equivalence class, we may assume that its restriction to $\mathbb{Q}$ matches the ordinary absolute value. Using Theorem 6.24, we form the completion of $F$ with respect to $|\cdot|_{v}$, writing $F_{v}$ for the completed space. The limits of Cauchy sequences from $\mathbb{Q}$ itself show that $\mathbb{R}$ lies in the completed space, since $|\cdot|_{v}$ matches the ordinary absolute value on $\mathbb{Q}$. Thus we can regard $\mathbb{R}$ as a subfield of $F_{v}$, and $F$ is a subfield as well. Consequently the set $\mathbb{R} F$ of sums of products is a subring of $F_{v}$. The multiplication mapping of $\mathbb{R} \times F$ into $F_{v}$ is $\mathbb{Q}$ bilinear and has a linear extension $\mathbb{R} \otimes_{\mathbb{Q}} F \rightarrow F_{v}$ whose image is $\mathbb{R} F$. The $\mathbb{R}$ dimension of $\mathbb{R} \otimes_{\mathbb{Q}} F$ is $[F: \mathbb{Q}]$, and consequently the $\mathbb{R}$ dimension of $\mathbb{R} F$ is $\leq[F: \mathbb{Q}]$, hence finite. Being a finite-dimensional $\mathbb{R}$ algebra embedded in a field, $\mathbb{R} F$ is a subfield ${ }^{10}$ of $F_{v}$. It is therefore a finite algebraic extension of $\mathbb{R}$ and must be $\mathbb{R}$ or $\mathbb{C}$. Thus $F$ lies in $\mathbb{R}$ or $\mathbb{C}$. The fields $\mathbb{R}$ and $\mathbb{C}$ are complete relative to the ordinary absolute value, and hence $\mathbb{R} F$ is a closed subset of $F_{v}$. Since $F$ is dense, we conclude that $F_{v}$ is $\mathbb{R}$ or $\mathbb{C}$.

Visualize having a standard copy of $\mathbb{C}$ available, with $\mathbb{R}$ embedded in it. From the above remarks, any archimedean absolute value of the number field $F$, after

[^63]adjustment within its equivalence class, yields a completion that takes one of the two forms
$$
\sigma:\left(F,|\cdot|_{v}\right) \rightarrow(\mathbb{R},|\cdot|) \quad \text { and } \quad \sigma:\left(F,|\cdot|_{v}\right) \rightarrow(\mathbb{C},|\cdot|)
$$
where $|\cdot|$ is ordinary absolute value on $\mathbb{R}$ or $\mathbb{C}$. Conversely any field mapping $\sigma$ of $F$ into $\mathbb{R}$ or $\mathbb{C}$ has dense image either in $\mathbb{R}$ or in $\mathbb{C}$ and defines an archimedean absolute value on $F$ by $|\cdot|_{v}=\sigma^{*}(|\cdot|)$. Then $\sigma:\left(F,|\cdot|_{v}\right) \rightarrow(\mathbb{R}$ or $\mathbb{C},|\cdot|)$ is a completion by Theorem 6.25 .

To classify the archimedean absolute values up to equivalence, we recall from Section V. 2 that the number of distinct field maps $\sigma$ into $\mathbb{C}$ of a number field $F$ of degree $[F: \mathbb{Q}]=n$ is exactly $n$, with a certain number $r_{1}$ of them having image in $\mathbb{R}$ and with the remainder $2 r_{2}$ having image in $\mathbb{C}$ but not $\mathbb{R}$ and occurring in complex conjugate pairs. Each such field map $\sigma$ gives us a completion. The members of a complex conjugate pair result in the same absolute value on $F$ when the ordinary absolute value of $\mathbb{C}$ is restricted to $F$. We shall show that there are no other equivalences.

Proposition 6.27. Let $F$ be a number field with $[F: \mathbb{Q}]=n$, and let there be $r_{1}$ distinct field maps of $F$ into $\mathbb{R}$ and $r_{2}$ complex conjugate pairs of distinct field maps of $F$ into $\mathbb{C}$, with $r_{1}+2 r_{2}=n$. Each such field map $\sigma$ induces an archimedean absolute value on $F$ by restriction from $\mathbb{R}$ or $\mathbb{C}$, the only equivalences are the ones from pairs of field maps related by complex conjugation, and the resulting collection of $r_{1}+r_{2}$ absolute values exhausts the archimedean absolute values on $F$, up to equivalence.

Proof. The remarks above show everything except that these $r_{1}+r_{2}$ absolute values are mutually inequivalent. To prove this fact, suppose that $\sigma$ and $\sigma^{\prime}$ are two field maps of $F$ into the same field, $\mathbb{R}$ or $\mathbb{C}$, such that $x \mapsto|\sigma(x)|$ is equivalent to $x \mapsto\left|\sigma^{\prime}(x)\right|$. Then $\varphi=\sigma^{\prime} \sigma^{-1}$ is a field isomorphism from image $\sigma$ onto image $\sigma^{\prime}$ that respects the absolute value, up to a power. It is therefore uniformly continuous from image $\sigma$ onto image $\sigma^{\prime}$. Consequently $\varphi$ extends to all of $\mathbb{R}$ or $\mathbb{C}$, and the continuous extension respects the field operations. On $\mathbb{Q}, \varphi$ is the identity, and hence its continuous extension to $\mathbb{R}$ must be the identity. Thus the continuous extension is an automorphism of $\mathbb{R}$ or $\mathbb{C}$ that fixes $\mathbb{R}$, and consequently it must be the identity or complex conjugation.

It is of some interest to know what archimedean absolute values can occur in other situations, besides number fields, and Theorem 6.24 shows that it is enough to classify the complete ones. Ostrowski did so, and the result is that $\mathbb{R}$ and $\mathbb{C}$, with their ordinary absolute values, are the only complete archimedean fields up to equivalence. ${ }^{11}$

[^64]
## 5. Hensel's Lemma

Hensel's Lemma is a device that in its simplest forms allows one to solve polynomial equations in the field $\mathbb{Q}_{p}$ of $p$-adic numbers by using congruence information modulo some power of $p$. It has a number of distinct formulations, all of which work within any complete nonarchimedean valued field, not limited to $\mathbb{Q}_{p}$. We shall give a fairly simple formulation and obtain a handy special case as a corollary, using an adaptation of Newton's method of iterations in calculus for finding roots of polynomials. At the end of the section, we shall state without proof a version of Hensel's Lemma that works to factor polynomials rather than to find their roots. Yet another formulation of Hensel's Lemma, whose precise statement we omit, applies to systems of polynomial equations in several variables.

No overarching result of this chapter actually makes use of any version of Hensel's Lemma. Instead, versions of Hensel's Lemma are indispensable in analyzing the fine structure of complete valued fields and in handling examples. Thus the applications of Hensel's Lemma in this book will occur in the examples of this section and the next and also in problems at the end of the chapter. Problem 16 is one such problem.

Theorem 6.28 (Hensel's Lemma). Let $F$ be a field with a nontrivial discrete absolute value $|\cdot|$, necessarily nonarchimedean, and assume that $F$ is complete. Let $R$ be the valuation ring, and let $f(X)$ be a polynomial in $R[X]$. Suppose that $a_{0}$ is a member of $R$ such that

$$
\left|f\left(a_{0}\right)\right|<\left|f^{\prime}\left(a_{0}\right)\right|^{2}
$$

Then the sequence $\left\{a_{n}\right\}$ recursively given by

$$
a_{n+1}=a_{n}-\frac{f\left(a_{n}\right)}{f^{\prime}\left(a_{n}\right)}
$$

is well defined in $R$ and converges to a root $a$ of $f(X)$ that satisfies $\left|a-a_{0}\right|<1$.
Proof. Put $c=\left|f\left(a_{0}\right)\right| /\left|f^{\prime}\left(a_{0}\right)\right|^{2}<1$. We prove the following three statements together by induction on $n$ :
(i) $a_{n}$ is well defined and is in $R$,
(ii) $\left|f^{\prime}\left(a_{n}\right)\right|=\left|f^{\prime}\left(a_{0}\right)\right| \neq 0$, and
(iii) $\left|f\left(a_{n}\right)\right| /\left|f^{\prime}\left(a_{n}\right)\right| \leq c^{2^{n}}\left|f^{\prime}\left(a_{0}\right)\right|$.
and Tornheim proved a more general result, with the same conclusion, that allows the multiplicative property of absolute values to be relaxed somewhat. A proof of this result appears in Artin's Theory of Algebraic Numbers, pp. 45-51.

The base case for the induction is the case $n=0$, and the three statements are true by hypothesis in this case.

Assume that the three statements hold for $n$. From (ii), $a_{n+1}$ is defined, and then (iii) shows that $a_{n+1}$ satisfies
(iii') $\left|a_{n+1}-a_{n}\right|=\left|f\left(a_{n}\right)\right| /\left|f^{\prime}\left(a_{n}\right)\right| \leq c^{2^{n}}\left|f^{\prime}\left(a_{0}\right)\right|$.
The fact that $a_{n}$ and $f^{\prime}\left(a_{0}\right)$ are in $R$, in combination with (iii'), shows that $a_{n+1}$ is in $R$. This proves (i) for $n+1$.

For (ii) and (iii), we make use of the following Taylor expansions of $f(X)$ and $f^{\prime}(X)$ about $b$ :

$$
f(X)=f(b)+(X-b) f^{\prime}(b)+(X-b)^{2} g(X) \quad \text { with } g(X) \in R[X]
$$

and

$$
f^{\prime}(X)=f^{\prime}(b)+(X-b) h(X) \quad \text { with } h(X) \in R[X]
$$

To check that these expansions are valid in any characteristic, it is enough to check the first one, since the second one follows by differentiation. For the first one, it is enough to treat the special case $X^{k}$. Dividing $X^{k}-b^{k}$ by $X-b$, we see that we are to produce $g(X)$ such that

$$
(X-b) g(X)=\sum_{j=0}^{k-1} b^{k-1-j} X^{j}-k b^{k-1}=\sum_{j=0}^{k-1} b^{k-1-j}\left(X^{j}-b^{j}\right)
$$

Every term on the right side is divisible by $X-b$, and thus the quotient $g(X)$ is in $R[X]$.

Put $Q_{n}=a_{n+1}-a_{n}=-f\left(a_{n}\right) / f^{\prime}\left(a_{n}\right)$. By (iii) for $n,\left|Q_{n}\right| \leq\left|f^{\prime}\left(a_{n}\right)\right| c^{2^{n}}$; in particular, $\left|Q_{n}\right|<\left|f^{\prime}\left(a_{n}\right)\right|$. In the expansion of $f^{\prime}(X)$, we take $b=a_{n}$ and evaluate at $X=a_{n+1}$ to obtain

$$
f^{\prime}\left(a_{n+1}\right)=f^{\prime}\left(a_{n}\right)+Q_{n} h\left(a_{n+1}\right) .
$$

Since $\left|Q_{n}\right|<\left|f^{\prime}\left(a_{n}\right)\right|$ and $\left|h\left(a_{n+1}\right)\right| \leq 1$, we see that $\left|f^{\prime}\left(a_{n+1}\right)\right|=\left|f^{\prime}\left(a_{n}\right)\right|$. This proves (ii) for $n+1$.

In the expansion of $f(X)$, we take $b=a_{n}$ and evaluate at $X=a_{n+1}$ to obtain

$$
f\left(a_{n+1}\right)=f\left(a_{n}\right)+\left(a_{n+1}-a_{n}\right) f^{\prime}\left(a_{n}\right)+\left(a_{n+1}-a_{n}\right)^{2} g\left(a_{n+1}\right) .
$$

But $\left(a_{n+1}-a_{n}\right) f^{\prime}\left(a_{n}\right)=-f\left(a_{n}\right)$, and hence this equation simplifies to

$$
f\left(a_{n+1}\right)=Q_{n}^{2} g\left(a_{n+1}\right)
$$

Since $g\left(a_{n+1}\right)$ is in $R$, application of (iii) for $n$ and (ii) for $n+1$ gives

$$
\frac{\left|f\left(a_{n+1}\right)\right|}{\left|f^{\prime}\left(a_{n+1}\right)\right|^{2}}=\frac{\left|Q_{n}\right|^{2}\left|g\left(a_{n+1}\right)\right|}{\left|f^{\prime}\left(a_{n}\right)\right|^{2}} \leq\left(\frac{\left|f\left(a_{n}\right)\right|}{\left|f^{\prime}\left(a_{n}\right)\right|^{2}}\right)^{2} \leq\left(c^{2^{n}}\right)^{2}=c^{2^{n+1}}
$$

and this proves (iii) for $n+1$. This completes the induction.
Now we can prove the theorem. If $n<m$, then (iii') and the ultrametric inequality imply that

$$
\begin{equation*}
\left|a_{m}-a_{n}\right| \leq \max _{n \leq k<m}\left|a_{k+1}-a_{k}\right| \leq\left|f^{\prime}\left(a_{0}\right)\right| \max _{n \leq k<m} c^{2^{k}} \leq\left|f^{\prime}\left(a_{0}\right)\right| c^{2^{n}} \tag{*}
\end{equation*}
$$

Consequently $\left\{a_{n}\right\}$ is a Cauchy sequence. Let $a$ be its limit. Substituting into the definition of $a_{n+1}$, using (ii), and passing to the limit, we obtain $a=$ $a-f(a) / f^{\prime}(a)$. Thus $f(a)=0$. Taking $n=0$ in $(*)$ and letting $m$ tend to infinity gives $\left|a-a_{0}\right| \leq\left|f^{\prime}\left(a_{0}\right)\right| c$, and this is $\leq c<1$ because $f^{\prime}\left(a_{0}\right)$ is in $R$. $\square$

Corollary 6.29 (Hensel's Lemma). Let $F$ be a field with a nontrivial discrete absolute value, necessarily nonarchimedean, and assume that $F$ is complete. Let $R$ be the valuation ring, let $\mathfrak{p}$ be the unique maximal ideal, and let $f(X)$ be a polynomial in $R[X]$. If $\bar{f}(X)$ is the reduced polynomial with coefficients in $R / \mathfrak{p}$ and if $\bar{a}$ is a simple root of $\bar{f}(X)$, then $f(X)$ has a simple root $a \in R$ whose image in $R / \mathfrak{p}$ is $\bar{a}$.

Proof. Let $a_{0}$ be any member of $R$ whose image in $R / \mathfrak{p}$ is $\bar{a}$. The assumptions imply that $f\left(a_{0}\right)$ is in $\mathfrak{p}$ and that $f^{\prime}\left(a_{0}\right)$ is in $R$ but not $\mathfrak{p}$. Thus the hypotheses of Theorem 6.28 are satisfied, and the theorem produces a root $a$ of $f(X)$ with $a-a_{0}$ in $\mathfrak{p}$.

EXAMPLES WITH $F=\mathbb{Q}_{p}$ AND $R=\mathbb{Z}_{p}$.
(1) Suppose that $p$ is an odd prime and that $n$ is an integer for which the Legendre symbol $\left(\frac{n}{p}\right)$ is +1 , i.e., for which $\operatorname{GCD}(n, p)=1$ and $n$ has a square root modulo $p$. Then $n$ has a square root in $\mathbb{Z}_{p}$. This is immediate from Corollary 6.29 with $f(X)=X^{2}-n$.
(2) Suppose that $p=2$ and that $n$ is an integer ${ }^{12}$ having the form $8 k+1$. The maximal ideal in $\mathbb{Z}_{2}$ is (2). Corollary 6.29 is not applicable to $f(X)=X^{2}-n$, since evaluation of the derivative $f^{\prime}(X)=2 X$ at any point of $\mathbb{Z}_{2}$ leads to a member of the ideal (2). However, we can apply Theorem 6.28. Let $a_{0}=1$, so that $f\left(a_{0}\right)=1-n$ and $f^{\prime}\left(a_{0}\right)=2$. The theorem produces a root $a$ in $\mathbb{Z}_{2}$ if $|1-n|_{2} /|2|_{2}^{2}<1$, i.e., if $|1-n|_{2}<\frac{1}{4}$. Since $|1-n|_{2}=|-8 k|_{2}=\frac{1}{8}|k|_{2}<\frac{1}{4}$, the theorem indeed applies. The resulting root $a$ in $\mathbb{Z}_{2}$ has $a \equiv 1 \bmod$ (2).

[^65](3) Suppose that $p>3$. Every nonzero residue $\bar{a}$ in $\mathbb{Z} / p \mathbb{Z}$ has $\bar{a}^{p-1} \equiv$ $1 \bmod p$. Corollary 6.29 shows immediately that the polynomial $X^{p-1}-1$ has a root $a$ whose image in $\mathbb{Z}_{p} / p \mathbb{Z}_{p}$ is $\bar{a}$. Since the elements $\bar{a}$ are distinct, we conclude that $\mathbb{Z}_{p}$ contains all $p-1$ of the $(p-1)^{\text {st }}$ root of unity.
(4) As promised at the beginning of Section 4, we show that $\mathbb{Q}_{p}$ for $p=5$ is obtained also by completing the field $\mathbb{Q}(i)$ with respect to a certain absolute value and that in fact there are two distinct equivalence classes of absolute values on $\mathbb{Q}(i)$ for which $\mathbb{Q}_{5}$ results. Thus let $F=\mathbb{Q}, K=\mathbb{Q}(i)$, and $\mathfrak{p}=(5)$. The prime factorization of $(5) \mathbb{Z}[i]$ is as $(2+i)(2-i)$. If we put $P_{1}=(2+i)$ and $P_{2}=(2-i)$, then $K_{P_{1}}$ and $K_{P_{2}}$ are both equal to $\mathbb{Q}_{5}$ because Example 1 above shows that the square roots of -1 already appear in $\mathbb{Q}_{5}$. If $a$ is one of the square roots, then $|2+a|_{5}|2-a|_{5}=|(2+a)(2-a)|_{5}=|5|_{5}=\frac{1}{5}$. Thus one of $|2+a|_{5}$ and $|2-a|_{5}$ equals $\frac{1}{5}$ and the other equals 1 . What is happening is that there are two field mappings $\mathbb{Q}(i) \rightarrow \mathbb{Q}_{5}$. For each of them, the effect on the base field $\mathbb{Q}$ is the same; however, one field mapping sends $i$ in $\mathbb{Q}(i)$ to $a$ in $\mathbb{Q}_{5}$, and the other sends $i$ to $-a$. For definiteness, let us say that $|2+a|_{5}=\frac{1}{5}$. Then the valuation of $\mathbb{Q}(i)$ with respect to $P_{1}=(2+i)$ is consistent with the 5-adic valuation of $\mathbb{Q}_{5}$, but the valuation of $P_{2}=(2-i)$ is not. This example shows why the definition of completion insists on a mapping of valued fields (respecting absolute values), not merely a mapping of fields.
(5) Suppose that $p=2$. The question is the prime factorization of $f(X)=$ $X^{3}+X^{2}-2 X+8$ in $\mathbb{Z}_{2}$. This polynomial was studied at length toward the end of Section V. 4 in connection with common index divisors. It is irreducible over $\mathbb{Q}$, but we are to factor it over $\mathbb{Q}_{2}$. We shall show that it splits into first-degree factors. Considering the polynomial modulo 2 , we find that $f(X) \equiv(X-1) X^{2} \bmod 2$. Since 1 is a simple root modulo 2, Corollary 6.29 says that there exists an element $\theta_{1}$ in $\mathbb{Z}_{2}$ such that $f\left(\theta_{1}\right)=0$ and $\theta_{1} \equiv 1 \bmod 2$. Dividing $f(X)$ by $X-\theta_{1}$, we obtain
$$
f(X)=\left(X-\theta_{1}\right)\left(X^{2}+\left(\theta_{1}+1\right) X+\left(\theta_{1}\left(\theta_{1}+1\right)-2\right)\right)
$$

To show that the quadratic factor splits over $\mathbb{Q}_{2}$, it is necessary and sufficient to show that its discriminant is a square, since $\mathbb{Q}_{2}$ has characteristic 0 . The discriminant is

$$
\left(\theta_{1}+1\right)^{2}-4\left(\theta_{1}\left(\theta_{1}+1\right)-2\right)=4\left(\left(\frac{1}{2}\left(\theta_{1}+1\right)\right)^{2}-\left(\theta_{1}\left(\theta_{1}+1\right)-2\right)\right)
$$

and we can ignore the square factor of 4 . We know that $\theta_{1} \equiv 1 \bmod 2$. Let us compute $\theta_{1}$ modulo $8 \mathbb{Z}_{2}$ by writing $\theta_{1}=8 \varphi+c$ with $\varphi \in \mathbb{Z}_{2}$ and with $c= \pm 1$ or $\pm 3$. Substituting into $f(X)$ and computing modulo $8 \mathbb{Z}_{2}$, we have

$$
0=f\left(\theta_{1}\right) \equiv c^{3}+c^{2}-2 c \bmod 8 \mathbb{Z}_{2}
$$

Since $c$ is odd, $c^{3} \equiv c$ and $c^{2} \equiv 1 \bmod 8$. Thus $0 \equiv c+1-2 c \bmod 8$ and $c \equiv 1 \bmod 8$. Consequently

$$
\left(\frac{1}{2}\left(\theta_{1}+1\right)\right)^{2}-\left(\theta_{1}\left(\theta_{1}+1\right)-2\right) \equiv 1 \bmod 8
$$

By Example 2 any 2-adic integer that is $\equiv 1 \bmod 8 \mathbb{Z}_{2}$ is a square in $\mathbb{Z}_{2}$, and thus $f(X)$ indeed factors over $\mathbb{Z}_{2}$ as the product of three first-degree factors.

We conclude this section with a version of Hensel's Lemma that we state without proof. ${ }^{13}$ This version deals with factorizations rather than roots. Briefly it says that we can lift a relatively prime factorization modulo $\mathfrak{p}$ to a factorization in $R[X]$ if at least one of the two factors modulo $\mathfrak{p}$ has leading coefficient 1 . This theorem certainly implies Corollary 6.29.

Theorem 6.30 (Hensel's Lemma). Let $F$ be a field with a nontrivial discrete absolute value, necessarily nonarchimedean, and assume that $F$ is complete. Let $R$ be the valuation ring, let $\mathfrak{p}$ be the unique maximal ideal, let $\mathbb{k}$ be the residue class field, and let $f(X)$ be a polynomial in $R[X]$. Suppose that there exist polynomials $g_{0}(X)$ and $h_{0}(X)$ in $R[X]$ such that $g_{0}(X) \bmod \mathfrak{p}$ and $h_{0}(X) \bmod \mathfrak{p}$ are relatively prime in $\mathbb{k}[X], g_{0}$ has leading coefficient 1 , and $f(X)$ factors modulo $\mathfrak{p}$ as $f(X) \equiv g_{0}(X) h_{0}(X) \bmod \mathfrak{p}$. Then there exist polynomials $g(X)$ and $h(X)$ in $R[X]$ such that $g(X)$ has leading coefficient $1, g(X) \equiv g_{0}(X) \bmod \mathfrak{p}, h(X) \equiv$ $h_{0}(X) \bmod \mathfrak{p}$, and $f(X)$ factors in $R(X)$ as $f(X)=g(X) h(X)$.

## 6. Ramification Indices and Residue Class Degrees

Sections 1-4 have presented the ingredients of a two-stage process for analyzing congruence information, and now it is time to use everything together. The goal is to have techniques for extracting information about a global number-theoretic problem by seeing what the problem says about ideals, for reducing the questions about ideals to questions about powers of prime ideals, and for then assembling the results.

We give one illustration of the utility of our constructions: With the techniques we had in Chapter V, we gave only a partial proof of the Dedekind Discriminant Theorem (Theorem 5.5). By contrast, we shall see in Section 8 that the present techniques lead naturally to a complete proof.

Although we might want to work just within one number field, it is helpful to change the context so that we are comparing a number field with a finite extension. There is no loss of generality in doing so; we can always take the base field to

[^66]be the rationals $\mathbb{Q}$, and the effect is that we consider only the finite set of prime ideals for the extension field that contain a given prime number $p$.

As long as we are going to consider finite extensions of fields in addressing number theory, we might as well treat also the case of function fields in one variable, at least to the extent that the two theories are quite analogous. Thus we are led to the following set-up.

Let $R$ be a Dedekind domain considered as a subring of its field of fractions $F$, let $K$ be a finite separable ${ }^{14}$ extension of $F$ with $[K: F]=n$, and let $T$ be the integral closure of $R$ in $K$. We shall work with $F$ and $K$ as valued fields, having some absolute value on them. The case of interest in this section will be that the absolute value is nonarchimedean and arises from a discrete valuation whose valuation ring contains $R$ or $T$, respectively. Theorem 6.5 shows that the valuation is defined by means of some prime ideal $\wp$ of $R$ or $T$, and the associated absolute value may thus be denoted by an expression ${ }^{15}$ like $|\cdot|_{\wp}$.

We start from a prime ideal $\mathfrak{p}$ in $R$ and form the corresponding absolute value on $F$ as in Section 3, obtaining a valued field $\left(F,|\cdot|_{\mathfrak{p}}\right)$. Then we complete as in Section 4, writing the completion as

$$
\psi_{0}:\left(F,|\cdot|_{\mathfrak{p}}\right) \rightarrow\left(F_{\mathfrak{p}},|\cdot|_{\mathfrak{p}}\right) .
$$

We know that the ideal $\mathfrak{p} T$ in $T$ has a prime factorization of the form $\mathfrak{p} T=$ $P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$, where $P_{1}, \ldots, P_{g}$ are distinct prime ideals in $T$. The integers $e_{i}$ are called ramification indices and the dimensions $f_{i}=\operatorname{dim}_{R / \mathfrak{p}}\left(T / P_{i}\right)$ are called residue class degrees. We are interested in saying everything we can about $P_{1}, \ldots, P_{g}$ and about the indices $e_{i}$ and $f_{i}$. The fundamental relationship is given by Theorem 9.60 of Basic Algebra, namely

$$
\sum_{i=1}^{g} e_{i} f_{i}=n
$$

We know that each $P_{i}$ gives us a nonarchimedean absolute value $|\cdot|_{P_{i}}$ on $K$, unique up to equivalence, and then a completion

$$
\psi_{i}:\left(K,|\cdot|_{P_{i}}\right) \rightarrow\left(K_{P_{i}},|\cdot|_{P_{i}}\right) .
$$

[^67]The first important step is to establish an isomorphism involving fields such that the identity $\sum_{i=1}^{g} e_{i} f_{i}=n$ is a dimension formula that follows from the isomorphism. The identity in question concerns the ring $K \otimes_{F} F_{\mathfrak{p}}$, which is a commutative algebra over $K$ or over $F_{\mathfrak{p}}$, whichever we like, and which is semisimple by Corollary 2.30 under our assumption that $K$ is a finite separable extension of $\mathbb{F}$. The Wedderburn theory (Theorems 2.2 and 2.4) shows that $K \otimes_{F} F_{\mathfrak{p}}$ is isomorphic to a finite direct product of fields, ${ }^{16}$ each of which is a finite extension of $F_{\mathfrak{p}}$. What we shall prove later in this section is the following theorem.

Theorem 6.31. Let $R$ be a Dedekind domain considered as a subring of its field of fractions $F$, let $K$ be a finite separable extension of $F$ with $[K: F]=n$, and let $T$ be the integral closure of $R$ in $K$. If $\mathfrak{p}$ is a nonzero prime ideal of $R$ and if the ideal $\mathfrak{p} T$ in $T$ has a prime factorization of the form $\mathfrak{p} T=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$, where $P_{1}, \ldots, P_{g}$ are distinct prime ideals in $T$ and the $e_{j}$ are positive integers, then

$$
K \otimes_{F} F_{\mathfrak{p}} \cong \prod_{j=1}^{g} K_{P_{j}}
$$

When the formula $\sum_{j=1}^{g} e_{j} f_{j}=n$ is specialized to the field extension $K_{P_{j}} / F_{\mathfrak{p}}$, it becomes $e_{j}^{*} f_{j}^{*}=\left[K_{P_{j}}: F_{\mathfrak{p}}\right]$, where $e_{j}^{*}$ and $f_{j}^{*}$ are the ramification index and residue class degree associated to $K_{P_{j}} / F_{\mathfrak{p}}$. If we accept for the moment the result of Lemma 6.36 below that $e_{j}^{*}$ and $f_{j}^{*}$ coincide with the corresponding indices $e_{j}$ and $f_{j}$ for $K / F$, then $n=\sum_{j=1}^{g} e_{j} f_{j}=\sum_{j=1}^{n} e_{j}^{*} f_{j}^{*}=\sum_{j=1}^{g}\left[K_{P_{j}}: F_{\mathfrak{p}}\right]$ indeed counts the $F_{\mathfrak{p}}$ dimensions of both sides of the formula $K \otimes_{F} F_{\mathfrak{p}} \cong \prod_{j=1}^{g} K_{P_{j}}$ in the theorem. The theorem says much more than this, and we shall mine its consequences after giving the proof of the theorem.

For orientation, let us recall Example 4 from Section 5. In that example, we had $R=\mathbb{Z}, F=\mathbb{Q}, K=\mathbb{Q}(i), T=\mathbb{Z}[i], \mathfrak{p}=5 \mathbb{Z}$, and $F_{\mathfrak{p}}=\mathbb{Q}_{5}$. The factorization $\mathfrak{p} T=\prod P_{j}^{e_{j}}$ is $5 \mathbb{Z}[i]=(2+i)(2-i)$, and the two completed versions of $K$ are $K_{(2+i)} \cong \mathbb{Q}_{5}$ and $K_{(2-i)} \cong \mathbb{Q}_{5}$. Thus the identity in the theorem specializes to

$$
\mathbb{Q}(i) \otimes_{\mathbb{Q}} \mathbb{Q}_{5} \cong \mathbb{Q}_{5} \times \mathbb{Q}_{5} .
$$

Proving the identity on this level would be more challenging than necessary because the isomorphism cannot be unique; it can always be composed with the interchange of the two factors on the right side. For this reason the proof makes use of valued fields, and then in effect the desired isomorphism becomes a constructive one that we can write down rather explicitly.

[^68]Let us now work toward proving Theorem 6.31. Above, we mentioned the completion mapping $\psi_{0}$ for $F$ relative to an absolute value in the equivalence class determined by $\mathfrak{p}$, as well as $\psi_{j}$ for $K$ relative to some absolute value in the class determined by $P_{j}$. In addition, we have inclusion mappings corresponding to the field extensions $K / F$ and $K_{P_{j}} / F_{\mathfrak{p}}$. Figure 6.1 below is a square diagram that assigns the names $\varphi_{0}$ and $\varphi_{j}$ to these as well.


Figure 6.1. Commutativity of completion and extension as field mappings.
The diagram in Figure 6.1 commutes. In fact, $\psi_{j} \varphi_{0}$ and $\varphi_{j} \psi_{0}$ are both $F$ homomorphisms, being compositions of $F$ homomorphisms, and hence $x \in F$ implies $\psi_{j} \varphi(x)=x\left(\psi_{j} \varphi(1)\right)=x(1)=x\left(\varphi_{j} \psi_{0}(1)\right)=\varphi_{j} \psi_{0}(x)$.

But more is true: we are going to impose absolute values on the four fields in the diagram in such a way that the four field mappings are homomorphisms of valued fields. We have already defined $|\cdot|_{\mathfrak{p}}$ on $F$ as any absolute value corresponding to $\mathfrak{p}$, and then $|\cdot|_{\mathfrak{p}}$ is defined on $F_{\mathfrak{p}}$ in such a way that the completion mapping $\psi_{0}$ preserves absolute values. Theorem 6.33 below will enable us to define an absolute value in a unique fashion on $K_{P_{j}}$ such that $\varphi_{j}$ preserves absolute values. Proposition 6.34 will give us the definition of an absolute value on $K$, and we shall check in Lemma 6.35 that Figure 6.1 with these absolute values in place is a commutative diagram of valued fields. Finally we use this commutativity to prove in Lemma 6.36 that the ramification index $e_{j}^{*}$ and residue class degree $f_{j}^{*}$ for $K_{P_{j}} / F_{\mathfrak{p}}$ match the corresponding parameters $e_{j}$ and $f_{j}$ for $K / F$, and then we are ready for the main part of the proof of the theorem.

We begin our preliminary work by limiting the possibilities for a finite extension of a complete valued field $\left(F,|\cdot|_{F}\right)$. If $K$ is a finite extension of $F$, a norm on the $F$ vector space $K$ relative to $|\cdot|_{F}$ is a function $\|\cdot\|$ from $K$ to $\mathbb{R}$ having
(i) $\|x\| \geq 0$ on $K$ with equality if and only if $x=0$,
(ii) $\|c x\|=|c|_{F}\|x\|$ for $c \in F$ and $x \in K$,
(iii) $\|x+y\| \leq\|x\|+\|y\|$ for all $x$ and $y$ in $K$.

Lemma 6.32. If $\left(F,|\cdot|_{F}\right)$ is a complete valued field, if $K$ is a finite extension of $F$, and if $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are any two norms on $K$ relative to $|\cdot|_{F}$, then there exist real constants $C$ and $C^{\prime}$ such that

$$
\|x\|_{1} \leq C\|x\|_{2} \quad \text { and } \quad\|x\|_{2} \leq C^{\prime}\|x\|_{1} \quad \text { for all } x \in K
$$

Consequently $K$ is Cauchy complete in the metric induced by either norm.

REMARK. It is not important that $K$ be a field in this lemma, only that it be a finite-dimensional vector space over $F$.

Proof. Let $n=\operatorname{dim}_{F} K$. Fixing an ordered basis $\left(x_{1}, \ldots, x_{n}\right)$ of $K$ over $F$, we may express any member $x$ of $K$ in the form $x=\sum_{i=1}^{n} c_{i} x_{i}$ with all $c_{i}$ in $F$. With the $c_{i}$ 's defined this way, we define $\|x\|_{\text {sup }}=\max _{1 \leq i \leq n}\left|c_{i}\right|_{F}$. To prove the displayed inequalities, it is enough to prove them for $\|\cdot\|_{\text {sup }}$ and any other norm $\|\cdot\|$. For one direction of the inequality, we have

$$
\|x\|=\left\|\sum_{i} c_{i} x_{i}\right\| \leq \sum_{i}\left\|c_{i} x_{i}\right\|=\sum_{i}\left|c_{i}\right|_{F}\left\|x_{i}\right\| \leq\left(\sum_{i}\left\|x_{i}\right\|\right)\|x\|_{\text {sup }}
$$

This proves that $\|x\| \leq C\|x\|_{\text {sup }}$ with $C=\sum_{i}\left\|x_{i}\right\|$.
For the reverse inequality we shall prove by induction on $k$ that an inequality $\|x\|_{\text {sup }} \leq C_{k}^{\prime}\|x\|$ holds for all $x$ in the $F$ linear span of at most $k$ of the vectors $x_{1}, \ldots, x_{n}$. The base case for the induction is $k=1$, and then $\|x\|_{\text {sup }}=$ $\left\|x_{i}\right\|^{-1}\|x\|$ whenever $x$ is a multiple of $x_{i}$. So $C_{1}^{\prime}=\max _{1 \leq i \leq n}\left(\left\|x_{i}\right\|^{-1}\right)$.

Assume that $C_{1}^{\prime}, \ldots, C_{k}^{\prime}$ exist and that we are to produce $C_{k+1}^{\prime}$. Arguing by contradiction, we may assume that there is some sequence $\left\{x^{(m)}\right\}$ in $K$, each term having at most $k+1$ nonzero coefficients, such that $\left\|x^{(m)}\right\|=1$ for all $m$ and $\left\|x^{(m)}\right\|_{\text {sup }}$ tends to infinity. Possibly by passing to a subsequence, we may assume that the nonzero coefficients of $x^{(m)}$ all lie in a particular subset of $k+1$ of the coefficients, and there is no harm in assuming that this subset is $\{1, \ldots, k+1\}$. Passing to a further subsequence, we may assume that there is some index $j$ such that the largest coefficient of each $x^{(m)}$, when measured by $|\cdot|_{F}$, is the $j^{\text {th }}$, and there is no harm in assuming that $j=k+1$.

Let $c_{1}^{(m)}, \ldots, c_{k+1}^{(m)}$ be the coefficients of $x^{(m)}$, so that $x^{(m)}=\sum_{i=1}^{k+1} c_{i}^{(m)} x_{i}$. Put $y^{(m)}=\left(c_{k+1}^{(m)}\right)^{-1} x^{(m)}=\sum_{i=1}^{k} d_{i}^{(m)} x_{i}+x_{k+1}$, where $d_{i}^{(m)}=\left(c_{k+1}^{(m)}\right)^{-1} c_{i}^{(m)}$. Here $\left|d_{i}^{(m)}\right|_{F} \leq 1$ for $1 \leq i \leq k$ and for all $m$, and also $\left\|y^{(m)}\right\|=\left|c_{k+1}^{(m)}\right|_{F}^{-1}\left\|x^{(m)}\right\|=$ $\left|c_{k+1}^{(m)}\right|_{F}^{-1}$ tends to 0 .

For each vector $y^{(m)}-x_{k+1}$, only the first $k$ coefficients can be nonzero, and the same thing is true of differences $y^{(m)}-y^{\left(m^{\prime}\right)}$ of two such vectors. The inductive hypothesis tells us that $\left\|y^{(m)}-y^{\left(m^{\prime}\right)}\right\|_{\text {sup }} \leq C_{k}^{\prime}\left\|y^{(m)}-y^{\left(m^{\prime}\right)}\right\|$, and the right side tends to 0 as $m$ and $m^{\prime}$ tend to infinity because $\left\|y^{(m)}\right\|$ and $\left\|y^{\left(m^{\prime}\right)}\right\|$ tend to 0 . Therefore the $i^{\text {th }}$ coordinate of $y^{(m)}$ forms a Cauchy sequence. Since $F$ is given as complete, $\left\{y^{(m)}\right\}$ is convergent in the norm $\|\cdot\|_{\text {sup }}$ to some $y=\sum_{i=1}^{k} d_{i} x_{i}+x_{k+1}$ in $K$.

By the easy direction of our inequality, $\left\|y^{(m)}-y\right\| \leq C\left\|y^{(m)}-y\right\|_{\text {sup }}$. The right side tends to 0 , and hence so does the left. We know that $\left\|y^{(m)}\right\|$ tends to 0 , and hence $y=0$. But this conclusion contradicts the form of $y$ as $\sum_{i=1}^{k} d_{i} x_{i}+x_{k+1}$ with coefficient 1 for $x_{k+1}$. We conclude that $C_{k+1}^{\prime}$ exists as asserted, and the lemma follows.

Theorem 6.33. If $\left(F,|\cdot|_{F}\right)$ is a complete valued field relative to a nontrivial nonarchimedean discrete absolute value and if $K$ is a finite separable extension of $F$ with $[K: F]=n$, then $K$ has a unique absolute value $|\cdot|_{K}$ extending $|\cdot|_{F}, K$ is complete and nonarchimedean, and the integral closure $T$ in $K$ of the valuation ring $R$ of $F$ is the valuation ring of $K$. The extension is given by $|x|_{K}=\left|N_{K / F}(x)\right|_{F}^{1 / n}$.

REMARKS. Since $T$ is the valuation ring, Proposition 6.2 shows that $T$ has a unique nonzero prime ideal. It follows that if $\mathfrak{p}$ is a nonzero prime ideal of $R$, then $\mathfrak{p} T=P^{e}$ for a single prime ideal $P$ of $T$. We shall make frequent use of this fact in applications without explicit mention.

Proof. For uniqueness, suppose that $|\cdot|_{1}$ and $|\cdot|_{2}$ are two absolute values on $K$ that extend $|\cdot|_{F}$. Let us see that each of these is a norm on $K$ relative to $|\cdot|_{F}$. In fact, what needs checking for $|\cdot|_{1}$ is that the function respects scalars from $F$ appropriately. If $c$ is in $F$ and $x_{0}$ is in $K$, then $\left|c x_{0}\right|_{1}=|c|_{1}\left|x_{0}\right|_{1}=|c|_{F}\left|x_{0}\right|_{1}$, the second equality following because $|\cdot|_{1}$ restricts to $|\cdot|_{F}$ on $F$. A similar argument applies to $|\cdot|_{2}$, and thus we are dealing with two norms.

If the two given absolute values are inequivalent, then Proposition 6.12 shows in the presence of the nontriviality of $|\cdot|_{F}$ that we can find an $x \in K$ with $|x|_{1}>1$ and $|x|_{2} \leq 1$. Then $\lim _{k}\left|x^{-k}\right|_{1}=0$ while $\left|x^{-k}\right|_{2} \geq 1$ for all $k$. Consequently there cannot exist a constant $C$ such that $|y|_{2} \leq C|y|_{1}$ for all $y \in F$, in contradiction to Lemma 6.32.

We conclude that $|\cdot|_{1}$ and $|\cdot|_{2}$ are equivalent, say that $|x|_{1}=|x|_{2}^{s}$ for all $x \in K$ and some $s>0$. Since $|\cdot|_{F}$ is nontrivial, there exists some $x_{0} \in F$ with $\left|x_{0}\right|_{1}>1$. The equality $\left|x_{0}\right|_{1}=\left|x_{0}\right|_{2}^{s}$ then implies that $s=1$. This proves uniqueness.

We turn to existence. Proposition 6.2 shows that the valuation $\operatorname{ring} R$ in $F$ for the discrete valuation $v_{F}$ corresponding to $|\cdot|_{F}$ on $F$ is a local principal ideal domain and that the valuation ideal $\mathfrak{p}$ is the unique maximal ideal of $R$. Theorem 6.5 shows that the valuation $v_{\mathfrak{p}}$ determined by $\mathfrak{p}$ is the same as the given valuation $v_{F}$. Hence $|\cdot|_{F}$ is given for all $a \in F$ by $|a|_{F}=r^{-v_{\mathfrak{p}}(a)}$ for some $r>1$. Let $\pi$ be a generator of the principal ideal $\mathfrak{p}$ of $R$.

Since $K / F$ is finite and separable, Theorem 8.54 of Basic Algebra shows that the integral closure $T$ of $R$ in $K$ is a Dedekind domain. Let $\mathfrak{p} T=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$ be the factorization of the ideal $\mathfrak{p} T$ of $T$ into the product of powers of distinct prime ideals of $T$. Each $P_{j}$ defines a nonarchimedean valuation $v_{P_{j}}$ of $K$. If $a$ is any element of $F$, then we can write $a=\pi^{k} u$ for some $u \in R^{\times}$and some integer $k$. The computation $a T=a R T=\pi^{k} u R T=\pi^{k} R T=\pi^{k} T=\mathfrak{p}^{k} T=$ $P_{1}^{k e_{1}} \cdots P_{g}^{k e_{g}}$ shows that $v_{\mathfrak{p}}(a)=k$ and that $v_{P_{j}}(a)=k e_{j}$. Hence $v_{P_{j}}=e_{j} v_{\mathfrak{p}}$ on $F$, and therefore the formula $|x|_{P_{j}}=\left(r^{e_{j}^{-1}}\right)^{-v_{P_{j}}(x)}$ for $x \in K$ defines an absolute
value on $K$ that has $|a|_{F}=r^{-v_{\mathfrak{p}}(a)}=r^{-e_{j}^{-1} v_{P_{j}}(a)}=\left(r^{e_{j}^{-1}}\right)^{-v_{P_{j}}(a)}=|a|_{P_{j}}$ for all $a$ in $F$. This proves existence. The absolute value $|\cdot|_{P_{j}}$ on $K$ is complete by Lemma 6.32 and is nonarchimedean because it is given by a discrete valuation.

Let us show that $g=1$. Arguing by contradiction, suppose that there are at least two distinct prime ideals $P_{1}$ and $P_{2}$ of $T$ that contain $\mathfrak{p}$. Since $P_{1}+P_{2}=T$, we can choose $x_{1} \in P_{1}$ and $x_{2} \in P_{2}$ with $x_{1}+x_{2}=1$. Then $v_{P_{1}}\left(x_{1}\right)>0$ and $v_{P_{1}}(1)=0$, from which we see that $v_{P_{1}}\left(x_{2}\right)=0$. Since $v_{P_{2}}\left(x_{2}\right)>0$, we obtain a contradiction to the uniqueness part of the theorem. Thus the prime ideal of $T$ is unique. Let us write $P$ for this ideal.

We know that $v_{P}(T) \geq 0$, i.e., that $T$ is contained in the valuation ring of $v_{P}$. Proposition 6.4 shows that the valuation ring of $v_{P}$ equals $S^{-1} T$, where $S$ is the complement of $P$ in $T$. The uniqueness of $P$ means that $T$ is local, and hence every member of $S$ is a unit in $T$. Thus $S^{-1} T=T$, and $T$ is the valuation ring.

Write $|\cdot|_{K}$ in place of $|\cdot|_{P_{j}}$. To prove the explicit formula for $|\cdot|_{K}$ in the statement of the proposition, choose a finite Galois extension $L$ of $F$ that contains $K$; such a field $L$ exists because $K / F$ is separable. ${ }^{17}$ By the existence just proved, let $|\cdot|_{L}$ be an extension of $|\cdot|_{K}$ to $L$. If $\sigma$ is in $\operatorname{Gal}(L / F)$, then $x \mapsto|\sigma(x)|_{L}$ and $x \mapsto|x|_{L}$ are both absolute values on $L$ that extend $|\cdot|_{F}$. By the uniqueness just proved, $|\sigma(x)|_{L}=|x|_{L}$. Applying $|\cdot|_{L}$ to both sides of the formula $N_{L / F}(x)=\prod_{\sigma \in \operatorname{Gal}(L / F)} \sigma(x)$ gives

$$
\begin{equation*}
\left|N_{L / F}(x)\right|_{F}=\left|N_{L / F}(x)\right|_{L}=\prod_{\sigma \in \operatorname{Gal}(L / F)}|\sigma(x)|_{L}=|x|_{L}^{[L: F]} \tag{*}
\end{equation*}
$$

If $x$ is in $K$, then the left side equals $\left(\left|N_{K / F}(x)\right|_{F}\right)^{[L: K]}$, and the right side equals $\left(|x|_{K}\right)^{[L: K][K: F]}=\left(|x|_{K}^{[K: F]}\right)^{[L: K]}$. Thus the desired formula follows by extracting the positive $[L: K]^{\text {th }}$ root of both sides of $(*)$.

Proposition 6.34. Under the hypotheses of Theorem 6.31, let $v_{\mathfrak{p}}$ be the valuation of $F$ defined by $\mathfrak{p}$, and let $v_{P_{j}}$ be the valuation of $K$ defined by $P_{j}$, $1 \leq j \leq g$. Then $e_{j} v_{\mathfrak{p}}=\left.v_{P_{j}}\right|_{F}$. Consequently if $|\cdot|_{\mathfrak{p}}$ is an absolute value on $F$ defined by $\mathfrak{p}$, then for each $j$ some member $|\cdot|_{P_{j}}$ of the equivalence class of absolute values defined on $K$ by $P_{j}$ is an extension of $|\cdot|_{\mathfrak{p}}$. In this case the inclusion of $\left(F,|\cdot|_{\mathfrak{p}}\right)$ into $\left(K,|\cdot|_{P_{j}}\right)$ is a homomorphism of valued fields.

Proof. Let $S$ be the multiplicative system in $R$ given as the set-theoretic complement of $\mathfrak{p}$ in $R$. For the first conclusion Proposition 6.4 and Theorem 6.5 together show that it is enough to prove that

$$
\begin{equation*}
e_{j} v_{S^{-1} \mathfrak{p}}=\left.v_{S^{-1} P_{j}}\right|_{F} \tag{*}
\end{equation*}
$$

[^69]From the identity

$$
\mathfrak{p} T=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}
$$

we have

$$
\begin{equation*}
S^{-1} \mathfrak{p} T=\left(S^{-1} P_{1}\right)^{e_{1}} \cdots\left(S^{-1} P_{g}\right)^{e_{g}} . \tag{**}
\end{equation*}
$$

Since $S$ is the complement of $\mathfrak{p}$ in $R, v_{\mathfrak{p}}$ is 0 on $S$. Hence $v_{S^{-1} \mathfrak{p}}$ is 0 on $S$. From $R \cap P_{j}=\mathfrak{p}$, we have $S \cap P_{j} \subseteq S \cap \mathfrak{p}=\varnothing$. Thus the members of $S$ lie in $R \subseteq T$ but in no $P_{j}$, and $v_{P_{j}}$ is 0 on $S$. Hence $v_{S^{-1} P_{j}}$ is 0 on $S$.

Let $\pi$ be a generator of the principal ideal $S^{-1} \mathfrak{p}$ in $S^{-1} R$, so that $v_{S^{-1} \mathfrak{p}}(\pi)=1$. Since $\pi S^{-1} T=S^{-1} \mathfrak{p} T$, equation $(* *)$ shows that $v_{S^{-1} P_{j}}(\pi)=e_{j}$. Each element $y$ of $F$ is of the form $y=\pi^{k} u$ for some integer $k$ and some $u \in F$ with $v_{S^{-1} \mathfrak{p}}(u)=0$. The element $u$ must be in $S^{-1} R$ but not $S^{-1} \mathfrak{p}$ and hence is in $S^{-1}$. Thus $v_{S^{-1} P_{j}}(u)=0$. We have now seen that $v_{S^{-1} P_{j}}(x)=e_{j} v_{S^{-1} \mathfrak{p}}(x)$ for the element $x=u$ above and also for $x=\pi$. Therefore $v_{S^{-1} P_{j}}(x)=e_{j} v_{S^{-1} p}(x)$ for all $x \in F$, and ( $*$ ) is proved.

Now that $e_{j} v_{\mathfrak{p}}=\left.v_{P_{j}}\right|_{F}$, choose $r>1$ such that $|x|_{\mathfrak{p}}=r^{-v_{\mathfrak{p}}(x)}$ for $x \in F$. If $r^{\prime}$ is defined by $r=\left(r^{\prime}\right)^{e_{j}}$, then the definition $|x|_{P_{j}}=\left(r^{\prime}\right)^{-v_{P_{j}}(x)}$ for $x \in K$ restricts for $x \in F$ to $|x|_{P_{j}}=\left(r^{\prime}\right)^{-v_{P_{j}}(x)}=\left(r^{\prime}\right)^{-e_{j} v_{\mathfrak{p}}(x)}=r^{-v_{\mathfrak{p}}(x)}=|x|_{\mathfrak{p}}$, and the inclusion is indeed a homomorphism of valued fields.

With these facts in place, let us make Figure 6.1 into a commutative diagram of valued fields. From $\mathfrak{p}$, we use any corresponding choice of $|\cdot|_{\mathfrak{p}}$ on $F$, and this uniquely determines an absolute value by the same name on $F_{\mathfrak{p}}$. Next we apply Theorem 6.33 to the inclusion $\varphi_{j}: F_{\mathfrak{p}} \rightarrow K_{P_{j}}$ to obtain a unique extension of $|\cdot|_{\mathfrak{p}}$ from $F_{\mathfrak{p}}$ to an absolute value $|\cdot|_{P_{j}}$ on $K_{P_{j}}$.

Meanwhile, with the index $j$ specified, Proposition 6.34 gives us a unique absolute value $|\cdot|_{P_{j}}$ on $K$ such that the inclusion $\varphi_{0}: F \rightarrow K$ is a homomorphism of valued fields. The completion mapping $\psi_{j}: K \rightarrow K_{P_{j}}$ in turn gives us a second determination of $|\cdot|_{P_{j}}$ on $K_{P_{j}}$, and Lemma 6.35 below says that these two determinations match, i.e., that Figure 6.2 is a commutative diagram of homomorphisms of valued fields.


Figure 6.2. Commutativity of completion and extension as homomorphisms of valued fields.

Lemma 6.35. In the above notation the two determinations of $|\cdot|_{P_{j}}$ on $K_{P_{j}}$ coincide-one by using Theorem 6.33 to insist that $\varphi_{j} \psi_{0}$ in Figure 6.2 be the composition of homomorphisms of valued fields, and the other by using Proposition 6.34 to insist that $\psi_{j} \varphi_{0}$ in Figure 6.2 be the composition of homomorphisms of valued fields.

REMARKS. The commutativity formula $\psi_{j} \varphi_{0}=\varphi_{j} \psi_{0}$ for field mappings is known from the discussion concerning Figure 6.1.

Proof. Let us give two different names to the two possible absolute values on $K_{P_{j}}$, writing $|\cdot|^{\prime}$ for the one that makes $\left|\psi_{j}(k)\right|^{\prime}=|k|_{P_{j}}$ for $k \in K$ and writing $|\cdot|^{\prime \prime}$ for the other, which makes $\left|\varphi_{j}(x)\right|^{\prime \prime}=|x|_{\mathfrak{p}}$ for $x \in F_{\mathfrak{p}}$. Let $y$ be in $F$. Then the equality $\varphi_{j} \psi_{0}=\psi_{j} \varphi_{0}$ implies that

$$
\begin{equation*}
\left|\varphi_{j} \psi_{0}(y)\right|^{\prime}=\left|\psi_{j} \varphi_{0}(y)\right|^{\prime}=\left|\varphi_{0}(y)\right|_{P_{j}}=|y|_{\mathfrak{p}}=\left|\psi_{0}(y)\right|_{\mathfrak{p}} \tag{*}
\end{equation*}
$$

If $x_{0}$ is given in $F_{\mathfrak{p}}$, then we can choose a sequence $\left\{x_{n}\right\}$ in $F$ with $\left\{\psi_{0}\left(x_{n}\right)\right\}$ convergent to $x_{0}$ in $F_{\mathfrak{p}}$. Then $\left\{\psi_{0}\left(x_{n}\right)\right\}$ is Cauchy in the metric on $F_{\mathfrak{p}}$, and it follows from $(*)$ applied with $y=x_{n}-x_{n^{\prime}}$ that $\left\{\varphi_{j} \psi_{0}\left(x_{n}\right)\right\}$ is Cauchy in the metric from $|\cdot|^{\prime}$ on $K_{P_{j}}$. If we have a second such sequence $\left\{x_{n}^{\prime}\right\}$ in $F$ with $\psi_{0}\left(x_{n}^{\prime}\right)$ convergent to $x_{0}$ and if we alternate the terms of $\left\{x_{n}\right\}$ and $\left\{x_{n}^{\prime}\right\}$ to produce a sequence $\left\{z_{n}\right\}$, then $\left\{\varphi_{j} \psi_{0}\left(z_{n}\right)\right\}$ remains Cauchy in the metric from $|\cdot|^{\prime}$. Since $|\cdot|^{\prime}$ is complete, it follows that $\left|\varphi_{j}\left(x_{0}\right)\right|^{\prime}$ is given by a well-defined limit independently of the sequence in $\psi_{0}(F)$ used to approximate $x_{0}$. The formula $(*)$ shows that $\left|\varphi_{j}\left(x_{0}\right)\right|^{\prime}=\left|x_{0}\right|_{\mathfrak{p}}$, and the definition of $|\cdot|^{\prime \prime}$ shows that this equals $\left|\varphi_{j}\left(x_{0}\right)\right|^{\prime \prime}$. By the uniqueness in Theorem 6.33, $|\cdot|^{\prime}=|\cdot|^{\prime \prime}$ on $K_{P_{j}}$.

Lemma 6.36. In the above notation and that of Theorem 6.31, the ramification index $e_{j}^{*}$ corresponding to $K_{P_{j}} / F_{\mathfrak{p}}$ for the closure of the ideal $\psi_{j}\left(P_{j}\right)$ coincides with the ramification index $e_{j}$ corresponding to $K / F$ for the ideal $P_{j}$.

REMARK. In addition, the residue class degree $f_{j}^{*}$ for $K_{P_{j}} / F_{\mathfrak{p}}$ coincides with the residue class degree $f_{j}$ for $K / F$. In fact, the five paragraphs of review that follow Theorem 6.26 mention that residue class fields change neither during the localization step nor in the completion step of our two-step process. Thus $R / \mathfrak{p}$ remains the same during the two steps, and so does $T / P_{j}$. Hence the dimension of $T / P_{j}$ as a vector space over $R / \mathfrak{p}$ remains the same.

PROOF. Let $v_{\mathfrak{p}, F}, v_{P_{j}, K}, v_{\mathfrak{p}, F_{\mathfrak{p}}}$, and $v_{P_{j}, K_{P_{j}}}$ be the valuations corresponding to the absolute values on $F, K, F_{\mathfrak{p}}$, and $K_{P_{j}}$, respectively. The last of these is well defined by Lemma 6.35. Proposition 6.34 shows that

$$
\begin{equation*}
e_{j} v_{\mathfrak{p}, F}=v_{P_{j}, K} \varphi_{0} \quad \text { and } \quad e_{j}^{*} v_{\mathfrak{p}, F_{\mathfrak{p}}}=v_{P_{j}, K_{P_{j}}} \varphi_{j} \tag{*}
\end{equation*}
$$

Meanwhile, the completion mappings $\psi_{0}$ and $\psi_{j}$ satisfy

$$
\begin{equation*}
v_{\mathfrak{p}, F_{\mathfrak{p}}} \psi_{0}=v_{\mathfrak{p}, F} \quad \text { and } \quad v_{P_{j}, K_{P_{j}}} \psi_{j}=v_{P_{j}, K} \tag{**}
\end{equation*}
$$

Multiplying the second equation of $(*)$ on the right by $\psi_{0}$ and substituting from the first equation of $(* *)$, we obtain

$$
e_{j}^{*} v_{\mathfrak{p}, F}=e_{j}^{*} v_{\mathfrak{p}, F_{\mathfrak{p}}} \psi_{0}=v_{P_{j}, K_{P_{j}}} \varphi_{j} \psi_{0}
$$

We substitute from the commutativity formula $\varphi_{j} \psi_{0}=\psi_{j} \varphi_{0}$ and unwind the right side as

$$
v_{P_{j}, K_{P_{j}}} \psi_{j} \varphi_{0}=v_{P_{j}, K} \varphi_{0}=e_{j} v_{\mathfrak{p}, F}
$$

Thus $e_{j}^{*} v_{\mathfrak{p}, F}=e_{j} v_{\mathfrak{p}, F}$. Since $v_{\mathfrak{p}, F}$ is not identically 0 , we obtain $e_{j}^{*}=e_{j}$.
Proof of Theorem 6.31. As was mentioned before the statement of the theorem, it follows from Proposition 2.29 and the Wedderburn theory that $K \otimes_{F} F_{\mathfrak{p}}$ is isomorphic to a product $\prod_{i=1}^{g^{\prime}} L_{i}$ of fields, each of which is a finite extension of $F_{\mathfrak{p}}$ and each of which has $K$ embedded in it. The subfields $L_{i}$ are uniquely determined within $K \otimes_{F} F_{\mathfrak{p}}$, and we let $\eta_{i}$ be the projection of $K \otimes_{F} F_{\mathfrak{p}}$ onto $L_{i}$. Each $\eta_{i}$ is a ring homomorphism and is given by multiplication by a specific element of $K \otimes_{F} F_{\mathfrak{p}}$, namely the element that is 1 in the $i^{\text {th }}$ position and is 0 in the other positions. When restricted to $K \otimes 1, \eta_{i}$ gives a field map $\alpha_{i}: K \rightarrow L_{i}$; when restricted to $1 \otimes F_{\mathfrak{p}}$, it gives a field map $\beta_{i}: F_{\mathfrak{p}} \rightarrow L_{i}$.

We shall develop a small abstract theory about these field maps $\alpha_{i}$ and $\beta_{i}$. Suppose that $M$ is a field containing $F$, that $\alpha: K \rightarrow M$ and $\beta: F_{\mathfrak{p}} \rightarrow M$ are $F$ algebra homomorphisms, and that $M$ is a finite separable extension of $\beta\left(F_{\mathfrak{p}}\right)$. Theorem 6.33 says that $M$ has a unique absolute value $|\cdot|_{\mathfrak{p}, \beta}$ extending $|\cdot|_{\mathfrak{p}}$ and that the valued field $\left(M,|\cdot|_{\mathfrak{p}, \beta}\right)$ is complete. The extension property means that $\beta:\left(F_{\mathfrak{p}},|\cdot|_{\mathfrak{p}}\right) \rightarrow\left(M,|\cdot|_{\mathfrak{p}, \beta}\right)$ is a homomorphism of valued fields. The restriction $\alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)$ to $K$ makes $\left(K, \alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)\right)$ into a valued field in such a way that

$$
\begin{equation*}
\alpha:\left(K, \alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)\right) \rightarrow\left(M,|\cdot|_{\mathfrak{p}, \beta}\right) \tag{*}
\end{equation*}
$$

is a homomorphism of valued fields. Let us see that

$$
\alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right) \text { is one (and only one) of the absolute values }|\cdot|_{P_{j}} \text { on } K \quad(* *)
$$

and that $\alpha$ in $(*)$ factors as the composition of the completion mapping

$$
\psi_{j}:\left(K,|\cdot|_{P_{j}}\right) \rightarrow\left(K_{P_{j}},|\cdot|_{P_{j}}\right)
$$

followed by some other homomorphism of valued fields

$$
\iota:\left(K_{P_{j}},|\cdot|_{P_{j}}\right) \rightarrow\left(M,|\cdot|_{\mathfrak{p}, \beta}\right)
$$

To get at $(* *)$ and the factorization of $\alpha$, let us show that the field mapping

$$
\varphi_{0}:\left(F,|\cdot|_{\mathfrak{p}}\right) \rightarrow\left(K, \alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)\right)
$$

is a homomorphism of valued fields, i.e., that $\varphi_{0}^{*} \alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)=|\cdot|_{\mathfrak{p}}$. The field mappings $\alpha \varphi_{0}$ and $\beta \psi_{0}$, which carry $F$ into $M$ via $K$ and $F_{\mathfrak{p}}$, respectively, are compositions of $F$ homomorphisms and hence are $F$ homomorphisms. Therefore $x \in F$ implies that $\alpha \varphi_{0}(x)=x\left(\alpha \varphi_{0}(1)\right)=x(1)=x\left(\beta \psi_{0}(1)\right)=\beta \psi_{0}(x)$, and we see that $\alpha \varphi_{0}=\beta \psi_{0}$ on $F$. For $x \in F$, this identity accounts for the third equality in the following computation proving $(\dagger)$ :

$$
\begin{aligned}
|x|_{\mathfrak{p}} & =\left|\psi_{0} x\right|_{\mathfrak{p}}=\left|\beta \psi_{0} x\right|_{\mathfrak{p}, \beta} \\
& =\left|\alpha \varphi_{0} x\right|_{\mathfrak{p}, \beta}=\alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)\left(\varphi_{0} x\right)=\varphi_{0}^{*} \alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)(x)
\end{aligned}
$$

Returning to $(* *)$ and applying $(\dagger)$, we see that $\alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)$ is $\leq 1$ on $R$. Since $T$ is the integral closure of $R$, Proposition 6.20 shows that $\alpha^{*}\left(|\cdot|_{\mathfrak{p}, \beta}\right)$ is $\leq 1$ on $T$ and that it arises from some nonzero prime ideal of $T$, necessarily one of the ideals $P_{1}, \ldots, P_{g}$. This proves $(* *)$. Then the factorization ( $*$ ) follows from $(* *)$ and the universal mapping property of completions as given in Theorem 6.25 , since $\left(M,|\cdot|_{\mathfrak{p}, \beta}\right)$ is complete.

Now let us specialize by taking $M=L_{i}$ with $i$ fixed. As in the first paragraph of the proof, the projection $\eta_{i}: K \otimes_{F} F_{\mathfrak{p}} \rightarrow L_{i}$ gives us field mappings $\alpha_{i}: K \rightarrow L_{i}$ and $\beta_{i}: F_{\mathfrak{p}} \rightarrow L_{i}$ by composing $\eta_{i}$ with $K \rightarrow K \otimes 1$ and with $F_{\mathfrak{p}} \rightarrow 1 \otimes F_{\mathfrak{p}}$. If $u_{1}, \ldots, u_{n}$ is a vector-space basis of $K$ over $F$, then $u_{1} \otimes 1, \ldots, u_{n} \otimes 1$ is a vector-space basis of $K \otimes_{F} F_{\mathfrak{p}}$ over $F_{\mathfrak{p}}$, and it follows that $L_{i}$ is finite-dimensional over $F_{\mathfrak{p}}$. Let us check that $L_{i}$ is separable over $F_{\mathfrak{p}}$. We are given that $K$ is separable over $F$, hence that $K=F(\xi)$ for an element $\xi$ whose minimal polynomial $g(X)$ over $F$ is separable. Then $\xi \otimes 1$ is a root of $g(X)$ regarded as in $F_{\mathfrak{p}}[X]$, and so is $\eta_{i}(\xi \otimes 1)$. Therefore $L_{i} / F_{\mathfrak{p}}$ is separable, and the above theory is applicable. In the theory, $L_{i}$ acquires an absolute value $|\cdot|_{\mathfrak{p}, \beta_{i}}$ such that $\beta_{i}:\left(F_{\mathfrak{p}},|\cdot|_{\mathfrak{p}}\right) \rightarrow\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)$ is a homomorphism of valued fields, and then $\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)$ is complete. The theory produces a unique index $j=j(i)$ making $\alpha_{i}:\left(K,|\cdot|_{P_{j}}\right) \rightarrow\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)$ into a homomorphism of valued fields.

Let us see that $\alpha_{i}(K)$ is dense in $L_{i}$. Every member of $L_{i}$ is the image under $\eta_{i}$ of some member $\sum_{l=1}^{n} u_{l} \otimes c_{l}$ of $K \otimes_{F} F_{\mathfrak{p}}$ with each $c_{l}$ in $F_{\mathfrak{p}}$. The computation

$$
\eta_{i}\left(u_{l} \otimes c_{l}\right)=\eta_{i}\left(u_{l} \otimes 1\right) \eta_{i}\left(1 \otimes c_{l}\right)=\alpha_{i}\left(u_{l}\right) \beta_{i}\left(c_{l}\right)
$$

shows that every member of $L_{i}$ is of the form $\sum_{l=1}^{n} \alpha_{i}\left(u_{l}\right) \beta_{i}\left(c_{l}\right)$. Since $F$ is dense in $F_{\mathfrak{p}}$, we can choose members $c_{l}^{\prime}$ of $F$ as close as we please to $c_{l}$. Since $\beta_{i}$ is isometric, $\sum_{l=1}^{n} \alpha_{i}\left(u_{l}\right) \beta_{i}\left(c_{l}\right)$ is then close to $\sum_{l=1}^{n} \alpha_{i}\left(u_{l}\right) \beta_{i}\left(c_{l}^{\prime}\right)=\sum_{l=1}^{n} \alpha_{i}\left(c_{l}^{\prime} u_{l}\right)$. Consequently $\alpha_{i}(K)$ is indeed dense in $L_{i}$.

Recall in connection with $(*)$ that $\alpha_{i}: K \rightarrow L_{i}$ factors as a composition of homomorphisms of valued fields, namely as $\psi_{j}:\left(K,|\cdot|_{P_{j}}\right) \rightarrow\left(K_{P_{j}},|\cdot|_{P_{j}}\right)$ followed by $\iota:\left(K_{P_{j}},|\cdot|_{P_{j}}\right) \rightarrow\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)$. Since $K_{P_{j}}$ is complete, $\iota\left(K_{P_{j}}\right)$ is closed in $L_{i}$. The dense image $\alpha_{i}(K)=\iota\left(\psi_{j}(K)\right)$ in $L_{i}$ is contained in the closed subset $\iota\left(K_{P_{j}}\right)$, and it follows that $\iota$ is onto $L_{i}$. That is, the homomorphism of valued fields

$$
\iota:\left(K_{P_{j}},|\cdot|_{P_{j}}\right) \rightarrow\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)
$$

is an isomorphism. This identifies the valued field $\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)$ as isomorphic to $\left(K_{P_{j}},|\cdot|_{P_{j}}\right)$.

As a consequence of the argument thus far, we have constructed a choice-free function $i \mapsto j(i)$ carrying $\left\{1, \ldots, g^{\prime}\right\}$ into $\{1, \ldots, g\}$. The function has the property that $K_{P_{j(i)}}$ is isomorphic as a valued field to $L_{i}$ for each $i$. We are going to show that $i \mapsto j(i)$ is onto $\{1, \ldots, g\}$. Thus let the completion homomorphism $\psi_{j}:\left(K,|\cdot|_{P_{j}}\right) \rightarrow\left(K_{P_{j}},|\cdot|_{P_{j}}\right)$ be given.

The $F$ bilinear mapping $\left(\psi_{j}, \varphi_{j}\right): K \times F_{\mathfrak{p}} \rightarrow K_{P_{j}}$ given by multiplication has a linear extension

$$
\psi_{j} \otimes \varphi_{j}: K \otimes_{F} F_{\mathfrak{p}} \rightarrow K_{P_{j}}
$$

that is a ring homomorphism. The range $K_{P_{j}}$ is a field that is finite-dimensional over $\varphi_{j}\left(F_{\mathfrak{p}}\right)$, and the image of $\psi_{j} \otimes \varphi_{j}$ is a $\varphi_{j}\left(F_{\mathfrak{p}}\right)$ vector subspace of $K_{P_{j}}$ that is closed under multiplication. Consequently the image of $\psi_{j} \otimes \varphi_{j}$ is closed under inverses ${ }^{18}$ and is a field. The kernel of $\psi_{j} \otimes \varphi_{j}$ is therefore a maximal ideal, and it follows that there exists some $i$ such that $\psi_{j} \otimes \varphi_{j}$ factors as a composition of $\eta_{i}: K \otimes_{F} F_{\mathfrak{p}} \rightarrow L_{i}$ followed by a field map $\gamma: L_{i} \rightarrow K_{P_{j}}$.

Having constructed a particular $L_{i}$, let us form $\alpha_{i}, \beta_{i}$, and $P_{j(i)}$ as in the abstract theory with $M$. The map $\beta_{i}:\left(F_{\mathfrak{p}},|\cdot|_{\mathfrak{p}}\right) \rightarrow\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)$ is a homomorphism of valued fields such that $\gamma \beta_{i}=\varphi_{j}$, and the map $\alpha_{i}:\left(K,|, \cdot|_{P_{j(i)}}\right) \rightarrow\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right)$ is a homomorphism of valued fields such that $\gamma \alpha_{i}=\psi_{j}$. The existence part of Theorem 6.33 shows that there exists an absolute value $|\cdot|_{\gamma}$ on $K_{P_{j}}$ such that $\gamma:\left(L_{i},|\cdot|_{\mathfrak{p}, \beta_{i}}\right) \rightarrow\left(K_{P_{j}},|\cdot|_{\gamma}\right)$ is a homomorphism of valued fields. Since $\left.\left.\varphi_{j}^{*}\left(|\cdot|_{P_{j}}\right)\right)=|\cdot|_{\mathfrak{p}}=\beta_{i}^{*}\left(|\cdot|_{\mathfrak{p}, \beta_{i}}\right)=\beta_{i}^{*} \gamma^{*}\left(|\cdot|_{\gamma}\right)=\varphi_{j}^{*}\left(|\cdot|_{\gamma}\right)\right)$, the uniqueness

[^70]part of Theorem 6.33 shows that $|\cdot|_{\gamma}=|\cdot|_{P_{j}}$ on $K_{P_{j}}$. Meanwhile, the equality $\psi_{j}=\gamma \alpha_{i}$ implies that $\psi_{j}^{*}=\alpha_{i}^{*} \gamma^{*}$. Then we have
\[

$$
\begin{array}{rlr}
\left(|\cdot|_{P_{j}} \text { on } K\right) & =\psi_{j}^{*}\left(|\cdot|_{P_{j}} \text { on } K_{P_{j}}\right) & \\
& =\alpha_{i}^{*} \gamma^{*}\left(|\cdot|_{P_{j}} \text { on } K_{P_{j}}\right) \quad \text { since } \psi_{j}^{*}=\alpha_{i}^{*} \gamma^{*} \\
& =\alpha_{i}^{*} \gamma^{*}\left(|\cdot|_{\gamma} \text { on } K_{P_{j}}\right) \quad \text { since }|\cdot|_{\gamma}=|\cdot|_{P_{j}} \\
& =\alpha_{i}^{*}\left(|\cdot|_{\mathfrak{p}, \beta_{i}} \text { on } L_{i}\right) & \\
& \left.=\left(|, \cdot|_{P_{j(i)}}\right) \text { on } K\right) . &
\end{array}
$$
\]

Therefore $j=j(i)$, and the map $i \mapsto j(i)$ is onto.
To complete the proof, let us compute dimensions relative to $F_{\mathfrak{p}}$, starting from the decomposition into fields $L_{i}$. The ramification index $e_{j}^{*}$ and the residue class degree $f_{j}^{*}$ for the valuation ring and ideal of $K_{P_{j}}$ equal the corresponding parameters $e_{j}$ and $f_{j}$ for $T$ and $P_{j}$, by Lemma 6.36. Thus we have

$$
\begin{aligned}
n & =\sum_{i=1}^{g^{\prime}} \operatorname{dim}_{F_{\mathfrak{p}}} L_{i}=\sum_{i=1}^{g^{\prime}} \operatorname{dim}_{F_{\mathfrak{p}}} K_{P_{j(i)}}=\sum_{j=1}^{g} \sum_{j(i)=j} \operatorname{dim}_{F_{\mathfrak{p}}} K_{P_{j(i)}} \\
& =\sum_{j=1}^{g} \sum_{j(i)=j} e_{j(i)}^{*} f_{j(i)}^{*}=\sum_{j=1}^{g} \sum_{j(i)=j} e_{j(i)} f_{j(i)}=\sum_{j=1}^{g}|\{i \mid j(i)=j\}| e_{j} f_{j} .
\end{aligned}
$$

On the other hand, we know that $n=\sum_{j} e_{j} f_{j}$, and we have just proved that $|\{i \mid j(i)=j\}| \geq 1$ for each $j$. It follows that $|\{i \mid j(i)=j\}|=1$ for each $j$, i.e., that the function $i \mapsto j(i)$ is one-one onto. In particular, $g^{\prime}=g$. The theorem follows.

Notationally what is happening in the proof of the theorem is that a function $i \mapsto j(i)$ is constructed such that $\alpha_{i}: K \rightarrow L_{i}$ factors as $\alpha_{i}=\iota \psi_{j(i)}$ for some canonical isomorphism $\iota: K_{P_{j(i)}} \rightarrow L_{i}$ of complete valued fields. Renumbering the factors and ignoring canonical isomorphisms, we find that $K \otimes_{F} F_{\mathfrak{p}}$ is the direct product of the factors $K_{P_{i}}$ and that $\alpha_{i}=\psi_{i}$ carries $K$ to $K \otimes 1$ and then to the $i^{\text {th }}$ factor $K_{P_{i}}$. Any linear mapping of the form $A \otimes 1$ in effect is therefore block diagonal with each block corresponding to the effect on some $K_{P_{i}}$.

Let us apply these considerations to operations "left-multiplication-by," which we write as $l(\cdot)$. If $\xi$ is a member of $K$, the characteristic polynomial of $l(\xi)$ over $F$ is $\operatorname{det}(X 1-l(\xi))$, and the characteristic polynomial of $l(\xi) \otimes 1$ over $F_{\mathfrak{p}}$ is still $\operatorname{det}(X 1-l(\xi))$, but now with its coefficients from $F$ regarded as members of $F_{\mathfrak{p}}$ via the inclusion $\psi_{0}: F \rightarrow F_{\mathfrak{p}}$.

The linear function $X(1 \otimes 1)-l(\xi) \otimes 1$ is block diagonal, equal to $X 1-l\left(\psi_{i}(\xi)\right)$ on the $i^{\text {th }}$ block for $1 \leq i \leq g$. The characteristic polynomial
$\operatorname{det}(X 1-l(\xi))$, regarded as having coefficients in $F_{\mathfrak{p}}$, is therefore the product of the $g$ characteristic polynomials $X 1-l\left(\psi_{i}(\xi)\right)$, each with coefficients in $F_{\mathfrak{p}}$. In turn, this product formula yields a sum formula for the trace $\operatorname{Tr}_{K / F}(\xi)$ and a product formula for the norm $N_{K / F}(\xi)$. If $\xi$ is a primitive element for the extension $K / F$, then we can say even more. Let us write all these consequences as a corollary.

Corollary 6.37. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $K$ be a finite separable extension of $F$ with $[K: F]=n$, and let $T$ be the integral closure of $R$ in $K$. Let $\mathfrak{p}$ be a nonzero prime ideal of $R$, and let the ideal $\mathfrak{p} T$ in $T$ have a prime factorization of the form $\mathfrak{p} T=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$, where $P_{1}, \ldots, P_{g}$ are distinct prime ideals in $T$ and $e_{1}, \ldots, e_{g}$ are positive. For $1 \leq i \leq g$, let $f_{i}=\left[T / P_{i}: R / \mathfrak{p}\right]$. If $\xi$ is any element of $K$, then
(a) the $F$ linear map $l(\xi)$ on $K$ given by left multiplication by $\xi$ has the property that its field polynomial $\operatorname{det}(X-l(\xi))$ over $F$, when reinterpreted as having coefficients in $F_{\mathfrak{p}}$, factors over $F_{\mathfrak{p}}$ as the product

$$
\operatorname{det}(X-l(\xi))=\prod_{i=1}^{g} \operatorname{det}\left(X-l\left(\xi_{i}\right)\right)
$$

of the $g$ field polynomials of the images $\xi_{i}=\psi_{i}(\xi)$ under the completion map $\psi_{i}: K \rightarrow K_{P_{i}}$,
(b) $N_{K / F}(\xi)=\prod_{i=1}^{g} N_{K_{P_{i}} / F_{\mathfrak{p}}}\left(\xi_{i}\right)$,
(c) $\operatorname{Tr}_{K / F}(\xi)=\sum_{i=1}^{g} \operatorname{Tr}_{K_{P_{i}} / F_{\mathfrak{p}}}\left(\xi_{i}\right)$.

Furthermore, if $\xi$ and $F$ together generate $K$, if $m(X)$ is the minimal polynomial of $\xi$ over $F$, and if $m(X)=\prod_{j=1}^{g^{\prime}} m_{j}(X)$ expresses $m(X)$ as the product of distinct monic irreducible polynomials in $F_{\mathfrak{p}}[X]$, then
(d) $g^{\prime}=g$,
(e) there is a one-one onto function $i \mapsto k(i)$ on the set $\{1, \ldots, g\}$ such that $K_{P_{i}}$ is isomorphic as a field to $F_{\mathfrak{p}}[X] /\left(m_{k(i)}(X)\right)$,
(f) $\operatorname{deg} m_{k(i)}(X)=e_{i} f_{i}$.

Proof. Conclusion (a) was proved in the paragraph before the statement of the corollary, and (b) and (c) follow immediately from (a).

Under the assumption that $K=F(\xi)$, the minimal polynomial $m(X)$ of $\xi$ and the characteristic polynomial $\operatorname{det}(X 1-l(\xi))$ are equal; thus $m(X)=$ $\operatorname{det}(X-l(\xi))$ is irreducible over $F$. Applying Proposition 2.29a, we see that $K \otimes_{F} F_{\mathfrak{p}} \cong F_{\mathfrak{p}}[X] /(m(X))$ as an $F_{\mathfrak{p}}$ algebra. The assumed separability of $K / F$ means that $m(X)$ is a separable polynomial, and $m(X)$ therefore factors over the extension field $F_{\mathfrak{p}}$ of $F$ as a product of distinct monic irreducible polynomials
in $F_{\mathfrak{p}}[X]$, say as $m(X)=m_{1}(X) \cdots m_{g^{\prime}}(X)$. The Chinese Remainder Theorem implies that

$$
K \otimes_{F} F_{\mathfrak{p}} \cong \prod_{i=1}^{g^{\prime}} F_{\mathfrak{p}}[X] /\left(m_{i}(X)\right)
$$

and each $F_{\mathfrak{p}}[X] /\left(m_{i}(X)\right)$ is a field. The factors on the right must coincide with the factors in Theorem 6.31, and it follows that $g^{\prime}=g$ and that each $K_{P_{i}}$ is of the form $F_{\mathfrak{p}}[X] /\left(m_{k}(X)\right)$ for some $k=k(i)$. This proves (d) and (e). For (f), $\operatorname{deg} m_{k(i)}(X)$ is the product of the ramification index and the residue class degree for $K_{P_{i}} / F_{\mathfrak{p}}$, and this product equals $e_{i} f_{i}$ as a consequence of Lemma 6.36 and its remark.

A by-product of (d) is that we obtain a way of computing $g$ for the extension: it is the number of irreducible factors into which $m(X)$ splits when it is factored over $F_{\mathfrak{p}}$ instead of $F$. Hensel's Lemma in the form of Theorem 6.30 can help with carrying out this factorization in favorable cases if $\xi$ is chosen to be integral over $R$, i.e., to be in $T$. Namely we reduce the coefficients of $m(X)$ modulo $\mathfrak{p}$, obtaining a monic polynomial in $(R / \mathfrak{p})[X]$, and we factor this polynomial ${ }^{19}$ as a product of powers of distinct primes in $(R / \mathfrak{p})[X]$. Since the powers of distinct primes are relatively prime and since everything is monic, Theorem 6.30 is applicable and allows us to lift the factorization to $F_{\mathfrak{p}}[X]$. The resulting monic factors in $F_{\mathfrak{p}}[X]$ may not be irreducible in unfavorable circumstances, ${ }^{20}$ but we have at least made progress.

Theorem 6.31 has accomplished even more than is stated in Corollary 6.37. For each $i$, it has identified a field extension, namely $K_{P_{i}} / F_{\mathfrak{p}}$, in which the indices $e_{i}$ and $f_{i}$ are isolated from the other $e_{j}$ 's and $f_{j}$ 's. Under an additional hypothesis on the residue class field (it is enough to assume that the residue class field is finite), Proposition 6.38 below shows that it is possible to interpolate a unique intermediate field $L$ with $F_{\mathfrak{p}} \subseteq L \subseteq K_{P_{i}}$ such that the residue class degree (the parameter $f$ ) of $K_{P_{i}} / L$ is 1 and the ramification index (the parameter $e$ ) of $K / F_{\mathfrak{p}}$ is 1 . Thus the proposition says that we can separate $e_{i}$ and $f_{i}$ from each other. One says that $K_{P_{i}} / L$ is totally ramified and $L / F_{\mathfrak{p}}$ is unramified.

Proposition 6.38. Let $F$ be a complete valued field under a nonarchimedean discrete valuation $v$, let $R$ and $\mathfrak{p}$ be the valuation ring and valuation ideal for $v$, let $K$ be a finite separable extension of $F$ of degree $n$, let $T$ be the integral closure of $R$ in $K$, and let $P$ be the unique maximal ideal in $T$ as in Theorem 6.33. Suppose

[^71]that $R / \mathfrak{p}$ is a finite field. Let $e$ be the integer such that $\mathfrak{p} T=P^{e}$, and let $f$ be the dimension of $T / P$ over $R / \mathfrak{p}$. Then there exists a unique intermediate field $L$ for which the integral closure $U$ of $R$ in $L$ and the unique maximal ideal $\wp$ in $U$ have the following properties:
(a) $\mathfrak{p} U=\wp$ and $\wp T=P^{e}$,
(b) $[U / \wp: R / \mathfrak{p}]=f$ and $[T / P: U / \wp]=1$.

The proof is carried out in Problems 15-16 at the end of the chapter. We shall apply Proposition 6.38 in Section 8. The intermediate field $L$ in the proposition is called the inertia subfield of $K / F$.

Once this separation of an extension of a complete valued field into a totally ramified extension and an unramified extension has been accomplished, one can go on to study each kind of extension separately, in order to find out what kind of ramification is possible. The results are stated as Lemmas 6.47 and 6.48, and proofs are carried out in Problems 17-19 at the end of the chapter.

## 7. Special Features of Galois Extensions

In this section we analyze what happens in the setting of Theorem 6.31 when the extension of fields is a Galois extension. For simplicity for the moment, let us work with the number-field setting, even though analogous results hold for function fields in one variable as well. Thus let $K / F$ be a finite Galois extension of number fields, let $T$ and $R$ be the rings of algebraic integers in $K$ and $F$ respectively, and let $\mathfrak{p}$ be a nonzero prime ideal in $R$. Since the extension $K / F$ is Galois, the Galois group $\operatorname{Gal}(K / F)$ permutes transitively the nonzero prime ideals containing $\mathfrak{p} T$, and the factorization of $\mathfrak{p} T$ into powers of distinct prime ideals of $T$ takes the special form $\mathfrak{p} T=P_{1}^{e} \cdots P_{g}^{e}$ with all the exponents the same. ${ }^{21}$ In addition, the dimension of each finite field $T / P_{i}$ over $R / \mathfrak{p}$ is an integer $f$ independent of $i$, and we have ef $g=[K: F]$.

Let us review Theorem 9.64 and its surrounding discussion in Basic Algebra. If we write $P$ for one of the ideals $P_{i}$, then the subgroup $G_{P}$ of $G=$ $\operatorname{Gal}(K / F)$ is called the decomposition group at $P$. Each $\sigma \in G_{P}$ descends to an automorphism $\bar{\sigma}$ of $T / P$ that fixes $R / \mathfrak{p}$, thereby yielding a member of $\bar{G}=\operatorname{Gal}((T / P) /(R / \mathfrak{p}))$. The map $G \rightarrow \bar{G}$ is certainly a homomorphism, and Theorem 9.64 of Basic Algebra says that it is onto. It follows that this homomorphism is e-to-1. In Basic Algebra this homomorphism was of interest when $F=\mathbb{Q}$ and $e=1$, since it ensures the presence of certain kinds of permutations in $G$ and makes it possible to determine $G$ completely in certain circumstances.

[^72]Theorem 6.31 allows us to isolate each prime ideal $P$ in such an analysis, reinterpreting everything in the context of a particular $\mathfrak{p}$-adic field. Carrying through this process gives insights into the decomposition group and the nature of the homomorphism $G_{P} \rightarrow \bar{G}$. The point of this section is to explain some of these insights.

We work within the setting of Theorem 6.31 except that we assume that the residue class fields are finite fields, as they are in the number-theory context. Thus let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $K$ be a finite Galois extension of $F$ with $[K: F]=n$, and let $T$ be the integral closure of $R$ in $K$. We suppose that $\mathfrak{p}$ is a nonzero prime ideal of $R$ and that $R / \mathfrak{p}$ is a finite field. Let $\mathfrak{p} T=P_{1}^{e} \ldots P_{g}^{e}$ be the prime factorization of the ideal $\mathfrak{p} T$ in $T$; here $P_{1}, \ldots, P_{g}$ are assumed to be distinct prime ideals in $T$. Let $f$ be the common value of the dimension of $T / P_{i}$ over $R / P$.

In the decomposition $K \otimes_{F} F_{\mathfrak{p}} \cong \prod_{i=1}^{g} K_{P_{i}}$ of Theorem 6.31, the projection $\eta_{i}$ to the $i^{\text {th }}$ factor on the right side is a member of $K \otimes_{F} F_{\mathfrak{p}}$; specifically it is the member of the direct product whose $i^{\text {th }}$ coordinate is the multiplicative identity of $K_{P_{i}}$ and whose other coordinates are 0 . The element $\eta_{i}$ is an idempotent in the sense that $\eta_{i}^{2}=\eta_{i}$, and the $\eta_{i}$ 's are orthogonal in the sense that $\eta_{i} \eta_{j}=0$ for $i \neq j$. The only idempotents of $K \otimes_{F} F_{\mathfrak{p}}$ are the sums of distinct elements $\eta_{i}$, and the $\eta_{i}$ 's are distinguished from the other idempotents in being primitive: $\eta_{i}$ is not the sum of two nonzero orthogonal idempotents.

Recall the relationship derived in the proof of Theorem 6.31 between $P_{i}$ and the element $\eta_{i}$ : the mapping $\beta_{i}: F_{\mathfrak{p}} \rightarrow K_{P_{i}}$ given by $\beta_{i}(x)=(1 \otimes x) \eta_{i}$ for $x \in F_{\mathfrak{p}}$ is a homomorphism of valued fields, and so is the mapping $\alpha_{i}: K \rightarrow K_{P_{i}}$ given by $\alpha_{i}(k)=(k \otimes 1) \eta_{i}$ for $k \in K$. These facts uniquely determine $P_{i}$ from among the ideals $P_{1}, \ldots, P_{g}$.

We extend the action by each member $\sigma$ of $G=\operatorname{Gal}(K / F)$ to $K \otimes_{F} F_{\mathfrak{p}}$ as the transformation $\sigma \otimes 1$. Then $G$ acts on $K \otimes_{F} F_{\mathfrak{p}}$, manifestly keeping each element of $F_{\mathfrak{p}}$ fixed. Since the members of $G$ respect multiplication and addition, they map idempotents to idempotents in $K \otimes_{F} F_{\mathfrak{p}}$, sending primitive idempotents to primitive idempotents. Thus $G$ permutes the elements $\eta_{i}$. The elements $x$ with $\eta_{i} x=x$ are exactly the members of $K_{P_{i}}$, and hence $G$ permutes the fields $K_{P_{i}}$.

Lemma 6.39. In the above setting with $K / F$ Galois, let $P_{i}$ be one of the ideals $P_{1}, \ldots, P_{g}$. Then a member $\sigma$ of the Galois group $G=\operatorname{Gal}(K / F)$ extends to a field automorphism of $K_{P_{i}}$ fixing $F_{\mathfrak{p}}$ if and only if it is an isometry of $\left(K,|\cdot|_{P_{i}}\right)$, i.e., if and only if $\sigma$ satisfies $|\sigma x|_{P_{i}}=|x|_{P_{i}}$ for all $x \in K$.

Proof. If $\sigma$ is an isometry from $K$ into itself in the metric determined by $|\cdot|_{P_{i}}$, then $\sigma$ is uniformly continuous as a function from $K$ into the complete space $K_{P_{i}}$ and therefore extends to a continuous function from the completion $K_{P_{i}}$ into $K_{P_{i}}$.

It follows from the continuity of the extension and the fact that $\sigma$ respects the operations on $K$ that $\sigma$ respects the operations on $K_{P_{i}}$. These remarks apply also to the extension of $\sigma^{-1}$, and the extension of $\sigma^{-1}$ is a two-sided inverse to the extension of $\sigma$. Since $\sigma$ is the identity on $F$, the continuity forces the extension of $\sigma$ to be the identity on $F_{\mathfrak{p}}$.

Conversely suppose that $\sigma$ extends to an automorphism of $K_{P_{i}}$ fixing $F_{\mathfrak{p}}$. Let us use the name $\sigma$ also for the extension. On $K_{P_{i}}$, the functions $x \mapsto|x|_{P_{i}}$ and $x \mapsto|\sigma(x)|_{P_{i}}$ are absolute values that extend $|\cdot|_{\mathfrak{p}}$ on $F_{\mathfrak{p}}$. Theorem 6.33 shows that they must be equal, and therefore $\sigma$ is an isometry.

Proposition 6.40. In the above setting with $K / F$ Galois, let $P$ be one of the ideals $P_{1}, \ldots, P_{g}$, let $G=\operatorname{Gal}(K / F)$ be the Galois group, and let $G_{P}$ be the decomposition group at $P$. Then $K_{P}$ is a Galois extension of $F_{\mathfrak{p}}$, the members of $G_{P}$ extend to be isometries of $K_{P}$ that fix $F_{\mathfrak{p}}$, and the resulting map $\varphi: G_{P} \rightarrow \operatorname{Gal}\left(K_{P} / F_{\mathfrak{p}}\right)$ exhibits $G_{P}$ as isomorphic to $\operatorname{Gal}\left(K_{P} / F_{\mathfrak{p}}\right)$.

Proof. Since $K_{P}$ is generated by $F_{\mathfrak{p}}$ and $K$, it is obtained by adjoining to $F_{\mathfrak{p}}$ the same roots of the same polynomials over $F$ that are used to generate $K$. Therefore $K_{P} / F_{\mathfrak{p}}$ is a Galois extension.

Lemma 6.39 gives us the map of $G_{P}$ into $\operatorname{Gal}\left(K_{P} / F_{\mathfrak{p}}\right)$. The map $\varphi$ is a homomorphism because the extension of each member of $G_{P}$ is unique. It is one-one because the inclusion $K \subseteq K_{P}$ is one-one.

To see that it is onto, let $\sigma$ be in $\operatorname{Gal}\left(K_{P} / F_{\mathfrak{p}}\right)$, and choose an element $\xi \in K$ such that $K=F(\xi)$. If $m(X)$ is the minimal polynomial of $\xi$ over $F$, then $\sigma(\xi)$ is an element of $K_{P}$ with $m(\sigma(\xi))=0$. Consequently $\sigma(\xi)$ is a root of $m(X)$. Since $K / F$ is Galois and $m(X)$ has one root in $K$, all its roots are in $K$. Thus $\sigma(\xi)$ is in $K$. The most general member of $K$ is of the form $q(\xi)$, where $q(X)$ is a polynomial of degree less than $\operatorname{deg} m(X)$, and $q(\sigma(\xi))$ has to be in $K$ also. Thus $\sigma$ is an automorphism of $K$ fixing $F$. As such, $\sigma$ must send $T$ into itself and must send $P$ into some ideal $P_{i}$ of $T$ containing $\mathfrak{p} T$. Meanwhile, Lemma 6.39 shows that $\sigma$ is an isometry of $K$ relative to $|\cdot|_{P}$. Thus $\sigma$ must send $P$ into itself. In other words, the restriction of $\sigma$ to $K$ is in the decomposition group $G_{P}$.

We know from Theorem 9.64 of Basic Algebra that every member $\sigma$ of the decomposition group $G_{P}$ yields a member $\bar{\sigma}$ of $\operatorname{Gal}((T / P) /(R / \mathfrak{p}))$ and that the resulting map $\sigma \mapsto \bar{\sigma}$ is a homomorphism onto. Proposition 6.40 allows us to reinterpret this homomorphism as carrying the Galois group of $K_{P}$ onto the Galois group of $T / P$. The order of $\operatorname{Gal}\left(K_{P} / F_{\mathfrak{p}}\right)$ is $e f$, and the order of $\operatorname{Gal}((T / P) /(R / \mathfrak{p}))$ is $f$. Thus the kernel of this homomorphism, which is called the inertia group of $K_{P} / F_{\mathfrak{p}}$, has order $e$. By Galois theory the fixed field $L$ of the inertia group has $\left[K_{P}: L\right]=e, L / F_{\mathfrak{p}}$ is a Galois extension,
and $\operatorname{Gal}\left(L / F_{\mathfrak{p}}\right)$ has order $f$. This construction has been arranged to make $\operatorname{Gal}\left(L / F_{\mathfrak{p}}\right) \cong \operatorname{Gal}\left((T / P) /\left(R / F_{\mathfrak{p}}\right)\right)$. As the Galois group of a finite extension of finite fields, the Galois group on the right is cyclic of order $f$. Therefore $\operatorname{Gal}\left(L / F_{\mathfrak{p}}\right)$ is cyclic of order $f$.

Referring back to the statement of Proposition 6.38, we might guess that the fixed field $L$ of the inertia group is the unique intermediate field such that $K / L$ is totally ramified and $L / F$ is unramified. This guess is completely correct, but we omit the proof.

## 8. Different and Discriminant

Theorem 6.31 is the key to a "local/global" approach to handling certain kinds of problems in algebraic number theory and in its analog in algebraic geometry. To illustrate the approach and its power, we shall give in this section and in the problems at the end of the chapter a full proof for the Dedekind Discriminant Theorem (Theorem 5.5), which was left only partially proved in Chapter V. That theorem as stated in Chapter V says that the prime numbers $p$ for which ramification occurs in passing from $\mathbb{Q}$ to a number field $K$ are exactly the primes dividing the field discriminant. The result we obtain now ${ }^{22}$ will in fact generalize Theorem 5.5 significantly. In giving the details, we leave the proofs of Proposition 6.38 and Lemmas 6.47 and 6.48 to Problems 15-19 at the end of the chapter.

In the approach used in Chapter V, we were unable to handle primes that are "common index divisors" in the sense of Section V.2. Section V. 4 exhibited an example of a common index divisor. The difficulty with the approach in Chapter V is that localization by itself does not ostensibly separate the primes from one another sufficiently for us fully to handle them one at a time. The completion step is a tool powerful enough to complete the separation.

For part of this section, we shall work in the setting of Theorem 6.31 , in which we compare two Dedekind domains whose fields of fractions are related by a separable field extension. The situation of eventual interest is that the two Dedekind domains are the rings of algebraic integers within two number fields, but we shall encounter also $\mathfrak{p}$-adic versions of this situation. Thus let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $K$ be a finite separable extension of $F$ with $[K: F]=n$, and let $T$ be the integral closure of $R$ in $K$. In this setting we shall introduce an ideal $\mathcal{D}(K / F)$ of $T$ known as the "relative different" of the two fields, and we shall establish conditions under which the relative different captures fairly precisely what ramification occurs in passing from $R$ to $T$. This is the generalized version of the Dedekind Discriminant Theorem and appears as Theorem 6.45 below.

[^73]In the special case that $F=\mathbb{Q}$, we shall see that the field discriminant $D_{K}$ satisfies $\left|D_{K}\right|=N(\mathcal{D}(K / \mathbb{Q}))$. In words, the field discriminant is the absolute norm of the relative different $\mathcal{D}(K / \mathbb{Q})$ except possibly for a sign. Using the properties of $N(\cdot)$ listed in Proposition 5.4, we can read off the version of the Dedekind Discriminant Theorem stated in Theorem 5.5 from the results we establish about the relative different.

We work with fractional ideals in $F$ and in $K$. If $M$ is any nonzero fractional ideal of $K$, we define its (relative) dual as

$$
\widehat{M}=\left\{x \in K \mid \operatorname{Tr}_{K / F}(x y) \text { is in } R \text { for all } y \in M\right\}
$$

Lemma 6.41. In the above setting, if $M$ is a nonzero fractional ideal of $K$, then so is its dual $\widehat{M}$.

Proof. Since $T$ has $K$ as its field of fractions, there exists an $F$ vector space basis $\left\{t_{1}, \ldots, t_{n}\right\}$ of $K$ consisting of members of $T$. If $m_{0}$ is a nonzero member of $M$ and $m_{j}=t_{j} m_{0}$, then $\left\{m_{1}, \ldots, m_{n}\right\}$ is an $F$ vector space basis of $K$ lying in $M$. Form the $R$ submodule $M_{1}=\sum_{j=1}^{n} R m_{j}$ of $M$, and let $\left\{x_{1}, \ldots, x_{n}\right\}$ be the $F$ vector space basis of $K$ such that $\operatorname{Tr}_{K / F}\left(x_{j} m_{j}\right)=\delta_{i j}$. Let

$$
\widehat{M}_{1}=\left\{x \in K \mid \operatorname{Tr}_{K / F}(x m) \text { is in } R \text { for all } m \in M_{1}\right\} .
$$

If we expand a general element $x$ of $K$ as $x=\sum_{j=1}^{n} c_{i} x_{i}$, then a necessary condition for $x$ to be in $\widehat{M}_{1}$ is that $c_{j}=\operatorname{Tr}_{K / F}\left(x m_{j}\right)$ be in $R$ for all $j$. On the other hand, this condition is also sufficient because an element $x$ with all $c_{j} \in R$ has $\operatorname{Tr}_{K / F}(x m)=\sum_{j=1}^{n} c_{j} r_{j}$ if $m=\sum_{j=1}^{n} r_{j} m_{j}$. Thus $\widehat{M}_{1}$ is a finitely generated $R$ module with $x_{1}, \ldots, x_{n}$ as generators. Let $S$ be the $T$ submodule of $K$ given by $S=\sum_{j=1}^{n} T x_{j}$. This is a finitely generated $T$ submodule of $K$ that contains $\widehat{M}_{1}$. The inclusion $M \supseteq M_{1}$ evidently implies that $\widehat{M} \subseteq \widehat{M}_{1}$, and hence $\widehat{M} \subseteq S$. In this way, $\widehat{M}$ is exhibited as a $T$ submodule of the finitely generated $T$ submodule $S$ of $K$, and $\widehat{M}$ must itself be finitely generated because $T$ is a Noetherian ring.

Proposition 6.42. In the above setting, the dual $\widehat{T}$ of $T$ is of the form $\widehat{T}=$ $\mathcal{D}(K / F)^{-1}$ for an ideal $\mathcal{D}(K / F)$ of $T$. This ideal $\mathcal{D}(K / F)$ has the property that

$$
\widehat{M}=M^{-1} \mathcal{D}(K / F)^{-1}
$$

for every nonzero fractional ideal $M$ of $K$.
REMARK. The ideal $\mathcal{D}(K / F)$ in $T$ is called the relative different of $K$ with respect to $F$.

Proof. From the definition, $\widehat{T}$ consists of all $x$ in $K$ for which $\operatorname{Tr}_{K / F}(x t)$ is in $R$; any member $x$ of $T$ has this property, and thus $T \subseteq \widehat{T}$. Lemma 6.41 shows that $\widehat{T}$ is a fractional ideal of $K$. Since $\widehat{T}$ contains $T$, it is the inverse of an ideal of $T$. This ideal we define as $\mathcal{D}(K / F)$.

Let $M$ be an arbitrary nonzero fractional ideal of $K$. Since $M^{-1} M=T$, we have $\operatorname{Tr}_{K / F}\left(M^{-1} \mathcal{D}(K / F)^{-1} \cdot M\right)=\operatorname{Tr}_{K / F}\left(\mathcal{D}(K / F)^{-1}\right)=\operatorname{Tr}_{K / F}(\widehat{T} T) \subseteq R$, and it follows that $M^{-1} \mathcal{D}(K / F)^{-1} \subseteq \widehat{M}$. For the reverse inclusion, let $x$ be in $\widehat{M}$. Then $\operatorname{Tr}_{K / F}(x M \cdot t) \subseteq \operatorname{Tr}_{K / F}(x M) \subseteq R$ for all $t \in T$, and hence $x M \subseteq$ $\widehat{T}=\mathcal{D}(K / F)^{-1}$. This being true for all $x \in \widehat{M}$, we obtain $\widehat{M} M \subseteq \mathcal{D}(K / F)^{-1}$. Therefore $\widehat{M} \subseteq M^{-1} \mathcal{D}(K / F)^{-1}$.

Proposition 6.43. In the above setting, if $L$ is a field with $F \subseteq L \subseteq K$, then

$$
\mathcal{D}(K / F)=\mathcal{D}(K / L) \mathcal{D}(L / F)
$$

as an equality of fractional ideals in $K$.
REMARKS. Let $U$ be the integral closure of $R$ in $L$. In the displayed line of the proposition, $\mathcal{D}(L / F)$ is an ideal in $U$, and the right side amounts to the product in $T$ given by $\mathcal{D}(K / L) \cdot \mathcal{D}(L / F) T$.

Proof. We use the fact that traces can be computed in stages. An element $x$ of $K$ is in $\mathcal{D}(K / F)^{-1}$ if and only if $\operatorname{Tr}_{K / F}(x T) \subseteq R$, if and only if $\operatorname{Tr}_{L / F}\left(\operatorname{Tr}_{K / L}(x T)\right) \subseteq R$, if and only if $\operatorname{Tr}_{K / L}(x T) \subseteq \widehat{U}=\mathcal{D}(L / F)^{-1}$, if and only if $\operatorname{Tr}_{K / L}(x T \mathcal{D}(L / F)) \subseteq U$, if and only if $x T \mathcal{D}(L / F) \subseteq \mathcal{D}(K / L)^{-1}$. Thus $\mathcal{D}(K / F)^{-1} \mathcal{D}(L / F)=\mathcal{D}(K / L)^{-1}$, and the result follows.

The main result of this section, from which the Dedekind Discriminant Theorem will be derived as Corollary 6.49 , is Theorem 6.45 below, Dedekind's Theorem on Differents. The proof requires some preparation. Two results will be used to reduce Theorem 6.45 to a statement about complete fields, for which only a single prime ideal is involved, both for $R$ and for $T$. The first of these is Theorem 6.31 , or more particularly its consequence for traces given in Corollary 6.37c. The other is the following strengthening of the Weak Approximation Theorem in the presence of additional hypotheses. The reduction step to a statement about complete fields then appears as Corollary 6.46.

Theorem 6.44 (Strong Approximation Theorem). Let $F$ be a number field, let $R$ be its ring of algebraic integers, let $P_{1}, \ldots, P_{r}$ be distinct nonzero prime ideals in $R$, and let $v_{P_{j}}$ for each $j$ be the valuation of $F$ and of its completion that corresponds to $P_{j}$. If $l_{1}, \ldots, l_{r}$ are integers and if $x_{j}$ for $1 \leq j \leq r$ is a member of the completed field $F_{P_{j}}$, then there exists $y$ in $F$ such that

$$
v_{P_{j}}\left(y-x_{j}\right) \geq l_{j} \quad \text { for } 1 \leq j \leq r
$$

and such that $v_{Q}(y) \geq 0$ for all other nonzero prime ideals $Q$ of $R$.

## REMARKS.

(1) It will be helpful to have a name for the property in the conclusion of Theorem 6.44. Thus let $T$ be a Dedekind domain regarded as a subring of its field of fractions $K$. We say that $T$ has the strong approximation property if whenever distinct nonzero prime ideals $P_{1}, \ldots, P_{r}$ of $T$ are given, along with integers $l_{1}, \ldots, l_{r}$ and members $x_{j}$ of the completed field $K_{P_{j}}$ for $1 \leq j \leq r$, then there exists $y$ in $K$ such that $v_{P_{j}}\left(y-x_{j}\right) \geq l_{j}$ for $1 \leq j \leq r$ and such that $v_{Q}(y) \geq 0$ for all other nonzero prime ideals $Q$ of $T$. The content of Theorem 6.44 is that the ring of algebraic integers in any number field has the strong approximation property.
(2) More generally any principal ideal domain has the strong approximation property. In fact, if $R$ is a principal ideal domain with field of fractions $F$, if $K$ is a finite extension of $F$, and if $T$ is the integral closure of $R$ in $K$, then $K$ is a Dedekind domain (according to the remarks with Proposition 6.7), and $K$ has the strong approximation property. The proof is an easy adaptation of the proof below, with the principal ideal domain substituting for the ring $\mathbb{Z}$ of integers. As a consequence if $\mathbb{k}$ is a field and if $T$ is the integral closure of $\mathbb{k}[X]$ in a finite extension of $\mathbb{k}(X)$, then $T$ has the strong approximation property.
(3) Any Dedekind domain with only finitely many prime ideals has the strong approximation property as an immediate consequence of the Weak Approximation Theorem (Theorem 6.23). One does not need to make use of the fact that such a domain is always a principal ideal domain.
(4) For a number field the conclusion of the theorem as stated imposes a limitation on all the nonarchimedean absolute values. The conclusion cannot be strengthened to impose a limitation on all equivalence classes of absolute values, since the Artin product formula (Theorem 6.51 below) imposes a constraint on the set of all of them.

Proof. ${ }^{23}$ We may assume that each $l_{j}$ satisfies $l_{j} \geq 0$. Recall that for each prime number $p$, there are only finitely many prime ideals $P$ in $R$ with $P \cap \mathbb{Z}=$ $p \mathbb{Z}$. Possibly by moving some of the conditions $v_{Q}(y) \geq 0$ into the displayed hypothesis concerning the $P_{j}$ 's, we may assume that there is some finite set $\left\{p_{1}, \ldots, p_{q}\right\}$ of primes such that $\left\{P_{1}, \ldots, P_{r}\right\}$ consists exactly of all prime ideals $P$ such that $P \cap \mathbb{Z}=p_{i} \mathbb{Z}$ for some $i$ with $1 \leq i \leq q$.

Application of the Weak Approximation Theorem (Theorem 6.23) to the absolute values corresponding to $P_{1}, \ldots, P_{r}$ produces an element $z \in F$ with

[^74]$$
v_{P_{j}}\left(z-x_{j}\right) \geq l_{j} \quad \text { for } 1 \leq j \leq r .
$$

Form the fractional ideal $z R$ in $F$, and let its unique factorization be $z R=$ $P_{1}^{a_{1}} \cdots P_{r}^{a_{r}} Q_{1} Q_{2}^{-1}$, where the $a_{j}$ are in $\mathbb{Z}$ and where $Q_{1}$ and $Q_{2}$ are ideals of $R$ whose prime factorizations involve no $P_{j}$. Let us see that $Q_{2}$ divides a nonzero principal ideal $(N)$ of $R$ whose generator $N$ is in $\mathbb{Z}$ and that $N$ can be chosen to be relatively prime to $p_{1}, \ldots, p_{q}$. In fact, it is enough to treat each prime factor of $Q_{2}$ separately and multiply the results. For a prime factor $P$, we know that $P \cap \mathbb{Z}=p \mathbb{Z}$ for some prime $p$ in $\mathbb{Z}$, and we know that $p R$ is the product of $P$ and another ideal of $R$. This prime $p$ is nonassociate to each of $p_{1}, \ldots, p_{q}$ because the only prime ideals whose intersection with $\mathbb{Z}$ is some $p_{i} \mathbb{Z}$ are $P_{1}, \ldots, P_{r}$ and because no such prime ideal divides $Q_{2}$. Therefore the prime factorization of $(N)$ contains no factor $P_{1}, \ldots, P_{r}$.

Let $b$ be a positive integer to be specified, and choose an integer $l$ such that $l N \equiv 1 \bmod p_{i}^{b}$ for $1 \leq i \leq q$. If $p_{i} R$ factors as $\prod_{k} P_{i_{k}}^{m_{i_{k}}}$ with each $P_{i_{k}}$ in $\left\{P_{1}, \ldots, P_{r}\right\}$, then $l$ has the property that $l N-1$ lies in $\left(\prod_{k} P_{i_{k}}^{m_{i_{k}}}\right)^{b}$, hence in each $P_{i_{k}}^{b}$. Consequently $l N-1$ lies in $P_{j}^{b}$ for $1 \leq j \leq r$.

We show that if $b$ is sufficiently large, then the element $y=l N z$ is the element we seek. First consider nonzero prime ideals $Q$ not in $\left\{P_{1}, \ldots, P_{r}\right\}$. Our factorizations of $z R$ and ( $N$ ) show that $y R=l Q_{3} Q_{1} P_{1}^{a_{1}} \cdots P_{r}^{a_{r}}$. The power of $Q$ on the right side is $\geq 0$ because $Q_{1}$ and $Q_{3}$ are ideals of $R$, and thus

$$
\begin{equation*}
v_{Q}(y) \geq 0 . \tag{*}
\end{equation*}
$$

Now write $y-x_{j}=(l N-1) z+\left(z-x_{j}\right)$, and apply the valuation $v_{P_{j}}$. Then we have

$$
v_{P_{j}}\left(y-x_{j}\right) \geq \min \left(v_{P_{j}}((l N-1) z), v_{P_{j}}\left(z-x_{j}\right)\right)
$$

and it follows from $\left.v_{P_{j}}\left(z-x_{j}\right)\right) \geq l_{j}$ that

$$
\begin{equation*}
v_{P_{j}}\left(y-x_{j}\right) \geq l_{j} \tag{**}
\end{equation*}
$$

if we can arrange that

$$
v_{P_{j}}((l N-1) z) \geq l_{j} .
$$

Since $l N-1$ lies in $P_{j}^{b}$ and since $v_{P_{j}}(z)=a_{j}$, a sufficient condition for $(\dagger)$ is that $b+a_{j} \geq l_{j}$. As $j$ varies, we impose only finitely many conditions on $b$ to get $(\dagger)$ to hold for all $j$, and then the result is that $(* *)$ holds for all $j$. In combination with $(*)$, this inequality shows that $y$ has the required properties.

The preparation is all in place to prove Dedekind's Theorem on Differents, from which we shall easily derive the Dedekind Discriminant Theorem. The statement is as follows.

Theorem 6.45 (Dedekind's Theorem on Differents). Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $K$ be a finite separable extension of $F$ with $[K: F]=n$, and let $T$ be the integral closure of $R$ in $K$. Suppose that $T$ has the strong approximation property. Let $p>0$ be the characteristic of the residue class field of $R / \mathfrak{p}$, let $\mathfrak{p}$ be a nonzero prime ideal in $R$, let $\mathfrak{p} T=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$ be the factorization of $\mathfrak{p} T$ as the product of positive powers of distinct prime ideals in $T$, and let the relative different of $K / F$ split as $\mathcal{D}(K / F)=P_{1}^{e_{1}^{\prime}} \cdots P_{g}^{e_{g}^{\prime}} Q$ for an ideal $Q$ relatively prime to all $P_{j}$. Then for each $j$ with $1 \leq j \leq g, e_{j}^{\prime}$ is given by

$$
e_{j}^{\prime}= \begin{cases}e_{j}-1 & \text { if } p \text { does not divide } e_{j} \\ \bar{e}_{j} & \text { with } \bar{e}_{j} \geq e_{j} \text { if } p \text { divides } e_{j}\end{cases}
$$

Consequently $\mathcal{D}(K / F)$ has all $e_{j}^{\prime}=0$ if and only if $e_{j}=1$ for all $j$.
The idea is to reduce Theorem 6.45 to the case of complete fields. In the notation in the statement of the theorem, the prime ideals $P_{1}, \ldots, P_{g}$ are exactly the prime ideals of $T$ that divide $\mathfrak{p} T$, and it is customary to write $P_{j} \mid \mathfrak{p}$ for these prime ideals of $T$ and only these. If $M$ is a nonzero fractional ideal of $K$ and if $M=P_{1}^{k_{1}} \cdots P_{g}^{k_{g}} Q$ with $Q$ a fractional ideal whose factorization involves no $P_{j}$, we define the $\mathfrak{p}^{\text {th }}$ component of $M$ to be

$$
M_{\mathfrak{p}}=P_{1}^{k_{1}} \cdots P_{g}^{k_{g}}
$$

The understanding in the special case that all $k_{j}$ are 0 is that $M_{\mathfrak{p}}$ is taken to be $T$. In all cases, $M$ is then the product over all $\mathfrak{p}$ of its $\mathfrak{p}^{\text {th }}$ component, since the complete factorization of $M$ has nonzero exponents for only finitely many nonzero prime ideals of $T$. For the two examples that appear in the statement of Theorem 6.45,

$$
(\mathfrak{p} T)_{\mathfrak{p}}=\prod_{P_{j} \mid \mathfrak{p}} P_{j}^{e_{j}} \quad \text { and } \quad \mathcal{D}(K / F)_{\mathfrak{p}}=\prod_{P_{j} \mid \mathfrak{p}} P_{j}^{e_{j}^{\prime}}
$$

The reduction of Theorem 6.45 to the case of complete fields results from the following proposition, which combines Theorem 6.31 and the strong approximation property (Theorem 6.44 in the case of number fields).

Proposition 6.46. Let $R$ be a Dedekind domain regarded as a subring of its field of fractions $F$, let $K$ be a finite separable extension of $F$ with $[K: F]=n$, and let $T$ be the integral closure of $R$ in $K$. Suppose that $T$ has the strong approximation property. If $\mathfrak{p}$ is any nonzero prime ideal in $R$, then the different $\mathcal{D}(K / F)$ has the property that

$$
\mathcal{D}(K / F)=\prod_{\mathfrak{p}} \prod_{P \mid \mathfrak{p}} \mathcal{D}\left(K_{P} / F_{\mathfrak{p}}\right),
$$

the outer product being taken over all nonzero prime ideals $\mathfrak{p}$ of $R$ and the inner product being taken over all prime ideals $P$ of $T$ containing $\mathfrak{p} T$. Here the fields $K_{P}$ and $F_{\mathfrak{p}}$ are the completions of $K$ and $F$ corresponding to $P$ and $\mathfrak{p}$, respectively.

Proof. We actually will show equality of the inverses of the two sides of the displayed formula. By the first conclusion of Proposition 6.42, we are to show that a member $x$ of $K$ has

$$
\begin{equation*}
\operatorname{Tr}_{K / F}(x T) \subseteq R \quad \text { if and only if } \quad \operatorname{Tr}_{K_{P} / F_{\mathfrak{p}}}\left((x T)_{i}\right) \subseteq R_{\mathfrak{p}} \tag{*}
\end{equation*}
$$

for all $\mathfrak{p}$ and all $P$ with $P \mid \mathfrak{p}$. Here $(\cdot)_{i}$ refers to the embedding $K \rightarrow K_{P_{i}}$ in Theorem 6.31 given by $\xi \mapsto \xi_{i}=\eta_{i}(1 \otimes \xi)$, where $\eta_{i}$ is the $i^{\text {th }}$ projection. To prove $(*)$, we use the formula of Corollary 6.37 c , namely

$$
\begin{equation*}
\operatorname{Tr}_{K / F}(\xi)=\sum_{i=1}^{g} \operatorname{Tr}_{K_{P_{i}} / F_{\mathfrak{p}}}\left(\xi_{i}\right) \quad \text { for all } \xi \in K \tag{**}
\end{equation*}
$$

This formula is valid for every $\mathfrak{p}$.
First suppose that $\operatorname{Tr}_{K_{P} / F_{\mathfrak{p}}}\left((x T)_{i}\right) \subseteq R_{\mathfrak{p}}$ for all $\mathfrak{p}$ and all $P$ with $P \mid \mathfrak{p}$. Fix $\mathfrak{p}$, and put $\xi=x t$ with $t \in T$. Summing the traces over $P$ with $P \mid \mathfrak{p}$ and applying $(* *)$, we see that the valuation with respect to $\mathfrak{p}$ of the member $\operatorname{Tr}_{K / F}(\xi)$ of $F$ is $\geq 0$. That is, the factor $\mathfrak{p}^{k}$ that appears in the factorization of the principal fractional ideal $\operatorname{Tr}_{K / F}(\xi) R$ of $F$ has $k \geq 0$. This being true for all $\mathfrak{p}$ means that $\operatorname{Tr}_{K / F}(\xi) R$ is an ordinary ideal. Hence $\operatorname{Tr}_{K / F}(\xi)$ is in $R$.

In the reverse direction, suppose that $\operatorname{Tr}_{K / F}(x T) \subseteq R$. For each nonzero prime ideal $P$ in $T$, let $v_{P}$ be the corresponding valuation. Fix $\mathfrak{p}$. Let $\left\{P_{1}, \ldots, P_{g}\right\}$ be the set of $P$ 's with $P \mid \mathfrak{p}$. Now fix $i$. By the assumed strong approximation property of $K$, there exists an element $y$ in $K$ with

$$
\begin{aligned}
v_{P_{i}}(y-x) & \geq \max \left(v_{P_{i}}(x), 0\right), & & \\
v_{P_{j}}(y) & \geq \max \left(v_{P_{j}}(x), 0\right) & & \text { for } j \neq i, \\
v_{Q}(y) & \geq 0 & & \text { for all prime ideals } Q \notin\left\{P_{1}, \ldots, P_{g}\right\} .
\end{aligned}
$$

Let us see that $v_{P_{j}}\left(y x^{-1}\right) \geq 0$ for all $j$. For $j \neq i$, this is immediate because $v_{P_{j}}(y) \geq v_{P_{j}}(x)$. For $j=i$, we compute that

$$
\begin{aligned}
v_{P_{i}}\left(y x^{-1}-1\right) & =v_{P_{i}}(y-x)-v_{P_{i}}(x) \geq \max \left(v_{P_{i}}(x), 0\right)-v_{P_{i}}(x) \\
& =\max \left(0,-v_{P_{i}}(x)\right) \geq 0,
\end{aligned}
$$

and then we see that $v_{P_{i}}\left(y x^{-1}\right) \geq \min \left(v_{P_{i}}\left(y x^{-1}-1\right), v_{P_{i}}(1)\right) \geq 0$.

With $y$ now fixed, we make use of the strong approximation property of $K$ a second time, obtaining an element $z$ in $K$ with

$$
\begin{array}{rlrl}
v_{P_{j}}\left(z-y x^{-1}\right) & \geq \max \left(v_{P_{j}}\left(x^{-1}\right), 0\right) & & \text { for } 1 \leq j \leq g, \\
v_{Q}(z) \geq 0 & & \text { for all prime ideals } Q \notin\left\{P_{1}, \ldots, P_{g}\right\} .
\end{array}
$$

Since $v_{P_{j}}\left(y x^{-1}\right) \geq 0$ and $v_{P_{j}}\left(z-y x^{-1}\right) \geq 0$ for all $j$, we find that $v_{P_{j}}(z) \geq 0$ for all $j$. From $v_{Q}(z) \geq 0$ for all other $Q$, we conclude that $z$ is in $T$. Since $\operatorname{Tr}_{K / F}(x T) \subseteq R, \operatorname{Tr}_{K / F}(x z)$ lies in $R$. The trace formula $(* *)$ therefore shows that

$$
\sum_{j=1}^{g} \operatorname{Tr}_{K_{P_{j}} / F_{\mathfrak{p}}}\left(x_{j} z_{j}\right) \quad \text { lies in } R_{\mathfrak{p}}
$$

Meanwhile, we have

$$
\operatorname{Tr}_{K_{P_{j}} / F_{\mathfrak{p}}}\left(x_{j} z_{j}\right)=\operatorname{Tr}_{K_{P_{j}} / F_{\mathfrak{p}}}\left(x_{j}\left(z_{j}-y_{j} x_{j}^{-1}\right)\right)+\operatorname{Tr}_{K_{P_{j}} / F_{\mathfrak{p}}}\left(y_{j}\right)
$$

for $1 \leq j \leq g$. For all $j$, the first term on the right side of $(\dagger \dagger)$ lies in $R_{\mathfrak{p}}$ because the definition of $z$ makes $v_{P_{j}}\left(x\left(z-y x^{-1}\right)\right) \geq 0$. For $j \neq i$, the second term on the right side lies in $R_{\mathfrak{p}}$ because of the definition of $y$. Thus ( $\dagger \dagger$ ) shows that $\operatorname{Tr}_{K_{P_{j}} / F_{\mathfrak{p}}}\left(x_{j} z_{j}\right)$ lies in $R_{\mathfrak{p}}$ for $j \neq i$. Comparing this conclusion with $(\dagger)$, we see that $\operatorname{Tr}_{K_{P_{i}} / F_{\mathfrak{p}}}\left(x_{i} z_{i}\right)$ lies in $R_{\mathfrak{p}}$. Resubstituting into $(\dagger \dagger)$, we find that

$$
\operatorname{Tr}_{K_{P_{i}} / F_{\mathfrak{p}}}\left(y_{i}\right) \quad \text { lies in } R_{\mathfrak{p}}
$$

Finally the definition of $y$ shows that $v_{P_{i}}(y-x) \geq 0$. Hence $\operatorname{Tr}_{K_{P_{i}} / F_{\mathfrak{p}}}\left(y_{i}-x_{i}\right)$ is in $R_{\mathfrak{p}}$. Combining this fact with $(\ddagger)$, we conclude that $\operatorname{Tr}_{K_{P_{i}} / F_{\mathfrak{p}}}\left(x_{i}\right)$ is in $R_{\mathfrak{p}}$. Since $i$ is arbitrary, $\operatorname{Tr}_{K_{P_{j}} / F_{\mathfrak{p}}}\left(x_{j}\right)$ is in $R_{\mathfrak{p}}$ for $1 \leq j \leq g$.

With the proof of Theorem 6.45 reduced to the case of complete valued fields by Proposition 6.46, we need to make use of Lemmas 6.47 and 6.48 below, whose proofs are carried out in Problems 17-19 at the end of the chapter.

Lemma 6.47. Let $F$ be a complete valued field with respect to a discrete nonarchimedean valuation, let $R$ be its valuation ring, let $\mathfrak{p}$ be its valuation ideal, let $K$ be a finite separable extension of $F$ with $[K: F]=n$, let $T$ be the integral closure of $R$ in $K$, and let $P$ be the unique nonzero prime ideal in $T$. Suppose that $K / F$ is totally ramified with $\mathfrak{p} T=P^{e}$ for an integer $e \geq 1$, and suppose that the isomorphic residue class fields $R / \mathfrak{p}$ and $T / P$ are finite fields of characteristic $p$. Then the different $\mathcal{D}(K / F)$ is given by $\mathcal{D}(K / F)=P^{e^{\prime}}$, where

$$
e^{\prime}= \begin{cases}e-1 & \text { if } p \text { does not divide } e \\ \bar{e} & \text { with } \bar{e} \geq e \text { if } p \text { divides } e\end{cases}
$$

Lemma 6.48. Let $F$ be a complete valued field with respect to a discrete nonarchimedean valuation, let $R$ be its valuation ring, let $\mathfrak{p}$ be its valuation ideal, let $K$ be a finite separable extension of $F$ with $[K: F]=n$, let $T$ be the integral closure of $R$ in $K$, and let $P$ be the unique nonzero prime ideal in $T$. Suppose that $K / F$ is unramified, i.e., has $\mathfrak{p} T=P$, and suppose that the residue class fields $R / \mathfrak{p}$ and $T / P$ are finite fields of characteristic $p$. Then the different $\mathcal{D}(K / F)$ equals $T$.

Proof of Theorem 6.45. Proposition 6.46 shows that

$$
\begin{equation*}
\mathcal{D}(K / F)_{\mathfrak{p}}=\prod_{P \mid \mathfrak{p}} \mathcal{D}\left(K_{P} / F_{\mathfrak{p}}\right) \tag{*}
\end{equation*}
$$

Thus consider an extension $K_{P} / F_{\mathfrak{p}}$ of complete valued fields. Let $L$ be the inertia subfield of $K_{P} / F_{\mathfrak{p}}$ as given by Proposition 6.38. The intermediate field $L$ has the properties that $K_{P} / L$ is totally ramified and that $L / F_{\mathfrak{p}}$ is unramified.

Let $U$ be the integral closure of $R$ in $L$, and let $\wp$ be the unique nonzero prime ideal in $U$. The properties of $L$ make $\wp T=P^{e}$ for a suitable integer $e=e(P \mid \wp), T / P \cong U / \wp$, and $\mathfrak{p} U=\wp$. Lemmas 6.47 and 6.48 tell us that $\mathcal{D}\left(L / F_{\mathfrak{p}}\right)=U$ and that $\mathcal{D}\left(K_{P} / L\right)=P^{e^{\prime}}$, where

$$
e^{\prime}= \begin{cases}e-1 & \text { if } p \text { does not divide } e  \tag{**}\\ \bar{e} & \text { with } \bar{e} \geq e \text { if } p \text { divides } e\end{cases}
$$

Problem 33 at the end of Chapter IX of Basic Algebra shows that ramification indices multiply for successive extensions. Thus $e(P \mid \mathfrak{p})=e(P \mid \wp) e(\wp \mid \mathfrak{p})=$ $e \cdot 1=e$. Proposition 6.43 shows that differents multiply in corresponding fashion. Therefore $\mathcal{D}\left(K_{P} / F_{\mathfrak{p}}\right)=\mathcal{D}\left(K_{P} / L\right) \mathcal{D}\left(L / F_{\mathfrak{p}}\right)=P^{e^{\prime}} U=P^{e^{\prime}}$. Substituting into $(*)$, we obtain

$$
\mathcal{D}(K / F)_{\mathfrak{p}}=\bigoplus_{P \mid \mathfrak{p}} \mathcal{D}\left(K_{P} / F_{\mathfrak{p}}\right)=\bigoplus_{P \mid \mathfrak{p}} P^{e^{\prime}(P \mid \mathfrak{p})},
$$

where $e^{\prime}(P \mid \mathfrak{p})$ is the integer $e^{\prime}$ of $(* *)$ when $e=e(P \mid \mathfrak{p})$. This proves Theorem 6.45 for the $\mathfrak{p}^{\text {th }}$ component of $D(K / F)$. Since $\mathfrak{p}$ is arbitrary and only finitely many components can be unequal to $T$, the theorem follows.

Corollary 6.49 (= THEOREM 5.5, Dedekind Discriminant Theorem). Let $K$ be a number field, let $T$ be its ring of algebraic integers, let $p$ be a prime number, and let $(p) T=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$ be the factorization of $(p) T$ as the product of powers of distinct prime ideals in $T$. Then $e_{j}$ is greater than 1 for some $j$ if and only if $p$ divides the field discriminant $D_{K}$.

Proof. Let us observe first that the discriminant $D_{K}$ is given up to sign by the index $|\widehat{T} / T|$. In fact, $T$ is a torsion-free finitely generated abelian group and hence is free abelian of $\operatorname{rank} n=[K: \mathbb{Q}]$, say with an ordered $\mathbb{Z}$ basis $\Gamma=\left(x_{1}, \ldots, x_{n}\right)$. Since the $\mathbb{Q}$ bilinear form $(x, y) \mapsto \operatorname{Tr}_{K / \mathbb{Q}}(x y)$ is nondegenerate on $K$, there exists an ordered basis $\Delta=\left(y_{1}, \ldots, y_{n}\right)$ of $K$ with $\operatorname{Tr}_{K / \mathbb{Q}}\left(x_{i} y_{j}\right)=\delta_{i j}$. Let us write $x_{j}=\sum_{i} a_{i j} y_{i}$ with all $a_{i j}$ in $\mathbb{Q}$. According to Proposition 5.1, $D_{K}$ equals the discriminant $D(\Gamma)$ of $\Gamma$, defined in Section V. 2 by $D(\Gamma)=\operatorname{det}\left[\operatorname{Tr}_{K / \mathbb{Q}}\left(x_{i} x_{j}\right)\right]_{i j}$. Substituting $x_{j}=\sum_{i} a_{i j} y_{i}$, we obtain

$$
D_{K}=\operatorname{det}\left[\sum_{k} a_{k j} \operatorname{Tr}_{K / \mathbb{Q}}\left(x_{i} y_{k}\right)\right]_{i j}=\operatorname{det}\left[\sum_{k} a_{k j} \delta_{i k}\right]_{i j}=\operatorname{det}\left[a_{i j}\right]_{i j}
$$

Thus $\left|D_{K}\right|=|\widehat{T} / T|=\left|\mathcal{D}(K / \mathbb{Q})^{-1} / T\right|$, as asserted.
In a moment we shall show that

$$
\begin{equation*}
\left|\mathcal{D}(K / \mathbb{Q})^{-1} / T\right|=|T / \mathcal{D}(K / \mathbb{Q})|, \tag{*}
\end{equation*}
$$

from which we conclude that $\left|D_{K}\right|=N(\mathcal{D}(K / \mathbb{Q}))$. Assuming ( $*$ ), we continue. Unique factorization of ideals allows us to write $\mathcal{D}(K / \mathbb{Q})=P_{1}^{e_{1}^{\prime}} \cdots P_{g}^{e_{g}^{\prime}} Q$, where $Q$ is an ideal relatively prime to $(p)$. Combining the equality $D_{K}=N(\mathcal{D}(K / \mathbb{Q}))$ with Proposition 5.4 shows that

$$
D_{K}=N(\mathcal{D}(K / \mathbb{Q}))=N(Q) \prod_{j=1}^{g} N\left(P_{j}^{e_{j}^{\prime}}\right)=N(Q) \prod_{j=1}^{g} p^{e_{j}^{\prime} f_{j}},
$$

where $N(Q)$ is an integer not divisible by $p$ and where $f_{j}=\operatorname{dim}_{\mathbb{F}_{p}}\left(T / P_{j}\right)$ for $1 \leq j \leq g$. Consequently $D_{K}$ is prime to $p$ if and only if $e_{j}^{\prime}=0$ for all $j$. If we take into account that $T$ has the strong approximation property as a consequence of Theorem 6.44, then application of Theorem 6.45 completes the proof of the present corollary except for the verification of $(*)$.

Thus we are left with proving that $\left|\mathcal{D}(K / \mathbb{Q})^{-1} / T\right|=|T / \mathcal{D}(K / \mathbb{Q})|$. More generally we shall show that

$$
\begin{equation*}
\left|I^{-1} / T\right|=|T / I| \tag{**}
\end{equation*}
$$

for every nonzero ideal $I$ in $T$. In turn, we shall deduce $(* *)$ after showing that

$$
|M / P M|=N(P)
$$

whenever $M$ is a nonzero fractional ideal in $K$ and $P$ is a nonzero prime ideal in $T$. We do so by showing that $M / P M$ is a vector space over the field $T / P$ of dimension 1. It is evident that $T$ carries $M$ to itself and $P M$ to itself, and that
$P$ carries $M$ to $P M$. Thus the action of $T$ on $M / P M$ descends to an action of $T / P$ on $M / P M$. The vector space $M / P M$ is not 0 because $M \neq P M$ by unique factorization of fractional ideals. To see that $M / P M$ has dimension at most 1 , fix an element $x$ of $M$ that does not lie in $P M$. Then $x T+P M$ is a fractional ideal of $K$ that is contained in $M+P M=M$ and contains $P M$ and a member of $M$ that is not in $P M$. Hence it equals $M$. Accordingly, if $y \in M$ is given, we can choose $t \in T$ such that $x t-y$ is in $P M$. Then $(t+P)(x+P M)=y+P M$, and $T / P$ carries $x+P M$ onto $M / P M$. So $M / P M$ is 1-dimensional over $T / P$, and $(\dagger)$ follows.

Returning to $(* *)$, let $I=Q_{1} \cdots Q_{k}$ express $I$ as the product of nonzero prime ideals. Iterated application of $(* *)$ and the First Isomorphism Theorem gives

$$
\begin{aligned}
\left|I^{-1} / T\right| & =\left|I^{-1} / Q_{1} \cdots Q_{k} I^{-1}\right|=\left|I^{-1} / Q_{1} \cdots Q_{k-1} I^{-1}\right| N\left(Q_{k}\right) \\
& =\left|I^{-1} / Q_{1} \cdots Q_{k-2} I^{-1}\right| N\left(Q_{k}\right) N\left(Q_{k-1}\right) \\
& =\cdots=\left|I^{-1} / I^{-1}\right| \prod_{j=1}^{k} N\left(Q_{j}\right)=N(I)
\end{aligned}
$$

This proves $(* *)$ and therefore also $(*)$.
One more point needs explanation. The discussion in Section IX. 17 of Basic Algebra concerned a monic irreducible polynomial $F(X)$ in $\mathbb{Z}[X]$ and its reduction $\bar{F}(X)$ modulo $p$, and the interest was in the Galois group $G$ of the splitting field $\mathbb{K}^{\prime}$ of $F(X)$ over $\mathbb{Q}$. Theorem 9.64 of that book dealt with the natural homomorphism from a decomposition subgroup $G_{P}$ of $G$ onto the Galois group $\bar{G}$ of the splitting field over $\mathbb{F}_{p}$ of $\bar{F}(X)$, and it was asserted without proof that this homomorphism is one-one if $p$ does not divide the discriminant of $F(X)$. The order of the kernel of the homomorphism was identified as the common ramification index of the prime ideals $P^{\prime}$ containing $(p) R^{\prime}, R^{\prime}$ being the ring of algebraic integers in $\mathbb{K}^{\prime}$. Let $\mathbb{K}=\mathbb{Q}[X] /(F(X))$. Except in the quadratic case, the field $\mathbb{K}$ typically has much lower dimension over $\mathbb{Q}$ than $\mathbb{K}^{\prime}$ does. The Dedekind Discriminant Theorem relates $D_{\mathbb{K}}$ to ramification relative to $\mathbb{K}$, as well as $D_{\mathbb{K}^{\prime}}$ to ramification relative to $\mathbb{K}^{\prime}$. We know that primes not dividing the discriminant of $F(X)$ do not divide $D_{\mathbb{K}}$, but we need a proof that primes not dividing the discriminant of $F(X)$ do not divide $D_{\mathbb{K}^{\prime}}$.

To approach this question, one needs the notion of "relative discriminant" analogous to that of "relative different" for an extension $\mathbb{K} / \mathbb{F}$ of number fields. The relative different is defined so as to be an ideal for $\mathbb{K}$, and the relative discriminant is an ideal for $\mathbb{F}$. (The field discriminant is the generator of the relative discriminant for $\mathbb{K} / \mathbb{Q}$ with the appropriate sign attached.) One proves that the behavior of the relative discriminant under successive extension is reasonable, just as it is for degree of extension, ramification indices, residue class degrees, and relative
differents. These results show that if $\mathbb{Q} \subseteq \mathbb{K} \subseteq \mathbb{L}$, then the field discriminant for $\mathbb{K}$ divides the field discriminant for $\mathbb{L}$. The next step is to extend the notion of field discriminant so that it applies to commutative semisimple algebras and to show that the discriminant of a tensor product over $\mathbb{Q}$ of finitely many number fields is a certain function of the field discriminants and dimensions of the factors. Finally we return to $F(X)$ and its splitting field $\mathbb{K}^{\prime}$. Let $\xi$ be a root of $F(X)$ in $\mathbb{K}^{\prime}$, and let $\sigma_{1}(\xi), \ldots, \sigma_{n}(\xi)$ be the distinct conjugates of $\xi$. Then $\mathbb{K}^{\prime}$ is generated by the subfields $\mathbb{Q}\left(\xi_{1}\right), \ldots, \mathbb{Q}\left(\xi_{n}\right)$, and the $(\mathbb{Q}$ multilinear) multiplication map extends to an algebra homomorphism of $\mathbb{Q}\left(\xi_{1}\right) \otimes_{\mathbb{Q}} \cdots \otimes_{\mathbb{Q}} \mathbb{Q}\left(\xi_{n}\right)$ onto $\mathbb{K}^{\prime}$. As the tensor product of commutative semisimple algebras in characteristic 0 , this is commutative semisimple (Corollary 2.37) and is therefore a direct sum of fields (Theorem 2.2). Thus we can regard $\mathbb{K}^{\prime}$ as a subfield of the tensor product of fields isomorphic to $\mathbb{Q}[X] /(F(X))$, and the discriminant of $\mathbb{K}^{\prime}$ divides the discriminant of the tensor product. Putting everything together, we see that the only possible primes dividing $D_{\mathbb{K}^{\prime}}$ are the primes that divide $D_{\mathbb{K}}$. Therefore the primes that fail to divide the discriminant of $F(X)$ do not ramify in $\mathbb{K}^{\prime}$.

## 9. Global and Local Fields

A global field $K$ is either a number field, i.e., a finite extension of $\mathbb{Q}$, or a function field in one variable over a finite field, i.e., a finite extension of some $\mathbb{F}_{q}(X)$, where $\mathbb{F}_{q}$ is a finite field. ${ }^{24}$ An example of the latter is

$$
K=\mathbb{F}_{p}(x)[y] /\left(y^{2}-\left(x^{3}-x\right)\right) \cong \mathbb{F}_{p}(x)\left[\sqrt{x^{3}-x}\right]
$$

In this section we shall develop some machinery for working with global fields. Our interest at present is in number fields, but function fields in one variable are the object of study in Chapter IX. Consequently the results will be stated for all global fields as long as all global fields can readily be treated together, and thereafter we shall specialize to number fields.

The virtue of global fields for current purposes is that their completions with respect to nontrivial absolute values are always locally compact with a nontrivial topology. In the case of number fields, we know this for archimedean absolute values by Proposition 6.27, and it follows for nonarchimedean absolute values by Corollary 6.21 and Theorem 6.26. In the function-field case as above, the completions have to be nonarchimedean by Proposition 6.14, and their absolute values have to be discrete by Corollary 6.22 ; then the residue class fields are always

[^75]finite, and Theorem 6.26 shows that the completions are all locally compact with a nontrivial topology.

To study a global field $K$ in the style of this chapter, one studies simultaneously the completions ${ }^{25}$ of $K$ with respect to one absolute value from each equivalence class. ${ }^{26}$ Two completions are said to be equivalent completions if the absolute values on the domains of the completion maps are equivalent in the sense of Section 3. An equivalence class of completions of nontrivial absolute values is called a place of $K$. A place is called archimedean or nonarchimedean according as the corresponding absolute values are archimedean or nonarchimedean; in the archimedean case it is called real or complex according as the locally compact completed field is $\mathbb{R}$ or $\mathbb{C}$.

Because of the special hypotheses for the situation with global fields, we shall see that to each place corresponds a distinguished choice of an absolute value on $K$ from the equivalence class, called the normalized absolute value in the class. ${ }^{27}$ These normalized completions are glued together ${ }^{28}$ in a fashion to be described in the next section to form the ring of "adeles" of $K$ and the group of "ideles" of $K$. Historically ideles preceded adeles, and ideles were introduced in order to reinterpret class field theory and improve upon it; convincing motivation is therefore not readily at hand without knowledge that extends beyond this book. However, we can get some advance insight into how adeles and ideles might be useful from the first part of the classical proof of the Dirichlet Unit Theorem (Theorem 5.13) as given in Section V.5.

That proof in effect handles archimedean places in a way similar to the way that adeles handle all places. In more detail let $K$ be a number field of degree $n$ over $\mathbb{Q}$, and let $R$ be its ring of algebraic integers. In Chapter V we usually regarded $K$ as a subfield of $\mathbb{C}$, but we shall not do so here. As was observed in Section V.2, there exist exactly $n$ field mappings of $K$ into $\mathbb{C}$, and we denote them by $\sigma_{1}, \ldots, \sigma_{n}$. If $x$ is in $K$, then the images $\sigma_{1}(x), \ldots, \sigma_{n}(x)$ are called the conjugates of $x$. Among $\sigma_{1}, \ldots, \sigma_{n}$ are $r_{1}$ real-valued mappings and $r_{2}$ complex conjugate pairs, with $r_{1}+2 r_{2}=n$. Let us number the mappings so that $\sigma_{1}, \ldots, \sigma_{r_{1}}$ are real-valued and so that $\sigma_{r_{1}+1}, \ldots, \sigma_{r_{1}+r_{2}}$ pick out one from each complex conjugate pair. Proposition 6.27 shows that the functions $x \mapsto\left|\sigma_{1}(x)\right|$,

[^76]$\ldots, x \mapsto\left|\sigma_{r_{1}+r_{2}}(x)\right|$ are a complete set of representatives for the archimedean places of $K$; the first $r_{1}$ are real, and the last $r_{2}$ are complex.

Just before Lemma 5.17 we introduced the mapping $\Phi: K \rightarrow \mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}}$ given by

$$
\Phi(x)=\left(\sigma_{1}(x), \ldots, \sigma_{r_{1}}(x), \sigma_{r_{1}+1}(x), \ldots, \sigma_{r_{1}+r_{2}}(x)\right) \quad \text { for } x \in K
$$

Lemma 5.17 observed that the image $\Phi(R)$ of $R$ is a lattice in $\mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}} \cong \mathbb{R}^{n}$. The starting point for proving the Dirichlet Unit Theorem in Section V. 5 was to apply the Minkowski Lattice-Point Theorem to this lattice $\Phi(R)$. Proposition 6.27 allows us to interpret the mapping $\Phi$ as the natural embedding of $K$ into the product of its completions at all archimedean places.

The ring of adeles of $K$ will be a corresponding space for dealing with completions with respect to all nontrivial absolute values, archimedean and nonarchimedean.

While we have the archimedean places of the number field $K$ at hand, let us address the question of their normalized representatives. Since the field maps from $K$ into $\mathbb{C}$ given by $\sigma_{r_{1}+1, \ldots, r_{1}+r_{2}}$ are equal to the complex conjugates of $\sigma_{r_{1}+r_{2}+1}, \ldots, \sigma_{n}$, every member $x$ of $K$ has

$$
N_{F / \mathbb{Q}}(x)=\prod_{j=1}^{n} \sigma_{j}(x)=\left(\prod_{j=1}^{r_{1}} \sigma_{j}(x)\right)\left(\prod_{j=r_{1}+1}^{r_{1}+r_{2}}\left|\sigma_{j}(x)\right|^{2}\right)
$$

This formula can be viewed as an archimedean analog of the formula in Corollary 6.37 b . The number field $\mathbb{Q}$ has one archimedean place, and ordinary absolute value is taken as its normalized representative. We denote this representative by $|\cdot|_{\infty}$. With $|\cdot|$ denoting ordinary absolute value on $\mathbb{R}$ and $\mathbb{C}$, we obtain

$$
\left|N_{K / \mathbb{Q}}(x)\right|_{\infty}=\left(\prod_{j=1}^{r_{1}}\left|\sigma_{j}(x)\right|\right)\left(\prod_{j=r_{1}+1}^{r_{1}+r_{2}}\left|\sigma_{j}(x)\right|^{2}\right)
$$

It is customary to use letters like $v$ and $w$ as indices for places. The real places are the completions $x \mapsto \sigma_{j}(x), 1 \leq j \leq r_{1}$, of $K$ into $\mathbb{R}$, and the normalized absolute value on $K$ for a real place is the pullback from ordinary absolute value on $\mathbb{R}$. Thus if $|\cdot|_{\mathbb{R}}$ denotes ordinary absolute value on $\mathbb{R}$ and if $v$ is a real place corresponding to $\sigma_{j}$, then we define $|x|_{v}=\left|\sigma_{j}(x)\right|_{\mathbb{R}}$ for $x \in K$. The normalization to use for the complex places is motivated by the formula above. If $r_{1}+1 \leq j \leq r_{1}+r_{2}$, then $\sigma_{j}$ in effect contributes twice to the above formula, once from $j$ and once from $j+r_{2}$, and the notion of normalized absolute value is to take this double contribution into account. Thus we write $|\cdot|_{\mathbb{C}}$ for the square of the ordinary absolute value on $\mathbb{C}$; this quantity is not really an absolute value, since the triangle inequality fails for it, but it has too many desirable features to
be ignored. We define the normalized absolute value on $K$ for a complex place to be the pullback from this function $|\cdot|_{\mathbb{C}}$ on $\mathbb{C}$ even though the result fails to satisfy the triangle inequality. Thus if $v$ is a complex place corresponding to $\sigma_{j}$ with $r_{1}+1 \leq j \leq r_{1}+r_{2}$, then we define $|x|_{v}=\left|\sigma_{j}(x)\right|_{\mathbb{C}}=\left|\sigma_{j}(x)\right|^{2}$ for $x \in K$. With these definitions of normalized absolute values for archimedean places, the formula above for $\left|N_{F / \mathbb{Q}}(x)\right|_{\infty}$ can be rewritten as

$$
\left|N_{K / \mathbb{Q}}(x)\right|_{\infty}=\left(\prod_{j=1}^{r_{1}}\left|\sigma_{j}(x)\right|_{\mathbb{R}}\right)\left(\prod_{j=r_{1}+1}^{r_{1}+r_{2}}\left|\sigma_{j}(x)\right|_{\mathbb{C}}\right)=\left(\prod_{v \text { real }}|x|_{v}\right)\left(\prod_{v \text { complex }}|x|_{v}\right) .
$$

We summarize matters in the following proposition.
Proposition 6.50. If $K$ is a number field, then

$$
\left|N_{F / \mathbb{Q}}(x)\right|_{\infty}=\prod_{v \text { archimedean }}|x|_{v} \quad \text { for } x \in K,
$$

where $|\cdot|_{v}$ is the pullback of $|\cdot|_{\mathbb{R}}$, the ordinary absolute value, for real places and where $|\cdot|_{v}$ is the pullback of $|\cdot|_{\mathbb{C}}$, the ordinary absolute value squared, for complex places.

At this point we could give a definition of normalized absolute value corresponding to nonarchimedean places. But we shall digress in order to motivate the definition using concepts from measure theory that may be known to some readers and not to others. These concepts play a role within the text only in the next paragraph and in Example 4 of normalized discrete absolute values below, and the reader will not miss any results or proofs by skipping this material.

The digression begins. Any locally compact group has a nonzero measure on it that is invariant under left translation, ${ }^{29}$ and this measure is unique up to multiplication by a scalar. Let a locally compact field $L$ be given, and let $\mu$ be an invariant measure of this kind with respect to the additive group of $L$. Each nonzero element $c$ of $L$ has the property that $\mu(c E)$ is a multiple of $\mu(E)$ that is independent of $E$. If we write $|c|_{L}$ for this multiple and put $|0|_{L}=0$, then it turns out that some power $|\cdot|_{L}^{\alpha}$ with $0<\alpha \leq 1$ is necessarily an absolute value and that this power $\alpha$ can be taken to be 1 in all cases except when $L=\mathbb{C}$. In the case of $\mathbb{C}$, it is easy to check that $|c|_{\mathbb{C}}=|c|^{2}$, and the triangle inequality therefore

[^77]fails for $\alpha=1$. But in all other cases, $|\cdot|_{L}$ is a canonical choice for an absolute value on $L$. Now suppose that $\psi: K \rightarrow L$ is a field map of a global field $K$ onto a dense subfield of a locally compact field. We impose this special absolute value $|\cdot|_{L}$ on $L$. Then a necessary and sufficient condition on an absolute value $|\cdot|_{K}$ for $\psi:\left(K,|\cdot|_{K}\right) \rightarrow\left(L,|\cdot|_{L}\right)$ to be a completion is that $|\cdot|_{K}=\psi^{*}\left(|\cdot|_{L}\right)$. In other words, the pullback of the special normalization of the absolute value on the locally compact field is the natural normalization to use for the absolute value on the global field.

With the digression now over, we want to associate to each nonarchimedean place of a global field a special normalization of an absolute value. (We handled the question of normalization at archimedean places earlier in the section.) We can be a bit more general. Suppose that $F$ is an arbitrary field with a discrete valuation $v$ and with corresponding nontrivial absolute value given by $|x|_{v}=r^{-v(x)}$ for some $r>0$. Let $R$ be the valuation ring and $\mathfrak{p}$ the valuation ideal; $\mathfrak{p}$ is a principal ideal of the form ( $\pi$ ) for some $\pi \in R$. Suppose that the residue class field $R / \mathfrak{p}$ is finite. Then we say that $|\cdot|_{v}$ is normalized if $|\pi|_{v}=|R / \mathfrak{p}|^{-1}$. This definition is independent of the choice of $\pi$.

## EXAMPLES OF NORMALIZED DISCRETE ABSOLUTE VALUES.

(1) The field $\mathbb{Q}$ and the $p$-adic absolute value given by $\left|a b^{-1} p^{k}\right|_{p}=p^{-k}$ when $a$ and $b$ are integers prime to $p$. The valuation ring $R$ consists of all $a b^{-1}$ with $a \in \mathbb{Z}, b \in \mathbb{Z}$, and $b$ prime to $p$. The valuation ideal consists of all such $a b^{-1}$ with $a$ divisible by $p$, and the quotient $R / \mathfrak{p}$ is isomorphic to $\mathbb{F}_{p}$. The element $\pi$ may be taken to be $p$, and $|p|_{p}$ equals $p^{-1}$, which equals $|R / \mathfrak{p}|^{-1}$. Thus the $p$-adic absolute value on $\mathbb{Q}$ is normalized.
(2) Let $K$ be a number field of degree $n$ over $\mathbb{Q}$, and let $T$ be its ring of algebraic integers. Let $\mathfrak{p}$ be a nonzero prime ideal in $T$, and let $v$ be the corresponding valuation of $K$. Let $q=|T / \mathfrak{p}|$, and define $|x|_{\mathfrak{p}}=q^{-v(x)}$. Then $|\cdot|_{\mathfrak{p}}$ is normalized because Theorem 6.5e shows that the residue class field obtained from the valuation is isomorphic to $T / \mathfrak{p}$.
(3) Let $K=\mathbb{F}_{q}(X)$, fix a prime polynomial $c(X)$ in $\mathbb{F}_{q}[X]$, and consider the absolute value on $K$ defined by $\left|a(X) b(X)^{-1} c(X)^{k}\right|=q^{-k \operatorname{deg} c(X)}$ whenever $a(X)$ and $b(X)$ are polynomials relatively prime to $c(X)$. This example runs completely parallel to the two previous examples, and $\pi$ may be taken to be $c(X)$. The residue class field has as representatives all polynomials $h(X)$ with $\operatorname{deg} h(X)<\operatorname{deg} c(X)$ and thus has order $q^{\operatorname{deg} c(X)}$. This order matches $|c(X)|^{-1}$, and hence $|\cdot|$ is normalized.
(4) If $F$ is a locally compact field whose topology comes from some nontrivial discrete absolute value with finite residue class field, then the canonical absolute value $|\cdot|_{F}$ described in the digression above and obtained from an invariant
measure $\mu$ on the additive group of $F$ is normalized. To see this, let $R$ and $\mathfrak{p}$ be the valuation ring and valuation ideal, and write $\mathfrak{p}=(\pi)$. Put $m=$ $|R / \mathfrak{p}|$, and let $x_{1}, \ldots, x_{m}$ be representatives of the $m$ cosets of $R / \mathfrak{p}$ in $R$. Then $\mu\left(x_{j}+\mathfrak{p}\right)=\mu(\mathfrak{p})$ for $1 \leq j \leq m$ by translation invariance of $\mu$, and hence $\mu(R)=\sum_{j=1}^{m} \mu\left(x_{j}+\mathfrak{p}\right)=m \mu(\mathfrak{p})$. Substituting and using the definition of $|\cdot|_{F}$ gives $\mu(\mathfrak{p})=\mu(\pi R)=|\pi|_{F} \mu(R)=|\pi|_{F} m \mu(\mathfrak{p})$. The number $\mu(\mathfrak{p})$ is positive, since $\mathfrak{p}$ is a nonempty open subset of $F$, and we can cancel to get $|\pi|_{F} m=1$. Thus $|\pi|_{F}=|R / \mathfrak{p}|^{-1}$, and $|\cdot|_{F}$ is normalized.

Theorem 6.51 (Artin product formula). If $F$ is a number field and if normalized absolute values are used, then

$$
\prod_{v}|x|_{v}=1 \quad \text { for all nonzero } x \in F,
$$

the product being taken over all places $v$. In this product, only finitely many of the factors can be different from 1 .

REMARKS. A version of this theorem is valid for function fields in one variable. As Corollary 6.22 permits, one can state this analogous theorem in terms of discrete valuations that are trivial on the base field, and absolute values need play no role. The precise statement and proof appear in Chapter IX. Corollary 6.9 in the present chapter is a special case.

Proof. First we prove the result for $\mathbb{Q}$. Let a rational $y= \pm p_{1}^{k_{1}} \cdots p_{r}^{k_{r}}$ be given; here $p_{1}, \ldots, p_{r}$ are distinct primes. The product $\prod_{v}|y|_{v}$ is taken over all places, hence over all primes and the one archimedean place $\infty$. For this $y \in \mathbb{Q}$, we have $|y|_{p_{j}}=p_{j}^{-k_{j}}$ for $1 \leq j \leq r$ and $|y|_{p^{\prime}}=1$ for all other primes $p^{\prime}$. So $\prod_{p \text { prime }}|y|_{p}=p_{1}^{-k_{1}} \cdots p_{r}^{-k_{r}}$. Since $|y|_{\infty}=p_{1}^{k_{1}} \cdots p_{r}^{k_{r}}$, we obtain $\prod_{\text {all } v}|y|_{v}=1$.

Let $R$ be the ring of algebraic integers in $F$. Given $x$ in $F$, factor the fractional ideal $x R$. The nonarchimedean places correspond to the nonzero prime ideals in $R$, and $|x|_{v}$ is 1 except for the $v$ 's corresponding to those prime ideals in the factorization. There are only finitely many of these. Since also there are only finitely many archimedean places, we see that $|x|_{v}=1$ for all but finitely many $v$.

Let us consider the nonarchimedean places separately from the archimedean ones. The nonarchimedean places correspond to nonzero prime ideals $\wp$, and we group these according to the prime number $p$ such that $\wp \cap \mathbb{Z}=p \mathbb{Z}$, writing $\wp \mid p \mathbb{Z}$ for this correspondence. For fixed $p$ and for each $\wp$ with $\wp \mid p \mathbb{Z}$, let $x_{\wp}$ be the image of $x$ under the local embedding in $F_{\wp}$. Corollary 6.37b gives $N_{F / \mathbb{Q}}(x)=\prod_{\wp \mid p \mathbb{Z}} N_{F_{\wp} / \mathbb{Q}_{\mathfrak{p}}}\left(x_{\mathfrak{p}}\right)$. Theorem 6.33 shows that $\left|x_{\wp}\right|_{F_{\wp}}$ is a power of $\left|N_{F_{\S} / \mathbb{Q}_{p}}\left(x_{\wp}\right)\right|_{\mathbb{Q}_{p}}$. To determine the power, we observe from Example 2 that
the canonical absolute values on $\mathbb{Q}_{p}$ and $F_{\wp}$ are normalized, and we specialize $\left|x_{\wp}\right|_{F_{\wp}}$ and $\left|N_{F_{\wp} / \mathbb{Q}_{p}}\left(x_{\wp}\right)\right|_{\mathbb{Q}_{p}}$ to $x_{\wp}$ in $\mathbb{Q}_{p}$. Making the comparison, we find that $\left|N_{F_{\wp} / \mathbb{Q}_{p}}\left(x_{\wp}\right)\right|_{\mathbb{Q}_{p}}=\left|x_{\wp}\right|_{F_{\wp}}$. We know that each local embedding respects absolute values; since Theorems 6.5e and 6.26e together show that the residue class fields of $F_{\wp}$ and $\mathbb{Q}_{p}$ have orders $|R / \wp|$ and $|\mathbb{Z} / p \mathbb{Z}|$, it follows that $\left|x_{\wp}\right|_{F_{\wp}}=|x|_{\wp}$. Therefore

$$
\begin{align*}
\left|N_{F / \mathbb{Q}}(x)\right|_{p} & =\left|N_{F / \mathbb{Q}}(x)\right|_{\mathbb{Q}_{p}}=\prod_{\wp \mid p \mathbb{Z}}\left|N_{F_{\wp} / \mathbb{Q}_{p}}\left(x_{\wp}\right)\right|_{\mathbb{Q}_{p}} \\
& =\prod_{\wp \mid p \mathbb{Z}}\left|x_{\wp}\right|_{F_{\wp}}=\prod_{\wp \mid p \mathbb{Z}}|x|_{\wp} . \tag{*}
\end{align*}
$$

For the finitely many archimedean places, Proposition 6.50 gives us the formula

$$
\begin{equation*}
\left|N_{F / \mathbb{Q}}(x)\right|_{\infty}=\prod_{v \text { archimedean }}|x|_{v} \tag{**}
\end{equation*}
$$

where $|\cdot|_{\infty}$ is the ordinary absolute value on $\mathbb{Q}$. Multiplying ( $*$ ) and ( $* *$ ) and using the known identity $\prod_{v}|y|_{v}=1$ for the element $y=N_{F / \mathbb{Q}}(x)$ of $\mathbb{Q}$, we obtain the theorem.

## 10. Adeles and Ideles

In this section we do the gluing that creates the adeles and the ideles out of the places of a global field. We begin with a topological construction, and then we superimpose the algebraic structure. The general constructions and the two main theorems will be valid for all global fields, but we shall discuss proofs of the theorems only for number fields.

Suppose that $\left\{X_{i} \mid i \in I\right\}$ is a nonempty family of locally compact Hausdorff spaces. Assume that for all but finitely many $i \in I$ we are given a compact open subset $Z_{i}$ of $X_{i}$. The restricted direct product of the $X_{i}$ 's relative to the $Z_{i}$ 's is the subset

$$
\prod_{i \in I}^{\prime} X_{i} \subseteq \prod_{i \in I} X_{i}
$$

defined by

$$
\left(x_{i}\right)_{i \in I} \in \prod_{i \in I}^{\prime} X_{i} \quad \text { if and only if } \quad x_{i} \in Z_{i} \text { for all but finitely many } i .
$$

The restricted direct product is topologized as follows. Suppose that $S \subseteq I$ is a finite subset and that $Z_{i}$ is defined for $i \notin S$. Put

$$
X(S)=\prod_{i \in S} X_{i} \times \prod_{i \notin S} Z_{i}
$$

In their respective product topologies the first factor is locally compact, and the second factor is compact. Certainly $X(S)$ is a subset of the restricted direct product, and evidently the restricted direct product is the union of the subsets $X(S)$ over all finite subsets $S$ for which $Z_{i}$ is defined when $i \notin S$. We topologize $\prod_{i \in I}^{\prime} X_{i}$ by insisting that each $X(S)$ be an open subset. ${ }^{30}$ The resulting topology is locally compact Hausdorff. In fact, any two members of $\prod_{i \in I}^{\prime} X_{i}$ lie in a common $X(S)$, and the open sets that separate them in $X(S)$ separate them in $\prod_{i \in I}^{\prime} X_{i}$. Also, any $\left(x_{i}\right)_{i \in I}$ is in some $X(S)$, which is locally compact, and a compact neighborhood within $X(S)$ will be a compact neighborhood in $\prod_{i \in I}^{\prime} X_{i}$.

Now we superimpose the algebraic structure. Let $K$ be a global field. To each place $v$ of $K$, we have associated a normalized absolute value $|\cdot|_{v}$ on $K$ and a completion $\iota_{v}:\left(K,|\cdot|_{v}\right) \rightarrow\left(K_{v},|\cdot|_{K_{v}}\right)$. Each of the complete valued fields $K_{v}$ is locally compact. Except at the finitely many archimedean places, which occur only in the number-field case, $|\cdot|_{K_{v}}$ arises from a discrete valuation. We take $R_{v}$ to be the corresponding valuation ring, i.e., $R_{v}=\left\{\left.x \in K_{v}| | x\right|_{v} \leq 1\right\}$. This is a compact open additive subgroup of $K_{v}$. Thus we can form a restricted direct product in which the index set $I$ is the set of places of $K$, the $v^{\text {th }}$ locally compact Hausdorff space is $K_{v}$, and the $v^{\text {th }}$ compact open subset is $R_{v}$. This restricted direct product carries the structure of a commutative ring with identity, with its addition and multiplication defined in coordinate-by-coordinate fashion, and the operations are continuous. Thus we obtain a topological ring, known as the ring of adeles of $K$ and denoted by $\mathbb{A}_{K}$ or simply by $\mathbb{A}$ when no ambiguity is possible.

If for each $x \in K_{v_{0}}$, we send $x$ into the tuple $\left(a_{v}\right)_{v}$ that has $a_{v_{0}}=x$ and $a_{v}=0$ for $v \neq v_{0}$, then the result is a one-one continuous ring homomorphism of $K_{v}$ into $\mathbb{A}$. This homomorphism of course does not send the multiplicative identity of $K_{v}$ to the multiplicative identity of $\mathbb{A}$.

The completion mappings $\iota_{v}: K \rightarrow K_{v}$ embed $K$ into each $K_{v}$, and we can form a corresponding diagonal map $\iota: K \rightarrow \prod_{v} K_{v}$ into the full product of $K_{v}$ 's by defining $\iota(x)=\left(\iota_{v}(x)\right)_{v}$. Actually, we shall check for $x \neq 0$ that only finitely many places have $\left|\iota_{v}(x)\right|_{v}=|x|_{v}$ unequal to 1 , and therefore the image of the diagonal map is in the adeles. Thus we have a diagonal ring homomorphism

$$
\iota: K \rightarrow \mathbb{A} \quad \text { given by } \quad \iota(x)=\left(\iota_{v}(x)\right)_{v} \text { for } x \in K .
$$

The fact that in the number-field case, $|x|_{v}$ is unequal to 1 for only finitely many places appears as part of Theorem 6.51. For the function-field case, the field $K$ is a finite separable extension of some field $\mathbb{F}_{q}(X)$, and all but finitely many places come from nonzero prime ideals in the integral closure $R$ of $\mathbb{F}_{q}[X]$ in $K$. At the

[^78]unexceptional such places the value of $|x|_{v}$ comes by treating $x R$ as a fractional ideal and factoring it; only finitely many ideals are involved in the factorization, and only those among all the unexceptional places can have $|x|_{v} \neq 1$. The main structural theorem about the adeles is as follows.

Theorem 6.52. If $K$ is a global field, then the image of $K$ in the adeles $\mathbb{A}$ under the diagonal mapping $\iota: K \rightarrow \mathbb{A}$ is discrete, and the quotient $\mathbb{A} / \iota(K)$ of additive groups is compact.

For a number field the compactness in Theorem 6.52 encodes Lemma 5.17 and the Strong Approximation Theorem. The proof of the theorem is not hard, and we return to it in a moment. In the current discussion Theorem 6.52 is not something to appreciate for its own consequences but instead is a prototype for a corresponding theorem about "ideles" that encodes for number fields the finiteness of the class number and the Dirichlet Unit Theorem.

The construction of the "ideles" of $K$ proceeds similarly to the construction of the adeles. Again we use a restricted direct product, with the set of places as index set. The locally compact Hausdorff space associated to the place $v$ is the multiplicative group $K_{v}^{\times}$. For $v$ nonarchimedean, we again let $R_{v}$ be the valuation ring in $K_{v}$, and take the compact open subset of $K_{v}^{\times}$to be the group $R_{v}^{\times}$of units in $R_{v}$, i.e., $R_{v}^{\times}=\left\{\left.x \in K_{v}| | x\right|_{v}=1\right\}$. The group of ideles is the restricted direct product of the groups $K_{v}^{\times}$relative to the compact subgroups $R_{v}^{\times}$. The result is a locally compact abelian group, known as the group of ideles of $K$ and denoted by $\mathbb{I}_{K}$ or simply by $\mathbb{I}$.

Warning: As a set, $\mathbb{I}$ coincides with the group of units $\mathbb{A}^{\times}$. However, the topologies do not match. The topology for $\mathbb{I}$ is finer than the relative topology on $\mathbb{A}^{\times}$. See Problems 7-8 at the end of the chapter.

If for each $x \in K_{v_{0}}$, we send $x$ into the tuple $\left(a_{v}\right)_{v}$ that has $a_{v_{0}}=x$ and $a_{v}=1$ for $v \neq v_{0}$, then the result is a one-one continuous group homomorphism of $K_{v}^{\times}$ into $\mathbb{I}$. As with the ideles we also have a diagonal mapping $\iota: K^{\times} \rightarrow \mathbb{I}$ given by $\iota(x)=\left(\iota_{v}(x)\right)_{v}$; the image is contained in $I$, since for a nonzero $x \in K,|x|_{v}$ can be unequal to 1 for only finitely many $v$.

The Artin product formula (Theorem 6.51) and the corresponding result for function fields in one variable over a finite field put a constraint on the image. We define the absolute value $\left|\left(a_{v}\right)_{v}\right|$ of an idele $\left(a_{v}\right)_{v}$ to be the product of the absolute values of the components: $\left|\left(a_{v}\right)_{v}\right|=\prod_{v}\left|a_{v}\right|_{v}$. This is well defined because only finitely many factors are allowed to be different from 1 . If $\mathbb{I}^{1}$ denotes the group of ideles of absolute value 1 , then $\mathbb{I}^{1}$ is a closed subgroup of $\mathbb{I}$. The Artin product formula and its function-field analog imply that the image of the diagonal mapping is contained in $\mathbb{I}^{1}$. The main structural theorem about the ideles is as follows.

Theorem 6.53. If $K$ is a global field, then the image of $K^{\times}$in the subgroup $\mathbb{I}^{1}$ of the ideles $\mathbb{I}$ under the diagonal mapping $\iota: K^{\times} \rightarrow \mathbb{I}$ is discrete, and the quotient group $\mathbb{I}^{1} / \iota\left(K^{\times}\right)$is compact.

From now on, we suppose that the global field $K$ is a number field. Let $S_{\infty}$ be the set of archimedean places. We begin by supplying direct proofs of the discreteness in Theorems 6.52 and 6.53 and of the compactness of the quotient in Theorem 6.52. After some additional discussion we return to prove the compactness of the quotient in Theorem 6.53.

PROOF OF DISCRETENESS OF $\iota(K)$ IN THEOREM 6.52. It is enough to produce a neighborhood $U$ of 0 in $\mathbb{A}$ such that $U \cap \iota(K)=\{0\}$. The set $U$ of all $\left(x_{v}\right)_{v} \in \mathbb{A}$ such that $\left|x_{v}\right|_{v}<1$ for all archimedean places and $\left|x_{v}\right|_{v} \leq 1$ for all nonarchimedean places is an open product set in $\mathbb{A}\left(S_{\infty}\right)$ and hence is an open neighborhood of 0 in $\mathbb{A}$. Since Theorem 6.51 shows that $\prod_{v}\left|\iota_{v}(y)\right|_{v}=1$ for all $y \neq 0$ in $K$ and since $\prod_{v}\left|x_{v}\right|_{v}<1$ for all $\left(x_{v}\right)_{v}$ in $U, U \cap \iota(K)=\{0\}$.

Proof of discreteness of $\iota\left(K^{\times}\right)$In Theorem 6.53. The set $U$ of all $\left(x_{v}\right)_{v} \in \mathbb{I}$ such that $\left|x_{v}-1\right|_{v}<1$ for all archimedean places and $\left|x_{v}-1\right|_{v} \leq 1$ for all nonarchimedean places is an open product set in $\mathbb{I}\left(S_{\infty}\right)$ and hence is an open neighborhood of 1 in $\mathbb{I}$. If $\left(x_{v}\right)_{v}=\iota(y)$ with $y \in K^{\times}$and $y \neq 1$, then $x_{v}-1=\iota_{v}(y-1)$ with $y-1 \neq 0$, and Theorem 6.51 shows that $\prod_{v}\left|\iota_{v}(y)-1\right|_{v}=\prod_{v}\left|\iota_{v}(y-1)\right|_{v}=1$. The members $\left(x_{v}\right)_{v}$ of $U$ all have $\prod_{v}\left|x_{v}-1\right|_{v}<1$, and thus $U \cap \iota\left(K^{\times}\right)=\{1\}$.

PROOF OF COMPACTNESS OF $\mathbb{A} / \iota(K)$ IN THEOREM 6.52. We begin by observing that

$$
\begin{equation*}
\mathbb{A}=\iota(K)+\mathbb{A}\left(S_{\infty}\right) \tag{*}
\end{equation*}
$$

i.e., that the set of sums of a member of $\iota(K)$ and a member of $\mathbb{A}\left(S_{\infty}\right)$ exhausts $\mathbb{A}$. In fact, given $\left(x_{v}\right)_{v}$ in $\mathbb{A}$, we let $v_{1}, \ldots, v_{r}$ be the finitely many nonarchimedean places for which $\left|x_{v_{j}}\right|_{v_{j}}>1$. The Strong Approximation Theorem (Theorem 6.44) applied to the elements $x_{v_{1}}, \ldots, x_{v_{r}}$ produces a member $y$ of $K$ such that $\left|\iota_{v_{j}}(y)-x_{v_{j}}\right|_{v_{j}}<1$ for $1 \leq j \leq r$ and such that $\left|\iota_{v}(y)\right|_{v} \leq 1$ for all other nonarchimedean places $v$. Consequently $\left|\iota_{v}(y)-x_{v}\right|_{v} \leq 1$ for all nonarchimedean $v$. This inequality means exactly that $\left(x_{v}\right)_{v}-\iota(y)$ is in $\mathbb{A}\left(S_{\infty}\right)$. Hence

$$
x=\iota(y)+\left(\left(x_{v}\right)_{v}-\iota(y)\right)
$$

is the required decomposition, and $(*)$ is proved.
In addition, we have

$$
\begin{equation*}
\iota(R)=\iota(K) \cap \mathbb{A}\left(S_{\infty}\right) \tag{**}
\end{equation*}
$$

In fact, the inclusion $\subseteq$ is clear. For the inclusion $\supseteq$, let $y$ be a member of $K$ such that $\iota(y)$ is in $\mathbb{A}\left(S_{\infty}\right)$. Then $\left|\iota_{v}(y)\right|_{v} \leq 1$ for all nonarchimedean $v$, and it follows that $y$ is in $R$.

To prove the compactness, we use the identity $(M+N) / M \cong N /(M \cap N)$ given by the Second Isomorphism Theorem in the category of locally compact abelian groups, taking $M=\iota(K)$ and $N=\mathbb{A}\left(S_{\infty}\right)$. Then $(*)$ shows that $M+N=\mathbb{A}$, and ( $* *$ ) shows that $M \cap N=\iota(R)$. Hence

$$
\mathbb{A} / \iota(K) \cong \mathbb{A}\left(S_{\infty}\right) / \iota(R)
$$

Let us write $\mathbb{A}\left(S_{\infty}\right)=\Omega \times \Delta$, where $\Omega=\mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}}=\prod_{v \text { archimedean }} K_{v}$ and $\Delta=\prod_{v \text { nonarchimedean }} R_{v}$. The mapping $\Phi: K \rightarrow \Omega$ defined near the beginning of Section 9 has the property that

$$
\iota(R)+(\{0\} \times \Delta)=\Phi(R) \times \Delta .
$$

From this equality we obtain

$$
\mathbb{A}\left(S_{\infty}\right) /(\iota(R)+(\{0\} \times \Delta) \cong(\Omega \times \Delta) /(\Phi(R) \times \Delta) \cong \Omega / \Phi(R)
$$

and Lemma 5.17 shows that this is compact. Since $(\{0\} \times \Delta) \cap \iota(R)=\{0\}$, application of the First Isomorphism Theorem and then the Second Isomorphism Theorem gives

$$
\begin{aligned}
\left(\mathbb{A}\left(S_{\infty}\right) / \iota(R)\right) /\left(\mathbb{A}\left(S_{\infty}\right) /(\iota(R)+(\{0\} \times \Delta))\right. & \cong(\iota(R)+(\{0\} \times \Delta)) / \iota(R) \\
& \cong(\{0\} \times \Delta) /((\{0\} \times \Delta) \cap \iota(R)) \\
& =\{0\} \times \Delta,
\end{aligned}
$$

and this is compact also. So the closed subgroup $\mathbb{A}\left(S_{\infty}\right) /(\iota(R)+(\{0\} \times \Delta)$ of $\mathbb{A}\left(S_{\infty}\right) / \iota(R)$ and the quotient by this subgroup are both exhibited as compact, and it follows that $\mathbb{A}\left(S_{\infty}\right) / \iota(R)$ is compact. Application of $(\dagger)$ shows that $\mathbb{A} / \iota(K)$ is compact.

A first approach to proving the compactness of $\mathbb{I}^{1} / \iota\left(K^{\times}\right)$in Theorem 6.53 is to pursue an analogy with the above proof for $\mathbb{A} / \iota(K)$ by showing that multiplicative analogs of $(*)$ and $(* *)$ from that proof are valid here:

$$
\begin{aligned}
\mathbb{I} & \stackrel{?}{=} \iota\left(K^{\times}\right) \mathbb{I}\left(S_{\infty}\right), \\
\iota\left(R^{\times}\right) & =\iota\left(K^{\times}\right) \cap \mathbb{I}\left(S_{\infty}\right) .
\end{aligned}
$$

The second of these formulas is fine and is easily proved: The inclusion $\iota\left(R^{\times}\right) \subseteq$ $\iota\left(K^{\times}\right) \cap \mathbb{I}\left(S_{\infty}\right)$ is clear. For the inclusion $\iota\left(R^{\times}\right) \supseteq \iota\left(K^{\times}\right) \cap \mathbb{I}\left(S_{\infty}\right)$, let $y$ be a member of $K^{\times}$such that $\iota(y)$ is in $\mathbb{I}\left(S_{\infty}\right)$. Then $\left|\iota_{v}(y)\right|_{v}=1$ for all nonarchimedean $v$, and it follows that $y$ and $y^{-1}$ are in $R$, hence that $y$ is in $R^{\times}$.

The difficulty is that an equality $\mathbb{I} \stackrel{?}{=} \iota\left(K^{\times}\right) \mathbb{I}\left(S_{\infty}\right)$ holds if and only if the ring $R$ of algebraic integers in $K$ is a principal ideal domain. Let us elaborate on this point, since we will be led by it to the relationship between ideles and the ideal class group that makes ideles useful.

Let us enumerate the nonzero prime ideals of $R$ as $P_{1}, P_{2}, \ldots$ in some fashion. As was mentioned in Section 2, each nonzero fractional ideal $I$ in $K$ has a finite unique factorization of the form $I=P_{i_{1}}^{k_{i_{1}}} \cdots P_{i_{m}}^{k_{i_{m}}}$, where $k_{i_{1}}, \ldots, k_{i_{m}}$ are integers. The mapping that carries $I$ to the tuple $\left(a_{j}\right)_{j \geq 1}$ with $a_{j}=k_{i_{l}}$ when $j=i_{l}$ and $a_{j}=0$ when $j$ is not in $\left\{k_{i_{1}}, \ldots, k_{i_{m}}\right\}$ is a group isomorphism $\Psi$ from the group $\mathcal{I}$ of fractional ideals onto a free abelian group $\bigoplus_{j=1}^{\infty} \mathbb{Z}$ of countably infinite rank. Some of these fractional ideals are of the form $x R$ for some $x \in K^{\times}$, and they are the principal fractional ideals. They form a subgroup $\mathcal{P}$ of $\mathcal{I}$ that is isomorphic to $K^{\times}$, and the quotient $\mathcal{I} / \mathcal{P}$ is isomorphic to the ideal class group of $K$, as was shown at the end of Section 2. Theorem 5.19 says that the group $\mathcal{I} / \mathcal{P}$ is a finite group; its order is the class number of $K$.

Meanwhile, suppose that $\left(x_{v}\right)_{v}$ is a member of the group $\mathbb{I}$ of ideles. To each nonarchimedean place $v$, Corollary 6.8 associates a unique nonzero prime ideal, which we write as $P_{i(v)}$ for a function $i(\cdot)$. If $q_{v}=\left|R / P_{i(v)}\right|$, then the relationship between the valuation $\operatorname{ord}_{v}(\cdot)$ and the normalized absolute value associated to $P_{i(v)}$ is $\left|x_{v}\right|_{v}=q_{v}^{-\operatorname{ord}_{v}\left(x_{v}\right)}$. Since $\left(x_{v}\right)_{v}$ is an idele, there are only finitely many nonarchimedean $v$ 's for which $\operatorname{ord}_{v}\left(x_{v}\right)$ is not 0 . We can therefore map $\left(x_{v}\right)_{v}$ into the tuple of integers $\left(\operatorname{ord}_{v}\left(x_{v}\right)\right)_{v}$ and compose with $\Psi^{-1}$ to obtain a homomorphism of the group $\mathbb{I}$ into the group $\mathcal{I}$ of fractional ideals. In more detail, the mapping from $\mathbb{I}$ to $\bigoplus_{j=1}^{\infty} \mathbb{Z}$ is given by $\left(x_{v}\right)_{v} \mapsto\left(a_{j}\right)_{j \geq 1}$ with $a_{i(v)}=$ $\operatorname{ord}_{v}\left(x_{v}\right)$, and then $\Psi^{-1}$ interprets this sequence of integers as the exponents of the appropriate prime ideals. Since any association of members of $K_{v}^{\times}$at finitely many nonarchimedean places can be extended to an idele by making the idele be 1 at the remaining places, this homomorphism of $\mathbb{I}$ into $\mathcal{I}$ is onto $\mathcal{I}$.

Now suppose that the given idele $\left(x_{v}\right)_{v}$ is of form $\iota(x)$ for some $x$ in $K^{\times}$. Then the procedure for mapping this idele to a product of powers of the nonzero prime ideals of $R$ is the same as the procedure for decomposing the fractional ideal $x R$ as a product of powers of nonzero prime ideals of $R$. Consequently our homomorphism descends to a homomorphism

$$
\mathbb{I} / \iota\left(K^{\times}\right) \longrightarrow \mathcal{I} / \mathcal{P}
$$

of the idele class group $\mathbb{I} / \iota\left(K^{\times}\right)$onto the (finite) ideal class group $\mathcal{I} / \mathcal{P}$. This is the fundamental fact about the ideles; the displayed homomorphism in effect says that the idele class group refines the information in the ideal class group. The subject of class field theory shows that this refined information is useful.

Under the homomorphism of $\mathbb{I}$ onto $\mathcal{I}$, the kernel consists exactly of $\mathbb{I}\left(S_{\infty}\right)$, the ideles whose components at each nonarchimedean place $v$ are in $R_{v}^{\times}$. Thus
$\mathbb{I} / \mathbb{I}\left(S_{\infty}\right) \rightarrow \mathcal{I}$ is an isomorphism. Taking into account the effect on $\iota\left(K^{\times}\right)$, we obtain an isomorphism

$$
\mathbb{I} /\left(\iota\left(K^{\times}\right) \mathbb{I}\left(S_{\infty}\right)\right) \cong \mathcal{I} / \mathcal{P}
$$

Returning to our hoped-for equality $\mathbb{I} \stackrel{?}{=} \iota\left(K^{\times}\right) \mathbb{I}\left(S_{\infty}\right)$ and comparing with the displayed isomorphism, we see that $\mathbb{I}$ equals $\iota\left(K^{\times}\right) \mathbb{I}\left(S_{\infty}\right)$ if and only if $\mathcal{I}=\mathcal{P}$. Equality $\mathcal{I}=\mathcal{P}$ holds if and only if every fractional ideal of $K$ is principal, if and only if every ordinary ideal of $R$ is principal.

Thus we see why a direct analog of the proof of Theorem 6.52 does not work for Theorem 6.53. But at the same time we obtain information about how to give a correct proof. We saw that factoring $\mathbb{I} / \iota\left(K^{\times}\right)$by $\mathbb{I}\left(S_{\infty}\right)$ leads to the finite group $\mathcal{I} / \mathcal{P}$. We shall see that if we factor $\mathbb{I} / \iota\left(K^{\times}\right)$by a suitably larger group $\mathbb{I}(S)$ with $S$ still finite, then the quotient is the trivial group. An indication of this fact was in Problems 19-23 at the end of Chapter V, which showed that if we localize $R$ at a large enough finite set of nonzero prime ideals, then the result is a principal ideal domain. In adelic/idelic terms the corresponding procedure is to enlarge $S_{\infty}$ to a suitable finite set $S$ containing $S_{\infty}$ and to replace $\mathbb{I}\left(S_{\infty}\right)$ by $\mathbb{I}(S)$; this enlargement has the effect of replacing $R_{v}^{\times}$by $K_{v}^{\times}$at finitely many places $v$ in considering what happens to ideals, and this is exactly what the localization in those problems accomplishes. Thus for a suitable finite set $S$ containing $S_{\infty}$, we will have an isomorphism

$$
\mathbb{I} /\left(\iota\left(K^{\times}\right) \mathbb{I}(S)\right) \cong\{1\}
$$

in other words,

$$
\mathbb{I}=\iota\left(K^{\times}\right) \mathbb{I}(S)
$$

for a suitable finite set $S$ containing $S_{\infty}$.
One final remark is needed, and then we are ready to carry out the proof of the compactness of $\mathbb{I}^{1} / \iota\left(K^{\times}\right)$. The remark is that we always have at least one archimedean place, and adjusting an idele suitably at one archimedean place can change it from being in $\mathbb{I}$ to being in the subgroup $\mathbb{I}^{1}$ of ideles for which $\prod_{v}\left|x_{v}\right|_{v}=1$. The members of $\iota\left(K^{\times}\right)$are already in this subgroup, but the members of $\mathbb{I}(S)$ need not be. Thus we replace $\mathbb{I}(S)$ by $\mathbb{I}(S) \cap \mathbb{I}^{1}=\mathbb{I}^{1}(S)$, and the above equality becomes

$$
\mathbb{I}^{1}=\iota\left(K^{\times}\right) \mathbb{I}^{1}(S)
$$

for a suitable finite set $S$.
PROOF OF COMPACTNESS OF $\mathbb{I}^{1} / \iota\left(K^{\times}\right)$IN THEOREM 6.53. Let $S$ be as above. Since $\mathbb{I}^{1}=\iota\left(K^{\times}\right) \mathbb{I}^{1}(S)$, the Second Isomorphism Theorem gives

$$
\begin{equation*}
\mathbb{I}^{1} / \iota\left(K^{\times}\right) \cong \mathbb{I}^{1}(S) /\left(\iota\left(K^{\times}\right) \mathbb{I}^{1}(S)\right) \tag{*}
\end{equation*}
$$

We shall prove that the right side is compact.

Let $T$ be the complement of $S_{\infty}$ in $S$, and define

$$
\Omega_{1}^{\times}=\prod_{v \in S_{\infty}} K_{v}^{\times}, \quad \Omega_{2}^{\times}=\prod_{v \in T} K_{v}^{\times}, \quad \Delta_{2}^{\times}=\prod_{v \in T} R_{v}^{\times}, \quad \Delta_{3}^{\times}=\prod_{v \notin S} R_{v}^{\times} .
$$

If $E$ is any subset of $\mathbb{I}(S), E^{1}$ will denote the set of members of $E$ of total absolute value 1. Thus for example, $\left(\Omega_{1}^{\times}\right)^{1}$ is the set of tuples $\left(x_{v}\right)_{v \in S_{\infty}}$ with $\prod_{v \in S_{\infty}}\left|x_{v}\right|_{v}=1$.

Let $\Phi: K^{\times} \rightarrow \Omega_{1}^{\times}$be the mapping given in Section 9. Each member $u$ of the group of units $R^{\times}$has the property that $|u|_{v}=1$ for every nonarchimedean place $v$. Then it follows from the Artin product formula (Theorem 6.51) that $\Phi$ carries $R^{\times}$into $\left(\Omega_{1}^{\times}\right)^{1}$. One of the two key ingredients in the proof of Theorem 6.51 is the observation that

$$
\begin{equation*}
\left(\Omega_{1}^{\times}\right)^{1} / \Phi\left(R^{\times}\right) \quad \text { is compact } . \tag{**}
\end{equation*}
$$

In fact, $\Omega_{1}^{\times}$is a product of $r_{1}$ copies of $\mathbb{R}^{\times}$and $r_{2}$ copies of $\mathbb{C}^{\times}$. The function $\log : \Omega_{1}^{\times} \rightarrow \mathbb{R}^{r_{1}+r_{2}}$ given by

$$
\begin{aligned}
\log \left(x_{1}, \ldots, x_{r},\right. & \left.x_{r_{1}+1}, \ldots, x_{r_{1}+r_{2}+1}\right) \\
& =\left(\log \left|x_{1}\right|_{\mathbb{R}}, \ldots, \log \left|x_{r_{1}}\right|_{\mathbb{R}}, \log \left|x_{r_{1}+1}\right|_{\mathbb{C}}, \ldots, \log \left|x_{r_{1}+r_{2}}\right|_{\mathbb{C}}\right)
\end{aligned}
$$

is a continuous homomorphism of $\Omega_{1}^{\times}$onto $\mathbb{R}^{r_{1}+r_{2}}$, and its kernel is compact, being the product of $r_{1}$ two-element groups and $r_{2}$ circles. The image of $\left(\Omega_{1}^{\times}\right)^{1}$ is a hyperplane, and the proof of the Dirichlet Unit Theorem (Theorem 5.13) shows that $\log \left(\Omega_{1}^{\times}\right)^{1} / \log \Phi\left(R^{\times}\right)$is compact. Then $(* *)$ follows.

The other key ingredient is the finiteness of the class number of $K$, which was proved as Theorem 5.19. Let $h$ be this class number. For each $v$ in $T=\left(S_{\infty}\right)^{c}$, let $P_{v}$ be the corresponding nonzero prime ideal in $R$. The ideal $P_{v}^{h}$ in $R$ is principal, and we let $\pi_{v}$ be a generator. This element has the properties that $K_{v}^{\times} / \iota_{v}\left(\pi_{v}\right)^{\mathbb{Z}} R_{v}$ is compact and that $\left|\iota_{v^{\prime}}\left(\pi_{v}\right)\right|_{v^{\prime}}=\left|\pi_{v}\right|_{v^{\prime}}=1$ for all nonarchimedean $v^{\prime}$ with $v^{\prime} \neq v$. Let

$$
\Sigma_{2}=\prod_{v \in T} \iota_{v}\left(\pi_{v}\right)^{\mathbb{Z}} R_{v}
$$

this is a subgroup between $\Delta_{2}$ and $\Omega_{2}$ such that $\Omega_{2} / \Sigma_{2}$ is compact. Let $\Pi$ be the subgroup of $K^{\times}$given by $\Pi=\prod_{v \in T} \pi_{v}^{\mathbb{Z}}$.

The group $\iota(\Pi)$ is certainly a subgroup of $\iota\left(K^{\times}\right)$, and the fact that $\left|\pi_{v}\right|_{v^{\prime}}=1$ for $v^{\prime} \notin S$ implies that $\iota(\Pi)$ is contained in $\mathbb{I}^{1}(S)$. Each member of $\iota\left(R^{\times}\right)$has all nonarchimedean absolute values equal to 1 , and consequently we have an inclusion $\iota\left(R^{\times}\right) \iota(\Pi) \subseteq \iota\left(K^{\times}\right) \mathbb{I}^{1}(S)$. In view of $(*), \mathbb{I}^{1}(S) /\left(\iota\left(K^{\times}\right) \mathbb{I}^{1}(S)\right)$ is a homomorphic image of

$$
\mathbb{I}^{1}(S) /\left(\iota\left(R^{\times}\right) \iota(\Pi)\left(\{1\} \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)\right)
$$

and it is therefore enough to prove that $(\dagger)$ is compact.
The members of $\iota\left(R^{\times}\right)$have all nonarchimedean absolute values equal to 1 and consequently

$$
\iota\left(R^{\times}\right)\left(\{1\} \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)=\Phi\left(R^{\times}\right) \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}
$$

Therefore the quotient of $(\dagger)$ by

$$
\mathbb{I}^{1}(S) /\left(\iota(\Pi)\left(\left(\Omega_{1}^{\times}\right)^{1} \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)\right)
$$

is isomorphic to

$$
\mathbb{I}^{1}(S) /\left(\iota(\Pi)\left(\Phi\left(R^{\times}\right) \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)\right) / \mathbb{I}^{1}(S) /\left(\iota(\Pi)\left(\left(\Omega_{1}^{\times}\right)^{1} \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)\right)
$$

which in turn is isomorphic to

$$
\left(\iota(\Pi)\left(\left(\Omega_{1}^{\times}\right)^{1} \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)\right) /\left(\iota(\Pi)\left(\Phi\left(R^{\times}\right) \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)\right)
$$

which is a homomorphic image of

$$
\left(\left(\Omega_{1}^{\times}\right)^{1} \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right) /\left(\Phi\left(R^{\times}\right) \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right) \cong\left(\Omega_{1}^{\times}\right)^{1} / \Phi\left(R^{\times}\right)
$$

The right side is compact by $(* *)$, and therefore it is enough to prove that $(\dagger \dagger)$ is compact.

Let us check that

$$
\iota(\Pi)\left(\left(\Omega_{1}^{\times}\right)^{1} \times \Delta_{2}^{\times} \times \Delta_{3}^{\times}\right)=\left(\Omega_{1}^{\times} \times \Sigma_{2} \times \Delta_{3}\right)^{1}
$$

The inclusion $\subseteq$ is immediate. Thus suppose that $\left(\left(\omega_{v}\right)_{v \in S_{\infty}},\left(\sigma_{v}\right)_{v \in T},\left(\delta_{v}\right)_{v \notin S}\right)$ lies in the right side of $(\ddagger)$. Since $\left(\sigma_{v}\right)_{v \in T}$ lies in $\Sigma_{2}$, there exists an element $\pi_{0}$ in $\Pi$ such that $r_{v}=\iota_{v}\left(\pi_{0}\right)^{-1} \sigma_{v}$ lies in $R_{v}$ for all $v \in T$. Define $\left(\omega_{v}^{\prime}\right)_{v \in S_{\infty}}$ in $\Omega_{1}^{\times}$by $\omega_{v}^{\prime}=\iota_{v}\left(\pi_{0}\right)^{-1} \omega_{v}$. For a suitable $\left(\delta_{v}^{\prime}\right)_{v \notin S}$, we then have $\iota\left(\pi_{0}\right)\left(\left(\omega_{v}^{\prime}\right)_{v \in S_{\infty}},\left(r_{v}\right)_{v \in T},\left(\delta_{v}^{\prime}\right)_{v \notin S}\right)=\left(\left(\omega_{v}\right)_{v \in S_{\infty}},\left(\sigma_{v}\right)_{v \in T},\left(\delta_{v}\right)_{v \notin S}\right)$, and ( $\left.\ddagger\right)$ is proved.

Combining $(\ddagger)$ and $(\dagger \dagger)$, we see that it is enough to prove that

$$
\begin{equation*}
\mathbb{I}^{1}(S) /\left(\Omega_{1}^{\times} \times \Sigma_{2} \times \Delta_{3}\right)^{1} \tag{†申}
\end{equation*}
$$

is compact. The inclusion of $\mathbb{I}^{1}(S)$ into $\mathbb{I}(S)$ induces a homomorphism

$$
\begin{equation*}
\mathbb{I}^{1}(S) /\left(\Omega_{1}^{\times} \times \Sigma_{2} \times \Delta_{3}\right)^{1} \rightarrow \mathbb{I}(S) /\left(\Omega_{1}^{\times} \times \Sigma_{2} \times \Delta_{3}\right) \tag{§}
\end{equation*}
$$

that is evidently one-one. But it is also onto because if $v_{0}$ is an archimedean place and if $\left(x_{v}\right)_{v}$ is given in $\mathbb{I}(S)$, then we can adjust $\left(x_{v_{0}}\right)$ in such a way that the replacement $\left(x_{v}\right)_{v}$ has absolute value 1 . The adjustment is by a member of $\Omega_{1}^{\times} \times\{1\} \times\{1\}$, and thus ( $\S$ ) is onto. The right side of (§) is

$$
\left(\Omega_{1}^{\times} \times \Omega_{2} \times \Delta_{3}\right) /\left(\Omega_{1}^{\times} \times \Sigma_{2} \times \Delta_{3}\right) \cong \Omega_{2} / \Sigma_{2}
$$

and we have arranged that this is compact. Consequently ( $\ddagger \ddagger$ ) is compact, and the proof is complete.

## 11. Problems

1. If $F$ is a complete field with a nonarchimedean absolute value and if $\sum_{n=1}^{\infty} a_{n}$ is an infinite series whose terms $a_{n}$ are in $F$, prove that the series converges in $F$ if and only if $\lim _{n} a_{n}=0$.
2. Let the 2 -adic absolute value be imposed on $\mathbb{Q}$. Theorem 6.5 shows that $\mathbb{Z}$ is dense in the subring of $\mathbb{Q}$ consisting of all rationals with odd denominator.
(a) Find a sequence of integers converging in this metric to $\frac{1}{3}$.
(b) Generalize the result of (a) by finding an explicit sequence of integers converging in this metric to any given rational $a b^{-1}$, where $a$ and $b$ are nonzero integers with $b$ odd.
3. For the Dedekind domain $R=\mathbb{Z}$ and its field of fractions $K=\mathbb{Q}$, the ring of units $R^{\times}$is just $\{ \pm 1\}$, and the set of archimedean places is just $S_{\infty}=\{\infty\}$. The formula $\iota\left(R^{\times}\right)=\iota\left(K^{\times}\right) \cap \mathbb{I}\left(S_{\infty}\right)$ of Section 10 therefore becomes $\{\iota( \pm 1)\}=$ $\iota\left(\mathbb{Q}^{\times}\right) \cap\left(\mathbb{R}^{\times} \times \prod_{p} \mathbb{Z}_{p}^{\times}\right)$.
(a) Verify this formula directly.
(b) Since $\mathbb{Z}$ is a principal ideal domain, the theory of Section 10 and the above remarks show that $\mathbb{I}=\iota\left(\mathbb{Q}^{\times}\right)\left(\mathbb{R}^{\times} \times \prod_{p} \mathbb{Z}_{p}^{\times}\right)$. Prove this formula by an explicit construction whose only allowable choice, in view of (a), is a certain sign.
4. Let $R$ be the Dedekind domain $\mathbb{Z}[\sqrt{-5}]$.
(a) Verify for each choice of sign that the ideals $(1 \pm \sqrt{-5}, 3)$ and $(1 \pm \sqrt{-5}, 2)$ are prime and that $(1+\sqrt{-5}, 2)=(1-\sqrt{-5}, 2)$.
(b) Find the prime factorizations of the principal ideals $(1+\sqrt{-5})$ and (3).
(c) Let $P$ be the prime ideal $P=(1+\sqrt{-5}, 3)$, and let $v_{P}$ be the valuation of $R$ determined by $P$. Prove that $v_{P}((1+\sqrt{-5}) / 3)=0$.
(d) Lemma 6.3 shows that $(1+\sqrt{-5}) / 3$ can be written as the quotient of two members $a$ and $b$ of $R$ with $v_{P}(a)=v_{P}(b)=0$. Find such a choice of $a$ and $b$.
5. Let $v$ be a discrete valuation of a field $F$, let $R_{v}$ be the valuation ring, and let $P_{v}$ be the valuation ideal. It was observed after Proposition 6.2 that $1+P_{v}^{n}$ is a group under multiplication for any $n \geq 1$. Prove for $n \geq 1$ that the multiplicative group $\left(1+P_{v}^{n}\right) /\left(1+P_{v}^{n+1}\right)$ is isomorphic to the additive group $P_{v}^{n} / P_{v}^{n+1}$ under the mapping induced by $1+x \mapsto x+P_{v}^{n+1}$.
6. Derive the finiteness of the class number of a number field $K$ from the compactness of $\mathbb{I}_{K}^{1} / \iota\left(K^{\times}\right)$given as Theorem 6.53.

Problems 7-8 compare the topology on the ideles $\mathbb{I}=\mathbb{I}_{K}$ of a number field $K$ with the topology of the adeles $\mathbb{A}=\mathbb{A}_{K}$. The notation is as in Section 10 .
7. For each finite set $S$ of places containing the archimedean places, exhibit the mappings $\mathbb{I}(S) \rightarrow K_{v}$ for $v \in S$ and $\mathbb{I}(S) \rightarrow R_{v}$ for $v \notin S$ as continuous, and deduce that the inclusion $\mathbb{I} \rightarrow \mathbb{A}$ is continuous.
8. Let $p_{n}$ be the $n^{\text {th }}$ positive prime in $\mathbb{Z}$, and let $x_{n}=\left(x_{n, v}\right)_{v}$ be the adele in $\mathbb{A}_{\mathbb{Q}}$ with $x_{n, v}=p_{n}$ if $v=p_{n}$ and $x_{n, v}=1$ if $v \neq p_{n}$. The result is a sequence $\left\{x_{n}\right\}$ of ideles in $\mathbb{I}_{\mathbb{Q}}$. Show that this sequence converges to the idele (1) $)_{v}$ in the topology of the adeles but does not converge in the topology of the ideles.

Problems 9-10 below assume knowledge from measure theory of elementary properties of measures and of the existence-uniqueness theorem for translation-invariant measures (Haar measures) on locally compact abelian groups. The continuity in Problem 10a requires making estimates of integrals.
9. Let $G$ be a locally compact abelian topological group with a Haar measure written as $d x$, and let $\Phi$ be an automorphism of $G$ as a topological group, i.e., an automorphism of the group structure that is also a homeomorphism of $G$. Prove that there is a positive constant $a(\Phi)$ such that $d(\Phi(x))=a(\Phi) d x$.
10. Let $F$ be a locally compact topological field, and let $F^{\times}$be the group of nonzero elements, the group operation being multiplication.
(a) Let $c$ be in $F^{\times}$, and define $|c|_{F}$ to be the constant $a(\Phi)$ from the previous problem when the measure is an additive Haar measure and $\Phi$ is multiplication by $c$. Define $|0|_{F}=0$. Prove that $c \mapsto|c|_{F}$ is a continuous function from $F$ into $[0,+\infty)$ such that $\left|c_{1} c_{2}\right|_{F}=\left|c_{1}\right|_{F}\left|c_{2}\right|_{F}$.
(b) If $d x$ is a Haar measure for $F$ as an additive locally compact group, prove that $d x /|x|_{F}$ is a Haar measure for $F^{\times}$as a multiplicative locally compact group.
(c) Let $F=\mathbb{R}$ be the locally compact field of real numbers. Compute the function $x \mapsto|x|_{F}$. Do the same thing for the locally compact field $F=\mathbb{C}$ of complex numbers.
(d) Let $F=\mathbb{Q}_{p}$ be the locally compact field of $p$-adic numbers, where $p$ is a prime. Compute the function $x \mapsto|x|_{F}$.
(e) For the field $F=\mathbb{Q}_{p}$ of $p$-adic numbers, suppose that the ring $\mathbb{Z}_{p}$ of $p$-adic integers has additive Haar measure 1. What is the additive Haar measure of the maximal ideal $I$ of $\mathbb{Z}_{p}$ ?
Problems 11-14 analyze the structure of complete valued fields whose residue class fields are finite, showing that the only kinds are $\mathfrak{p}$-adic fields and fields of formal Laurent series over a finite field. Let $F$ be a complete valued field with a discrete nonarchimedean valuation, let $v$ be the valuation, let $R$ be the valuation ring, and let $\mathfrak{p}$ be the maximal ideal of $R$. Suppose that the residue class field $R / \mathfrak{p}$ is finite of order $q=p^{m}$ for a prime number $p$. Theorem 6.26 shows that the topology on $F$ is locally compact. The normalized absolute value on $F$ corresponding to $v$ is $|\cdot|_{F}=q^{-v(\cdot)}$. For some purposes it is convenient to separate the equal-characteristic case for $F$ and $R / \mathfrak{p}$ from the unequal-characteristic case.
11. Show in the unequal-characteristic case that $F$ has characteristic 0 .
12. (a) In both cases, use Hensel's Lemma to show that $F$ has a full set of $(q-1)^{\text {st }}$ roots of unity and that coset representatives in $F$ for $R / \mathfrak{p}$ can be taken to be these elements and 0 . Denote this subset of $q$ elements of $F$ by $E$. The subset $E$ is of course closed under multiplication.
(b) Show in the equal-characteristic case that $E$ is closed under addition and subtraction and is therefore a subfield of $F$ isomorphic to $\mathbb{F}_{q}$.
13. In the equal-characteristic case, write $\mathbb{F}_{q}$ for the subfield of $F$ constructed in Problem 12b, and let $t$ be a generator of the principal ideal $\mathfrak{p}$, so that $v(t)=1$.
(a) Show that each nonzero element of $R$ has a convergent infinite-series expansion of the form $\sum_{k=0}^{\infty} a_{k} t^{k}$ with all $a_{k}$ in $\mathbb{F}_{q}$ and that the value of $v$ on such an element is the smallest $k \geq 0$ such that $a_{k} \neq 0$.
(b) Show conversely that every series $\sum_{k=0}^{\infty} a_{k} t^{k}$ with all $a_{k}$ in $\mathbb{F}_{q}$ lies in $R$, and conclude that $R \cong \mathbb{F}_{q}[[t]]$.
(c) Deduce that $F$ is isomorphic to the field $\mathbb{F}_{q}((t))$ of formal Laurent series over $\mathbb{F}_{q}$, the understanding being that each such series involves only finitely many negative powers of $t$.
14. Let $F$ be an arbitrary complete valued field in the unequal-characteristic case. Since Problem 11 shows $F$ to be of characteristic $0, F$ contains a subgroup $\mathbb{Q}^{\prime}$ isomorphic as a field to $\mathbb{Q}$.
(a) Show that the integer $q=p^{m}$ in $\mathbb{Q}^{\prime}$ lies in $\mathfrak{p}$.
(b) Deduce that the number $v_{0}=v(p)$ is positive.
(c) For each nonzero member $a b^{-1} p^{k}$ of $\mathbb{Q}^{\prime}$ for which $a$ and $b$ are integers relatively prime to $p$, show that $v\left(a b^{-1} p^{k}\right)=k v_{0}$.
(d) Deduce that $\left(\mathbb{Q}^{\prime},|\cdot|_{F}^{1 /\left(m v_{0}\right)}\right)$ is isomorphic as a valued field to $\left(\mathbb{Q},|\cdot|_{p}\right)$.
(e) Let $\overline{\mathbb{Q}^{\prime}}$ be the closure of $\mathbb{Q}^{\prime}$ in $F$, and explain why $\left(\overline{\mathbb{Q}^{\prime}},|\cdot|_{F}^{1 / m}\right)$ is isomorphic as a valued field to $\left(\mathbb{Q}_{p},|\cdot|_{p}\right)$.
(f) Let $t$ be a generator of $\mathfrak{p}$. With $E$ as in Problem 12a, show that each member of $F$ has a unique series expansion $\sum_{k=-N}^{\infty} a_{k} t^{k}$ with each $a_{k}$ in $E$ and with $N$ depending on the element, and show furthermore that every such series expansion converges to an element of $F$.
(g) Let $c_{1}, \ldots, c_{l}$ with $l=q^{v_{0}}$ be an enumeration of the elements $\sum_{k=0}^{v_{0}-1} a_{k} t^{k}$ with all $a_{k}$ in $E$. Show that to each element $x$ in $R$ corresponds some $c_{j}$ such that $p^{-1}\left(x-c_{j}\right)$ lies in $R$. Deduce that every element of $R$ is the sum of a convergent series of the form $\sum_{k=0}^{\infty} c_{j_{k}} p^{k}$.
(h) Explain how it follows from the previous part that $F$ is a finite-dimensional vector space over $\overline{\mathbb{Q}^{\prime}}$, hence that $F$ is a finite extension of the field $\mathbb{Q}_{p}$.

Problems 15-19 continue the analysis in Problems 11-14 by examining finite separable extensions of complete valued fields whose residue class fields are finite. The
goal is to prove Proposition 6.38 and Lemmas 6.47 and 6.48 . Let $F$ be a complete valued field with a discrete nonarchimedean valuation, let $R$ be the valuation ring, and let $\mathfrak{p}$ be the maximal ideal of $R$. Suppose that the residue class field $R / \mathfrak{p}$ is finite of order $q=p^{m}$ for a prime number $p$. Let $K$ be a finite separable extension of $F$, put $n=[K: F]$, and let $T$ be the integral closure of $R$ in $K$. Theorem 6.33 shows that $K$ is a valued field, that it has a unique nonzero prime ideal $P$, that the valuation ring of $K$ is $T$, and that the valuation ideal is $P$. Write $f$ for the dimension of $T / P$ over $R / \mathfrak{p}$, so that $T / P$ has order $q^{f}$. Also, write $e$ for the power such that $\mathfrak{p} T=P^{e}$. It is known from Chapter IX of Basic Algebra that $n=e f$. In the equal-characteristic case, there is an especially transparent argument for proving Proposition 6.38, and Problem 15 gives that. Problem 16 gives a less transparent argument that handles both cases at once. The remaining problems address Lemmas 6.47 and 6.48.
15. In the equal-characteristic case, let $E$ be the subset of $q$ elements of $F$ described in Problem 12, and let $\widetilde{E}$ be the corresponding subset of $q^{f}$ elements of $K$. Problem 13 shows that $E$ is a field isomorphic to $\mathbb{F}_{q}$ and that $\widetilde{E}$ is an extension field isomorphic to $\mathbb{F}_{q^{f}}$. Let $t$ be a generator in $R$ of $\mathfrak{p}$, and let $\tilde{t}$ be a generator in $T$ of $P$. Problem 13 shows that $F=\mathbb{F}_{q}((t))$ and that $K=\mathbb{F}_{q^{f}}((\tilde{t}))$.
(a) Show that the set $L$ of formal Laurent series in $t$ with coefficients from $\mathbb{F}_{q^{f}}$ is an intermediate field between $F$ and $K$, so that $L=\mathbb{F}_{q^{f}}((t))$.
(b) Why does it follow that the integral closure of $R$ in $L$ is $U=\mathbb{F}_{q^{f}}[[t]]$ and that the maximal ideal of $U$ is $\wp=t U$ ?
(c) Deduce that the residue class field of $L$ is $\mathbb{F}_{q^{f}}$ of order $q^{f}$ and that $\wp T=P^{e}$, so that the residue class degree of $L / F$ is $f$ and the ramification index of $K / L$ is $e$.
(d) How can one conclude that $L / F$ is unramified and that $K / L$ is totally ramified?
16. In this problem no distinction is made between the equal-characteristic case and the unequal-characteristic case. Let $\mathbb{k}_{F}$ and $\mathbb{k}_{K}$ be the residue class fields of $F$ and $K$, and write $\mathbb{k}_{K}=\mathbb{k}_{F}(\bar{\alpha})$, where $\bar{\alpha}$ is a root of a monic irreducible polynomial $\bar{g}(X)$ in $\mathbb{k}_{F}[X]$. Let $g(X)$ be a monic polynomial in $R[X]$ that reduces modulo $\mathfrak{p}$ to $\bar{g}(X)$.
(a) Prove that there exists $\alpha \in T$ with $\alpha+P=\bar{\alpha}$ and with $g(\alpha)=0$.
(b) With $\alpha$ as in (a), let $L$ be the intermediate field between $F$ and $K$ given by $L=F(\alpha)$, let $U$ be the integral closure of $R$ in $L$, let $\wp$ be the maximal ideal of $U$, and let $\mathbb{k}_{L}=U / \wp$. Show that $\alpha$ lies in $U$ and that the member $\bar{\alpha}$ of $\mathbb{k}_{K}$ is in the image of the natural field map $\mathbb{k}_{L} \rightarrow \mathbb{k}_{K}$.
(c) Conclude from (b) that $\mathbb{k}_{L}=\mathbb{k}_{K}$.
(d) By comparing $[L: K]$, the degrees of $g(X)$ and $\bar{g}(X)$, and the indices $e$ and $f$ for $K / F$ and $L / F$, prove that $L$ has the properties required by Proposition 6.38 .
17. This problem applies to both the equal-characteristic case and the unequalcharacteristic case. Let $\xi$ be a member of $T$ such that $K=F(\xi)$, and let $g(X)=X^{n}+c_{1} X^{n-1}+\cdots+c_{n}$ be its minimal polynomial over $F$.
(a) Let $N=\sum_{k=0}^{n-1} R \xi^{k}$. This is a free $R$ submodule of $T$ of rank $n$ with $\left\{1, \xi, \ldots, \xi^{n-1}\right\}$ as an $R$ basis. Define

$$
\widehat{N}=\left\{y \in K \mid \operatorname{Tr}_{K / F}(x y) \text { is in } R \text { for all } x \in M\right\}
$$

Put $x_{i}=\xi^{i-1}$ for $1 \leq i \leq n$. Why is there a unique $y_{j}$ in $K$ with $\operatorname{Tr}_{K / F}\left(x_{i} y_{j}\right)=\delta_{i j}$ ? Show that $\widehat{N}$ is a free $R$ module with $\left\{y_{1}, \ldots, y_{n}\right\}$ as $R$ basis.
(b) If $A$ is a matrix in $M_{n}(R)$ with $\operatorname{det} A= \pm 1$ and if $z_{k}=\sum_{j} A_{j k} y_{j}$, why is $\sum_{k=1}^{n} R z_{k}=\sum_{k=1}^{n} R y_{k} ?$
(c) Let $K^{\prime}$ be a splitting field of $g(X)$ over $F$, and let $\xi_{1}, \ldots, \xi_{n}$ be the roots of $g(X)$ in $K^{\prime}$, with $\xi_{1}=\xi$. It is known from Basic Algebra that $\xi_{1}, \ldots, \xi_{n}$ are distinct. Prove that

$$
\sum_{i=1}^{n} \frac{g(X)}{g^{\prime}\left(\xi_{i}\right)\left(X-\xi_{i}\right)}=1
$$

by observing that the difference of the two sides is a polynomial in $X$ of degree at most $n-1$ and all of $\xi_{1}, \ldots, \xi_{n}$ are roots.
(d) Let $\sigma_{j}$ be the field map that fixes $F$ and carries $F(\xi)$ into $K^{\prime}$ in such a way that $\sigma_{j}(\xi)=\xi_{j}$. These mappings have the property that $\operatorname{Tr}_{K / F}(\xi)=\sum_{j=1}^{n} \sigma_{j}(\xi)$ for all $\xi \in K$. If $h(X)$ is in the ring $K[[X]]$ of formal power series over $K$, let $h^{\sigma_{j}}(X)$ be the polynomial obtained by applying $\sigma_{j}$ to each coefficient, and extend $\operatorname{Tr}_{K / F}: K \rightarrow F$ to a mapping of $K[[X]]$ to $F[[X]]$ by letting $\operatorname{Tr}_{K / F} h(X)=\sum_{j=1}^{n} h^{\sigma_{j}}(X)$. By making the substitution $X \mapsto 1 / X$ in (c) and using the extended trace function just defined, show that

$$
\frac{X^{n}}{1+c_{1} X+\cdots+c_{n} X^{n}}=\operatorname{Tr}_{K / F}\left(\frac{X}{g^{\prime}(\xi)(1-\xi X)}\right)
$$

(e) Write the identity in (d) out with power series, equate the coefficients of $X, X^{2}, \ldots, X^{n}$ on the two sides, and deduce that $\operatorname{Tr}_{K / F}\left(\xi^{k-1} g^{\prime}(\xi)^{-1}\right)$ equals 0 for $1 \leq k<n$ and equals 1 for $k=n$.
(f) Form the $n$-by-n matrix $A$ with $A_{i j}=\operatorname{Tr}_{K / F}\left(\left(\xi^{i-1} g^{\prime}(\xi)^{-1}\right)\left(\xi^{j-1}\right)\right)$. The result of (e) shows that this matrix has all entries equal to 0 that lie above the off-diagonal $i+j=n+1$ and all entries equal to 1 that lie on the off-diagonal. By writing $\xi^{i+j-2}=\xi^{n} \xi^{i+j-(n+1)-1}$ and by substituting for $\xi^{n}$, show that the remaining entries $A_{i j}$ lie in $R$.
(g) Combine the conclusions of (a), (b), and (f) to prove that $\widehat{N}=g^{\prime}(\xi)^{-1} N$.
18. This problem continues with the notation of Problem 17 and assumes in addition that $K / F$ is unramified, i.e., that $f=n$ and $e=1$. The objective is to prove the assertion of Lemma 6.48 that $\mathcal{D}(K / F)=T$.
(a) Prove that the intermediate field $L$ constructed in Problem 16 is $K$ itself, that the polynomial $g(X)$ is the minimal polynomial of $\alpha$ over $F$, and that $K=F(\alpha)$.
(b) Let $N=\sum_{k=0}^{n-1} R \alpha^{k}$. Apply Problem 17 to obtain $\widehat{N}=g^{\prime}(\alpha)^{-1} N$. Using the inclusion $N \subseteq T$, deduce that $\widehat{N} \supseteq \widehat{T}$, and conclude that $\mathcal{D}(K / F)^{-1} \subseteq$ $g^{\prime}(\alpha)^{-1} T$.
(c) Prove that $g^{\prime}(\alpha)$ is a unit in $T$, and deduce that $\mathcal{D}(K / F)=T$.
19. This problem continues with the notation of Problem 17 and assumes in addition that $K / F$ is totally ramified, i.e., that $e=n$ and $f=1$. The objective is to prove the assertion of Lemma 6.47 that $\mathcal{D}(K / F)=P^{e^{\prime}}$ with $e^{\prime}$ equal to $e-1$ if $p$ does not divide $e$ and with $e^{\prime} \geq e$ if $p$ divides $e$. Let $E$ be the set of representatives in $R$ of the members of $R / \mathfrak{p}$ as constructed in Problem 12. Since $f=1$, the set $E$ is also a set of representatives in $T$ of the members of $T / P$. Let $v_{K}$ and $v_{F}$ be the respective discrete valuations of $K$ and $F$, so that $v_{F}=\left.n v_{K}\right|_{F}$ by Proposition 6.34. Let $\pi$ and $\lambda$ be respective generators of $P$ and $\mathfrak{p}$.
(a) Prove that if $M$ is a field with a discrete valuation $w$ and if $x_{1}, \ldots, x_{m}$ are elements of $M$ with $x_{1}+\cdots+x_{m}=0$ and $m \geq 2$, then the number of $j$ 's for which $w\left(x_{j}\right)=\min _{1 \leq i \leq m} w\left(x_{i}\right)$ is at least 2 .
(b) Let $g(X)=c_{0} X^{n}+c_{1} X^{n-1}+\cdots+c_{n}$ with $c_{0}=1$ be the field polynomial of $\pi$ over $F$. Why are all the coefficients $c_{j}$ in $R$, and why is $v_{K}\left(c_{j}\right)$ divisible by $n$ for each $j$ ?
(c) Taking into account that $\pi$ is a root of its field polynomial and applying (a), show that there exist integers $i$ and $j$ with $0 \leq i<j \leq n$ such that $j-i=v_{K}\left(c_{j}\right)-v_{K}\left(c_{i}\right)$ and that all other integers $k$ with $0 \leq k \leq n$ have $v_{K}\left(c_{k} \pi^{n-k}\right) \geq n$.
(d) Using the divisibility conclusion of (b), show that $g(X)$ is an Eisenstein polynomial relative to $\mathfrak{p}$ in the sense that $c_{0}=1$, that all of $c_{1}, \ldots, c_{n}$ lie in $\mathfrak{p}$, and that $c_{n}$ does not lie in $\mathfrak{p}^{2}$.
(e) Conclude from (d) that $g(X)$ is irreducible over $F$, that $g(X)$ is the minimal polynomial of $\pi$ over $F$, and that $K=F(\pi)$.
(f) For each $k \geq 0$, apply the division algorithm to write $k=n i+j$ with $0 \leq j<n=e$, and define $y_{k}=\lambda^{i} \pi^{j}$. Show that every member of $T$ has a unique convergent series expansion as $\sum_{k=0}^{\infty} a_{k} y_{k}$ and that all such series expansions have sum in $T$.
(g) By rewriting the expansion in (f) suitably, show that $\left\{1, \pi, \ldots, \pi^{n-1}\right\}$ is an $R$ basis for the free $R$ module $T$.
(h) By applying Problem 17 with $N=\sum_{k=0}^{n-1} R \pi^{k}$, prove that $\widehat{T}=g^{\prime}(\pi)^{-1} T$, and deduce that $\mathcal{D}(K / F)=\left(g^{\prime}(\pi)\right)$.
(i) Computing $g^{\prime}(\pi)$ and applying the valuation $v$ to it, show that $v\left(g^{\prime}(\pi)\right)=$ $e-1$ if $v(e)=0$ and that $v\left(g^{\prime}(\pi)\right) \geq e$ if $v(e)>0$. Explain how this conclusion proves Lemma 6.47.

## CHAPTER VII

## Infinite Field Extensions


#### Abstract

This chapter provides algebraic background for directly addressing some simple-sounding yet fundamental questions in algebraic geometry. All the questions relate to the set of simultaneous zeros of finitely many polynomials in $n$ variables over a field.

Section 1 concerns existence of zeros. The main theorem is the Nullstellensatz, which in part says that there is always a zero if the finitely many polynomials generate a proper ideal and if the underlying field is algebraically closed.

Section 2 introduces the transcendence degree of a field extension. If $L / K$ is a field extension, a subset of $L$ is algebraically independent over $K$ if no nonzero polynomial in finitely many of the members of the subset vanishes. A transcendence basis is a maximal subset of algebraically independent elements; a transcendence basis exists, and its cardinality is independent of the particular basis in question. This cardinality is the transcendence degree of the extension. Then $L$ is algebraic over the subfield generated by a transcendence basis. Briefly any field extension can be obtained by a purely transcendental extension followed by an algebraic extension. The dimension of the set of common zeros of a prime ideal of polynomials over an algebraically closed field is defined to be the transcendence degree of the field of fractions of the quotient of the polynomial ring by the ideal.

Section 3 elaborates on the notion of separability of field extensions in characteristic $p$. Every algebraic extension $L / K$ can be obtained by a separable extension followed by an extension that is purely inseparable in the sense that every element $x$ of $L$ has a power $x^{p^{e}}$ for some integer $e \geq 0$ with $x^{p^{e}}$ separable over $K$.

Section 4 introduces the Krull dimension of a commutative ring with identity. This number is one more than the maximum number of ideals occurring in a strictly increasing chain of prime ideals in the ring. For $K\left[X_{1}, \ldots, X_{n}\right]$ when $K$ is a field, the Krull dimension in $n$. If $P$ is a prime ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, then the Krull dimension of the integral domain $R=K\left[X_{1}, \ldots, X_{n}\right] / P$ matches the transcendence degree over $K$ of the field of fractions of $R$. Thus Krull dimension extends the notion of dimension that was defined in Section 2.

Section 5 concerns nonsingular and singular points of the set of common zeros of a prime ideal of polynomials in $n$ variables over an algebraically closed field. According to Zariski's Theorem, nonsingularity of a point may be defined in either of two equivalent ways-in terms of the rank of a Jacobian matrix obtained from generators of the ideal, or in terms of the dimension of the quotient of the maximal ideal at the point in question factored by the square of this ideal. The point is nonsingular if the rank of the Jacobian matrix is $n$ minus the dimension of the zero locus, or equivalently if the dimension of the quotient of the maximal ideal by its square equals the dimension of the zero locus. Nonsingular points always exist.

Section 6 extends Galois theory to certain infinite field extensions. In the algebraic case inverse limit topologies are imposed on Galois groups, and the generalization of the Fundamental Theorem of Galois Theory to an arbitrary separable normal extension $L / K$ gives a one-one correspondence between the fields $F$ with $K \subseteq F \subseteq L$ and the closed subgroups of $\operatorname{Gal}(L / K)$.


## 1. Nullstellensatz

Algebraic geometry studies the geometric properties of sets defined by algebraic equations. In the simplest case some field $K$ is specified, the equations are polynomial equations in several variables with coefficients in $K$, and one seeks solutions to the system of equations with the variables taking values in $K$ or some larger field.

The nature of the subject is that even fairly simple-sounding geometric questions require algebraic background beyond what is in Basic Algebra and the first six chapters of the present book. This chapter addresses the necessary background, largely from the theory of fields, for addressing fundamental questions concerning existence of solutions, the dimension of the space of solutions, singularity of the solution set at a particular point, and effects of changing fields.

The present section supplies background for the question of existence. We have a system of polynomial equations in $n$ variables with coefficients in $K$, and we are interested in simultaneous solutions in a given extension field $L$ of $K$. A solution can be regarded as a column vector in $L^{n}$. Think of the equations as of the form $F_{i}\left(X_{1}, \ldots, X_{n}\right)=0$ with each $F_{i}$ a polynomial, and then the set of solutions is the locus of common zeros of the $F_{i}$ 's in $L^{n}$. The locus of common zeros is unaffected by enlarging the system of equations by allowing all equations of the form $\sum_{i} G_{i} F_{i}=0$ with each $G_{i}$ is arbitrary in $K\left[X_{1}, \ldots, X_{n}\right]$; thus we may as well regard the left sides as all members of some ideal $I$ in $K\left[X_{1}, \ldots, X_{n}\right]$. The Hilbert Basis Theorem says that any ideal in $K\left[X_{1}, \ldots, X_{n}\right]$ is finitely generated, and hence studying the common zero locus for an ideal is always the same as studying the common zero locus for a finite set of polynomials.

A proper ideal need not have a nonempty locus of common zeros. For example, if $K=\mathbb{R}$, then the single equation $X^{2}+Y^{2}+1=0$ has no solutions in $\mathbb{R}^{2}$. Hilbert's Nullstellensatz ${ }^{1}$ is partly the affirmative statement that any proper ideal has a nonzero locus of common zeros under the additional assumption that $K$ is algebraically closed.

Theorem 7.1 (Nullstellensatz). Let $K$ be a field, let $\bar{K}$ be an algebraic closure, and let $n$ be a positive integer. Then every maximal ideal $J$ of $K\left[X_{1}, \ldots, X_{n}\right]$ has the property that $K\left[X_{1}, \ldots, X_{n}\right] / J$ is a finite algebraic extension of $K$, and in particular the maximal ideals of $\bar{K}\left[X_{1}, \ldots, X_{n}\right]$ are of the form

$$
\left(X_{1}-a_{1}, \ldots, X_{n}-a_{n}\right),
$$

where $\left(a_{1}, \ldots, a_{n}\right)$ is an arbitrary member of $\bar{K}^{n}$. Consequently if $I$ is any proper ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, then
(a) the locus of common zeros of $I$ in $\bar{K}^{n}$ is nonempty,

[^79](b) any $f$ in $K\left[X_{1}, \ldots, X_{n}\right]$ that vanishes on the locus of common zeros of $I$ in $\bar{K}^{n}$ has the property that $f^{k}$ is in $I$ for some integer $k>0$.

Before coming to the proof, we mention an important corollary.
Corollary 7.2. Let $K$ be a field, let $\bar{K}$ be an algebraic closure, let $n$ be a positive integer, and let $I$ be a prime ideal in $K\left[X_{1}, \ldots, X_{n}\right]$. Then $I$ contains every polynomial in $K\left[X_{1}, \ldots, X_{n}\right]$ that vanishes on the locus of common zeros of $I$ in $K\left[X_{1}, \ldots, X_{n}\right]$.

Proof. If $f$ is a member of $K\left[X_{1}, \ldots, X_{n}\right]$ that vanishes on the locus of common zeros of $I$, then (b) in the theorem shows that $f^{k}$ is in $I$ for some $k$. Since $I$ is prime, one of the factors of $f^{k}=f \cdots f$ lies in $I$.

EXAMPLE FOR COROLLARY. Let $K=L=\mathbb{C}$, and let $I$ be the principal ideal in $\mathbb{C}[X, Y]$ generated by $Y^{2}-X(X+1)(X-1)$. Consider $\mathbb{C}[X, Y]$ as isomorphic to $\mathbb{C}[X][Y]$. As a polynomial in $Y$ over $\mathbb{C}[X], p(X, Y)=Y^{2}-X(X+1)(X-1)$ is irreducible because $X(X+1)(X-1)$ is not the square of a polynomial in $X$. Since $\mathbb{C}[X, Y]$ is a unique factorization domain, $p(X, Y)$ is prime. Therefore $I=$ ( $p(X, Y)$ ) is a prime ideal. The corollary says that every polynomial vanishing on the locus of points $(x, y) \in \mathbb{C}^{2}$ for which $y^{2}=x(x+1)(x-1)$ is the product of $Y^{2}-X(X+1)(X-1)$ and a polynomial in $(X, Y)$. Consequently the ring of restrictions of polynomials to the locus for which $y^{2}=x(x+1)(x-1)$ is isomorphic to $\mathbb{C}[X, Y] /\left(Y^{2}-X(X+1)(X-1)\right)$.

Theorem 7.1b has a tidy formulation in terms of the "radical" of an ideal. If $R$ is a commutative ring with identity and $I$ is an ideal in $R$, then the radical of $I$, denoted by $\sqrt{I}$, is the set of all $r$ in $R$ such that $r^{k}$ is in $I$ for some $k \geq 1$. It is immediate that the radical of $I$ is an ideal containing $I$ and that $\sqrt{I}$ is proper if $I$ is proper. If $I$ is an ideal in $K\left[X_{1}, \ldots, X_{n}\right]$ and if $f$ is in $\sqrt{I}$, then $f^{k}$ is in $I$ for some $k>0$, and hence $f$ vanishes on the locus of common zeros of $I$. Theorem 7.1b says conversely that any $f$ vanishing on the locus of common zeros of $I$ has $f^{k}$ in $I$ for some $k>0$. This means that $f$ is in $\sqrt{I}$. We can therefore rewrite (b) in the theorem as follows:
(b') the ideal of all $f$ in $K\left[X_{1}, \ldots, X_{n}\right]$ that vanish on the locus of common zeros of $I$ in $\bar{K}^{n}$ is exactly $\sqrt{I}$.
The proof of Theorem 7.1 will follow comparatively easily from the following two lemmas.

Lemma 7.3. If $K$ is a field and $L$ is an extension field that is generated as a $K$ algebra by $n$ elements $x_{1}, \ldots, x_{n}$, i.e., if $L=K\left[x_{1}, \ldots, x_{n}\right]$, then every $x_{j}$ is algebraic over $K$.

REMARKS. Conversely if $x_{1}, \ldots, x_{n}$ are elements of an extension field $L$ that are algebraic over $K$, then $K\left(x_{1}, \ldots, x_{n}\right)=K\left[x_{1}, \ldots, x_{n}\right]$. The reason is that

$$
\begin{aligned}
K\left(x_{1}, \ldots, x_{n}\right) & =K\left(x_{1}, \ldots, x_{n-1}\right)\left(x_{n}\right)=K\left(x_{1}, \ldots, x_{n-1}\right)\left[x_{n}\right] \\
& =K\left(x_{1}, \ldots, x_{n-2}\right)\left(x_{n-1}\right)\left[x_{n}\right]=K\left(x_{1}, \ldots, x_{n-2}\right)\left[x_{n-1}\right]\left[x_{n}\right] \\
& =\cdots=K\left[x_{1}\right] \cdots\left[x_{n-1}\right]\left[x_{n}\right]=K\left[x_{1}, \ldots, x_{n}\right] .
\end{aligned}
$$

Proof. We proceed by induction on $n$. For $n=1$, if $L=K\left[x_{1}\right]$, then we know from the elementary theory of fields that $x_{1}$ is algebraic over $K$.

For the inductive step, suppose that $L=K\left[x_{1}, \ldots, x_{n}\right]$. Since $L$ is a field, $K\left(x_{1}\right) \subseteq L$, and hence $L=K\left(x_{1}\right)\left[x_{2}, \ldots, x_{n}\right]$. By the inductive hypothesis applied to $L$ and $K\left(x_{1}\right)$, the elements $x_{2}, \ldots, x_{n}$ are algebraic over $K\left(x_{1}\right)$. To complete the proof, it is enough to show that $x_{1}$ is algebraic over $K$.

Fix $j \geq 2$. The element $x_{j}$, being algebraic over $K\left(x_{1}\right)$, satisfies a polynomial equation

$$
X^{m}+a_{m-1} X^{m-1}+\cdots+a_{0}=0
$$

with $a_{m-1}, \ldots, a_{0}$ in $K\left(x_{1}\right)$. Clearing fractions, we see that $x_{j}$ satisfies an equation

$$
b_{m} X^{m}+b_{m-1} X^{m-1}+\cdots+b_{0}=0
$$

with $b_{m}, \ldots, b_{0}$ in $K\left[x_{1}\right]$ and $b_{m} \neq 0$. Multiplying through by $b_{m}^{m-1}$ shows that $x_{j}$ satisfies

$$
\left(b_{m} X\right)^{m}+b_{m-1}\left(b_{m} X\right)^{m-1}+\cdots+b_{0}\left(b_{m}\right)^{m-1}=0
$$

and we see that $b_{m} x_{j}$ is integral over the ring $K\left[x_{1}\right]$. Let us write $c_{j}$ for the element $b_{m} \in K\left[x_{1}\right]$ that we have just produced for this $j$.

In the case of $j=1$, we can use $m=1$ and $a_{0}=-x_{1}$ in the above argument, and we are then led to $c_{1}=x_{1}$. If $x_{1}^{l_{1}} \ldots x_{n}^{l_{n}}$ is any monomial in $K\left[x_{1}, \ldots, x_{n}\right]$ and if $l$ is defined as $l=\max \left(l_{1}, \ldots, l_{n}\right)$, then the fact that the integral elements over $K\left[x_{1}\right]$ form a ring implies that $\left(c_{1} \cdots c_{n}\right)^{l} x_{1}^{l_{1}} \cdots x_{n}^{l_{n}}$ is integral over $K\left[x_{1}\right]$. Hence for any $f$ in $K\left[x_{1}, \ldots, x_{n}\right],\left(c_{1} \cdots c_{n}\right)^{l} f$ is integral over $K\left[x_{1}\right]$ for a suitable integer $l=l(f)$. Since $K\left(x_{1}\right) \subseteq K\left[x_{1}, \ldots, x_{n}\right]$, this conclusion applies in particular to any member $f$ of $K\left(x_{1}\right)$.

The ring $K\left[x_{1}\right]$ is a principal ideal domain and is therefore integrally closed in its field of fractions $K\left(x_{1}\right)$. For $f$ in $K\left(x_{1}\right)$, we have seen that $\left(c_{1} \cdots c_{n}\right)^{l} f$ is integral over $K\left[x_{1}\right]$ for some $l=l(f)$. The element $\left(c_{1} \cdots c_{n}\right)^{l} f$ is in $K\left(x_{1}\right)$, and the integral-closure property therefore implies that $\left(c_{1} \cdots c_{n}\right)^{l} f$ is in $K\left[x_{1}\right]$.

Consequently there exists a fixed element $h$ of $K\left[x_{1}\right]$ such that every element $f$ of $K\left(x_{1}\right)$ is of the form $g / h^{l}$ for some $g$ in $K\left[x_{1}\right]$ and some integer $l \geq 0$. We apply this observation to $f=q\left(x_{1}\right)^{-1}$ for each irreducible polynomial $q(X)$ in $K[X]$, and we obtain $q\left(x_{1}\right) g=h^{l}$ with $g$ and $l$ depending on $q(X)$. If $x_{1}$ is transcendental over $K$, this equality implies the polynomial identity $q(X) g(X)=h(X)^{l}$.

Consequently every irreducible polynomial $q(X)$ divides $h(X)$. If $K$ is infinite, this is a contradiction because there are infinitely many distinct polynomials $X-a$ in $K[X]$; if $K$ is finite, this is a contradiction because there exists at least one irreducible polynomial of each degree $\geq 1$. We arrive at a contradiction in either case, and therefore $x_{1}$ is algebraic over $K$. This completes the induction and the proof.

Lemma 7.4. Let $K$ be a field, and let $L$ be an algebraic extension of $K$. If $I$ is a proper ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, then $I L\left[X_{1}, \ldots, X_{n}\right]$ is a proper ideal in $L\left[X_{1}, \ldots, X_{n}\right]$.

REMARK. As usual, the notation $I L\left[X_{1}, \ldots, X_{n}\right]$ refers to the set of sums of products of elements of $I$ and elements of $L\left[X_{1}, \ldots, X_{n}\right]$.

Proof. First let us identify the integral closure of $K\left[X_{1}, \ldots, X_{n}\right]$ in the field $L\left(X_{1}, \ldots, X_{n}\right)$ as $L\left[X_{1}, \ldots, X_{n}\right]$. The ring $L\left[X_{1}, \ldots, X_{n}\right]$ is a unique factorization domain, and Proposition 8.41 of Basic Algebra shows that it is integrally closed. Consequently the integral closure of $K\left[X_{1}, \ldots, X_{n}\right]$ in $L\left(X_{1}, \ldots, X_{n}\right)$ is contained in $L\left[X_{1}, \ldots, X_{n}\right]$. On the other hand, the integral closure of $K\left[X_{1}, \ldots, X_{n}\right]$ in $L\left(X_{1}, \ldots, X_{n}\right)$ contains $L$ because $L / K$ is algebraic, and it contains each $X_{j}$. Therefore it contains $L\left[X_{1}, \ldots, X_{n}\right]$ and must equal $L\left[X_{1}, \ldots, X_{n}\right]$.

Now we apply Proposition 8.53 of Basic Algebra to the ring $K\left[X_{1}, \ldots, X_{n}\right]$, its field of fractions $K\left(X_{1}, \ldots, X_{n}\right)$, the extension field $L\left(X_{1}, \ldots, X_{n}\right)$, and the integral closure $L\left[X_{1}, \ldots, X_{n}\right]$ of $K\left[X_{1}, \ldots, X_{n}\right]$ in $L\left(X_{1}, \ldots, X_{n}\right)$. The proposition says that if $P$ is any maximal ideal of $K\left[X_{1}, \ldots, X_{n}\right]$, then the ideal $P L\left[X_{1}, \ldots, X_{n}\right]$ is proper in $L\left[X_{1}, \ldots, X_{n}\right]$. This result is to be applied to any maximal ideal $P$ of $K\left[X_{1}, \ldots, X_{n}\right]$ that contains $I$.

Proof of Theorem 7.1. Let $J$ be a maximal ideal in $K\left[X_{1}, \ldots, X_{n}\right]$. Then $L=K\left[X_{1}, \ldots, X_{n}\right] / J$ is a field. Hence $L=K\left[x_{1}, \ldots, x_{n}\right]$ is a field if the $x_{i}$ 's are defined by $x_{i}=X_{i}+J$. Lemma 7.3 shows that each $x_{j}$ is algebraic over $K$, and the first conclusion of the theorem follows.

When this conclusion is applied to $\bar{K}$ instead of $K$, then the fact that $\bar{K}$ is algebraically closed implies that each $x_{j}$ lies in the cosets determined by $\bar{K}$, i.e., the cosets of the constant polynomials. Consequently for each $j$, there is an element $a_{j}$ in $\bar{K}$ such that $x_{j}-a_{j}$ lies in $J$. Then it follows that $\left(X_{1}-a_{1}, \ldots, X_{n}-a_{n}\right)$ is contained in $J$. Since the ideal $\left(X_{1}-a_{1}, \ldots, X_{n}-a_{n}\right)$ is maximal, $J=$ $\left(X_{1}-a_{1}, \ldots, X_{n}-a_{n}\right)$. This proves that the maximal ideals are as in the displayed expression in the theorem.

To prove (a), we apply Lemma 7.4 to the ideal $I$ in $K\left[X_{1}, \ldots, X_{n}\right]$ and to the algebraic extension $\bar{K}$ of $K$. The lemma produces a proper ideal of $\bar{K}\left[X_{1}, \ldots, X_{n}\right]$
containing $I$, and we extend it to a maximal ideal $J$ of $\bar{K}\left[X_{1}, \ldots, X_{n}\right]$. From the previous paragraph of the proof, $J$ is of the form $J=\left(X_{1}-a_{1}, \ldots, X_{n}-a_{n}\right)$ for some $\left(a_{1}, \ldots, a_{n}\right)$ in $\bar{K}^{n}$. The ideal $J$ is therefore identified as the kernel of the evaluation homomorphism of $\bar{K}\left[X_{1}, \ldots, X_{n}\right]$ at the point $\left(a_{1}, \ldots, a_{n}\right)$. Every member of $J$ thus vanishes at $\left(a_{1}, \ldots, a_{n}\right)$, and the same thing is true of every member of $I$. This proves (a).

For (b), let $I$ be a proper ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, and let $f$ be as in (b). Introduce an additional indeterminate $Y$, and let $J$ be the ideal in $K\left[X_{1}, \ldots, X_{n}, Y\right]$ generated by $I$ and $f Y-1$. If some point $\left(x_{1}, \ldots, x_{n}, y\right)$ lies on the locus of common zeros of $J$ in $\bar{K}^{n+1}$, then $\left(x_{1}, \ldots, x_{n}\right)$ lies on the locus of common zeros of $I$ in $\bar{K}^{n}$, since $I \subseteq J$; thus $f\left(x_{1}, \ldots, x_{n}\right)=0$, since $f$ is assumed to vanish on all common zeros of $I$ in $\bar{K}^{n}$. Consequently $f\left(x_{1}, \ldots, x_{n}\right) y-1=-1 \neq 0$, and we find that $f\left(X_{1}, \ldots, X_{n}\right) Y-1$ does not vanish on the locus of common zeros of $J$ in $\bar{K}^{n+1}$, contradiction. We conclude that no point $\left(x_{1}, \ldots, x_{n}, y\right)$ lies on the locus of common zeros of $J$ in $\bar{K}^{n+1}$. By (a), we see that

$$
\begin{equation*}
J=K\left[X_{1}, \ldots, X_{n}, Y\right] . \tag{*}
\end{equation*}
$$

Let us write $X$ for the expression $X_{1}, \ldots, X_{n}$. Then (*) implies that

$$
\begin{equation*}
1=\sum_{i=1}^{r} p_{i}(X, Y) g_{i}(X)+q(X, Y)(f(X) Y-1) \tag{**}
\end{equation*}
$$

for some $g_{1}, \ldots, g_{r}$ in $I$ and some $p_{1}, \ldots, p_{r}$ and $q$ in $K[X, Y]$. Let $\psi$ be the substitution homomorphism of $K[X, Y]$ into $K(X)$ that carries $K$ into itself, $X$ into itself, and $Y$ into $f(X)^{-1}$. Application of $\psi$ to $(* *)$ gives

$$
1=\sum_{i=1}^{r} p_{i}\left(X, f(X)^{-1}\right) g_{i}(X)
$$

since $\psi(f(X) Y-1)=0$. If $Y^{k}$ is the largest power of $Y$ that appears in any of the polynomials $p_{i}(X, Y)$, then we can rewrite $(\dagger)$ as

$$
f(X)^{k}=\sum_{i=1}^{r}\left(f(X)^{k} p_{i}\left(X, f(X)^{-1}\right)\right) g_{i}(X)
$$

and exhibit $f(X)^{k}$ as the sum of products of the members $g_{i}$ of $I$ by members of $K[X]$. Thus $f(X)^{k}$ is in $I$, and (b) is proved.

## 2. Transcendence Degree

Let $K$ be a field, and let $L$ be an extension field. The algebraic construction in this section will show that $L$ can be obtained from $K$ in two steps, by a "purely transcendental" extension followed by an algebraic extension. The number of
indeterminates in the first step (or the cardinality if the number is infinite) will be seen to be an invariant of the construction and will be called the "transcendence degree" of $L / K$.

Before coming to the details, let us mention what transcendence degree will mean geometrically. Suppose that the field $K$ is algebraically closed, suppose that $I$ is a prime ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, and suppose that $V$ is the locus of common zeros of $I$. Corollary 7.2 shows that $I$ is the set of all polynomials vanishing on $V$, and thus the integral domain $K\left[X_{1}, \ldots, X_{n}\right] / I$ may be regarded as the set of all restrictions to $V$ of polynomials. If $L$ is the field of fractions of $K\left[X_{1}, \ldots, X_{n}\right] / I$, then the transcendence degree of $L / K$ will be interpreted as the "number of independent variables" or "dimension" of the locus $V$.

Now we can make the precise definitions. Let $K$ be a field, and let $L$ be an extension field. A finite subset $x_{1}, \ldots, x_{n}$ of $L$ is said to be algebraically independent over $K$ if the ring homomorphism $K\left[X_{1}, \ldots, X_{n}\right] \rightarrow L$ given by $f \mapsto f\left(x_{1}, \ldots, x_{n}\right)$ is one-one. ${ }^{2}$ Otherwise it is algebraically dependent.

EXAmple. Let $K=\mathbb{C}$, and let $p(X, Y)=Y^{2}-X(X+1)(X-1)$. The principal ideal $I=(p(X, Y))$ was shown to be prime in $\mathbb{C}[X, Y]$ in the example with Corollary 7.2. Therefore $\mathbb{C}[X, Y] / I$ is an integral domain. Let $x$ and $y$ be the cosets $x=X+I$ and $y=Y+I$. If $L$ denotes the field of fractions of $\mathbb{C}[X, Y] / I$, then we may regard $x$ and $y$ as members of $L$. The subset $\{x, y\}$ of $L$ is algebraically dependent because the polynomial $p(X, Y)$ maps to 0 under the substitution homomorphism of $\mathbb{C}[X, Y]$ into $L$ with $X \mapsto x$ and $Y \mapsto y$.

A subset $S$ of $L$ is called a transcendence set over $K$ if each finite subset of $S$ is algebraically independent over $K$. A maximal transcendence set over $K$ is called a transcendence basis of $L$ over $K$. For each transcendence set $S$ of $L$ over $K$, we write $K(S)$ for the smallest subfield of $L$ containing $K$ and $S$. If some transcendence basis $S$ has the property that $K(S)=L$, then $L$ is said to be a purely transcendental extension of $K$; in this case it follows from the definitions that $S$ is a transcendence basis of $L$ over $K$.

ExAmple, continued. With $K$ and $L$ as in the example above, the sets $S=\{x\}$ and $S=\{y\}$ are transcendence sets over $K=\mathbb{C}$. It is not hard to see that $\{x\}$ is a transcendence basis of $L$ over $K$. Actually, if $z$ is any member of $L$ that is not in $\mathbb{C}$, then $\{z\}$ is a transcendence set over $\mathbb{C}$. The reason is that $\mathbb{C}$ is algebraically closed; hence either $z$ is transcendental over $\mathbb{C}$ or else $z$ lies in $\mathbb{C}$. Lemma 7.6 below shows that any transcendence set of $L$ over $\mathbb{C}$ can be extended to a transcendence basis, and Theorem 7.9 shows that all transcendence bases of $L$ over $\mathbb{C}$ have the same cardinality. It follows that if $z$ is any member of $L$ that is not in $\mathbb{C}$, then $\{z\}$ is a

[^80]transcendence basis of $L$ over $\mathbb{C}$ and that every transcendence basis of $L$ over $\mathbb{C}$ is of this form. The two-element set $\{x, y\}$ cannot be a transcendence set by this reasoning, but we can see this conclusion more directly just by observing that $\{x, y\}$ was shown in the example above to be algebraically dependent.

Shortly we shall establish the existence of transcendence bases in general. If $S$ is a transcendence basis and if $K^{\prime}$ is defined to be $K(S)$, then we shall show that $L$ is algebraic over $K^{\prime}$. The subfield $K^{\prime}$ of $L$ depends on the choice of $S$, but there is a uniqueness theorem: the cardinality of a transcendence basis of $L / K$ is independent of the particular transcendence basis.

Lemma 7.5. Let $L / K$ be a field extension, let $S$ be a transcendence set of $L$ over $K$, let $K(S)$ be the subfield of $L$ generated by $K$ and $S$, and let $x$ be an element of $L$ not in $S$. Then $S^{\prime}=S \cup\{x\}$ is a transcendence set of $L$ over $K$ if and only if $x$ is transcendental over $K(S)$.

Proof. Suppose that $x$ is transcendental over $K(S)$ and is not in $S$. Let $n$ distinct elements $x_{1}, \ldots, x_{n}$ of $S^{\prime}$ be given. If these are all in $S$, then $f \mapsto$ $f\left(x_{1}, \ldots, x_{n}\right)$ is one-one because $S$ is a transcendence set. Suppose that one of the $n$ elements is $x$; say $x_{n}=x$. If $f$ is in the kernel of the homomorphism $f \mapsto f\left(x_{1}, \ldots, x_{n}\right)$, i.e., if $f\left(x_{1}, \ldots, x_{n}\right)=0$, then $x$ is a root of the polynomial $g(X)=f\left(x_{1}, \ldots, x_{n-1}, X\right)$ in $K\left(x_{1}, \ldots, x_{n-1}\right)[X]$. Since $x$ is assumed to be transcendental over $K(S)$, the polynomial $g$ must be 0 . If we expand the polynomial $f$ in powers of $X$ as

$$
f\left(X_{1}, \ldots, X_{n-1}, X\right)=c_{l}\left(X_{1}, \ldots, X_{n-1}\right) X^{l}+\cdots+c_{0}\left(X_{1}, \ldots, X_{n-1}\right)
$$

the condition that $g$ be 0 says that $c_{j}\left(x_{1}, \ldots, x_{n-1}\right)=0$ for all $j$. Since the set $\left\{x_{1}, \ldots, x_{n-1}\right\}$ is algebraically independent, we see that $c_{j}=0$. Therefore $f=0$. Hence $\left\{x_{1}, \ldots, x_{n}\right\}$ is algebraically independent, and $S^{\prime}$ is a transcendence set.

Conversely suppose that $S^{\prime}$ is a transcendence set of $L$ over $K$. We are to show that the only polynomial $F(X)$ in $K(S)[X]$ such that $F(x)=0$ is the 0 polynomial. Since only finitely many coefficients of $F$ are in question, we may view $F$ as in $K\left(\left\{x_{1}, \ldots, x_{n}\right\}\right)[X]$ for some finite subset $\left\{x_{1}, \ldots, x_{n}\right\}$ of $S$. Clearing fractions, we can write $F$ as

$$
F(X)=d\left(x_{1}, \ldots, x_{n}\right)^{-1}\left(c_{l}\left(x_{1}, \ldots, x_{n}\right) X^{l}+\cdots+c_{0}\left(x_{1}, \ldots, x_{n}\right)\right)
$$

for suitable polynomials $d, c_{0}, \ldots, c_{l}$ in $K\left[X_{1}, \ldots, X_{n}\right]$ with $d\left(x_{1}, \ldots, x_{n}\right) \neq 0$. Define

$$
\tilde{F}\left(X_{1}, \ldots, X_{n}, X\right)=c_{l}\left(X_{1}, \ldots, X_{n}\right) X^{l}+\cdots+c_{0}\left(X_{1}, \ldots, X_{n}\right)
$$

The condition $F(x)=0$ yields $\widetilde{F}\left(x_{1}, \ldots, x_{n}, x\right)=0$. Since $\left\{x_{1}, \ldots, x_{n}, x\right\}$ is by assumption algebraically independent over $K$, we see that $\widetilde{F}=0$. Thus $c_{j}\left(X_{1}, \ldots, X_{n}\right)=0$ for all $j$, and consequently $c_{j}\left(x_{1}, \ldots, x_{n}\right)=0$ for all $j$. Therefore $F=0$, as required.

Lemma 7.6. If $L / K$ is a field extension, then
(a) any transcendence set of $L$ over $K$ can be extended to a transcendence basis of $L$ over $K$,
(b) any subset of $L$ that generates $L$ as a field over $K$ has a subset that is a transcendence basis of $L$ over $K$.

In particular, there exists a transcendence basis of $L$ over $K$.
Proof. For (a), order by inclusion upward the transcendence sets containing the given one. To apply Zorn's Lemma, we need only show that the union of a chain of transcendence sets in $L$ over $K$ is again a transcendence set. Thus let finitely many elements of the union of the sets in the chain be given. Since the sets in the chain are nested, all these elements lie in one member of the chain. Hence they are algebraically independent over $K$, and it follows from the definition that the union of the sets in the chain is a transcendence set. By Zorn's Lemma there exists a maximal transcendence set, and this is a transcendence basis by definition.

For (b), we argue in the same way as for (a). Let the given generating set be $G$. Order by inclusion upward the transcendence sets that are subsets of $G$. The empty set is such a transcendence set. As with (a), the union of a chain of transcendence sets in $L$ over $K$ is again a transcendence set, and the union is contained in $G$ if each individual set is. By Zorn's Lemma there exists a maximal transcendence subset $S$ of $G$. To complete the proof, it is enough to show that every member of $G$ is algebraic over $K(S)$. Let $x$ be in $G$. We may assume that $x$ is not in $S$. By maximality, $S \cup\{x\}$ is not a transcendence set. Then Lemma 7.5 shows that $x$ is algebraic over $K(S)$. Hence $S$ is the required transcendence basis.

For the final conclusion we apply (a) to the empty set, which is a transcendence set of $L$ over $K$.

Theorem 7.7. If $L / K$ is a field extension, then there exists an intermediate field $K^{\prime}$ such that $K^{\prime} / K$ is purely transcendental and $L / K^{\prime}$ is algebraic.

Proof. Lemma 7.6 produces a transcendence basis $S$ for $L / K$. Define $K^{\prime}$ to be the intermediate field $K(S)$ generated by $K$ and $S$. Then $K^{\prime}$ is purely transcendental over $K$ by definition. If $x$ is a member of $L$ that is not in $K^{\prime}$, then $S \cup\{x\}$ is not a transcendence set of $L$ over $K$ by maximality of $S$, and Lemma 7.5 shows that $x$ is algebraic over $K(S)=K^{\prime}$. Hence $L$ is algebraic over $K^{\prime}$. $\square$

As was mentioned earlier in the section, the intermediate field $K^{\prime}$ with the properties stated in the theorem is not unique. In the example above with $\mathbb{K}=\mathbb{C}$ and with $L$ equal to the field of fractions of $\mathbb{C}[X, Y] /\left(Y^{2}-X(X+1)(X-1)\right)$, $K^{\prime}$ can be any subfield $\mathbb{C}(z)$ with $z$ not in the subfield $\mathbb{C}$. For an even simpler example, let $K$ be arbitrary, and let $L=K(x)$ be any purely transcendental
extension. Use of the transcendence basis $\{x\}$ of $L$ over $K$ leads to $K^{\prime}=L$ in the proof of Theorem 7.7. But $\left\{x^{2}\right\}$ is another transcendence basis, and for it we have $K^{\prime}=K\left(x^{2}\right)$. The extension $L / K^{\prime}$ is algebraic because $x$ is a root of the polynomial $X^{2}-x^{2}$ in $K\left(x^{2}\right)[X]$.

We turn to the matter of showing that any two transcendence bases of $L$ over $K$ have the same cardinality. We shall make use of the following result, which was proved at the end of the appendix of Basic Algebra:

Let $S$ and $E$ be nonempty sets with $S$ infinite, and suppose that to each element $s$ of $S$ is associated a countable subset $E_{x}$ of $E$ in such a way that $E=\bigcup_{s \in S} E_{S}$. Then $\operatorname{card} E \leq \operatorname{card} S$.

In our application of this result, the sets $E_{x}$ will all be finite sets.
Lemma 7.8 (Exchange Lemma). Let $L / K$ be a field extension. If $E$ is any subset of $L$, let $K(E)$ be the subfield of $L$ generated by $K$ and $E$, and let $\overline{K(E)}$ be the subfield of all elements in $L$ that are algebraic over $K(E)$. If $E \cup\{x\}$ and $E \cup\{y\}$ are finite transcendence sets of $L$ over $K$ and if $x$ lies in $\overline{K(E \cup\{y\})}$ but not $\overline{K(E)}$, then $y$ lies in $\overline{K(E \cup\{x\})}$.

Proof. The condition that $x$ lie in $\overline{K(E \cup\{y\})}$ implies that there exist a finite subset $\left\{x_{1}, \ldots, x_{n}\right\}$ of $E$ and a member $f$ of $K\left(X_{1}, \ldots, X_{n}, Y\right)[Z]$ such that

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{n}, y, Z\right) \neq 0 \quad \text { but } \quad f\left(x_{1}, \ldots, x_{n}, y, x\right)=0 \tag{*}
\end{equation*}
$$

Clearing fractions, we may assume that $f$ lies in $K\left[X_{1}, \ldots, X_{n}, Y, Z\right]$. Expand $f$ in powers of $Y$ as

$$
f\left(X_{1}, \ldots, X_{n}, Y, Z\right)=\sum_{j=0}^{l} c_{j}\left(X_{1}, \ldots, X_{n}, Z\right) Y^{j}
$$

Since $f\left(x_{1}, \ldots, x_{n}, y, Z\right) \neq 0$ by $(*)$, at least one of the coefficients, say $c_{i}$, has to satisfy $c_{i}\left(x_{1}, \ldots, x_{n}, Z\right) \neq 0$. Lemma 7.5 shows that $x$ is transcendental over $K(E)$, and therefore $c_{i}\left(x_{1}, \ldots, x_{n}, x\right) \neq 0$. Consequently $f\left(x_{1}, \ldots, x_{n}, Y, x\right)$ is nonzero. Since $f\left(x_{1}, \ldots, x_{n}, y, x\right)=0$ by $(*), y$ is algebraic over $K\left(\left\{x_{1}, \ldots, x_{n}, x\right\}\right)$. Therefore $y$ lies in $\overline{K(E \cup\{x\})}$.

The statement of Lemma 7.8 defines an operation $E \mapsto \overline{K(E)}$ on subsets of $L$. Because an algebraic extension of an algebraic extension is algebraic, applying this operation a second time does nothing new: $\overline{K(\overline{K(E)})}=\overline{K(E)}$. We shall make use of this fact in the proof of Theorem 7.9 below.

Theorem 7.9. If $L / K$ is a field extension, then any two transcendence bases of $L$ over $K$ have the same cardinality.

REMARKS. The cardinality is called the transcendence degree of $L / K$. For applications to algebraic geometry, the situation of interest is that this cardinality is finite, but we give a complete proof of the theorem anyway.

Proof. First suppose that $L / K$ has a finite transcendence basis $B$. Let $|B|=n$. Let $B^{\prime}$ be another transcendence basis, and let $m=\left|B \cap B^{\prime}\right|$. We prove that $\left|B^{\prime}\right|=|B|$ by induction downward on $m$. The base case of the induction is that $m=n$. Then $B \subseteq B^{\prime}$, and we must have $B=B^{\prime}$ by maximality of $B$.

For the inductive step, suppose that $m<n$ and that $\left|B^{\prime}\right|=|B|$ whenever $\left|B \cap B^{\prime}\right| \geq m+1$. We write the elements of $B$ in an order such that $B=$ $\left\{x_{1}, \ldots, x_{n}\right\}$ and $B \cap B^{\prime}=\left\{x_{1}, \ldots, x_{m}\right\}$. Lemma 7.5 shows that $x_{m+1}$ is transcendental over $K\left(B-\left\{x_{m+1}\right\}\right)$. Hence $x_{m+1}$ does not lie in $\overline{K\left(B-\left\{x_{m+1}\right\}\right)}$. A second application of Lemma 7.5 shows that $L=\overline{K\left(B^{\prime}\right)}$. The inclusion $B^{\prime} \subseteq \overline{K\left(B-\left\{x_{m+1}\right\}\right)}$ is impossible because otherwise we would have

$$
L=\overline{K\left(B^{\prime}\right)} \subseteq \overline{K\left(\overline{K\left(B-\left\{x_{m+1}\right\}\right)}\right)}=\overline{K\left(B-\left\{x_{m+1}\right\}\right)}
$$

Hence there exists an element $y$ of $B^{\prime}$ that does not lie in $\overline{K\left(B-\left\{x_{m+1}\right\}\right)}$. A third application of Lemma 7.5 shows that $\left(B-\left\{x_{m+1}\right\}\right) \cup\{y\}$ is a transcendence set for $L / K$. Since $y$ lies in $L=\overline{K(B)}$, the Exchange Lemma (Lemma 7.8) shows that $x_{m+1}$ lies in $\overline{K\left(\left(B-\left\{x_{m+1}\right\}\right) \cup\{y\}\right)}$. Consequently $B$ is contained in $\overline{K\left(\left(B-\left\{x_{m+1}\right\}\right) \cup\{y\}\right)}$, and $L=\overline{K\left(\left(B-\left\{x_{m+1}\right\}\right) \cup\{y\}\right)}$. A fourth application of Lemma 7.5 shows that the transcendence set $B_{1}=\left(B-\left\{x_{m+1}\right\}\right) \cup\{y\}$ is a transcendence basis. The set $B_{1}$ has $n$ elements, and the inclusion $B_{1} \cap B^{\prime} \supseteq$ $\left\{x_{1}, \ldots, x_{m}, y\right\}$ shows that $\left|B_{1} \cap B^{\prime}\right| \geq m+1$. The inductive hypothesis shows that $\left|B^{\prime}\right|=\left|B_{1}\right|$, and therefore $\left|B^{\prime}\right|=|B|$. This completes the proof under the assumption that $L / K$ has a finite transcendence basis.

We may now suppose that $L / K$ has no finite transcendence basis. Let $B$ be a transcendence basis of $L / K$; existence is by Lemma 7.6. To each element $x$ of $L$, we shall associate a canonical finite subset $E_{x}$ of $L$.

Since the element $x$ is algebraic over $K(B)$, use of the field polynomial of $x$ over $K(B)$ shows that $x$ is algebraic over $K(E)$ for some finite subset $E$ of $B$. Let $E_{0}$ be such a finite set $E$ with the smallest cardinality; the set $E_{0}$ will be the canonical finite subset $E_{x}$ that we seek. To show that $E_{0}$ is canonical, we show that whenever $x$ lies in $\overline{K(E)}$ for some finite subset $E$ of $B$, then $E_{0} \subseteq E$. Arguing by contradiction, suppose that $y$ is a member of $E_{0}$ that is not in $E$, and define $E_{1}=E_{0}-\{y\}$. By minimality of $\left|E_{0}\right|, x$ does not lie in $\overline{K\left(E_{1}\right)}$. However, $x$ does lie in $\overline{K\left(E_{1} \cup\{y\}\right)}$. Application of the Exchange Lemma shows that $y$ lies in $\overline{K\left(E_{1} \cup\{x\}\right)}$. Since

$$
\overline{K\left(E_{1} \cup\{x\}\right)} \subseteq \overline{K\left(E_{1} \cup \overline{K(E)}\right)} \subseteq \overline{K\left(\overline{K\left(E_{1} \cup E\right)}\right)}=\overline{K\left(E_{1} \cup E\right)}
$$

$y$ lies in $\overline{K\left(E_{1} \cup E\right)}$. Since $y$ is in $B$ but is not in $E_{1} \cup E$, Lemma 7.5 shows that $y$ is not algebraic over $K\left(E_{1} \cup E\right)$, and we arrive at a contradiction. This completes the proof that whenever $x$ lies in $\overline{K(E)}$ for some finite subset $E$ of $B$, then $E_{0} \subseteq E$. Hence $E_{0}$ is canonical.

For each element $x$ of $L$, we let $E_{x}$ be the finite subset of $B$ constructed in the previous paragraph. Then we have a well-defined map of $L$ to the set of all finite subsets of $B$ given by $x \mapsto E_{x} \subseteq B$. Now let $B^{\prime}$ be a second transcendence basis of $L / K$, and restrict the map from $L$ to $B^{\prime}$. Taking $S=B^{\prime}$ and $E=\bigcup_{x \in B^{\prime}} E_{x}$ in the indented result quoted just before Lemma 7.8, we find that

$$
\begin{equation*}
\operatorname{card}\left(\bigcup_{x \in B^{\prime}} E_{x}\right) \leq \operatorname{card}\left(B^{\prime}\right) \tag{*}
\end{equation*}
$$

On the other hand, any $x$ in $B^{\prime}$ lies in $\overline{K\left(E_{x}\right)}$ by definition of $E_{x}$. Hence $B^{\prime} \subseteq$ $\bar{K}\left(\bigcup_{x \in B^{\prime}} E_{x}\right)$. Applying the operation $\overline{K(\cdot)}$ to both sides gives

$$
L=\overline{K\left(B^{\prime}\right)} \subseteq \overline{K\left(\overline{K\left(\bigcup_{x \in B^{\prime}} E_{x}\right)}\right)}=\overline{K\left(\bigcup_{x \in B^{\prime}} E_{x}\right)}
$$

Since $\bigcup_{x \in B^{\prime}} E_{x}$ is a subset of $B$ and since a proper subset of $B$ cannot be a transcendence basis of $L / K$, we conclude that

$$
B=\bigcup_{x \in B^{\prime}} E_{x}
$$

Consequently

$$
\operatorname{card} B=\operatorname{card}\left(\bigcup_{x \in B^{\prime}} E_{x}\right)
$$

In combination with $(*)$, this equality implies that card $B \leq \operatorname{card} B^{\prime}$. Reversing the roles of $B$ and $B^{\prime}$ gives card $B^{\prime} \leq \operatorname{card} B$. Therefore card $B=\operatorname{card} B^{\prime}$ by the Schroeder-Bernstein Theorem. ${ }^{3}$

## 3. Separable and Purely Inseparable Extensions

Thus far in this book, we have been interested in the detailed structure of algebraic field extensions only when they are separable. For applications to algebraic geometry, however, algebraic extensions that are not separable arise and even play a special role. Thus it is essential to have some understanding of their nature.

Let us review the material on separability in Section IX. 6 of Basic Algebra. Let $K$ be a field. A polynomial in $K[X]$ is defined to be separable if it splits into distinct first-degree factors in its splitting field over $K$. Let $L / K$ be an algebraic extension of fields. An element of $L$ is defined to be separable over $K$ if its minimal polynomial over $K$ is separable. Elements of $L$ that fail to be separable over $K$ are called inseparable over $K$. The prototype of an inseparable

[^81]element is the element $a^{1 / p}$ in the extension $\mathbb{k}\left(a^{1 / p}\right)$, where $\mathbb{k}=\mathbb{F}_{p}(a)$ is a simple transcendental extension of the finite field $\mathbb{F}_{p}$. Corollary 9.31 of Basic Algebra shows that the separable elements of $L$ over $K$ form a subfield, and $L / K$ is defined to be separable if every every member of $L$ is separable over $K$. As a consequence of Corollary 9.29 of Basic Algebra, we know that a separable extension of a separable extension is separable.

One further tool from Basic Algebra is needed in order to handle the failure of separability. This is Proposition 9.27 , which says that an irreducible polynomial $f(X)$ in $K[X]$ is separable if and only if $f^{\prime}(X)$ is not the zero polynomial. It is immediate that every irreducible polynomial is separable if $K$ has characteristic 0 . Thus we need discuss only characteristic $p$ in the remainder of this section.

The consequence of Proposition 9.27 for characteristic $p$ is that an irreducible polynomial $f(X)$ fails to be separable over $K$ if and only if the only powers of $X$ that appear with nonzero coefficient in $f(X)$ are the powers $X^{k p}$, i.e., if and only if $f(X)=g\left(X^{p}\right)$ for some $g$ in $K[X]$.

In this case the polynomial $g(X)$ is certainly irreducible in $K[X]$, and we can repeat this process. The polynomial $g(X)$ fails to be separable over $K[X]$ if and only if $g(X)=h\left(X^{p}\right)$ for some $h$ in $K[X]$. Then $f(X)=h\left(X^{p^{2}}\right)$. Repeating this process as many times as possible, we see that to each irreducible polynomial $f(X)$ in $K[X]$ correspond a unique nonnegative integer $e$ and a unique separable irreducible polynomial $g(X)$ such that $f(X)=g\left(X^{p^{e}}\right)$. We call $p^{e}$ the degree of inseparability of $f(X)$ over $K$. From the definitions an element of an algebraic extension of $K$ is inseparable if and only if the degree of inseparability of its minimal polynomial over $K$ is greater than 1.

If $L / K$ is an algebraic field extension, then an element $\alpha$ of $L$ is said to be purely inseparable ${ }^{4}$ over $K$ if $\alpha^{p^{\mu}}$ lies in $K$ for some integer $\mu \geq 0$. Let us see in this case that the minimal polynomial of $\alpha$ over $K$ is of the form $X^{p^{e}}-\alpha^{p^{e}}$ for some $e \geq 0$.

Proposition 7.10. If $K$ is a field of characteristic $p$ and if $\alpha$ is a member of $K$ such that $\sqrt[p]{\alpha}$ is not in $K$, then $X^{p^{\mu}}-\alpha$ is irreducible in $K[X]$ for every $\mu \geq 0$.

Proof. Let $L$ be a splitting field of $X^{p^{\mu}}-\alpha$ over $K$. If $\beta$ is a root of $X^{p^{\mu}}-\alpha$, then $\beta^{p^{\mu}}=\alpha$, and hence $X^{p^{\mu}}-\alpha=X^{p^{\mu}}-\beta^{p^{\mu}}=(X-\beta)^{p^{\mu}}$.

Let $f(X)$ be a monic irreducible factor of $X^{p^{\mu}}-\alpha$ in $K[X]$. Let us see that $X^{p^{\mu}}-\alpha=f(X)^{n}$ for some $n$. In fact, if the contrary were true, then there would be a second monic irreducible factor $g(X)$ of $X^{p^{\mu}}-\alpha$ in $K[X]$ relatively prime to $f(X)$. Then we can write $u(X) f(X)+v(X) g(X)=1$ for suitable

[^82]polynomials $u(X)$ and $v(X)$ in $K[X]$. As members of $L[X]$, both $f(X)$ and $g(X)$ have to be powers of $X-\beta$ by unique factorization, and thus they both vanish at $\beta$. Substitution of $\beta$ into $u f+v g=1$ therefore yields a contradiction. Hence $X^{p^{\mu}}-\alpha=f(X)^{n}$.

Since $f(X)$ has to be $(X-\beta)^{m}$ for some $m$, we obtain $X^{p^{\mu}}-\alpha=f(X)^{n}=$ $(X-\beta)^{m n}$. The integers $m$ and $n$ must divide $p^{\mu}$. Thus $m=p^{\nu}$, and $f(X)=$ $(X-\beta)^{p^{\nu}}=X^{p^{v}}-\beta^{p^{v}}$. Since $f(X)$ is assumed to be in $K[X], \beta^{p^{\nu}}$ lies in $K$. An inequality $v<\mu$ would imply that $\gamma=\left(\beta^{p^{v}}\right)^{p^{\mu-v-1}}$ lies in $K$; the $p^{\text {th }}$ power of $\gamma$ is $\alpha$, however, and the hypothesis of the proposition says that such an element $\gamma$ cannot be in $K$. We conclude that $v=\mu$, and thus $f(X)=X^{p^{\mu}}-\alpha$. In other words, $X^{p^{\mu}}-\alpha$ is irreducible in $K[X]$.

Corollary 7.11. If $L / K$ is an algebraic extension in characteristic $p$, if $\alpha$ is a purely inseparable element of $L$ over $K$, and if $e$ is the smallest nonnegative integer such that $\alpha^{p^{e}}$ lies in $K$, then the minimal polynomial of $\alpha$ over $K$ is $X^{p^{e}}-\alpha^{p^{e}}$.

PROOF. This is immediate from Proposition 7.10.
Corollary 7.12. If $L / K$ is an algebraic extension in characteristic $p$ and if $\alpha$ is an element of $L$ that is separable and purely inseparable over $K$, then $\alpha$ lies in $K$.

Proof. Since $\alpha$ is purely inseparable over $K$, Corollary 7.11 says that the minimal polynomial of $\alpha$ over $K$ is $X^{p^{e}}-\alpha^{p^{e}}$, where $e$ is the smallest nonnegative integer such that $\alpha^{p^{e}}$ lies in $K$. The separability of $\alpha$ says that this polynomial is separable. Unless $p^{e}=1$, the polynomial has derivative 0 and thus repeated roots. Therefore $p^{e}=1$ and $e=0$, and we conclude that $\alpha$ lies in $K$.

An algebraic field extension $L / K$ in characteristic $p$ is said to be purely inseparable if every element of $L$ is purely inseparable over $K$. Since purely inseparable elements $\alpha$ have minimal polynomials of the form $X^{p^{e}}-\alpha^{p^{e}}$, the degree of a purely inseparable extension has to be a power of $p$.

Theorem 7.13. If $L / K$ is an algebraic field extension in characteristic $p$ and if $K_{s}$ is the subfield of all elements of $L$ that are separable over $K$, then $L / K_{s}$ is a purely inseparable extension.

Proof. Let $\alpha$ be an element of $L$, and let $f(X)$ be the minimal polynomial of $\alpha$ over $K$. Then we can write $f(X)=g\left(X^{p^{e}}\right)$, where $p^{e}$ is the degree of inseparability of $f$. The polynomial $g(X)$ is irreducible over $K$, and it is separable. Since $\alpha^{p^{e}}$ is a root, $\alpha^{p^{e}}$ is a separable element. Therefore $\alpha^{p^{e}}$ lies in $K_{s}$. By definition of pure inseparability, $\alpha$ is purely inseparable over $K_{s}$. Since $\alpha$ is arbitrary in $L, L$ is purely inseparable over $K_{s}$.

Corollary 7.14. Let $R$ be a Dedekind domain, let $F$ be its field of fractions, let $K$ be a finite algebraic extension of $F$, and let $T$ be the integral closure of $R$ in $K$. Then $T$ is a Dedekind domain.

REMARKS. This result is quite important. It was used extensively in Chapter VI, as was explained in the remarks with Proposition 6.7, and it plays a foundational role in the theory of algebraic curves as presented in Chapters IX and X. Theorem 8.54 of Basic Algebra proved this result under the assumption that $K$ is a finite separable extension of $F$, and we are now dropping the hypothesis of separability. Since $K / F$ is automatically a separable extension in characteristic 0 , we may assume that the characteristic is not 0 .

Proof. Theorem 7.13 shows that $K$ can be obtained in two steps from $F$, a separable extension followed by a purely inseparable extension. The integral closure of $F$ in the separable extension field is a Dedekind domain $D$ by Theorem 8.54 of Basic Algebra, and the integral closure of $D$ in $K$ equals $T$ by the transitivity of integral closure. Consequently it is enough to prove the corollary under the additional hypothesis that $K$ is a purely inseparable extension of $F$. What needs proof (in view of the statement of Theorem 8.54 of Basic Algebra) is that $T$ is Noetherian, i.e., that each ideal of $T$ is finitely generated.

Let $p$ be the characteristic. Since $K / F$ is finite and purely inseparable, there exists some power $q=p^{m}$ of $p$ such that the field $K^{q}$ is contained in $F$; specifically, the integer $q$ is to be large enough for the $q^{\text {th }}$ power of each element of a vector-space basis of $K$ over $F$ to lie in $F$. We begin by proving that

$$
\begin{equation*}
T=\left\{b \in K \mid b^{q} \in R\right\} . \tag{*}
\end{equation*}
$$

The inclusion $\subseteq$ follows, since $b \in T$ implies that $b^{q}$ is in $T \cap F=R$. For the inclusion $\supseteq$, let $b \neq 0$ be in $K$. Corollary 7.11 shows that the minimal polynomial of $b$ over $F$ is $X^{p^{e}}-b^{p^{e}}$, where $e$ is the smallest integer $\geq 0$ such that $b^{p^{e}}$ lies in $F$. Since $K^{p^{m}} \subseteq F, e \leq m$. Thus $b$ is a root of a polynomial $X^{p^{m}}-a$, where $a=b^{p^{m}}$ is a member of $R$. Consequently $b$ is integral over $R$ and must lie in $T$. This proves (*).

Fix an algebraic closure $K_{\text {alg }}$ of $K$, and let $H=F^{q^{-1}}$ denote the inverse image of $F$ under the $q^{\text {th }}$ power isomorphism of $K_{\text {alg }}$ onto itself. This is a subfield of $K_{\text {alg }}$, and it contains $K$ because $K^{q} \subseteq F$. Let $S \subseteq H$ be the ring of all $b$ in $H$ with $b^{q}$ in $R$. Since $x \mapsto x^{q}$ is a field isomorphism of $H$ onto $F, x \mapsto x^{q}$ is a ring isomorphism of $S$ onto $R$. Therefore $S$ is a Dedekind domain. It contains $T$ by (*).

Let $I$ be a nonzero ideal in $T$, and form the ideal $J=S I$ in $S$ generated by $I$. Since $S$ is Dedekind, $J$ is invertible as a fractional ideal of $H$ relative to $S$. If $J^{-1}$ denotes the inverse, then $J^{-1}$ is a finitely generated $S$ module in $H$ such that
$J^{-1} J=S$. Thus $S=J^{-1} J=J^{-1} S I=J^{-1} I$. Accordingly, choose finite sets $\left\{x_{i}\right\}$ in $J^{-1}$ and $\left\{a_{i}\right\}$ in $I$ such that $\sum x_{i} a_{i}=1$.

We shall show that $\left\{a_{i}\right\}$ is a set of generators of $I$ as an ideal in $T$. We apply the $q^{\text {th }}$ power mapping to $\sum x_{i} a_{i}=1$, obtaining $\sum x_{i}^{q} a_{i}^{q}=1$ with $x_{i}^{q}$ in $H^{q}=F \subseteq K$ and with $a_{i}^{q}$ in $S^{q}=R$. Put $b_{i}=a_{i}^{q-1} x_{i}^{q}$. Then $\sum x_{i}^{q} a_{i}^{q}=1$ implies that $\sum a_{i} b_{i}=1$; here $a_{i}$ is in $I$ and $b_{i}$ is in $I^{q-1} K \subseteq K$. If $a$ is in $I$, then $\sum\left(b_{i} a\right) a_{i}=a$, and it is enough to show that $b_{i} a$ is in $T$ for each $i$, i.e., to show that $b_{i} I \subseteq T$ for each $i$.

The $q$-fold product $\left(x_{i} I\right) \cdots\left(x_{i} I\right)$ is contained in $S$ because $x_{i} I \subseteq J^{-1} J=S$. Thus $b_{i} I=x_{i}^{q} a_{i}^{q-1} I \subseteq S$. So $b_{i} I \subseteq S \cap K$. If $s$ is any element in $S \cap K$, then we know that $r=s^{q}$ is a member of $R$ because $S^{q}=R$. Hence $s$ is a root of $X^{q}-r$ with $r$ in $R$. That is, $s$ is integral over $R$. Since $s$ also is in $K, s$ lies in the integral closure of $R$ in $K$, which is $T$. Thus $b_{i} I \subseteq T$, and the proof is complete.

A field $K$ is perfect if either it has characteristic 0 or else it has characteristic $p$ and the field map $x \mapsto x^{p}$ of $K$ into itself is onto. Examples of perfect fields include all finite fields, all algebraically closed fields, and of course all fields of characteristic 0 .

Proposition 7.15. A field $K$ is perfect if and only if every algebraic extension of $K$ is separable.

Proof. We need to consider only the case that $K$ has characteristic $p$. Suppose that $x \mapsto x^{p}$ fails to be onto $K$. Choose $\beta$ in $K$ such that $X^{p}-\beta$ has no root in $K$. Proposition 7.10 shows that $X^{p}-\beta$ is irreducible over $K$. Since this polynomial has derivative 0 , it is not separable. Thus $X^{p}-\beta$ is a polynomial that is irreducible but not separable, and adjunction of a root of $X^{p}-\beta$ to $K$ produces an extension $L$ of $K$ that is not separable.

Conversely suppose that the field map $x \mapsto x^{p}$ of $K$ to itself is onto. Then $x \mapsto x^{p^{e}}$ is onto $K$ for every $e \geq 0$. Let $L$ be an algebraic extension of $K$, and let $K_{s}$ be the subfield of elements separable over $K$. If $\alpha$ is given in $L$, then Theorem 7.13 shows that there exists a nonnegative integer $e$ such that $\alpha^{p^{e}}$ is in $K_{s}$. Let $g(X)$ be the minimal polynomial of $\alpha^{p^{e}}$ over $K$, and write $g(X)=$ $X^{m}+c_{1} X^{m-1}+\cdots+c_{m}$. Since $K$ is perfect, there exists $b_{j}$ for each $j$ with $1 \leq j \leq m$ such that $b_{j}^{p^{e}}=c_{j}$. Put $f(X)=X^{m}+b_{1} X^{m-1}+\cdots+b_{m}$. Then

$$
f(\alpha)^{p^{e}}=\left(\alpha^{p^{e}}\right)^{m}+b_{1}^{p^{e}}\left(\alpha^{p^{e}}\right)^{m-1}+\cdots+b_{m}^{p^{e}}=g\left(\alpha^{p^{e}}\right)=0
$$

and therefore $f(\alpha)=0$. Consequently $f(X)$ divides the minimal polynomial of $\alpha$ over $K$, and the fact that $\alpha^{p^{e}}$ lies in $K(\alpha)$ implies that

$$
[K(\alpha): K] \leq \operatorname{deg} f(X)=\operatorname{deg} g(X)=\left[K\left(\alpha^{p^{e}}\right): K\right] \leq[K(\alpha): K]
$$

Equality must hold throughout, and therefore $K(\alpha)=K\left(\alpha^{p^{e}}\right)$. Since $K\left(\alpha^{p^{e}}\right)$ is contained in $K_{s}, \alpha$ lies in $K_{s}$. Therefore every member of $L$ lies in $K_{s}$, and $L$ is separable over $K$.

A function field in $r$ variables over a field $K$ is a field $L$ that is finitely generated over $K$ and has transcendence degree $r$ over $K$. A transcendence basis $\left\{x_{1}, \ldots, x_{r}\right\}$ of such an extension $L / K$ is called a separating transcendence basis of $L / K$ if $L$ is a separable algebraic extension of $K\left(x_{1}, \ldots, x_{r}\right)$. If the function field $L$ in $r$ variables over $K$ has a separating transcendence basis, we say that $L$ is separably generated over $K$.

The two kinds of fields of continual interest in Chapter VI were number fields and function fields in one variable over a base field. In the latter case some results beginning in Section VI. 6 assumed in effect that the function field is separably generated over the base field. It was asserted at the beginning of Section VI. 9 that function fields in one variable over finite fields are always separably generated; this assertion is a special case of Theorem 7.20 below.

Proposition 4.28 of Basic Algebra gave a version of the Factor Theorem valid for all commutative rings with identity. For the present investigation we need a version of the division algorithm that is valid in this wider context.

Lemma 7.16. Let $R$ be a commutative ring with identity, let $f(X)$ and $g(X)$ be members of $R[X]$ of respective degrees $m$ and $n$, and let $a$ be the leading coefficient of $g(X)$. For the integer $k=\max (m-n+1,0)$, there exist $q(X)$ and $r(X)$ in $R[X]$ such that

$$
a^{k} f(X)=g(X) q(X)+r(X) \quad \text { with } \operatorname{deg} r<n \text { or } r=0 .
$$

Proof. If $m<n$, then $k=0$, and the displayed formula holds with $q(X)=0$ and $r(X)=f(X)$. For $m \geq n-1$, we proceed by induction on $m$. The base case of the induction is $m=n-1$, which we have already handled. For the inductive step, suppose that $m \geq n$. The integer $k$ is $m-n+1$. If $b$ is the leading coefficient of $f(X)$, then $a f(X)-b X^{m-n} g(X)$ is a polynomial that either is 0 or has degree less than $m$. The inductive hypothesis allows us to write

$$
a^{(m-1)-n+1}\left(a f(X)-b X^{m-n} g(X)\right)=g(X) q_{1}(X)+r_{1}(X)
$$

with $\operatorname{deg} r_{1}<n$ or $r_{1}=0$. If we set $q(X)=b a^{m-n} X^{m-n}+q_{1}(X)$ and $r(X)=$ $r_{1}(X)$, then we obtain $a^{k} f(X)=g(X) q(X)+r(X)$, and the lemma follows.

Lemma 7.17. Let $L / K$ be a field extension, let $x_{1}, \ldots, x_{n}, x_{n+1}$ be elements of $L$, and suppose that $x_{1}, \ldots, x_{n}$ are algebraically independent over $K$ but that $x_{1}, \ldots, x_{n}, x_{n+1}$ are not algebraically independent. Then the ideal $I$ of all polynomials in $K\left[X_{1}, \ldots, X_{n+1}\right]$ that vanish at $\left(x_{1}, \ldots, x_{n+1}\right)$ is principal with a generator that is irreducible in $K\left[X_{1}, \ldots, X_{n+1}\right]$ and involves $X_{n+1}$ nontrivially.

Proof. The algebraic dependence implies that $I$ contains nonzero polynomials. Let $g\left(X_{1}, \ldots, X_{n}, X_{n+1}\right)$ be one whose degree in $X_{n+1}$ is as small as possible, say $l$. Expand $g$ as

$$
g=c_{0}\left(X_{1}, \ldots, X_{n}\right) X_{n+1}^{l}+c_{1}\left(X_{1}, \ldots, X_{n}\right) X_{n+1}^{l-1}+\cdots+c_{l}\left(X_{1}, \ldots, X_{n}\right) .
$$

The algebraic independence of $X_{1}, \ldots, X_{n}$ implies that at least one of $c_{0}, \ldots, c_{l-1}$ is nonzero. Since $K\left[X_{1}, \ldots, X_{n}\right]$ is a unique factorization domain, we can factor out and discard the greatest common divisor of the coefficients $c_{0}, \ldots, c_{l}$. Thus we may assume that $g$ is primitive as a polynomial in $X_{n+1}$. If $f$ is any element in $I$, then Lemma 7.16 applied to the ring $K\left[X_{1}, \ldots, X_{n}\right]$ allows us to write $a^{k} f=g q+r$ with $r=0$ or $\operatorname{deg} r<k$. Substituting $\left(x_{1}, \ldots, x_{n+1}\right)$, we see that $r$ is in $I$. The minimality of $l$ implies that $r=0$, and thus $a^{k} f=g q$. Write $c(h)$ for the greatest common divisor of the coefficients of a polynomial $h$. Taking the greatest common divisor of the coefficients on each side of $a^{k} f=g q$ and applying Gauss's Lemma, we obtain $a^{k} c(f)=c(q)$. Therefore $a^{k}$ divides $q$, and we obtain $f=g q_{0}$ for some $q_{0}$. Consequently $I$ is principal. If $g=g_{1} g_{2}$, then the definition of $I$ shows that at least one of $g_{1}$ and $g_{2}$ is in $I$, say $g_{1}$. The minimality of $l$ implies that the degree of $g_{1}$ in $X_{n+1}$ is $l$. Therefore $g_{2}$ is in $K\left[X_{1}, \ldots, X_{n}\right]$. Since $g$ is primitive, $g_{2}$ divides 1 . Hence $g_{2}$ lies in $K$.

Theorem 7.18 (Mac Lane). If $L / K$ is a field extension that is finitely generated and separably generated, then any set of generators contains a subset that is a separating transcendence basis of $L / K$.

PROOF. Let the characteristic be $p$. The proof is by induction on the transcendence degree of the extension. For transcendence degree 0 , the required set is the empty set, and there is nothing to prove. The main step is transcendence degree 1.

Thus let $L=K\left(x_{1}, \ldots, x_{n}\right)$, and suppose that $\{z\}$ is a transcendence basis of $L$ over $K$ such that $L$ is separable over $K(z)$. Since $z$ is transcendental, $z$ does not lie in $K\left(z^{p}\right)$. Thus Proposition 7.10 shows that $X^{p}-z^{p}$ is irreducible over $K\left(z^{p}\right)$, and $z$ is inseparable over $K\left(z^{p}\right)$. The field $L$ is algebraic over $K\left(z^{p}\right)$, and the subset of separable elements over $K\left(z^{p}\right)$ is a subfield. Since $L=K\left(x_{1}, \ldots, x_{n}\right)$ and since $z$ is a member of $L$ that is not separable over $K\left(z^{p}\right)$, it follows that some $x_{i}$, say $x_{1}$, is inseparable over $K\left(z^{p}\right)$. It will be proved that $\left\{x_{1}\right\}$ is a separating transcendence basis of $L$ over $K$, i.e., that $x_{1}$ is transcendental over $K$ and that $L$ is separable algebraic over $K\left(x_{1}\right)$.

We apply Lemma 7.17 with $n=2$ to the elements $z, x_{1}$. The lemma produces an irreducible polynomial $f(Z, X)$ in $K[Z, X]$ such that $f\left(z, x_{1}\right)=0$. Gauss's Lemma shows that this polynomial remains irreducible when considered in $K(Z)[X]$, and we have a ring isomorphism $K(Z)[X] \cong K(z)[X]$ because $z$ is
transcendental over $K$. Up to a nonzero factor from $K(z), f(z, X)$ is the minimal polynomial of $x_{1}$ over $K(z)$. Since $L$ is separable over $K(z)$, the element $x_{1}$ is separable over $K(z)$, and its minimal polynomial over $K(z)$ involves some power of $X$ that is not a power of $X^{p}$.

Let us prove that $x_{1}$ is transcendental over $K$. In the contrary case, let $g(X)$ be its minimal polynomial over $K$. Since $g$ vanishes when $X=x_{1}$ and $Z=z$, $g(X)$ satisfies an identity $g(X)=q(Z, X) f(Z, X)$ in $K[Z, X]$. It therefore satisfies the same identity in $K(X)$ [Z]. Since $g(X)$ is a unit in $K(X)$ [Z], so is $f(Z, X)$. Therefore $f(Z, X)$ is independent of $Z$. Since $g(X)$ is the minimal polynomial for $x_{1}$ over $K, g(X)=c f(Z, X)$ for some $c$ in $K$. Since $f(Z, X)$ involves a power of $X$ that is not a power of $X^{p}$, the same thing is true of $g(X)$, and consequently $x_{1}$ is separable over $K$. Therefore $x_{1}$ is separable over the larger field $K\left(z^{p}\right)$, in contradiction to the defining condition on $x_{1}$. We conclude that $x_{1}$ is transcendental over $K$.

Since $L$ has transcendence degree 1 over $K$, it follows that $z$ is algebraic over $K\left(x_{1}\right)$. Let us see that $z$ is separable over $K\left(x_{1}\right)$. In fact, Gauss's Lemma shows that $f(Z, X)$ remains irreducible when considered in $K(X)[Z]$, and we have a ring isomorphism $K(X)[Z] \cong K\left(x_{1}\right)[Z]$ because $x_{1}$ is transcendental over $K$. Therefore $f\left(Z, x_{1}\right)$ is the product of a nonzero member of $K\left(x_{1}\right)$ and the minimal polynomial $m(Z)$ of $z$ over $K\left(x_{1}\right)$. If $z$ were inseparable over $K\left(x_{1}\right)$, then $m(Z)$ would be a polynomial in $Z^{p}$, and we would have $f(Z, X)=h\left(Z^{p}, X\right)$ with $h$ in $K[Z, X]$. We know that $f(Z, X)$ involves some power of $X$ that is not a power of $X^{p}$, and hence the same thing is true of $h\left(Z^{p}, X\right)$. Since $h\left(z^{p}, X\right)$ is irreducible in $K[X], x_{1}$ is separable over $K\left(z^{p}\right)$, in contradiction to the defining property of $x_{1}$. Therefore $z$ is separable over $K\left(x_{1}\right)$.

The defining property of $z$ is that all $x_{j}$ are separable over $K(z)$. Since $z$ is separable over $K\left(x_{1}\right)$, all of $x_{2}, \ldots, x_{n}$ are separable over $K\left(x_{1}\right)$. Therefore $L$ is separable over $x_{1}$, and $\left\{x_{1}\right\}$ is a separable transcendence basis of $L / K$. This completes the proof of the theorem for transcendence degree 1 .

The inductive step is somewhat a formal consequence of what has just been proved. To see this, suppose that the theorem is known for transcendence degrees 1 and $r-1$, and let $L=K\left(x_{1}, \ldots, x_{n}\right)$ have transcendence degree $r$. The assumption is that $L$ has a transcendence basis $\left\{z_{1}, \ldots, z_{r}\right\}$ such that $L$ is separable over $K\left(z_{1}, \ldots, z_{r}\right)$. Put $K_{1}=K\left(z_{1}\right)$. Then the set $\left\{z_{2}, \ldots, z_{r}\right\}$ is a transcendence basis of $L$ over $K_{1}$ consisting of $r-1$ elements, and $L$ is separable over $K_{1}\left(z_{2}, \ldots, z_{r}\right)=K\left(z_{1}, \ldots, z_{r}\right)$ by assumption. By the inductive hypothesis for the case of transcendence degree $r-1$, some subset of $r-1$ elements from among $x_{1}, \ldots, x_{n}$ forms a separating transcendence basis of $L$ over $K_{1}$; let us say that this basis is $\left\{x_{1}, \ldots, x_{r-1}\right\}$. This implies that $L$ is separable over $K_{1}\left(x_{1}, \ldots, x_{r-1}\right)=K\left(z_{1}, x_{1}, \ldots, x_{r-1}\right)$. In other words, if $K^{\prime}=K\left(x_{1}, \ldots, x_{r-1}\right)$, then $L=K^{\prime}\left(x_{r}, \ldots, x_{n}\right)$ is separable over $K^{\prime}\left(z_{1}\right)$. Since
$L / K^{\prime}$ has transcendence degree $1,\{z\}$ is a separating transcendence basis of $L / K^{\prime}$. By the inductive hypothesis for transcendence degree 1 , some $x_{j}$ for $r \leq j \leq n$ forms a separating transcendence basis of $L / K^{\prime}$. For this $j,\left\{x_{1}, \ldots, x_{r-1}, x_{j}\right\}$ is then a separating transcendence basis of $L / K$.

Lemma 7.19. Suppose that $L$ is a field extension of transcendence degree $r$ over a field $K$ and that $L$ is not separably generated over $K$. If $x_{1}, \ldots, x_{n}$ are elements of $L$ such that $L=K\left(x_{1}, \ldots, x_{n}\right)$, then for a suitable relabeling of the $x_{i}$ 's, the subfield $K\left(x_{1}, \ldots, x_{r+1}\right)$ of $L$ is of transcendence degree $r$ and is not separably generated over $K$.

Proof. We fix $K$ and $r$, and we proceed by induction on $n$. The base case is that $n=r+1$, and then there is nothing to prove. For the inductive step, suppose that the lemma has been proved for $n-1$ when $n>r+1$. We prove the lemma for $n$. Since $r<n$, we can renumber the $x_{i}$ 's and assume that $K\left(x_{2}, \ldots, x_{n}\right)$ has transcendence degree $r$ over $K$. If this field is not separably generated over $K$, then we are in a situation with $n-1$ elements. The inductive hypothesis is applicable, and the lemma follows in this case.

Thus suppose that $K\left(x_{2}, \ldots, x_{n}\right)$ is separably generated over $K$. Theorem 7.18 shows that after a renumbering of the indices, we may assume that $\left\{x_{2}, \ldots, x_{r+1}\right\}$ is a separating transcendence basis of $K\left(x_{2}, \ldots, x_{n}\right)$ over $K$. This implies that $K\left(x_{2}, \ldots, x_{n}\right)$ is a separable extension of $K\left(x_{2}, \ldots, x_{r+1}\right)$. Since by assumption $L=K\left(x_{1}, \ldots, x_{n}\right)$ is not separably generated over $K, K\left(x_{1}, \ldots, x_{n}\right)$ is not separable over $K\left(x_{2}, \ldots, x_{r+1}\right)$. A separable extension of a separable extension is separable, and we deduce that $K\left(x_{1}, \ldots, x_{n}\right)$ is not separable over $K\left(x_{2}, \ldots, x_{n}\right)$. Thus $x_{1}$ is inseparable over $K\left(x_{2}, \ldots, x_{n}\right)$ and is consequently inseparable over the subfield $K\left(x_{2}, \ldots, x_{r+1}\right)$. Hence $K\left(x_{1}, \ldots, x_{r+1}\right)$ is not separably generated over $K$.

Theorem 7.20 (F. K. Schmidt). If $K$ is a perfect field, then every finitely generated field extension of $K$ is separably generated over $K$.

REMARK. In particular, the theorem applies if $K$ is a finite field or is algebraically closed or has characteristic 0 .

Proof. Let $K$ have characteristic $p$. We induct on the transcendence degree of the field extension of $K$. The base case of the induction is transcendence degree 0 , and then the theorem is handled by Proposition 7.15. For the inductive step, assume that the theorem holds for all finitely generated field extensions of $K$ having transcendence degree $r-1$ over $K$. Let $L=K\left(x_{1}, \ldots, x_{n}\right)$ have transcendence degree $r$ over $K$. Arguing by contradiction, suppose that $L$ is not separably generated over $K$. Lemma 7.19 shows for a suitable renumbering of the
$x_{i}$ 's that $K^{\prime}=K\left(x_{1}, \ldots, x_{r+1}\right)$ has transcendence degree $r$ and is not separably generated over $K$.

We divide matters into two cases. First suppose that the transcendence degree of $K^{\prime \prime}=K\left(x_{1}, \ldots, x_{r}\right)$ is $r-1$. The inductive hypothesis shows that $K^{\prime \prime}$ is separably generated over $K$, and then Theorem 7.18 shows that we may renumber the variables in such a way that $\left\{x_{1}, \ldots, x_{r-1}\right\}$ is a transcendence basis of $K^{\prime \prime}$ over $K$ and $K^{\prime \prime}$ is separable algebraic over $K\left(x_{1}, \ldots, x_{r-1}\right)$. Then $\left\{x_{1}, \ldots, x_{r-1}, x_{r+1}\right\}$ is a transcendence basis of $K^{\prime}$, and $x_{r}$ is algebraic over $K\left(x_{1}, \ldots, x_{r-1}, x_{r+1}\right)$. Since $x_{r}$ is separable over $K\left(x_{1}, \ldots, x_{r-1}\right)$, it is separable over the larger field $K\left(x_{1}, \ldots, x_{r-1}, x_{r+1}\right)$. Therefore $K^{\prime}$ is separably generated over $K$, contradiction.

The remaining case is that every subset of $r$ members of $\left\{x_{1}, \ldots, x_{r+1}\right\}$ is a transcendence basis of $K^{\prime}$ over $K$. Lemma 7.17 produces an irreducible polynomial $f$ in $K\left[X_{1}, \ldots, X_{r+1}\right]$ such that $f\left(x_{1}, \ldots, x_{r+1}\right)=0$. Since $\left\{x_{1}, \ldots, x_{r}\right\}$ is a transcendence basis of $K^{\prime}$, application of Gauss's Lemma shows that $f$ is irreducible in $K\left(X_{1}, \ldots, X_{r}\right)\left[X_{r+1}\right] \cong K\left(x_{1}, \ldots, x_{r}\right)\left[X_{r+1}\right]$. Hence up to a nonzero factor from $K, f\left(x_{1}, \ldots, x_{r}, X_{r+1}\right)$ is the minimal polynomial of $x_{r+1}$ over $K\left(x_{1}, \ldots, x_{r}\right)$. The failure of $K^{\prime}$ to be separably generated over $K$ implies that $x_{r+1}$ is inseparable over $K\left(x_{1}, \ldots, x_{r}\right)$, and thus the only powers of $X_{r+1}$ that appear in its minimal polynomial over $K\left(x_{1}, \ldots, x_{r}\right)$ are powers $X_{r+1}^{p k}$. In other words, $f$ is in $K\left[X_{1}, \ldots, X_{r}, X_{r+1}^{p}\right]$. Since we are assuming that any $r$ of the elements $x_{1}, \ldots, x_{r+1}$ form a transcendence basis of $K^{\prime}$ over $K$, there is nothing special about $X_{r+1}$ in this argument. Consequently $f$ is in $K\left[X_{1}^{p}, \ldots, X_{r}^{p}, X_{r+1}^{p}\right]$. Since $K$ is perfect, any polynomial involving only $p^{\text {th }}$ powers of each indeterminate is the $p^{\text {th }}$ power of some polynomial. Consequently $f$ is reducible in $K\left[X_{1}, \ldots, X_{r+1}\right]$, in contradiction to the irreducibility guaranteed by Lemma 7.17. All cases thus lead to a contradiction, and the proof is complete.

## 4. Krull Dimension

In this section we develop the algebraic background necessary for a discussion of dimension. Suppose that $K$ is an algebraically closed field, suppose that $I$ is a prime ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, and suppose that $V(I)$ is the locus of common zeros of $I$. Corollary 7.2 shows that $I$ is the set of all polynomials vanishing on $V(I)$, and thus the integral domain $R=K\left[X_{1}, \ldots, X_{n}\right] / I$ may be regarded as the set of all restrictions to $V(I)$ of polynomials. If $L$ is the field of fractions of $R$, then the transcendence degree of $L / K$ is interpreted as the "number of independent variables" on the locus $V(I)$. We define it to be the dimension of $V(I)$. The elements $X_{j}+I$ of $R$ for $1 \leq j \leq n$ generate $R$ as a $K$ algebra, and therefore they generate $L$ over $K$ as a field. We shall make critical use of
the fact implied by Lemma 7.6b that some subset of $\left\{X_{1}+I, \ldots, X_{n}+I\right\}$ is a transcendence basis of $L$. We shall speak of such a subset as a transcendence basis of $R$ for economy of words. We denote its cardinality by tr. $\operatorname{deg} R$.

Example. We continue with the example from Sections $1-2$. Let $K=\mathbb{C}$, let $I$ be the principal ideal $\left(Y^{2}-X(X+1)(X-1)\right)$ in $\mathbb{C}[X, Y]$, and let $L$ be the field of fractions of the integral domain $R=\mathbb{C}[X, Y] / I$. Corollary 7.2 shows that the ring $R$ is the ring of restrictions of polynomials to the locus $V(I)=\left\{(x, y) \in \mathbb{C}^{2} \mid y^{2}=x(x+1)(x-1)\right\}$. According to the above definition, the dimension of $V(I)$ is the transcendence degree of $L$, which we have seen is 1 . This is in accord with the intuition that the locus $V(I)$ is a "curve" in the sense of having one independent complex parameter.

The goal of this section is to produce an equivalent definition of dimension that does not depend on the fact that $K\left[X_{1}, \ldots, X_{n}\right] / I$ is an integral domain. The rephrased definition will extend to any commutative ring with identity and is essential for modern algebraic geometry.

Let $R$ be any commutative ring with identity. The Krull dimension of $R$, denoted by $\operatorname{dim} R$, is the supremum of the indices $d$ of all strictly increasing chains

$$
P_{0} \varsubsetneqq P_{1} \varsubsetneqq \cdots \varsubsetneqq P_{d}
$$

of prime ideals in $R$. We define $\operatorname{dim} R=\infty$ if there is no finite supremum.

## Examples of Krull dimension.

(1) $R$ equal to a field. The only prime ideal is 0 . Thus the Krull dimension of any field is 0 .
(2) $R=\mathbb{Z}$. The prime ideals are of the form $p \mathbb{Z}$ for each prime number $p$, together with 0 . Each nonzero prime ideal is maximal. Consequently there is a strictly increasing chain $0 \varsubsetneqq p \mathbb{Z}$ of prime ideals for each prime number $p$, but there are no longer such chains. Thus $\operatorname{dim} \mathbb{Z}=1$. More generally any principal ideal domain $R$ that is not a field, or even any Dedekind domain $R$ that is not a field, has $\operatorname{dim} R=1$ because every nonzero prime ideal is maximal.
(3) $R$ commutative Artinian. In Chapter II a ring with identity was defined to be Artinian if its two-sided ideals satisfy the descending chain condition. Problem 8 at the end of that chapter showed that every prime ideal in such a ring is maximal. In other words, every commutative Artinian ring has Krull dimension 0.
(4) Polynomial ring $R=K\left[X_{1}, \ldots, X_{n}\right]$, where $K$ is a field. In geometric terms for the case that $K$ is algebraically closed, the relevant zero locus for this $R$ is $K^{n}$, which we certainly want to have dimension equal to $n$, and the field of fractions of $R$ is $K\left(X_{1}, \ldots, X_{n}\right)$, which indeed has transcendence degree $n$. Let
us examine the Krull dimension of $R$. If $0 \leq k \leq n$ and if we form the ideal ( $X_{1}, \ldots, X_{k}$ ), then the ring isomorphism

$$
R \cong K\left[X_{k+1}, \ldots, X_{n}\right]\left[X_{1}, \ldots, X_{k}\right]
$$

shows that the quotient $R /\left(X_{1}, \ldots, X_{k}\right)$ is isomorphic to $K\left[X_{k+1}, \ldots, X_{n}\right]$, which is an integral domain. Therefore $\left(X_{1}, \ldots, X_{k}\right)$ is prime, and we have a strictly increasing chain

$$
0 \varsubsetneqq\left(X_{1}\right) \varsubsetneqq \cdots \varsubsetneqq\left(X_{1}, \ldots, X_{n-1}\right) \varsubsetneqq\left(X_{1}, \ldots, X_{n}\right)
$$

So $\operatorname{dim} K\left[X_{1}, \ldots, X_{n}\right] \geq n$. Actually, equality holds, as Theorem 7.22 will show.

Lemma 7.21. Let $R$ be a commutative ring with identity, let $S^{-1} R$ be the localization relative to a multiplicative system $S$ in $R$, let $I$ be an ideal in $R$, and let $\bar{S}$ be the image of $S$ in $R / I$. Then

$$
S^{-1} R / S^{-1} I \cong \bar{S}^{-1}(R / I)
$$

via the mapping $s^{-1} r+S^{-1} I \mapsto(s+I)^{-1}(r+I)$.
Proof. Let $q: R \rightarrow R / I$ and $\bar{q}: S^{-1} R \rightarrow S^{-1} R / S^{-1} I$ be the quotient homomorphisms, and let $\eta: R \rightarrow S^{-1} R$ and $\bar{\eta}: R / I \rightarrow \bar{S}^{-1}(R / I)$ be the canonical homomorphisms of $R$ and $R / I$ into their localizations. To each of the rings $X_{1}=S^{-1} R / S^{-1} I$ and $X_{2}=\bar{S}^{-1}(R / I)$ is associated a canonical map, namely $\eta_{1}: R \rightarrow X_{1}$ and $\eta_{2}: R \rightarrow X_{2}$ with $\eta_{1}=\bar{q} \eta$ and $\eta_{2}=\bar{\eta} q$. Let us see that the pairs $\left(X_{i}, \eta_{i}\right)$ for $i=1,2$ have the following universal mapping property with respect to ring homomorphisms $\varphi$ of $R$ into a commutative ring $T$ with identity such that $\varphi(1)=1, \varphi(I)=0$, and $\varphi(S) \subseteq T^{\times}$: there exists a unique homomorphism $\bar{\varphi}_{i}: X_{i} \rightarrow T$ such that $\varphi=\bar{\varphi}_{i} \eta_{i}$.

For $i=1$, we first apply the universal mapping property of the localization $S^{-1} R$ to write $\varphi=\varphi_{1} \eta$ and then apply the universal mapping property of the quotient to write $\varphi=\bar{\varphi}_{1} \bar{q} \eta$. For $i=2$, we first apply the universal mapping property of the quotient $R / I$ to write $\varphi=\varphi_{2} q$ and then apply the universal mapping property of the localization to write $\varphi=\bar{\varphi}_{2} \bar{\eta} q$. From these constructions we deduce existence and uniqueness of $\bar{\varphi}_{i}$ in both cases. The asserted isomorphism then follows from the general fact that objects satisfying a universal mapping property are unique up to isomorphism; tracking down that isomorphism gives the explicit formula in the lemma.

Theorem 7.22. Let $K$ be a field, let $R$ be an integral domain that is finitely generated as a $K$ algebra, and let $L$ be the field of fractions of $R$. Then the Krull dimension of $R$ equals the transcendence degree of $L$ over $K$.

Proof. If $x_{1}, \ldots, x_{n}$ are generators of $R$ as a $K$ algebra, then $R \cong$ $K\left[X_{1}, \ldots, X_{n}\right] / I$, where $I$ is the ideal of all polynomials in $K\left[X_{1}, \ldots, X_{n}\right]$ that vanish at $\left(x_{1}, \ldots, x_{n}\right)$. The ideal $I$ is prime, since $R$ is assumed to be an integral domain. Let $r$ be the transcendence degree of $L$ over $K$. We know from Lemma 7.6b that some subset of $\left\{x_{1}, \ldots, x_{n}\right\}$ is a transcendence basis of $L$ over $K$; therefore $r \leq n$. To prove the theorem, we shall prove that $r \geq \operatorname{dim} R$ and that $r \leq \operatorname{dim} R$.

Suppose that $P$ and $Q$ are prime ideals of $R$ with $P \subseteq Q$. Then the identity map on $R$ descends to a $K$ algebra homomorphism $\varphi: R / P \rightarrow R / Q$. If $\alpha_{j}=x_{j}+P$ and $\beta_{j}=x_{j}+Q$ are the images of $x_{j}$ under the respective quotient maps $R \rightarrow R / P$ and $R \rightarrow R / Q$, then $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is a set of generators of $R / P$, $\left\{\beta_{1}, \ldots, \beta_{n}\right\}$ is a set of generators of $R / Q$, and $\varphi\left(\alpha_{j}\right)=\beta_{j}$ for $1 \leq j \leq n$. If $r^{\prime}=$ $\operatorname{tr}$. $\operatorname{deg} R / Q$, we may assume that $\left\{\beta_{1}, \ldots, \beta_{r^{\prime}}\right\}$ is a transcendence basis of $R / Q$. Then $\left\{\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right\}$ is an algebraically independent subset of $R / P$ over $K$ because if $f$ is a nonzero polynomial in $K\left[X_{1}, \ldots, X_{r^{\prime}}\right]$ such that $f\left(\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right)=0$, then application of $\varphi$ and use of the fact that $\varphi$ fixes each coefficient of $f$ yields $f\left(\beta_{1}, \ldots, \beta_{r^{\prime}}\right)=0$; the latter equation contradicts the algebraic independence of $\left\{\beta_{1}, \ldots, \beta_{r^{\prime}}\right\}$. We conclude that

$$
\begin{equation*}
P \subseteq Q \quad \text { implies } \quad \operatorname{tr} \cdot \operatorname{deg}(R / P) \geq \operatorname{tr} \cdot \operatorname{deg}(R / Q) \tag{*}
\end{equation*}
$$

To prove the inequality $r \geq \operatorname{dim} R$, let a chain of prime ideals

$$
0 \subseteq P_{0} \varsubsetneqq P_{1} \varsubsetneqq \cdots \varsubsetneqq P_{d}
$$

of $R$ be given. We are to show that $r \geq d$. Abbreviate $K\left[X_{1}, \ldots, X_{n}\right]$ as $A$, so that $R=A / I$. Pull the chain of ideals of $R$ back to a chain of ideals in $A$ as

$$
\begin{equation*}
I \subseteq P_{0}^{\prime} \varsubsetneqq P_{1}^{\prime} \varsubsetneqq \cdots \varsubsetneqq P_{d}^{\prime} \tag{**}
\end{equation*}
$$

Inequality $(*)$ shows that

$$
\operatorname{tr} \cdot \operatorname{deg}\left(A / P_{0}^{\prime}\right) \geq \operatorname{tr} \cdot \operatorname{deg}\left(A / P_{1}^{\prime}\right) \geq \cdots \geq \operatorname{tr} \cdot \operatorname{deg}\left(A / P_{d}^{\prime}\right)
$$

Since taking $P_{0}^{\prime}=I$ shows that $\operatorname{tr} . \operatorname{deg}(A / I)=\operatorname{tr} . \operatorname{deg}(R)=r$, every member of $(\dagger)$ is $\leq r$. It will follow from $(\dagger)$ that $r \geq d$ if we show that each inequality in $(\dagger)$ is strict, i.e., that for prime ideals $P$ and $Q$ in $A$,

$$
P \varsubsetneqq Q \quad \text { implies } \quad \operatorname{tr} \cdot \operatorname{deg}(A / P)>\operatorname{tr} \cdot \operatorname{deg}(A / Q)
$$

Since $\operatorname{dim} R$ is the supremum of the integers $d$ as in $(* *)$ and $(\dagger)$, proving $(\dagger \dagger)$ will prove that $r \geq \operatorname{dim} R$.

Thus let $P$ and $Q$ be prime ideals in $A=K\left[X_{1}, \ldots, X_{n}\right]$ with $P \varsubsetneqq Q$. Put $\alpha_{j}=X_{j}+P$ and $\beta_{j}=X_{j}+Q$, so that the mappings of $A$ to $A / P$ and $A / Q$ are $f\left(X_{1}, \ldots, X_{n}\right) \mapsto f\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $f\left(X_{1}, \ldots, X_{n}\right) \mapsto f\left(\beta_{1}, \ldots, \beta_{n}\right)$. Then $A / P=K\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ and $A / Q=K\left[\beta_{1}, \ldots, \beta_{n}\right]$. As above, if $r^{\prime}=$ $\operatorname{tr} . \operatorname{deg} A / Q$, then we may assume that $\left\{\beta_{1}, \ldots, \beta_{r^{\prime}}\right\}$ is a transcendence basis of $A / Q$. Arguing by contradiction, we may assume that $\operatorname{tr} . \operatorname{deg} A / P=\operatorname{tr} . \operatorname{deg} A / Q$. Then it follows that $\left\{\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right\}$ is a transcendence basis of $A / P$. We localize $A$ with respect to the multiplicative system $S$ consisting of the complement of 0 in $K\left[X_{1}, \ldots, X_{r^{\prime}}\right]$. Then $S^{-1} A=K\left(X_{1}, \ldots, X_{r^{\prime}}\right)\left[X_{r^{\prime}+1}, \ldots, X_{n}\right]$. To understand $S^{-1} P$, we apply Lemma 7.21 to write

$$
S^{-1} A / S^{-1} P \cong \bar{S}^{-1}(A / P)
$$

where $\bar{S}$ is the image of $S$ in $A / P$. The restriction to $K\left[X_{1}, \ldots, X_{r^{\prime}}\right]$ of the map $A \rightarrow A / P$ carries $f\left(X_{1}, \ldots, X_{r^{\prime}}\right)$ to $f\left(\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right)$ and is one-one because $\left\{\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right\}$ is a transcendence set. Therefore $S \cap P=\varnothing$, and $S \rightarrow \bar{S}$ is one-one. Corollary 8.48d of Basic Algebra shows from $S \cap P=\varnothing$ that $S^{-1} P$ is a proper ideal of $S^{-1} A$. Since $S \rightarrow \bar{S}$ is one-one, let us view $\bar{S}$ as $\bar{S}=$ $\left\{f\left(\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right) \mid f \neq 0\right\}$. Then

$$
\begin{equation*}
\bar{S}^{-1}(A / P)=K\left(\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right)\left[\alpha_{r^{\prime}+1}, \ldots, \alpha_{n}\right] \tag{†申}
\end{equation*}
$$

Since $\alpha_{r^{\prime}+1}, \ldots, \alpha_{n}$ are algebraic over $K\left(\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right)$ because of the assumption $\operatorname{tr} . \operatorname{deg} A / P=\operatorname{tr} . \operatorname{deg} A / Q=r^{\prime}$, the remark with Lemma 7.3 shows that ( $\left.\ddagger \ddagger\right)$ is a field. By $(\ddagger), S^{-1} P$ is a maximal ideal. Arguing similarly with $Q$, we see that $S \cap Q=\varnothing$ and that $S^{-1} Q$ is a maximal ideal. From $P \subseteq Q$, we have $S^{-1} P \subseteq$ $S^{-1} Q$. Because $S^{-1} P$ and $S^{-1} Q$ are maximal, $S^{-1} P=S^{-1} Q$. Therefore $Q \subseteq$ $S^{-1} P$. Since $Q$ properly contains $P$, we can choose $g$ in $Q$ that is not in $P$. This $g$ is an element of $K\left[X_{1}, \ldots, X_{n}\right]$ such that $g\left(\alpha_{1}, \ldots, \alpha_{n}\right) \neq 0$ and $g\left(\beta_{1}, \ldots, \beta_{n}\right)=$ 0 . From the inclusion $Q \subseteq S^{-1} P$, there exist an $f$ in $P$ and a nonzero $s$ in $K\left[X_{1}, \ldots, X_{r}\right]$ with $g=s^{-1} f$. Then $f=s g$. Since $f\left(\alpha_{1}, \ldots, \alpha_{n}\right)=0$ and $s\left(\alpha_{1}, \ldots, \alpha_{r^{\prime}}\right) g\left(\alpha_{1}, \ldots, \alpha_{n}\right) \neq 0$, we obtain a contradiction. This contradiction proves ( $\dagger \dagger$ ) and shows that $r \geq \operatorname{dim} R$.

The argument that $r \leq \operatorname{dim} R$ will proceed by induction on $r$. If $r=0$, then $R=K\left[x_{1}, \ldots, x_{n}\right]$ is a field by the remark with Lemma 7.3, and $\operatorname{dim} R=0$ by Example 1 of Krull dimension. Now suppose inductively that $r>0$ and that the inequality is known when $\operatorname{tr}$. deg $R<r$. Put $A=K\left[X_{1}, \ldots, X_{n}\right]$, and suppose that $R=A / I=K\left[x_{1}, \ldots, x_{n}\right]$ with $x_{1}$ transcendental over $K$. We localize $A$ with respect to the multiplicative system $S$ consisting of the complement of 0
in $K\left[X_{1}\right]$. Then $S^{-1} A=K\left(X_{1}\right)\left[X_{2}, \ldots, X_{n}\right]$. To understand $S^{-1} I$, we apply Lemma 7.21 to write

$$
S^{-1} A / S^{-1} I \cong \bar{S}^{-1}(A / I)
$$

where $\bar{S}$ is the image of $S$ in $A / I$. Arguing as in the previous paragraph, we see that

$$
\bar{S}^{-1}(A / I) \cong K\left(x_{1}\right)\left[x_{2}, \ldots, x_{n}\right]
$$

Combining these two isomorphisms, we see that $S^{-1} A / S^{-1} I$ has transcendence degree $r-1$ over $K\left(x_{1}\right)$. By the inductive hypothesis, $S^{-1} A / S^{-1} I$ has Krull dimension $\geq r-1$. Thus there exists a strictly increasing chain

$$
S^{-1} I=Q_{0} \varsubsetneqq Q_{1} \varsubsetneqq \cdots \varsubsetneqq Q_{r-1}
$$

of prime ideals in $S^{-1} A$. If we put $P_{i}=A \cap Q_{i}$ for each $i$, then each $P_{i}$ is prime in $A$. From the theory of localization, we know that $Q_{i}$ is recovered from $P_{i}$ by $Q_{i}=S^{-1} P_{i}$, and thus we have a strictly increasing chain

$$
\begin{equation*}
I=P_{0} \varsubsetneqq P_{1} \varsubsetneqq \cdots \varsubsetneqq P_{r-1} \tag{§}
\end{equation*}
$$

of prime ideals in $A$. The fact that $P_{r-1}$ is proper implies that $S \cap P_{r-1}=\varnothing$. That is, no nonzero member of $K\left[X_{1}\right]$ lies in $P_{r-1}$. Consequently the image of $X_{1}$ in $A / P_{r-1}$ is transcendental over $K$. The Nullstellensatz (Theorem 7.1) shows that $P_{r-1}$ is not maximal in $A$. Hence the chain (§) can be extended by a strict inclusion in a maximal ideal $P_{r}$, and $r \leq \operatorname{dim} A / I=\operatorname{dim} R$. This completes the induction and the proof.

## 5. Nonsingular and Singular Points

In this section we develop the initial algebraic background necessary for a discussion of nonsingular and singular points. Unlike what happened in previous sections, we shall not try to separate completely the algebra from the geometric setting, because the points to be investigated are the actual points of a zero locus.

The motivation comes from the Implicit Function Theorem in the calculus of several variables. In that setting, suppose that we have $l$ numerical-valued smooth functions $f_{1}, \ldots, f_{l}$ of $n$ variables. Let $k$ be an integer with $1<k<n$, and abbreviate $\left(x_{1}, \ldots, x_{n}\right)$ as $(x, y)$, where $x=\left(x_{1}, \ldots, x_{k}\right)$ and $y=\left(x_{k+1}, \ldots, x_{n}\right)$. Suppose that $\left(x_{0}, y_{0}\right)$ has the property that $f_{i}\left(x_{0}, y_{0}\right)=0$ for $1 \leq i \leq l$. The hope is that there is a smooth vector-valued function $y=g(x)$ defined near $x=x_{0}$ such that $y_{0}=g\left(x_{0}\right)$ and such that $f_{i}(x, y)=0$ for $1 \leq i \leq l$ with $(x, y)$ near $\left(x_{0}, y_{0}\right)$ if and only if $y=g(x)$, i.e., that the locus of common zeros of $f_{1}, \ldots, f_{l}$ is locally the graph of a smooth function of $k$ variables. According to the Implicit

Function Theorem, a sufficient condition for this to happen is that $k+l=n$ and that the (square) matrix of the first partial derivatives at $\left(x_{0}, y_{0}\right)$ of the $f_{i}$ 's for $1 \leq i \leq l$ with respect to the $y_{j}$ 's for $k+1 \leq j \leq n$ be invertible. A little more generally but still with $k+l=n$, the locus of common zeros is locally the graph of a smooth function of $l$ of the variables in terms of the remaining $k$ variables if the matrix of all the first partial derivatives of the $f_{i}$ 's has the maximum possible rank, namely $l$.

Let us describe the setting for a comparable situation in algebraic geometry. Throughout this section we assume that $K$ is an algebraically closed field. Suppose that $I$ is a prime ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, and let $V(I)$ be the locus of common zeros ${ }^{5}$ of $I$ in $K^{n}$. The Hilbert Basis Theorem shows that $I$ is finitely generated over $K$ as an ideal, and we let $\left\{f_{1}, \ldots, f_{l}\right\}$ be a set of generators. Corollary 7.2 shows that $I$ is the set of all polynomials vanishing on $V(I)$, and thus the integral domain $R=K\left[X_{1}, \ldots, X_{n}\right] / I$ may be regarded as the set of all restrictions to $V(I)$ of polynomials in the following sense: if $x=\left(x_{1}, \ldots, x_{n}\right)$ is a member of $V(I)$ and $f\left(X_{1}, \ldots, X_{n}\right)$ is in $K\left[X_{1}, \ldots, X_{n}\right]$, then every member of the coset $f+I$ has the same value at $x$, and it is consequently meaningful to write $f(x)$ for $f$ in $R$.

From Theorem 7.22 the transcendence degree over $K$ of the field of fractions of $R$ equals the Krull dimension of the ring $R$, and these numbers are what is taken as the dimension of $V(I)$ over $K$. We write $\operatorname{dim} V(I)$ for this dimension. In this setting, a point $x$ of $V(I)$ is called a nonsingular point, or regular point, if the matrix $\left[\frac{\partial f_{i}}{\partial X_{j}}(x)\right]$ has rank equal to $n-\operatorname{dim} V(I)$. Otherwise $x$ is a singular point.

It is important to observe that these definitions do not depend on the choice of the set $\left\{f_{1}, \ldots, f_{l}\right\}$ of generators of $I$. In fact, it is enough to show that the row space of the matrix $\left[\frac{\partial f_{i}}{\partial X_{j}}(x)\right]$ is exactly the space of all row vectors

$$
\left(\begin{array}{lll}
\frac{\partial f}{\partial X_{1}}(x) & \cdots & \frac{\partial f}{\partial X_{n}}(x)
\end{array}\right) \quad \text { for } f \in I
$$

since the latter space is manifestly independent of the choice of generators. To see that the displayed space equals the row space of the matrix whose rank appears in the definition of singular point, let $g_{1}, \ldots, g_{n}$ be arbitrary polynomials. Then $f=\sum_{i} g_{i} f_{i}$ is the most general member of $I$. Use of the product rule and the fact that $f_{i}(x)=0$ for each $i$ shows that $\frac{\partial f}{\partial X_{j}}(x)=\sum_{i} g_{i}(x) \frac{\partial f_{i}}{\partial X_{j}}(x)$. Since the $g_{i}$ are arbitrary, we can arrange for $\left(g_{1}(x), \ldots, g_{n}(x)\right)$ to be any given member of $K^{n}$. Thus the space of all row vectors $\left(\frac{\partial f}{\partial X_{1}}(x) \quad \cdots \quad \frac{\partial f}{\partial X_{n}}(x)\right)$ for $f \in I$ is the set of all $K$ linear combinations of row vectors $\left(\frac{\partial f_{i}}{\partial X_{1}}(x)^{\cdots} \frac{\partial f_{i}}{\partial X_{n}}(x)\right)$ for $1 \leq i \leq l$, as asserted.

[^83]
## EXAMPLES.

(1) Irreducible affine curve ${ }^{6}$ in $K^{2}$. Suppose that $n=2$ in the notation above and that $I$ is nonzero and is generated by a single nonconstant polynomial $f(X, Y)$. The condition that $I$ be prime is exactly the condition that $f(X, Y)$ be a prime polynomial. In turn, since $K[X, Y]$ is a unique factorization domain, the condition that $f(X, Y)$ be prime is exactly the condition that $f(X, Y)$ be irreducible. Let us specialize to a case for which the first partial derivatives take an especially simple form: suppose that

$$
f(X, Y)=Y^{2}-h(X)
$$

The only possible factorization is $f(X, Y)=(Y+\sqrt{h(X)})(Y-\sqrt{h(X)})$, and thus $f(X, Y)$ is irreducible in $K[X, Y]$ if $h(X)$ is not the square of a member of $K[X]$. The relevant integral domain is $R=K[X, Y] /(f(X, Y))$, and we let $x=X+(f(X, Y))$ and $y=Y+(f(X, Y))$. Then $x$ is transcendental over $K$, and the equation $y^{2}=h(x)$ shows that $y$ is algebraic over $K(x)$. Hence tr. $\operatorname{deg} R=1$, and the corresponding $V(I)$ has $\operatorname{dim} V(I)=1$. If $\left(x_{0}, y_{0}\right)$ is a point of $V(I)$, then the matrix of first partial derivatives is

$$
\left(\frac{\partial f}{\partial X} \quad \frac{\partial f}{\partial Y}\right)_{\left(x_{0}, y_{0}\right)}=\left(\begin{array}{ll}
-h^{\prime}(X) & 2 Y
\end{array}\right)_{\left(x_{0}, y_{0}\right)}
$$

The rank of this matrix is $\leq 1$, and nonsingularity of ( $x_{0}, y_{0}$ ) means that the matrix has rank equal to 1 . If the characteristic is $\neq 2$, then the condition for a singularity is that $y_{0}^{2}=h\left(x_{0}\right), y_{0}=0$, and $h^{\prime}\left(x_{0}\right)=0$ simultaneously. Hence $V(I)$ is everywhere nonsingular ${ }^{7}$ if and only if $h$ has no multiple roots in $K$.
(2) Irreducible affine hypersurface ${ }^{8}$ in $K^{n}$. For general $n$, again suppose that $I$ is a prime ideal generated by a single nonconstant polynomial $f\left(X_{1}, \ldots, X_{n}\right)$. The condition on $f$ for $I$ to be prime is that $f$ be irreducible in $K\left[X_{1}, \ldots, X_{n}\right]$. The relevant ring is $R=K\left[X_{1}, \ldots, X_{n}\right] /\left(f\left(X_{1}, \ldots, X_{n}\right)\right)$, and the image in $R$ of a polynomial $g\left(X_{1}, \ldots, X_{n}\right)$ is 0 only if $g$ is divisible by $f$, by Corollary 7.2. The polynomial $f$ is nonconstant in some $X_{j}$, say for $j=n$. Then no nonzero polynomial $g\left(X_{1}, \ldots, X_{n-1}\right)$ maps to 0 in $R$. Consequently the elements $x_{i}=X_{i}+\left(f\left(X_{1}, \ldots, X_{n}\right)\right)$ have the property that $\left\{x_{1}, \ldots, x_{n-1}\right\}$ is a transcendence set in $R$. The equation $f\left(x_{1}, \ldots, x_{n}\right)=0$ shows that $x_{n}$ is algebraic over $K\left(X_{1}, \ldots, X_{n-1}\right)$. Hence the corresponding $V(I)$ has $\operatorname{dim} V(I)=$ $\operatorname{tr}$. deg $R=n-1$. The nonsingular points of $V(I)$ are the points of $V(I)$ for which some first partial derivative of $f$ is nonzero.

[^84]Theorem 7.23 (Zariski’s Theorem). With $K$ algebraically closed, let $I$ be a prime ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, let $R=K\left[X_{1}, \ldots, X_{n}\right] / I$, and let $V(I)$ be the locus of common zeros of $I$ in $K^{n}$. If $x=\left(x_{1}, \ldots, x_{n}\right)$ is a point of $V(I)$, define $\mathfrak{m}_{x}$ to be the maximal ideal

$$
\mathfrak{m}_{x}=\{f \in R \mid f(x)=0\}
$$

of $R$, let $R_{x}$ be the localization of $R$ with respect to $\mathfrak{m}_{x}$, and let $M_{x}$ be the maximal ideal of $R_{x}$. Then

$$
\operatorname{dim}_{K}\left(M_{x} / M_{x}^{2}\right)=\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right) \geq \operatorname{dim} V(I),
$$

and $x$ is nonsingular if and only if equality holds. The set of nonsingular points of $V(I)$ is nonempty.

REMARKS. We are going to prove for each point $x$ of $V(I)$ that

$$
\operatorname{dim}_{K}\left(M_{x} / M_{x}^{2}\right)=\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right)
$$

and that

$$
\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right)+\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}\right]=n
$$

where $\left\{f_{i}\right\}$ is a finite set of generators of $I$. Since by definition $x$ is nonsingular if and only if $\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}\right]=n-\operatorname{dim} V(I)$, it will follow that $x$ is a nonsingular point if and only if $\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right)=\operatorname{dim} V(I)$. Only for the special case that $V(I)$ is an irreducible affine hypersurface do we prove that the inequality $\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right) \geq$ $\operatorname{dim} V(I)$ always holds for all $x$ and that equality always holds for some $x$. The general case will ultimately be reduced to the special case; we return to this matter in Chapter X. The partial proof that we give in the present section will be preceded by an example.

EXAMPLE 1, CONTINUED. Suppose that an affine variety $V$ in $K^{2}$ is obtained from the irreducible polynomial $f(X, Y)=Y^{2}-h(X)$. Let us assume that $K$ has characteristic $\neq 2$ and that $(0,0)$ lies in $V$. The latter condition means that $h(0)=0$. Let $x=X+(f(X, Y))$ and $y=Y+(f(X, Y))$. Since $y^{2}=h(x)$, any polynomial in $(x, y)$ can be rewritten in such a way that the only powers of $y$ that occur are 0 and 1 . Thus $R=\{p(x)+y q(x) \mid p \in K[x], q \in K[x]\}$, and

$$
\mathfrak{m}_{(0,0)}=\{x p(x)+y q(x) \mid p \in K[x], q \in K[x]\} .
$$

The ideal $\mathfrak{m}_{(0,0)}^{2}$ consists of all sums of products of two elements of this kind. From two polynomials $x p(x)$, we can get any polynomial $x^{2} a(x)$; from $x p(x)$
and $y q(x)$, we can get any $x y b(x)$; and from two polynomials $y q(x)$, we can get any $y^{2} c(x)=h(x) c(x)$. Thus

$$
\mathfrak{m}_{(0,0)}^{2}=\left\{x^{2} a(x)+h(x) c(x)+y x b(x)\right\} .
$$

What happens depends on the first-degree term in $h(x)$. Examining the possibilities, we see that

$$
\mathfrak{m}_{(0,0)}^{2}= \begin{cases}\{x a(x)+y x b(x)\} & \text { if } h^{\prime}(0) \neq 0 \\ \left\{x^{2} a(x)+y x b(x)\right\} & \text { if } h^{\prime}(0)=0\end{cases}
$$

Hence

$$
\mathfrak{m}_{(0,0)} / \mathfrak{m}_{(0,0)}^{2} \cong \begin{cases}K y & \text { if } h^{\prime}(0) \neq 0 \\ K x+K Y & \text { if } h^{\prime}(0)=0\end{cases}
$$

In other words, $\operatorname{dim}_{K} \mathfrak{m}_{(0,0)} / \mathfrak{m}_{(0,0)}^{2}$ equals 1 if $(0,0)$ is nonsingular and equals 2 if $(0,0)$ is singular. Since $\operatorname{dim} V(I)=1$, this result is consistent with the statement of Theorem 7.23.

Partial proof of Theorem 7.23. As mentioned in the remarks, one thing that we are going to prove for each point $x$ of $V(I)$ is that

$$
\begin{equation*}
\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right)+\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}\right]=n \tag{*}
\end{equation*}
$$

where $\left\{f_{1}, \ldots, f_{l}\right\}$ is a finite set of generators of $I$.
Let $I_{x}$ be the pullback to $K\left[X_{1}, \ldots, X_{n}\right]$ of the ideal $\mathfrak{m}_{x}$, i.e., let

$$
I_{x}=\left\{f \mid f+I \in \mathfrak{m}_{x}\right\}=\left\{f \in K\left[X_{1}, \ldots, X_{n}\right] \mid f\left(x_{1}, \ldots, x_{n}\right)=0\right\} .
$$

The $K$ linear mapping $f \mapsto f+I$ carries $I_{x}$ onto $\mathfrak{m}_{x}$; composing with the quotient mapping $\mathfrak{m}_{x} \rightarrow \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}$ gives a $K$ linear mapping $\varphi$ of $I_{x}$ onto $\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}$. If $f$ maps under $\varphi$ to the 0 coset, then $f+I=\sum_{j}\left(g_{j}+I\right)\left(h_{j}+I\right)$ for suitable polynomials $g_{j}$ and $h_{j}$ with $g_{j}+I$ and $h_{j}+I$ in $\mathfrak{m}_{x}$. Then $f-\sum_{j} g_{j} h_{j}$ lies in $I$, and $f$ is exhibited as a member of $I_{x}^{2}+I$. Conversely $\varphi$ does carry $I_{x}^{2}$ and $I$ to the 0 coset. Thus the kernel of $\varphi$ is exactly $I_{x}^{2}+I$, and $\varphi$ descends to a $K$ linear isomorphism $I_{x} /\left(I_{x}^{2}+I\right) \cong \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}$. Therefore

$$
\begin{equation*}
\operatorname{dim}_{K}\left(I_{x} /\left(I_{x}^{2}+I\right)\right) \cong \operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right) \tag{**}
\end{equation*}
$$

We define a $K$ linear map $\theta$ of $K\left[X_{1}, \ldots, X_{n}\right]$ to the space $M_{1 n}(K)$ of all $n$-dimensional row vectors over $K$ by

$$
\theta(f)=\left(\begin{array}{lll}
\frac{\partial f}{\partial X_{1}}(x) & \cdots & \frac{\partial f}{\partial X_{n}}(x)
\end{array}\right)
$$

The product rule for differentiation shows that $\theta\left(I_{x}^{2}\right)=0$. The ideal $I_{x}$, considered as a $K$ vector space, is spanned by $I_{x}^{2}$ and the various polynomials $X_{j}-x_{j}$. Since $\theta\left(X_{j}-x_{j}\right)$ is the $j^{\text {th }}$ standard basis vector of $M_{1 n}(K)$, the vectors $\theta\left(X_{j}-x_{j}\right)$ form a basis of $M_{1 n}(K)$. Therefore $\theta$ descends to a $K$ linear isomorphism $\bar{\theta}: I_{x} / I_{x}^{2} \rightarrow M_{1 n}(K)$.

We observed just before Examples 1 and 2 that the vector space of all row vectors $\theta(f)$ for $f \in I$ equals the row space for the matrix $\left[\frac{\partial f_{i}}{\partial X_{j}}\right]$. Hence

$$
\operatorname{dim}_{K} \theta(I)=\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}\right]
$$

Since $\theta(I)=\bar{\theta}\left(\left(I+I_{x}^{2}\right) / I_{x}^{2}\right)$ and since $\bar{\theta}$ is one-one, this equality shows that

$$
\operatorname{dim}_{K}\left(\left(I+I_{x}^{2}\right) / I_{x}^{2}\right)=\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}\right]
$$

Adding ( $* *$ ) and $(\dagger)$ gives

$$
\operatorname{dim}_{K}\left(I_{x} / I_{x}^{2}\right)=\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right)+\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}\right]
$$

Since, as we have seen, $I_{x} / I_{x}^{2}$ is isomorphic to $M_{1 n}(K)$ via $\bar{\theta}$, the left side is $n$, and $(*)$ is proved.

The second thing that we are going to prove now is that

$$
\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right)=\operatorname{dim}_{K}\left(M_{x} / M_{x}^{2}\right)
$$

If $L$ is the field of fractions of the integral domain $R$, then the localization $R_{x}$ is the subring of $L$ of all quotients $g / h$ with $g$ and $h$ in $R$ and $h(x) \neq 0$. The inclusion $\mathfrak{m}_{x} \subseteq M_{x}$ induces a $K$ linear ring homomorphism $\varphi: \mathfrak{m}_{x} / \mathfrak{m}_{x}^{2} \rightarrow M_{x} / M_{x}^{2}$, and ( $\dagger \dagger$ ) will follow if $\varphi$ is shown to be one-one onto.

If $g / h$ is given in $M_{x}$ with $g \in \mathfrak{m}_{x}$ and with $h \in R$ having $h(x) \neq 0$, then the decomposition

$$
h(x)^{-1} g=\frac{g}{h}+\left(\frac{g}{h}\right)\left(\frac{h(x)^{-1} h-1}{1}\right)
$$

exhibits $h(x)^{-1} g$ in $\mathfrak{m}_{x}$ as mapping to $g / h+M_{x}^{2}$. Therefore $\varphi$ is onto.
If $g$ in $\mathfrak{m}_{x}$ maps to $\sum_{i}\left(\frac{g_{i}}{h_{i}}\right)\left(\frac{g_{i}^{\prime}}{h_{i}^{\prime}}\right)$ in $M_{x}^{2}$, then we can clear fractions and write $h g=\sum_{i} g_{i} g_{i}^{\prime} h_{i}^{\prime \prime}$ for an element $h$ of $R$ with $h(x) \neq 0$. Here $\sum_{i} g_{i} g_{i}^{\prime} h_{i}^{\prime \prime}$ is in $\mathfrak{m}_{x}^{2}$. The set of elements $f$ in $R$ such that $f g$ is in $\mathfrak{m}_{x}^{2}$ is an ideal in $R$ that contains $\mathfrak{m}_{x}$ and that contains $h$. Since $h$ is not in $\mathfrak{m}_{x}$ and since $\mathfrak{m}_{x}$ is maximal, this ideal in $R$ contains $f=1$, and it follows that $g$ is in $\mathfrak{m}_{x}^{2}$. Consequently $\varphi$ is an isomorphism, and $(\dagger \dagger)$ is proved.

Proof of remainder of Theorem 7.23 for irreducible affine hyperSURFACES. Let $I$ be the principal ideal $\left(f\left(X_{1}, \ldots, X_{n}\right)\right)$, where $f$ is irreducible. We saw in Example 2 above that $\operatorname{dim} V(I)=n-1$. The matrix that appears in $(*)$ has only one row, corresponding to $f$, and hence it has rank 1 or rank 0 . Substituting this fact into $(*)$, we see that $\operatorname{dim}_{K}\left(\mathfrak{m}_{x} / \mathfrak{m}_{x}^{2}\right) \geq n-1=\operatorname{dim} V(I)$.

Arguing by contradiction, suppose that strict inequality holds for every $x$ in $V(I)$. Then $\frac{\partial f}{\partial X_{j}}(x)=0$ for all $x \in V(I)$ and for all $j$. By Corollary 7.2, each $\frac{\partial f}{\partial X_{j}}$ is the product of $f$ and a polynomial. Since the degree of $\frac{\partial f}{\partial X_{j}}$ in $X_{j}$ is less than the degree of $f$ in $X_{j}$, it follows that $\frac{\partial f}{\partial X_{j}}=0$ for all $j$. In characteristic 0 , this condition forces $f$ to be constant and contradicts the assumption that $f$ is an irreducible polynomial (and in particular the assumption that $f$ is not a unit). In characteristic $p$, this condition forces each power of each $X_{j}$ that occurs in $f$ to be a multiple of $p$. That is, it says that $f\left(X_{1}, \ldots, X_{n}\right)=g\left(X_{1}^{p}, \ldots, X_{n}^{p}\right)$. Let $\mathrm{Fr}: K \rightarrow K$ be the field map given by $a \mapsto a^{p}$. This is onto $K$, since $K$ is algebraically closed. Hence there exists a polynomial $h\left(X_{1}, \ldots, X_{n}\right)$ such that $h^{\mathrm{Fr}}=g$. Then $f\left(X_{1}, \ldots, X_{n}\right)=g\left(X_{1}^{p}, \ldots, X_{n}^{p}\right)=\left(h\left(X_{1}, \ldots, X_{n}\right)\right)^{p}$ exhibits $f$ as reducible, contradiction. Hence strict inequality cannot hold for all $x \in V(I)$, and some point of $V(I)$ is nonsingular.

## 6. Infinite Galois Groups

In this section, $K$ denotes a field, and $K_{\text {alg }}$ denotes a fixed algebraic closure of $K$. We define $K_{\text {sep }}$ to be the subfield of all elements of $K_{\text {alg }}$ that are separable over $K$. The field $K_{\text {sep }}$ is called a separable algebraic closure of $K$. Theorem 7.13 shows that $K_{\text {alg }}$ is a purely inseparable extension of $K_{\text {sep }}$. If $F_{1}$ and $F_{2}$ are any fields with $F_{1} \subseteq F_{2}$, then the group of all field automorphisms of $F_{2}$ fixing $F_{1}$ is denoted by $\operatorname{Gal}\left(F_{2} / F_{1}\right)$ and is called the Galois group of $F_{2}$ over $F_{1}$.

The purpose of this section is to extend the theory of Galois groups to handle infinite extensions. Such an extended theory has at least two important applications in the current context. A first application is to developments in algebraic number theory beyond what appears in Chapters V and VI. For example one way of viewing traditional class field theory for a number field $F$ is that one forms $\operatorname{Gal}\left(F_{\text {alg }} / F\right)$, defines the maximal abelian extension $F_{\text {ab }}$ of $F$ to be the fixed field of the closure of the commutator subgroup of $\operatorname{Gal}\left(F_{\text {alg }} / F\right)$, and asks for a description of $F_{\text {ab }}$ in terms of $F$. A second application is to the study of varieties over fields that are not algebraically closed. If a field $K$ is given and a prime ideal $I$ in $K_{\text {alg }}\left[X_{1}, \ldots, X_{n}\right]$ is specified by giving a finite set of generators, we can ask whether the same ideal can be defined via generators that lie in $K$. The given generators have coefficients in $K_{\text {alg }}$, and it is usually not obvious whether they
can be adjusted to have coefficients in $K$. However, if Galois theory is available, then the question becomes whether the operation of each element of the Galois group $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ carries each generator into a member of the ideal, ${ }^{9}$ and this question is decidable by methods to be discussed in Chapter VIII. More generally algebraic geometry from before 1960 frequently worked with a field $K$ and an algebraically closed field $L$ that is larger than $K_{\text {alg }}$, for example with $K=\mathbb{Q}$ and $L=\mathbb{C}$. Under the assumption that $K$ is perfect and $L$ is algebraically closed, Theorem 7.34 below shows that $\operatorname{Gal}(L / K)$ fixes only the elements of $K$, and thus Galois theory can still be used to decide in this situation whether a prime ideal in $L\left[X_{1}, \ldots, X_{n}\right]$ is generated by members of $K\left[X_{1}, \ldots, X_{n}\right]$.

The definition of "normal field extension" in Basic Algebra was limited to suitable finite separable algebraic extensions. We now drop both the finiteness assumption and the separability assumption: A field $L$ with $K \subseteq L \subseteq K_{\text {alg }}$ is said to be a normal extension of $K$ if there exists some nonempty family $\left\{f_{i}\right\}_{i \in S}$ of nonconstant polynomials in $K[X]$ such that $L$ is generated by $K$ and all the roots in $K_{\text {alg }}$ of all the polynomials $f_{i}$. More specifically all the polynomials $f_{i}$ split in $K_{\text {alg }}$, say as $f_{i}(X)=c_{i} \prod_{j=1}^{d(i)}\left(X-\alpha_{i j}\right)$, and $L$ is to be the subfield of $K_{\text {alg }}$ generated by $K$ and all the roots $\alpha_{i j}$.

Proposition 7.24. The following conditions on a field $L$ with $K \subseteq L \subseteq K_{\text {alg }}$ are equivalent:
(a) $L$ is a normal extension of $K$,
(b) $\operatorname{Gal}\left(K_{\mathrm{alg}} / K\right)$ carries $L$ to itself,
(c) any $K$ isomorphism of $L$ into $K_{\text {alg }}$ carries $L$ to itself,
(d) any polynomial $f$ in $K[X]$ that is irreducible over $K$ and has one root in $L$ necessarily splits in $L$.

Proof. If (a) holds, let $L$ be generated by $K$ and elements $\alpha_{i j}$ as in the paragraph before the proposition. If $\varphi$ is in $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$, then $\varphi\left(\alpha_{i j}\right)$ is a root of $f_{i}^{\varphi}=f_{i}$ because $f_{i}$ has coefficients in $K$. Hence $\alpha_{i j}$ equals some $\alpha_{i j^{\prime}}$. Thus $\varphi$ permutes the generators of $L$ over $K$, and $\varphi(L)=L$. Therefore (b) holds.

If (b) holds, then any $K$ field map of $L$ into $K_{\text {alg }}$ extends to a $K$ automorphism of $K_{\text {alg }}$, by Theorem 9.23 of Basic Algebra. By (b), the extended mapping carries $L$ into itself. Thus (c) holds.

If (c) holds, let $f$ in $K[X]$ be irreducible over $K$, and suppose that $x_{0}$ is a root of $f$ in $L$. Let $x_{1}$ be another root of $f$ in $K_{\text {alg }}$. By the uniqueness of simple extensions, we know that there exists a $K$ isomorphism $\varphi_{0}: K\left(x_{0}\right) \rightarrow$ $K\left(x_{1}\right) \subseteq K_{\text {alg }}$, and we can regard $\varphi_{0}$ as a $K$ field map of $K\left(x_{0}\right)$ into $K_{\text {alg }}$. The map $\varphi_{0}$ extends to a $K$ field automorphism of $K_{\text {alg }}$, and we restrict the extension

[^85]to a map $\varphi: L \rightarrow K_{\text {alg }}$. By (c), $\varphi(L) \subseteq L$. Since $K\left(x_{0}\right) \subseteq L$, we obtain $K\left(x_{1}\right)=\varphi\left(K\left(x_{0}\right)\right) \subseteq \varphi(L) \subseteq L$. Thus $x_{1}$ is in $L$, and (d) holds.

If (d) holds, then for each element $x_{i}$ of $L$, let $f_{i}$ be the minimal polynomial of $x_{i}$ over $K$. Then certainly $L$ is generated by $K$ and the elements $x_{i}$. By (d), each $f_{i}$ splits in $L$. Therefore $L$ is generated over $K$ by all the roots of the polynomials $f_{i}$ and is normal. Thus (a) holds.

Proposition 7.25. Every member of $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ carries $K_{\text {sep }}$ into itself, any two members of $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ that agree on $K_{\text {sep }}$ are equal on $K_{\text {alg }}$, and any field map of $K_{\text {sep }}$ into $K_{\text {alg }}$ extends to an automorphism of $K_{\text {alg }}$. Consequently the operation of restriction from $K_{\text {alg }}$ to $K_{\text {sep }}$ defines an isomorphism

$$
\operatorname{Gal}\left(K_{\mathrm{alg}} / K\right) \cong \operatorname{Gal}\left(K_{\mathrm{sep}} / K\right)
$$

Proof. The first statement has three conclusions to it. For the first conclusion, if $\varphi$ is in $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ and if $x_{0}$ is in $K_{\text {sep }}$, let $f$ be the minimal polynomial of $x_{0}$ over $K$. By separability, $f$ is a separable polynomial over $K$. Since $\varphi$ fixes $f$, $\varphi$ carries $x_{0}$ to some root $x_{1}$ of $f$, and hence $f$ is the minimal polynomial of $x_{1}$ over $K$. Since $f$ is a separable polynomial over $K, x_{1}$ is separable over $K$ and lies in $K_{\text {sep }}$.

For the second conclusion, let $\varphi$ be a member of $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ that is 1 on $K_{\text {sep }}$. If $x$ is in $K_{\text {alg }}$, then the pure inseparability of $K_{\text {alg }} / K_{\text {sep }}$ implies that $x^{p^{e}}=a$ for some $a \in K_{\text {sep }}$ and some integer $e \geq 0$. The element $x$ has $(X-x)^{p^{e}}=$ $X^{p^{e}}-x^{p^{e}}=X^{p^{e}}-a$ and hence is the unique root of $X^{p^{e}}-a$. Since $\varphi(x)$ has to be a root of this polynomial, $\varphi(x)=x$.

The third conclusion is a special case of the extendability to all of $K_{\text {alg }}$ of any field mapping of a subfield of $K_{\text {alg }}$ into $K_{\text {alg }}$. For the displayed isomorphism the first conclusion shows that restriction carries $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ into $\operatorname{Gal}\left(K_{\text {sep }} / K\right)$, the second conclusion shows that restriction is one-one, and the third conclusion shows that restriction is onto.

Corollary 7.26. Let $L$ be a field with $K \subseteq L \subseteq K_{\text {sep }}$, form $\operatorname{Gal}(L / K)$, and let $L^{\mathrm{Gal}(L / K)}$ be the fixed field

$$
L^{\operatorname{Gal}(L / K)}=\{x \in L \mid \gamma x=x \text { for all } x \in \operatorname{Gal}(L / K)\}
$$

Then $L$ is normal over $K$ if and only if $L^{\mathrm{Gal}(L / K)}=K$.
Proof. Let $L$ be normal over $K$, let $x$ be in $L^{\operatorname{Gal(L/K)}}$, and let $f$ be the minimal polynomial of $x$ over $K$. Since $L$ is normal, $f$ splits in $L$. Since $L \subseteq K_{\text {sep }}$, the roots of $f$ in $L$ all have multiplicity one. Arguing by contradiction, suppose that $x$ is not in $K$. Then $\operatorname{deg} f>1$, and $f$ has another root $x_{1}$ besides $x$.

Hence we can find a $K$ isomorphism $\varphi: K(x) \rightarrow K\left(x_{1}\right)$ with $\varphi(x)=x_{1}$. The mapping $\varphi$ extends to a field automorphism of $K_{\text {alg }}$, and Proposition 7.24 shows that $\varphi(L)=L$, since $L$ is normal. Thus $\varphi$ defines by restriction a member of $\operatorname{Gal}(L / K)$. Since $\varphi(x)=x_{1}$, we have a contradiction to the assumption that $x$ is in $L^{\mathrm{Gal}(L / K)}=K$.

Conversely let $L^{\operatorname{Gal}(L / K)}=K$. Let $x$ be in $L$, and let $f$ be its minimal polynomial over $K$. Let $x_{1}=x$ and $x_{2}, \ldots, x_{r}$ be the distinct images of $x$ in $L$ under members of $\operatorname{Gal}(L / K)$. These are all roots of $f$, and the roots of $f$ have multiplicity 1 because $x$ lies in $K_{\text {sep }}$. Each member of $\operatorname{Gal}(L / K)$ permutes $x_{1}, \ldots, x_{r}$ and hence acts via a permutation in the symmetric group $\mathfrak{S}_{r}$. Put $g(X)=\prod_{i=1}^{r}\left(X-x_{i}\right)$. Expanding $g$ gives

$$
g(X)=X^{r}-\left(\sum_{i} x_{i}\right) X^{r-1}+\left(\sum_{i<j} x_{i} x_{j}\right) X^{r-2}-\cdots \pm\left(\prod_{i} x_{i}\right) .
$$

Each permutation of $\left\{x_{1}, \ldots, x_{r}\right\}$ fixes the coefficients of $g(X)$, which are members of $L$, and hence the coefficients are in $L^{\operatorname{Gal(L/K)}}=K$. Therefore $g(X)$ is in $K[X]$. Since $g(x)=0, f(X)$ divides $g(X)$. Over $L, g(X)$ splits. By unique factorization in $L[X], f(X)$ must split, too. By Proposition $7.24, L$ is normal over $K$.

To obtain a version of the Fundamental Theorem of Galois Theory in the present context, it is necessary to introduce a topology on each Galois group. An example will illustrate.

Example. Let $K$ be the finite field $\mathbb{F}_{q}$, where $q=p^{r}$ for a prime $p$. If $L_{n}$ is a finite extension of $K$ of degree $n$, then Proposition 9.40 of Basic Algebra shows that $\operatorname{Gal}\left(L_{n} / K\right)$ is cyclic of order $n$, a generator being the Frobenius element $\mathrm{Fr}_{q}$ defined by $\mathrm{Fr}_{q}(x)=x^{q}$. The thing about the Frobenius element is that it really makes sense on all $L_{n}$ 's simultaneously. We know (from Proposition 7.15 for example) that every algebraic extension of $K$ is separable, and hence $K_{\text {sep }}=K_{\text {alg }}$. Here we can view $K_{\text {sep }}$ as an aligned union of the fields $L_{n}$ for $n \geq 1$, and $\mathrm{Fr}_{q}$ really makes sense as a member of $\operatorname{Gal}\left(K_{\text {sep }} / K\right)$ under the same definition: $\operatorname{Fr}_{q}(x)=x^{q}$. On each $L_{n}$, some nonzero power of $\operatorname{Fr}_{q}$ is the identity, but this is no longer true on the infinite field $K_{\text {sep }}$. Thus the mapping $1 \mapsto \operatorname{Fr}_{q}$ extends to a one-one homomorphism of $\mathbb{Z}$ into $\operatorname{Gal}\left(K_{\text {sep }} / K\right)$. However, it is not onto. Any element $\gamma$ of $\operatorname{Gal}\left(K_{\text {sep }} / K\right)$ has the property that for each $n$, there is a unique integer $k_{n}$ with $0 \leq k_{n}<n$ such that $\left.\gamma\right|_{L_{n}}=\operatorname{Fr}_{q}^{k_{n}}$, and the sequence $\left\{k_{n}\right\}$ determines $\gamma$; nevertheless Problem 3 at the end of the chapter shows that the sequence need not ultimately be constant, and therefore $\gamma$ need not be in the image of $\mathbb{Z}$. The Galois group $\operatorname{Gal}\left(K_{\text {sep }} / K\right)$ is instead a certain topological completion of $\mathbb{Z}$ that is usually denoted by $\widehat{\mathbb{Z}}$. Taking the topology into account
will be essential to extending the Fundamental Theorem of Galois Theory, since $\mathbb{Z}$ and $\widehat{\mathbb{Z}}$ are distinct subgroups of $\operatorname{Gal}\left(K_{\text {sep }} / K\right)$ that have the same fixed field, namely $K$ itself.

If $L$ is a normal extension of $K$ with $L \subseteq K_{\text {sep }}$, we shall introduce a topology on $\operatorname{Gal}(L / K)$ to make "close" mean "equal on a large finite-dimensional subspace." With this intuition as a guide, we could define a basic neighborhood of an element $\gamma_{0}$ of $\operatorname{Gal}(L / K)$ by taking finitely many elements $\alpha_{1}, \ldots, \alpha_{n}$ in $K$ and forming

$$
\left\{\gamma \in \operatorname{Gal}(L / K) \mid \gamma \alpha_{i}=\gamma_{0} \alpha_{i} \text { for } 1 \leq i \leq n\right\}
$$

It is more useful, however, to define the topology in another way, and then it will turn out that we indeed would have obtained a neighborhood basis by the above definition. In any event, the topology turns out to be compact Hausdorff and to make $\operatorname{Gal}(L / K)$ into a topological group.

The method we use will be to define the topology as an "inverse limit." Inverse limit is a general notion in category theory defined by a universal mapping property. As usual it consists of an object and a morphism; it need not exist in a general category, but when it does exist, it is unique up to canonical isomorphism. For the category of interest, the objects are the compact (Hausdorff) topological groups, and the morphisms are continuous group homomorphisms. If we wanted to emphasize the category-theory aspects of the construction, we would also need products of this category with itself, but we shall not belabor this point.

Let $I$ be a directed set, i.e., a nonempty partially ordered set under an ordering $\leq$ such that for any $a$ and $b$ in $I$, there is an element $c$ in $I$ with $a \leq c$ and $b \leq c$. We allow ourselves to write $b \geq a$ in place of $a \leq b$ whenever convenient. Two examples of directed sets of particular interest both have $I=\{1,2,3, \ldots\}$; in one case the ordering is given by $a \leq b$ if $a$ divides $b$, and in the other case the ordering is given by the usual notion of inequality.

An inverse system ( $I,\left\{G_{i}\right\},\left\{f_{i j}\right\}$ ) in the category of compact topological groups consists of a directed set $I$, a system of compact topological groups $G_{i}$, one for each $i \in I$, and a system of continuous homomorphisms $f_{i j}: G_{j} \rightarrow G_{i}$, defined whenever $i$ and $j$ are in $I$ with $i \leq j$, such that

- $f_{i i}=1$ for all $i \in I$,
- $f_{i j} \circ f_{j k}=f_{i k}$ whenever $i \leq j \leq k$.


## Examples.

(1) Let $I=\{1,2,3, \ldots\}$ with $a \leq b$ meaning that $a$ divides $b$. Let $G_{a}$ be the cyclic group $\mathbb{Z} / a \mathbb{Z}$ of order $a$. Define $f_{a b}: G_{b} \rightarrow G_{a}$ to be the homomorphism such that $f_{a b}(1+b \mathbb{Z})=1+a \mathbb{Z}$.
(2) Let $I=\{1,2,3, \ldots\}$ with the usual ordering. Fix a prime number $p$, and define $G_{a}$ to be the cyclic group $\mathbb{Z} / p^{a} \mathbb{Z}$ of order $p^{a}$. Define $f_{a b}: G_{b} \rightarrow G_{a}$ to be the homomorphism such that $f_{a b}\left(1+p^{b} \mathbb{Z}\right)=1+p^{a} \mathbb{Z}$.

An inverse limit $\left(G,\left\{f_{i}\right\}_{i \in I}\right)$ of the inverse system $\left(I,\left\{G_{i}\right\},\left\{f_{i j}\right\}\right)$, often written $G=\underset{\leftarrow}{\lim } G_{i}$ and sometimes also called the projective limit, consists of a compact topological group $G$ and continuous homomorphisms $f_{i}: G \rightarrow G_{i}$ such that
(i) $f_{i j} \circ f_{j}=f_{i}$ whenever $i \leq j$,
(ii) whenever $\left(G^{\prime},\left\{f_{i}^{\prime}\right\}_{i \in I}\right)$ is a pair consisting of a compact topological group $G^{\prime}$ and continuous homomorphisms $f_{i}^{\prime}: G^{\prime} \rightarrow G_{i}$ such that $i \leq j$ implies $f_{i j} \circ f_{j}^{\prime}=f_{i}^{\prime}$, then there exists a unique continuous homomorphism $F: G^{\prime} \rightarrow G$ such that $f_{i} \circ F=f_{i}^{\prime}$ for all $i$.
In the two examples the inverse limit group in the first case is $\widehat{Z}$; in the second case the inverse limit is isomorphic to the additive group $\mathbb{Z}_{p}$ of $p$-adic integers. In the first case we omit a description of the homomorphisms $f_{a}: \widehat{\mathbb{Z}} \rightarrow \mathbb{Z} / a \mathbb{Z}$. In the second case the homomorphisms $f_{a}$ are easy to describe: $f_{a}: \mathbb{Z}_{p} \rightarrow \mathbb{Z} / p^{a} \mathbb{Z}$ is given by the composition of the quotient homomorphism $\mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p} / p^{a} \mathbb{Z}_{p}$ and the isomorphism $\mathbb{Z}_{p} / p^{a} \mathbb{Z}_{p} \rightarrow \mathbb{Z} / p^{a} \mathbb{Z}$ asserted by Theorem 6.26e.

Proposition 7.27. In the category of compact topological groups, an inverse system $\left(I,\left\{G_{i}\right\},\left\{f_{i j}\right\}\right)$ has at least one inverse limit, namely $\left(G,\left\{f_{i}\right\}_{i \in I}\right)$ with

$$
\begin{aligned}
& G=\left\{\left(g_{i}\right)_{i \in I} \in \prod_{i \in I} G_{i} \mid f_{i j}\left(g_{j}\right)=g_{i} \text { whenever } i \leq j\right\}, \\
& f_{i}=\text { restriction to } G \text { of the } i^{\text {th }} \text { projection } \prod_{j} G_{j} \rightarrow G_{i}
\end{aligned}
$$

REMARKS. It is to be understood from the statement that $G$ gets the relative topology from $\prod_{i \in I} G_{i}$. We refer to this $\left(G,\left\{f_{i}\right\}_{i \in I}\right)$ as the standard inverse limit of $\left(I,\left\{G_{i}\right\},\left\{f_{i j}\right\}\right)$.

PROOF. If $\left(g_{i}\right)_{i \in I}$ and $\left(g_{i}^{\prime}\right)_{i \in I}$ are in $G$, then the fact that each $f_{i j}$ is a homomorphism implies that $f_{i j}\left(g_{j} g_{j}^{\prime}\right)=g_{i} g_{i}^{\prime}$ and that $f_{i j}\left(g_{j}^{-1}\right)=g_{i}^{-1}$. Therefore $\left(g_{i} g_{i}^{\prime}\right)_{i \in I}$ and $\left(g_{i}^{-1}\right)_{i \in I}$ are in $G$, and $G$ is a group. The subset of $G_{i} \times G_{j}$ with $f_{i j}\left(x_{j}\right)=x_{i}$ is topologically closed, and it follows that $G$ is the intersection of closed sets and hence is closed. Since $\prod_{j \in I} G_{j}$ is compact Hausdorff, $G$ is compact Hausdorff. The continuity of the multiplication and inversion is a consequence of those properties for $\prod_{j \in I} G_{j}$. The $i^{\text {th }}$ projection of $\prod_{j \in I} G_{j}$ onto $G_{i}$ is a continuous homomorphism, and hence so is the restriction of this projection to $G$.

Condition (i) in the definition of inverse limit is immediate, and we have to prove (ii). Let $\left(G^{\prime},\left\{f_{i}^{\prime}\right\}_{i \in I}\right)$ be given with each $f_{i}^{\prime}: G^{\prime} \rightarrow G_{i}$ having the property that $i \leq j$ implies $f_{i j} \circ f_{j}^{\prime}=f_{i}^{\prime}$. For each $g^{\prime}$ in $G^{\prime}$, the $I$-tuple $\left(f_{i}^{\prime}\left(g^{\prime}\right)\right)_{i \in I}$ is a member of $\prod_{i} G_{i}$, and the map $g^{\prime} \mapsto\left(f_{i}^{\prime}\left(g^{\prime}\right)\right)_{i \in I}$ is continuous into the product topology because each entry is continuous. If $i \leq j$, then
the tuple $\left(f_{i}^{\prime}\left(g^{\prime}\right)\right)_{i \in I}$ has the property that $f_{i j}\left(f_{j}^{\prime}\left(g^{\prime}\right)\right)=f_{i}^{\prime}\left(g^{\prime}\right)$ because of the given compatibility condition for the $f_{i}^{\prime \prime}$ s. Therefore the map $F$ given by $g^{\prime} \mapsto$ $\left(f_{i}^{\prime}\left(g^{\prime}\right)\right)_{i \in I}$ has its image in the subset $G$ of $\prod_{i} G_{i}$, and it is evidently a continuous group homomorphism. The map $F$ proves the existence assertion in (ii) because $f_{i} \circ F\left(g^{\prime}\right)=f_{i}\left(\left(f_{j}^{\prime}\left(g^{\prime}\right)\right)_{j \in I}\right)=f_{i}^{\prime}\left(g^{\prime}\right)$.

For uniqueness, suppose that $H: G^{\prime} \rightarrow G$ is a continuous homomorphism such that $f_{i} \circ H=f_{i}^{\prime}$ for all $i$. For each $g^{\prime} \in G^{\prime}$, we have $f_{i}\left(H\left(g^{\prime}\right)\right)=f_{i}^{\prime}\left(g^{\prime}\right)$. Thus $H\left(g^{\prime}\right)$ is the member $\left(g_{i}\right)_{i \in I}$ of $\prod_{i \in I} G_{i}$ for which $g_{i}=f_{i}^{\prime}\left(g^{\prime}\right)$ for all $i$. Hence $H$ is uniquely determined.

Proposition 7.28. In the category of compact topological groups, any two inverse limits for an inverse system ( $I,\left\{G_{i}\right\},\left\{f_{i j}\right\}$ ) are canonically isomorphic.

Proof. This is a special case of the uniqueness in category theory of objects having a specific universal mapping property, as established in Basic Algebra.

It is important in applications that the inverse limit of an inverse system of compact groups depend only on what happens far out in the directed set. We have not yet used that the indexing set is a directed set, rather than merely a partially ordered set, and we shall use this property now.

Corollary 7.29. Let $I$ be a directed set, let $j_{0}$ be in $I$, and let $I^{\prime}$ be the set of members of $I$ that are $\geq j_{0}$. If ( $I,\left\{G_{i}\right\},\left\{f_{i j}\right\}$ ) is an inverse system of compact groups, then the two inverse systems ( $I,\left\{G_{i}\right\},\left\{f_{i j}\right\}$ ) and ( $I^{\prime},\left\{G_{i}\right\},\left\{f_{i j}\right\}$ ) have canonically isomorphic inverse limits, the isomorphism of the standard inverse limit $G \subseteq \prod_{i \in I} G_{i}$ onto the standard inverse limit $G^{\prime} \subseteq \prod_{i \geq j_{0}} G_{i}$ being given by projection to the coordinates $\geq j_{0}$.

Proof. Let $P: G \rightarrow G^{\prime}$ be the projection, and let $f_{i}^{\prime}: G^{\prime} \rightarrow G_{i}$ for $i \geq j_{0}$ be the associated maps. Certainly $f_{i}^{\prime} \circ P=f_{i}$ for $i \geq j_{0}$. We shall extend the definition of $f_{i}^{\prime}$ to apply to all $i \in I$. If $i \in I$ is given, we use the fact that $I$ is directed to choose $i^{\prime}$ with $i^{\prime} \geq i$ and $i^{\prime} \geq j_{0}$. Define $f_{i}^{\prime}=f_{i i^{\prime}} \circ f_{i^{\prime}}^{\prime}$. Let us see that $f_{i}^{\prime}$ is well defined. Let $i^{\prime \prime}$ have $i^{\prime \prime} \geq i$ and $i^{\prime \prime} \geq j_{0}$. Choose $i^{\prime \prime \prime}$ with $i^{\prime \prime \prime} \geq i^{\prime}$ and $i^{\prime \prime \prime} \geq i^{\prime \prime}$. The computation

$$
f_{i i^{\prime \prime \prime}} \circ f_{i^{\prime \prime \prime}}^{\prime}=f_{i i^{\prime}} \circ f_{i^{\prime} i^{\prime \prime \prime}} \circ f_{i^{\prime \prime \prime}}^{\prime}=f_{i i^{\prime}} \circ f_{i^{\prime}}^{\prime}
$$

shows that $i^{\prime}$ and $i^{\prime \prime \prime}$ yield the same definition of $f_{i}^{\prime}$, and a similar argument shows that $i^{\prime \prime}$ and $i^{\prime \prime \prime}$ yield the same definition. Therefore $i^{\prime}$ and $i^{\prime \prime}$ yield the same definition. Thus $f_{i}^{\prime}$ is now defined for all $i$ in $I$.

We shall show that $\left(G^{\prime},\left\{f_{i}^{\prime}\right\}_{i \in I}\right)$ is an inverse limit of $\left(I,\left\{G_{i}\right\},\left\{f_{i j}\right\}\right)$, and then the corollary follows from Proposition 7.28. Property (i) of inverse limits is built into the definition of the homomorphisms $f_{i}^{\prime}$. For property (ii) of $G^{\prime}$, suppose that
( $\widetilde{G},\left\{\tilde{f}_{i}\right\}_{i \in I}$ ) is a pair consisting of a compact topological group $\widetilde{G}$ and continuous homomorphisms $\widetilde{f_{i}}: \widetilde{G} \rightarrow G_{i}$ such that $i \leq j$ implies $f_{i j} \circ \widetilde{f_{j}}=\widetilde{f_{i}}$. By (ii) for existence with $G$, find a continuous homomorphism $F: \widetilde{G} \rightarrow G$ with $f_{i} \circ F=\widetilde{f_{i}}$ for all $i$. Substituting from $f_{i}^{\prime} \circ P=f_{i}$, we obtain $f_{i}^{\prime} \circ(P \circ F)=\widetilde{f}_{i}$, and this says that $P \circ F: \widetilde{G} \rightarrow G^{\prime}$ is the map we seek for the existence in (ii) for $G^{\prime}$. For uniqueness in (ii), suppose that $F^{\prime}: \widetilde{G} \rightarrow G^{\prime}$ satisfies $f_{i}^{\prime} \circ F^{\prime}=\widetilde{f_{i}}$ for all $i$. Then $f_{i}^{\prime} \circ F^{\prime}=f_{i}^{\prime} \circ(P \circ F)$ for $i \geq j_{0}$. By (ii) for uniqueness with $G^{\prime}, F^{\prime}=P \circ F$. This says that the map from $\widetilde{G}$ to $G^{\prime}$ in (ii) is unique.

Let us now apply these considerations to topologize Galois groups of infinite separable normal algebraic extensions. The topologized Galois group will be the inverse limit of finite Galois groups, each with the discrete topology. ${ }^{10}$

We return to our field $K$, its algebraic closure $K_{\text {alg }}$, and its separable algebraic closure $K_{\text {sep }}$ within $K_{\text {alg }}$. Let $L$ be a field with $K \subseteq L \subseteq K_{\text {sep }}$, and assume that $L / K$ is a normal extension, not necessarily finite. We shall topologize $\operatorname{Gal}(L / K)$. Let $x$ be any element of $L$, and let $F$ be the finite extension $F=K(x)$ of $K$. If $f$ is the minimal polynomial of $x$ over $K$, then $f$ has a root in $L$ and must split in $L$ because $L / K$ is normal. Let $x_{1}, \ldots, x_{n}$ be the roots of $f$, with $x_{1}=x$. Then $E=K\left(x_{1}, \ldots, x_{n}\right)$ is a finite normal extension of $K$ with $K \subseteq F \subseteq E \subseteq L$. Since $x$ is arbitrary in $L, L$ is the union of all the finite normal extensions of $K$ lying within $L$.

For each pair ( $E, E^{\prime}$ ) of normal extensions of $K$ with $K \subseteq E \subseteq E^{\prime} \subseteq L$, Proposition 7.24 gives us restriction homomorphisms $\varphi_{E E^{\prime}}: \operatorname{Gal}\left(E^{\prime} / K\right) \rightarrow$ $\operatorname{Gal}(E / K)$. We write $\varphi_{E}$ for the special case that $E^{\prime}=L$, so that $\varphi_{E L}=\varphi_{E}$. If $K \subseteq E \subseteq E^{\prime} \subseteq E^{\prime \prime} \subseteq L$, then $\varphi_{E E^{\prime}} \circ \varphi_{E^{\prime} E^{\prime \prime}}=\varphi_{E E^{\prime \prime}}$, and consequently the system

$$
\left(\left\{\begin{array}{l}
E \text { finite normal } \\
\text { extension of } K \\
\text { in } L
\end{array}\right\},\{\operatorname{Gal}(E / K)\},\left\{\varphi_{E E^{\prime}}\right\}\right)
$$

is an inverse system of (discrete finite) topological groups. Meanwhile, we can form the $\operatorname{group} \operatorname{Gal}(L / K)$ and the system $\left\{\varphi_{E}\right\}$ of homomorphisms with $\varphi_{E}=$ $\varphi_{E L}$.

Proposition 7.30. With the above notation, the group $\operatorname{Gal}(L / K)$ may be identified with the underlying abstract group of the inverse limit $\lim _{L \leftarrow E} \operatorname{Gal}(E / K)$, taken over finite normal extensions $E / K$ with $E \subseteq L$, in such a way that the homomorphisms $\varphi_{E}$ become the homomorphisms of the inverse limit.

[^86]Proof. Let $G=\lim _{L \leftarrow E} \operatorname{Gal}(E / K)$, put $G_{E}=\operatorname{Gal}(E / K)$, and regard $G$ as the standard inverse limit given as in Proposition 7.27:

$$
G=\left\{\left(\gamma_{E}\right)_{E} \in \prod_{E} G_{E} \mid \varphi_{E E^{\prime}}\left(\gamma_{E^{\prime}}\right)=\gamma_{E} \text { whenever } E \subseteq E^{\prime}\right\} .
$$

For each $E$, we have a homomorphism $\varphi_{E}: \operatorname{Gal}(L / K) \rightarrow G_{E}$, and the product of the values of these defines a homomorphism $\Phi: \operatorname{Gal}(L / K) \rightarrow \prod_{E} G_{E}$. The relations $\varphi_{E E^{\prime}} \circ \varphi_{E^{\prime} E^{\prime \prime}}=\varphi_{E E^{\prime \prime}}$ show that the image of $\Phi$ is contained in the subgroup $G$ of $\prod_{E} G_{E}$. We shall show that $\Phi: \operatorname{Gal}(L / K) \rightarrow G$ is one-one onto.

Let us see that $\Phi$ is one-one. If $\gamma \neq 1$ is in $\operatorname{Gal}(L / K)$, then there exists $x \in K$ with $\gamma(x) \neq x$. Let $E$ be a finite normal extension of $K$ within $L$ containing $x$. Then $\left.\gamma\right|_{E} \neq 1$, and thus $\varphi_{E}(\gamma) \neq 1$. Hence $\Phi(\gamma) \neq 1$, and $\Phi$ is one-one.

Let us see that $\Phi$ is onto $G$. Let $\left(\gamma_{E}\right)_{E} \in G$ be given. For $x$ in $L$, choose a finite normal $E$ with $x \in E$ and $E \subseteq L$, and define $\gamma(x)=\gamma_{E}(x)$. The relations among the $\varphi_{E E^{\prime}}$ show that this definition of $\gamma(x)$ is independent of the choice of $E$, and $\gamma$ is therefore a field map of $L$ into itself. Certainly $\gamma$ fixes $K$, and we can construct an inverse to $\gamma$ from the mappings $\gamma_{E}^{-1}$. Thus $\gamma$ is in $\operatorname{Gal}(L / K)$. Application of $\Phi$ gives $\Phi(\gamma)=\left(\varphi_{E}(\gamma)\right)_{E}=\left(\gamma_{E}\right)_{E}$, and $\Phi$ is onto.

Using Proposition 7.30, we transfer the topology from $\lim _{L \leftarrow E} \operatorname{Gal}(E / K)$ to $\operatorname{Gal}(L / K)$, and we can now regard $\operatorname{Gal}(L / K)$ as a compact topological group. For any finite normal extension $F$ of $K$ with $F \subseteq L$, consider the group $\operatorname{Gal}(L / F)$. The inverse-limit topology identifies $\operatorname{Gal}(L / K)$ with a subgroup of $\prod_{E \supseteq K} \operatorname{Gal}(E / K)$, the product being taken over all finite normal extensions $E$ of $K$ contained in $L$, and Corollary 7.29 allows us to identify $\operatorname{Gal}(L / K)$ with a subgroup of

$$
\prod_{E \supseteq F} \operatorname{Gal}(E / K)
$$

the product being taken over all finite normal extensions $E$ of $F$ contained in $L$. Under this identification $\operatorname{Gal}(L / F)$ is identified with the subgroup of elements $\gamma$ of the image of $\operatorname{Gal}(L / K)$ for which $\varphi_{F}(\gamma)=1$. Since $\varphi_{F}$ is continuous, this is a closed set. In turn, this set equals the image of $\operatorname{Gal}(L / F)$ in the subset

$$
\prod_{E \supseteq F} \operatorname{Gal}(E / F) .
$$

The latter gives the standard inverse limit topology on $\operatorname{Gal}(L / F)$. Except for some details, the conclusion is as follows.

Corollary 7.31. With the notation of Proposition 7.30, give $\operatorname{Gal}(L / K)$ the inverse-limit topology. If $F$ is a finite normal extension of $K$ contained in $L$, then $\operatorname{Gal}(L / F)$ is a closed subgroup of $\operatorname{Gal}(L / K)$, and the relative topology on $\operatorname{Gal}(L / F)$ coincides with the inverse-limit topology of $\operatorname{Gal}(L / F)$. The subgroup $\operatorname{Gal}(L / F)$ of $\operatorname{Gal}(L / K)$ is a normal subgroup of finite index in $\operatorname{Gal}(L / K)$. Being a closed subgroup of finite index, it is an open subgroup.

Proof. We still need to prove that $\operatorname{Gal}(L / F)$ has finite index in $\operatorname{Gal}(L / K)$. Proposition 7.24 shows that the restriction to $F$ of any member of $\operatorname{Gal}(L / K)$ is an automorphism of $F$. Since $F$ is a finite extension of $K$, there are only finitely many possibilities for this automorphism. If two elements $\gamma$ and $\gamma^{\prime}$ of $\operatorname{Gal}(L / K)$ restrict to the same automorphism of $F$, then $\gamma^{-1} \gamma^{\prime}$ is a member of $\operatorname{Gal}(L / K)$ fixing $F$, i.e., a member of $\operatorname{Gal}(L / F)$. Thus $\gamma^{\prime}$ lies in the coset $\gamma \operatorname{Gal}(L / F)$, and we conclude that there are only finitely many cosets. Since every member of $\operatorname{Gal}(L / K)$ restricts on $F$ to an automorphism of $F$, the subgroup of members of $\operatorname{Gal}(L / K)$ restricting to the identity on $F$ is a normal subgroup. Thus $\operatorname{Gal}(L / F)$ is normal in $\operatorname{Gal}(L / K)$.

Corollary 7.32. With the notation of $\operatorname{Proposition~7.30,~} \operatorname{Gal}(L / K)$ has a system of open normal subgroups with intersection $\{1\}$. Hence the same thing is true of any closed subgroup of $T$ of $\operatorname{Gal}(L / K)$. Moreover, if $U$ is any open neighborhood of 1 in $T$, then some open normal subgroup lies in $U$; consequently the open normal subgroups of $T$ form a neighborhood base about the identity.

Proof. The open normal subgroups in the first conclusion are the subgroups $\operatorname{Gal}(L / F)$ as in Corollary 7.31. Since every member of $L$ lies in some finite normal extension of $K$ within $L$, a member of $\operatorname{Gal}(L / K)$ cannot lie in every $\operatorname{Gal}(L / F)$ unless it is the identity on $L$.

Let $U$ be an open neighborhood of 1 in the closed subgroup $T$ of $\operatorname{Gal}(L / K)$. The set-theoretic complement $U^{c}$ of $U$ in $T$ is a compact set, and the complements of the open normal subgroups of $T$ are open sets whose union covers $U^{c}$, by the result of the previous paragraph. By compactness finitely many complements of open normal subgroups of $T$ together cover $U^{c}$. The intersection of these open normal subgroups is then an open normal subgroup contained in $U$.

Theorem 7.33 (Fundamental Theorem of Galois Theory). Let $K$ be a field, and let $K_{\text {alg }}$ be an algebraic closure, so that $K \subseteq K_{\text {sep }} \subseteq K_{\text {alg }}$. Let $L$ be a normal extension of $K$ lying in $K_{\text {sep }}$. Let $\mathcal{S}$ be the set of all closed subgroups of $\operatorname{Gal}(L / K)$, and let $\mathcal{F}$ be the set of all intermediate fields between $K$ and $L$. Then $F \mapsto \operatorname{Gal}(L / F)$ is a one-one mapping of $\mathcal{F}$ onto $\mathcal{S}$ with inverse $S \mapsto L^{S}, L^{S}$ being the fixed field within $L$ of the group $S$.

Proof. First we show that $\operatorname{Gal}(L / F)$ is closed; Corollary 7.31 shows this only when $F$ is a normal extension of $K$. Let $\left\{F_{\alpha}\right\}$ be the set of all finite extensions
of $K$ contained in $F$. Then $F=\bigcup_{\alpha} F_{\alpha}$, and thus $\operatorname{Gal}(L / F)=\bigcap_{\alpha} \operatorname{Gal}\left(L / F_{\alpha}\right)$. Each $F_{\alpha}$ is contained in a finite normal extension $E_{\alpha}$ of $K$ lying in $L$, and hence $\operatorname{Gal}\left(L / F_{\alpha}\right) \supseteq \operatorname{Gal}\left(L / E_{\alpha}\right)$. Corollary 7.31 shows that $\operatorname{Gal}\left(L / E_{\alpha}\right)$ is an open subgroup of $\operatorname{Gal}(L / K)$, and hence the larger subgroup $\operatorname{Gal}\left(L / F_{\alpha}\right)$ is open (as a union of cosets, each of which is open). Open subgroups are closed. Thus $\operatorname{Gal}\left(L / F_{\alpha}\right)$ is closed, and so is $\operatorname{Gal}(L / F)=\bigcap_{\alpha} \operatorname{Gal}\left(L / F_{\alpha}\right)$.

Next if $F$ is in $\mathcal{F}$, then the inclusion $L \supseteq F$ and the fact that $L$ is normal over $K$ together imply that $L$ is normal over $F$. By Corollary $7.26, F=L^{\operatorname{Gal}(L / F)}$. Hence $F \mapsto \operatorname{Gal}(L / F)$ is one-one, and $S \mapsto L^{S}$ is a left inverse of it.

Finally we show that $S \mapsto L^{S}$ is a right inverse by showing that $\operatorname{Gal}\left(L / L^{S}\right)=S$ for any closed subgroup $S$ of $\operatorname{Gal}(L / K)$. Define $T=\operatorname{Gal}\left(L / L^{S}\right)$. Certainly $S \subseteq T$. The previous step shows that $F=L^{\operatorname{Gal}(L / F)}$ for all $F \in \mathcal{F}$. Taking $F=L^{S}$ gives $L^{S}=L^{\operatorname{Gal}\left(L / L^{S}\right)}=L^{T}$. Let $V$ be an arbitrary open normal subgroup of $T$, and put $E=L^{V}$. The members of $T / V$ give well-defined automorphisms of $E$, and

$$
\begin{equation*}
E^{T / V}=\left(L^{V}\right)^{T / V}=L^{T}=L^{S}=\left(L^{V}\right)^{S V / V}=E^{S V / V} \tag{*}
\end{equation*}
$$

The group $T / V$ is a finite group of automorphisms of $E$ fixing $K$, and Corollary 9.37 of Basic Algebra, when applied to the group $T / V$ and the separable extension $E / E^{T / V}$, shows that $T / V=\operatorname{Gal}\left(E / E^{T / V}\right)$. Similarly it shows that $S V / V=$ $\operatorname{Gal}\left(E / E^{S V / V}\right) . \mathrm{By}(*), T / V=S V / V$, i.e., $T=S V$. Corollary 7.32 shows that the open normal subgroups of $T$ form a neighborhood base about the identity of $T$. From the equality $T=S V$ for arbitrary $V$, let us see that

$$
S \text { is dense in } T \text {. }
$$

Arguing by contradiction, let $g$ be in $T$ but not in the closure of $S$. Find $V$ small enough so that $g V^{-1} \cap S=\varnothing$. From $T=S V$, we can write $g=s v$ with $s \in S$ and $v \in V$. Then $s v V^{-1} \cap S=\varnothing$, and hence $v V^{-1} \cap S=\varnothing$. This last equality is a contradiction, since the identity lies in $v V^{-1}$, and $(* *)$ is proved. Since $S$ is closed, it follows from $(* *)$ that $S=T$. But $T=\operatorname{Gal}\left(L / L^{S}\right)$ by definition. Therefore $\operatorname{Gal}\left(L / L^{S}\right)=S$, and the proof of the theorem is complete.

Theorem 7.34. Let $K$ be a perfect field, and $L$ be an algebraically closed field containing $K$. Then the only members of $L$ fixed by every element of $\operatorname{Gal}(L / K)$ are the members of $K$.

Proof. Proposition 7.15 shows that $K_{\text {sep }}=K_{\text {alg }}$, and Corollary 7.26 implies that the only members of $K_{\text {alg }}$ fixed by $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ are the members of $K$. Thus we are done unless $L$ contains elements not in $K_{\text {alg }}$.

Let $x$ and $y$ be any two members of $L$ not in $K_{\text {alg }}$, and let $\psi$ be in $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$. The singleton sets $\{x\}$ and $\{y\}$ are transcendence sets over $K_{\text {alg }}$, and Lemma 7.6
shows that they can be extended to transcendence bases of $L$ over $K_{\text {alg }}$. Call these transcendence bases $E$ and $F$, respectively. Theorem 7.9 shows that $E$ and $F$ have the same cardinality. Therefore there exists a one-one function $\varphi$ of $E$ onto $F$ such that $\varphi(x)=y$. This function $\varphi$ extends uniquely to a field map $\Phi$ of $K_{\text {alg }}(E)$ onto $K_{\text {alg }}(F)$ that restricts to $\psi$ on $K_{\text {alg }}$. Theorem 7.7 shows that $L$ is an algebraic extension of $K_{\text {alg }}(E)$ and of $K_{\text {alg }}(F)$; hence $L$ is an algebraic closure of $K_{\text {alg }}(E)$ and of $K_{\text {alg }}(F)$. The composition of $\Phi$ followed by inclusion is a field map of $K_{\text {alg }}(E)$ into $L$, and Theorem 9.23 of Basic Algebra shows that it can be extended to a field map $\widetilde{\Phi}$ of $L$ into $L$. Since $\widetilde{\Phi}(L)$ is an algebraic closure of $K_{\text {alg }}(F), \widetilde{\Phi}(L)=L$. Thus there exists a member $\widetilde{\Phi}$ of $\operatorname{Gal}\left(L / K_{\text {alg }}\right)$ with $\widetilde{\Phi}(x)=y$ such that $\left.\widetilde{\Phi}\right|_{K_{\text {alg }}}=\psi$.

Taking $\psi$ to be the identity shows that no element of $L$ transcendental over $K$ is fixed by $\operatorname{Gal}(L / K)$. If an element $z$ of $K_{\text {alg }}$ is given that is not in $K$, then the first paragraph of the proof produces a member $\psi$ of $\operatorname{Gal}\left(K_{\mathrm{alg}} / K\right)$ that moves $z$. Applying the result of the second paragraph to this $\psi$ with $x$ arbitrary and with $y=x$ shows that $\psi$ extends to a member of $\operatorname{Gal}(L / K)$ that moves $z$.

## 7. Problems

1. Let $L / K$ be a field extension in characteristic $p$. Prove that the set of elements of $L$ that are purely inseparable over $K$ is a subfield of $L$.
2. In characteristic $p$, let $K(\alpha)$ be an algebraic extension of a field $K$, and form the inclusions $K \subseteq K\left(\alpha^{p^{e}}\right) \subseteq K(\alpha)$, where $\alpha^{p^{e}}$ is the smallest power of $\alpha$ that is separable over $K$. Prove that the subfield of separable elements in the extension $K(\alpha) / K$ consists exactly of $K\left(\alpha^{p^{e}}\right)$, i.e., that no separable elements of $K(\alpha)$ over $K$ lie outside $K\left(\alpha^{p^{e}}\right)$.
3. Partially order the positive integers by saying that $a \leq b$ if $a$ divides $b$. Let ( $\widehat{\mathbb{Z}},\left\{f_{a}\right\}_{a \geq 1}$ ) be the inverse limit of the cyclic groups $\mathbb{Z} / a \mathbb{Z}$, with the homomorphism $f_{a b}$ from $\mathbb{Z} / b \mathbb{Z}$ to $\mathbb{Z} / a \mathbb{Z}$ being given by $f_{a b}(1+b \mathbb{Z})=1+a \mathbb{Z}$ when $a$ divides $b$. Each member $c$ of $\mathbb{Z}$ defines a member $z_{c}$ of $\widehat{\mathbb{Z}}$ such that $f_{a}\left(z_{c}\right)=c+a \mathbb{Z}$ for all $a$. Exhibit some other explicit member of $\widehat{\mathbb{Z}}$.
4. Prove that the only members of $\mathbb{C}$ fixed by all members of $\operatorname{Gal}(\mathbb{C} / \mathbb{Q})$ are the members of $\mathbb{Q}$. What members of $\mathbb{R}$ are fixed by $\operatorname{Gal}(\mathbb{R} / \mathbb{Q})$ ?
5. By making use of the field $K=\mathbb{Q}(\sqrt{2}, \sqrt{3}, \sqrt{5}, \sqrt{7}, \ldots)$, show that there exist subgroups of $\operatorname{Gal}\left(\mathbb{Q}_{\text {alg }} / \mathbb{Q}\right)$ of index 2 that are not open.

Problems 6-14 concern primary ideals and make use of the notion of the radical $\sqrt{I}$ of an ideal $I$ as defined in Section 1. Throughout, $R$ will denote a commutative ring with identity. A proper ideal $I$ of $R$ is primary if whenever $a$ and $b$ are in $R, a b$ is
in $I$, and $a$ is not in $I$, then $b^{m}$ is in $I$ for some integer $m>0$. It is immediate that every prime ideal is primary.
6. Prove that an ideal $I$ of $R$ is primary if and only if every zero divisor in $R / I$ is nilpotent (in the sense that some power of it is 0 ), if and only if 0 is primary in $R / I$.
7. (a) Prove that if $I$ is a primary ideal, then $\sqrt{I}$ is a prime ideal. (Educational note: In this case the prime ideal $\sqrt{I}$ is called the associated prime ideal to $I$.)
(b) Prove that if $I$ is any ideal and if $I \subseteq J$ for a prime ideal $J$, then $\sqrt{I} \subseteq J$.
8. (a) Show that the primary ideals in $\mathbb{Z}$ are 0 and $\left(p^{n}\right)$ for $p$ prime and $n>0$.
(b) Let $R=\mathbb{C}[x, y]$ and $I=\left(x, y^{2}\right)$. Use Problem 6 to show that $I$ is primary. Show that $P=\sqrt{I}$ is given by $P=(x, y)$. Deduce that $P^{2} \varsubsetneqq I \varsubsetneqq P$ and that a primary ideal is not necessarily a power of a prime ideal.
(c) Let $K$ be a field, let $R=K[X, Y, Z] /\left(X Y-Z^{2}\right)$, and let $x, y, z$ be the images of $X, Y, Z$ in $R$. Show that $P=(x, z)$ is prime by showing that $R / P$ is an integral domain. Show that $P^{2}$ is not primary by starting from the fact that $x y=z^{2}$ lies in $P^{2}$.
9. Prove that if $I$ is an ideal such that $\sqrt{I}$ is maximal, then $I$ is primary. Deduce that the powers of a maximal ideal are primary.
10. An ideal is reducible if it is the finite intersection of ideals strictly containing it; otherwise it is irreducible.
(a) Show that every prime ideal is irreducible.
(b) Let $R=\mathbb{C}[x, y]$, and let $I$ be the maximal ideal $(x, y)$. Show that $I^{2}$ is primary and that the equality $I^{2}=\left(R x+I^{2}\right) \cap\left(R y+I^{2}\right)$ exhibits $I^{2}$ as reducible.
11. Prove that if $R$ is Noetherian, then every ideal is a finite intersection of proper irreducible ideals. (The ideal $R$ is understood to be an empty intersection.)
12. Suppose that $R$ is Noetherian and that $Q$ is a proper irreducible ideal in $R$. Prove that 0 is primary in $R / Q$, and deduce that $Q$ is primary in $R$.
13. Prove that if $Q_{1}, \ldots, Q_{n}$ are primary ideals in $R$ that all have $\sqrt{Q_{i}}=P$, then $Q=\bigcap_{i=1}^{n} Q_{i}$ is primary with $\sqrt{Q}=P$.
14. (Lasker-Noether Decomposition Theorem) The expression $I=\bigcap_{i=1}^{n} Q_{i}$ of an ideal $I$ as an intersection of primary ideals $Q_{i}$ is said to be irredundant if
(i) no $Q_{i}$ contains the intersection of the other ones, and
(ii) the $Q_{i}$ have distinct associated prime ideals.

Prove that if $R$ is Noetherian, then every ideal is the irredundant intersection of finitely many primary ideals.

## CHAPTER VIII

## Background for Algebraic Geometry


#### Abstract

This chapter introduces aspects of the algebraic theory of systems of polynomial equations in several variables.


Section 1 gives a brief history of the subject, treating it as one of two early sources of questions to be addressed in algebraic geometry.

Section 2 introduces the resultant as a tool for eliminating one of the variables in a system of two such equations. A first form of Bezout's Theorem is an application, saying that if $f(X, Y)$ and $g(X, Y)$ are polynomials of respective degrees $m$ and $n$ whose locus of common zeros has more than $m n$ points, then $f$ and $g$ have a nontrivial common factor. This version of the theorem may be regarded as pertaining to a pair of affine plane curves.

Section 3 passes to projective plane curves, which are nonconstant homogeneous polynomials in three variables, two such being regarded as the same if they are multiples of one another. Versions of the resultant and Bezout's Theorem are valid in this context, and two projective plane curves defined over an algebraically closed field always have a common zero.

Sections 4-5 introduce intersection multiplicity for projective plane curves. Section 4 treats a line and a curve, and Section 5 treats the general case of two curves. The theory in Section 4 is completely elementary, and a version of Bezout's Theorem is proved that says that a line and a curve of degree $d$ have exactly $d$ common zeros, provided the underlying field is algebraically closed, the zeros are counted as often as their intersection multiplicities, and the line does not divide the curve. Section 5 makes more serious use of algebraic background, particularly localizations and the Nullstellensatz. It gives an indication that ostensibly simple phenomena in the subject can require sophisticated tools to analyze.

Section 6 proves a version of Bezout's Theorem appropriate for the context of Section 5: if $F$ and $G$ are two projective plane curves of respective degrees $m$ and $n$ over an algebraically closed field, then either they have a nontrivial common factor or they have exactly $m n$ common zeros when the intersection multiplicities of the zeros are taken into account.

Sections 7-10 concern Gröbner bases, which are finite generating sets of a special kind for ideals in a polynomial algebra over a field. Section 7 sets the stage, introducing monomial orders and defining Gröbner bases. Section 8 establishes a several-variable analog of the division algorithm for polynomials in one variable and derives from it a usable criterion for a finite set of generators to be a Gröbner basis. From this it is easy to give a constructive proof of the existence of Gröbner bases and to obtain as consequences solutions of the ideal-membership problem and the proper-ideal problem. Section 9 obtains a uniqueness theorem under the condition that the Gröbner basis be reduced. Adjusting a Gröbner basis to make it reduced is an easy matter. A consequence of the uniqueness result is a solution of the ideal-equality problem. Section 10 gives two theorems concerning solutions of systems of polynomial equations. The Elimination Theorem identifies in terms of Gröbner bases those members of the ideal that depend only on a certain subset of the variables. The Extension Theorem, proved under the additional assumption that the underlying field is algebraically closed,
gives conditions under which a solution to the subsystem of equations that depend on all but one variable can be extended to a solution of the whole system. The latter theorem makes use of the theory of resultants.

## 1. Historical Origins and Overview

Modern algebraic geometry grew out of early attempts to solve simultaneous polynomial equations in several variables and out of the theory of Riemann surfaces. We shall discuss the first of these sources in the present chapter and the second of the sources in Chapter IX.

Serious consideration of simultaneous polynomial equations of degree $>2$ dates to a 1750 book $^{1}$ by Gabriel Cramer (1704-1752), who may be better known for Cramer's rule in connection with determinants. Cramer was interested in various aspects of the zero loci of polynomials in two variables with real coefficients. Thinking of the zero locus, we refer to a nonconstant polynomial in two variables as a plane curve.

One of the problems of interest to Cramer was to find the number of points in the plane that would uniquely determine a plane curve of degree $n$ up to a constant multiple. Cramer gave the answer $\frac{1}{2} n(n+3)$ to this problem. For example, when $n=2$, if we normalize matters by taking the coefficient of $x^{2}$ to be 1 , then the possible quadratic polynomials

$$
f(x, y)=x^{2}+b x y+c y^{2}+d x+e y+f
$$

involve five unknown coefficients. Each condition $f\left(x_{i}, y_{i}\right)=0$ gives a linear condition on the coefficients, and Cramer was able to write down explicitly a plane curve through the given points in question by introducing determinants and applying his rule to solve the problem.

Already with this much description the reader will see a certain subtlety - that there will be special choices of the five points for which existence or uniqueness will fail. We could also ask about the effect of multiplicities: what does it mean geometrically to take two or more of the points to be equal, and how does such an occurrence affect the number of points that can be specified?

Cramer noticed a subtlety that is less easy to resolve, even in hindsight. If we are given any two plane curves of degree 3 , then Cardan's formula says that we can solve one equation for $y$ in terms of $x$, obtaining three expressions in $x$; then we can substitute for $y$ in the other equation each of the three expressions in $x$ and obtain a cubic equation in $x$ each time. In other words, we should expect up to 9 points of intersection for two cubics, and 9 should sometimes occur. (The various

[^87]forms of Bezout's Theorem, which came a little later, confirm this argument.) The number of points that determine a cubic completely is $\frac{1}{2} n(n+3)$ for $n=3$, i.e., is 9 . Thus we have 9 points determining a unique cubic, and yet the second cubic goes through these 9 points as well. What is happening? This question has come to be known as Cramer's paradox.

Explaining this kind of mystery became an early impetus for the development of algebraic geometry.

The question of the number of points of intersection had been the subject of conjecture for some time earlier, and it was expected that two plane curves of respective total degrees $m$ and $n$ in some sense had $m n$ points of intersection. Étienne Bezout (1730-1783) took up this question and dealt with parts of it rigorously. The quadratic case can be solved by finding one variable in terms of the other and by substituting, but let us handle it by the method that Bezout used. If we view each polynomial as quadratic in $y$ and having coefficients that depend on $x$, then we have a system

$$
\begin{aligned}
& a_{0}+a_{1} y+a_{2} y^{2}=0, \\
& b_{0}+b_{1} y+b_{2} y^{2}=0 .
\end{aligned}
$$

Instead of regarding this as a system of two equations for $y$, we regard it as a system of two homogeneous linear equations for variables $x_{0}, x_{1}, x_{2}$, where $x_{0}=1, x_{1}=y, x_{2}=y^{2}$. We can get two further equations by multiplying each equation by $y$ :

$$
\begin{aligned}
& a_{0} y+a_{1} y^{2}+a_{2} y^{3}=0, \\
& b_{0} y+b_{1} y^{2}+b_{2} y^{3}=0,
\end{aligned}
$$

and then we have four homogeneous linear equations for $x_{0}=1, x_{1}=y, x_{2}=$ $y^{2}, x_{3}=y^{3}$. Since the system has the nonzero solution ( $1, y, y^{2}, y^{3}$ ), the determinant of the coefficient matrix must be 0 . Remembering that the coefficients depend on $x$, we see that we have eliminated the variable $y$ and obtained a polynomial equation for $x$ without using any solution formula for polynomials in one variable. The device that Bezout introduced for this purpose - the determinant of the coefficient matrix - is called the resultant of the system and is a fundamental tool in handling simultaneous polynomial equations. With it Bezout went on in 1779 to give a rigorous proof that when two polynomials in $(x, y)$ are set equal to 0 simultaneously, one of degree $m$ and the other of degree $n$, then there cannot be more than $m n$ solutions unless the two polynomials have a common factor. This is a first form of Bezout's Theorem and is proved in Section 2.

In order to have a chance of obtaining a full complement of $m n$ solutions, we make three adjustments - allow complex solutions instead of just real solutions (even in the case $(m, n)=(2,1)$ ), consider "projective plane curves" instead of ordinary plane curves to allow for solutions at infinity (even in the case $(m, n)=$
$(1,1)$ ), and introduce a suitable notion of intersection number of two plane curves at a point in order to take multiplicities into account (even in the case $(m, n)=$ $(2,1)$ ). We shall allow complex solutions already in Section 2, and we shall make an adjustment for projective plane curves in Section 3. The issue of intersection multiplicity is more complicated. The beginnings of a classical approach to it are indicated in Section 4, and a somewhat more modern approach appears in Section 5. With the full theory of intersection multiplicities of projective plane curves in place, we obtain a general form of Bezout's Theorem ${ }^{2}$ in Section 6.

The theory of the resultant can be extended in various ways, but we shall largely not pursue this matter. Studies of zero loci of systems of equations took a more geometric turn in the first part of the nineteenth century through the work of Julius Plücker (1801-1858) and others, but these matters will be left for an implicit discussion in Chapter X. Instead, we skip to a development that began with the doctoral thesis of Bruno Buchberger in 1965. Buchberger was interested in being able to decide when a polynomial is a member of an ideal that is specified by a finite list of generators. For this purpose he learned that each ideal has a special finite set of generators that is unique once certain declarations are made. He devised an algorithm for determining such a set of generators, ${ }^{3}$ and he gave the name "Gröbner basis" to the set, in honor of his thesis advisor. ${ }^{4}$ The special unique such basis is called a "reduced Gröbner basis."

An unfortunate feature of the algorithm (and even of later improved algorithms) is that Gröbner bases are extraordinarily complicated to calculate. The timing of Buchberger's discovery was therefore especially fortuitous, coming when computers were becoming more common, more economical, and more powerful.

Buchberger was able to give a test for membership in an ideal in terms of a multivariable division algorithm involving any Gröbner basis. Other general problems involving ideals were solvable as well. Because of the uniqueness of the reduced Gröbner basis, two ideals are identical if and only if their reduced Gröbner bases are equal. When some of the theory of resultants was incorporated into the theory of Gröbner bases, these bases could also be used to address various questions of identifying zero loci. Other problems involving ideals could be addressed by similar methods. The theory has flowered tremendously since its initial discovery and by the present day has found many imaginative applications to applied problems. Sections 7-10 give an introductory account of this important theory.

[^88]
## 2. Resultant and Bezout's Theorem

Let $A$ be a unique factorization domain. The case that $A=K\left[X_{1}, \ldots, X_{r}\right]$ for a field $K$ will be the main case of interest for us. If $f$ and $g$ are polynomials in $A[X]$ of the form

$$
\begin{aligned}
& f(X)=f_{0}+f_{1} X+\cdots+f_{m} X^{m} \\
& g(X)=g_{0}+g_{1} X+\cdots+g_{n} X^{n}
\end{aligned}
$$

with $m$ and $n$ both positive, then we let $\mathcal{R}(f, g)$ be the $(m+n)$-by- $(m+n)$ matrix

$$
\left(\begin{array}{cccccccccc}
f_{0} & f_{1} & \cdots & f_{m-1} & f_{m} & 0 & 0 & 0 & \cdots & 0 \\
0 & f_{0} & \cdots & f_{m-2} & f_{m-1} & f_{m} & 0 & 0 & \cdots & 0 \\
\vdots & & & \ddots & & & & \ddots & & \vdots \\
0 & \cdots & & & & f_{0} & & & \cdots & f_{m} \\
g_{0} & g_{1} & \cdots & & & g_{n-1} & g_{n} & 0 & \cdots & 0 \\
0 & g_{0} & \cdots & & & g_{n-2} & g_{n-1} & g_{n} & \cdots & 0 \\
\vdots & & \ddots & & & & & & \ddots & \vdots \\
0 & \cdots & & g_{0} & g_{1} & & \cdots & & & g_{n}
\end{array}\right),
$$

in which there are $n$ rows above the $g_{0}$ in the first column and there are $m$ remaining rows. The resultant of $f$ and $g$ is the determinant

$$
R(f, g)=\operatorname{det} \mathcal{R}(f, g)
$$

Theorem 8.1. If $A$ is a unique factorization domain and if $f$ and $g$ are nonzero members of $A[X]$ of the form $f(X)=\sum_{i=0}^{m} f_{i} X^{i}$ and $g(X)=\sum_{j=0}^{n} g_{j} X^{j}$ with $m>0$ and $n>0$ and with at least one of $f_{m}$ and $g_{n}$ nonzero, then the following are equivalent:
(a) $f$ and $g$ have a common factor of degree $>0$ in $X$,
(b) $a f+b g=0$ for some nonzero $a$ and $b$ in $A[X]$ with $\operatorname{deg} a<n$ and $\operatorname{deg} b<m$.
(c) $R(f, g)=0$.

Regard $R(f, g)$ as a constant polynomial in $X$. When $R(f, g) \neq 0$, there exist unique $a$ and $b$ in $A[X]$ such that $a(X) f(X)+b(X) g(X)=R(f, g)$ with $\operatorname{deg} a<n$ and $\operatorname{deg} b<m$. Both the polynomials $a$ and $b$ are nonzero if both $f(X)$ and $g(X)$ are nonconstant.

REMARKS. The theorem says that $a f+b g=R(f, g)$ holds in every case for which at least one of the coefficients $f_{m}$ and $g_{n}$ is nonzero. Sometimes the theorem appears in texts with the assumption that both coefficients are nonzero; in this connection, see Problem 5 at the end of the chapter. When $R(f, g)=0$, the theorem does not point to a useful way to identify a common factor; the division algorithm can be used for this purpose in some circumstances, but the use of Gröbner bases as in Section 7 will be more helpful.

Proof. Let us prove the equivalence of (a) and (b). Suppose that (a) holds. If $u$ is a nonconstant polynomial in $X$ that divides both $f$ and $g$, let us write $f=b u$ and $g=-a u$. Then $a f+b g=0$. Also, $\operatorname{deg} a+\operatorname{deg} u=\operatorname{deg} g$; since $\operatorname{deg} u>0, \operatorname{deg} a<\operatorname{deg} g \leq n$. Similarly $\operatorname{deg} b<m$. Thus (b) holds. Conversely suppose that (b) holds, so that $a f=-b g$ with $a$ and $b$ nonzero and with $\operatorname{deg} a<n$ and $\operatorname{deg} b<m$. Suppose that $f_{m} \neq 0$. The equality $a f=-b g$ shows that $f$ divides $b g$. Since $\operatorname{deg} b<m=\operatorname{deg} f, f$ cannot divide $b$. But $A[X]$ is a unique factorization domain, and thus there is some prime factor $p$ of $f$ of positive degree such that $p^{k}$ for some $k$ divides $f$ but not $b$. Then $p$ divides both $f$ and $g$, and (a) holds. A similar argument works if $g_{n} \neq 0$.

Now we prove the equivalence of (b) and (c). Let $F$ be the field of fractions of $A$. We set up a one-one correspondence between polynomials $a(X)$ in $A[X]$ of degree at most $n-1$ and $n$-dimensional row vectors $\left(\begin{array}{llll}\alpha_{0} & \alpha_{1} & \cdots & \alpha_{n-1}\end{array}\right)$ with entries in $A$ by the formula

$$
a(X)=\alpha_{0}+\alpha_{1} X+\cdots+\alpha_{n-1} X^{n-1}
$$

and similarly we set up one-one correspondences for degrees at most $m-1$ and at most $m+n-1$ by the formulas

$$
\begin{aligned}
& b(X)=\beta_{0}+\beta_{1} X+\cdots+\beta_{m-1} X^{m-1} \\
& c(X)=\gamma_{0}+\gamma_{1} X+\cdots+\gamma_{m+n-1} X^{m+n-1}
\end{aligned}
$$

Examining the form of $\mathcal{R}(f, g)$, we see that the matrix equality

$$
\begin{align*}
& \left(\begin{array}{lllllll}
\alpha_{0} & \alpha_{1} & \cdots & \alpha_{n-1} & \beta_{0} & \cdots & \beta_{m-1}
\end{array}\right) \mathcal{R}(f, g) \\
& =\left(\begin{array}{llll}
\gamma_{0} & \gamma_{1} & \cdots & \gamma_{m+n-1}
\end{array}\right) \tag{*}
\end{align*}
$$

holds if and only if the polynomial equality

$$
\begin{equation*}
a(X) f(X)+b(X) g(X)=c(X) \tag{**}
\end{equation*}
$$

holds. If (b) holds, then $a f=-b g$, and ( $* *$ ) shows that $c=0$. That is, $\left(\begin{array}{llll}\gamma_{0} & \gamma_{1} & \cdots & \gamma_{m+n-1}\end{array}\right)$ is the 0 row vector. Interpreting $(*)$ as a matrix equality over $F$ and assuming that $a$ and $b$ are not both 0 , we see that the transpose of $\mathcal{R}(f, g)$ has a nontrivial null space. Therefore $R(f, g)=\operatorname{det} \mathcal{R}(f, g)=$ 0 . This proves (c). Conversely if (c) holds, then we can find row vectors $\left(\begin{array}{cccc}\alpha_{0} & \alpha_{1} & \cdots & \alpha_{n-1}\end{array}\right)$ and ( $\left.\begin{array}{llll}\beta_{0} & \beta_{1} & \cdots & \beta_{m-1}\end{array}\right)$ not both 0 , having entries in $F$, such that the left side of $(*)$ equals the 0 row vector. Clearing fractions, we may assume that $\left(\begin{array}{llll}\alpha_{0} & \alpha_{1} & \cdots & \alpha_{n-1}\end{array}\right)$ and ( $\left.\beta_{0} \quad \beta_{1} \quad \cdots \quad \beta_{m-1}\right)$ have entries in $A$. Referring to $(*)$, we obtain $a f+b g=0$ with $\operatorname{deg} a$ at most $n-1$ and $\operatorname{deg} b$ at most $m-1$. We know that at least one of $a$ and $b$ is nonzero, and we have to
see that both are nonzero. The situation is symmetric in $a$ and $b$. If $a$ were to equal 0 , then we would have $b g=0$ and we could conclude that $b=0$ because $g \neq 0$. So we would obtain the contradiction $a=b=0$. This proves (b).

For the last statement of the theorem, suppose that $R(f, g) \neq 0$. Then Cramer's rule applied over the field of fractions $F$ of $A$ shows that the matrix inverse of $\mathcal{R}(f, g)$ is of the form

$$
\mathcal{R}(f, g)^{-1}=R(f, g)^{-1} \mathcal{S}(f, g)
$$

where $\mathcal{S}(f, g)$ is a matrix with entries in $A$. Consequently the row vector

$$
\left(\begin{array}{llll}
R(f, g) & 0 & \cdots & 0) \mathcal{R}(f, g)^{-1}
\end{array}\right.
$$

has entries in $A$, and we can define members $\alpha_{0}, \ldots, \alpha_{n-1}, \beta_{0}, \ldots, \beta_{m-1}$ of $A$ by

$$
\left.\begin{array}{rlllllll}
\alpha_{0} & \alpha_{1} & \cdots & \alpha_{n-1} & \beta_{0} & \cdots & \beta_{m-1}
\end{array}\right) .
$$

Then $(*)$ holds with $\left(\begin{array}{llll}\gamma_{0} & \gamma_{1} & \cdots & \gamma_{m+n-1}\end{array}\right)=\left(\begin{array}{llll}R(f, g) & 0 & \cdots & 0\end{array}\right)$, and the equality $(* *)$ shows that $a(X) f(X)+b(X) g(X)=R(f, g)$. If both $f$ and $g$ are nonconstant, then neither $a(X)$ nor $b(X)$ can be 0 , since otherwise the equation would show that $R(f, g)$ is a nonconstant polynomial.

Theorem 8.2 (Bezout's Theorem). Let $K$ be any field, and let $f(X, Y)$ and $g(X, Y)$ be nonconstant polynomials in $K[X, Y]$, of exact respective degrees $m$ and $n$. If the locus of common zeros of $f$ and $g$ in $K^{2}$ has more than $m n$ points, then $f$ and $g$ have a nonconstant common factor in $K[X, Y]$.

Proof. For most of the proof, we assume that $K$ is infinite. Arguing by contradiction, suppose that $f$ and $g$ both vanish at distinct points $\left(x_{i}, y_{i}\right)$ for $1 \leq i \leq m n+1$, and suppose that $f$ and $g$ have no nonconstant common factor. Since there are only finitely many members $c$ of $K$ such that $y_{i}-y_{j}=c\left(x_{i}-x_{j}\right)$ for some $i$ and $j$ with $i \neq j$ and since $K$ is assumed to be infinite, we can find $c$ in $K$ such that $y_{i}-y_{j} \neq c\left(x_{i}-x_{j}\right)$ for all $i$ and $j$ with $i \neq j$. For this $c$, $y_{i}-c x_{i} \neq y_{j}-c x_{j}$ when $i \neq j$, and therefore the second coordinates of the points $\left(x_{i}, y_{i}-c x_{i}\right)$ are distinct. The common zeros of $f(X, Y)$ and $g(X, Y)$ include the points $\left(x_{i}, y_{i}\right)$, and thus the common zeros of $f(X, Y+c X)$ and $g(X, Y+c X)$ include the $m n+1$ points $\left(x_{i}, y_{i}-c x_{i}\right)$ whose second coordinates are distinct.

In other words, there is no loss of generality in assuming that the given polynomials $f$ and $g$ vanish at $m n+1$ points whose second coordinates are
distinct. Regard $f(X, Y)$ and $g(X, Y)$ as members $f(X)$ and $g(X)$ of $A[X]$, where $A=K[Y]$, and write

$$
\begin{aligned}
& f(X)=f_{0}+f_{1} X+\cdots+f_{m^{\prime}} X^{m^{\prime}} \\
& g(X)=g_{0}+g_{1} X+\cdots+g_{n^{\prime}} X^{n^{\prime}}
\end{aligned}
$$

with each $f_{i}$ and $g_{i}$ in $A$ and with $f_{m^{\prime}} \neq 0$ and $g_{n^{\prime}} \neq 0$. Here $m^{\prime} \leq m$ and $n^{\prime} \leq n$.
Let us rule out the possibility that $m^{\prime}=0$ or $n^{\prime}=0$. Indeed, if we had $m^{\prime}=0$, then the polynomial $f$ would be nonzero and would depend on $Y$ alone. Since $f$ is nonzero and has degree $m \geq 1$, it has at most $m$ roots. But we are assuming that $f$ and $g$ vanish at $m n+1$ points whose $Y$ coordinates are distinct, and the inequalities $m \leq m n<m n+1$ therefore give a contradiction. Thus $m^{\prime} \neq 0$. Similarly $n^{\prime} \neq 0$. So Theorem 8.1 is applicable.

Form the square matrix $\mathcal{R}(f, g)$ of size $m^{\prime}+n^{\prime}$ and its determinant $R(f, g)$. The latter is a member of $K[Y]$, and Theorem 8.1 shows that it cannot be 0 , since $f$ and $g$ are assumed to have no nonconstant common factor in $K[X, Y]$.

Let us bound the degree of the member $R(f, g)=\operatorname{det} \mathcal{R}(f, g)$ of $K[Y]$. Each term in the expansion of the determinant is of the form

$$
\begin{equation*}
\pm \prod_{1 \leq i \leq m^{\prime}+n^{\prime}} \mathcal{R}(f, g)_{i, \sigma(i)} \tag{*}
\end{equation*}
$$

for some permutation $\sigma$ of $\left\{1, \ldots, m^{\prime}+n^{\prime}\right\}$. Here $\mathcal{R}(f, g)_{i j}$ is given by

$$
\mathcal{R}(f, g)_{i j}= \begin{cases}f_{j-i} & \text { for } 1 \leq i \leq n^{\prime} \text { and for } j \text { with } i \leq j \leq m^{\prime}+i \\ 0 & \text { for } 1 \leq i \leq n^{\prime} \text { and for all other } j \\ g_{j+n^{\prime}-i} & \text { for } n^{\prime}+1 \leq i \leq n^{\prime}+m^{\prime} \text { and for } j \\ & \text { with } i \leq n^{\prime}+j \leq m^{\prime}+i \\ 0 & \text { for } n^{\prime}+1 \leq i \leq n^{\prime}+m^{\prime} \text { and for all other } j\end{cases}
$$

In addition, the degree of $f_{j-i}$ as a member of $K[Y]$ is at most $m^{\prime}-(j-i)$, and the degree of $g_{j+n^{\prime}-i}$ is at most $n^{\prime}-\left(j+n^{\prime}-i\right)=i-j$. Setting $j=\sigma(i)$, we see that the degree of $(*)$ is at most

$$
\begin{aligned}
\sum_{1 \leq i \leq n^{\prime}}\left(m^{\prime}-\sigma(i)\right. & +i)+\sum_{n^{\prime}+1 \leq i \leq m^{\prime}+n^{\prime}}(i-\sigma(i)) \\
& =m^{\prime} n^{\prime}-\sum_{1 \leq i \leq m^{\prime}+n^{\prime}} \sigma(i)+\sum_{1 \leq i \leq m^{\prime}+n^{\prime}} i=m^{\prime} n^{\prime} \leq m n .
\end{aligned}
$$

Thus $R(f, g)$ is a nonzero polynomial in $K[Y]$ of degree at most $m n$. Consequently it has at most $m n$ roots.

Theorem 8.1 shows that $a f+b g=R(f, g)$ for suitable members $a$ and $b$ of $K[X, Y]$. Recalling that $f$ and $g$ are assumed to vanish at $m n+1$ points whose second coordinates are distinct, we see that $R(f, g)$ vanishes at each of these second coordinates, and we arrive at a contradiction.

Now we can allow $K$ to be finite. Let $K^{\prime}$ be an infinite extension. We have just seen that $f$ and $g$ have a nonconstant factor in $K^{\prime}[X, Y]$. Without loss of generality, this factor depends nontrivially on $X$. Theorem 8.1 applied with $A=K^{\prime}[Y]$ shows that $R[f, g]=0$. The same theorem with $A=K[Y]$ then shows that $f$ and $g$ have a common factor in $A[X]=K[X, Y]$ depending nontrivially on $X$.

Let us introduce some geometric language for the situation in Theorem 8.2. Affine $n$-space over a field $K$ is the set of $n$-dimensional column vectors

$$
\mathbb{A}^{n}=\mathbb{A}_{K_{\text {alg }}}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in K_{\text {alg }}^{n}\right\}
$$

with entries in a fixed algebraic closure $K_{\text {alg }}$ of $K$. The set of $K$ rational points, or $K$ points, in $\mathbb{A}^{n}$ is the subset

$$
\mathbb{A}_{K}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in K^{n}\right\} .
$$

We shall comment on the appearance of $K_{\text {alg }}$ in these definitions shortly.
Members of $\mathbb{A}^{n}$ are called points in $n$-dimensional affine space, and the functions $P \mapsto x_{j}(P)$ give the coordinates of the points. If $L$ is any field between $K$ and $K_{\text {alg }}$, then any polynomial $f$ in $K\left[X_{1}, \ldots, X_{n}\right]$ defines a corresponding polynomial function from $\mathbb{A}_{L}^{n}$ into $L$.

For algebraic geometry the case of interest for Sections 1-6 of this chapter is the case $n=2$. The way of viewing a curve is influenced by Cramer's thinking as discussed in Section 1: the particular polynomial that defines a curve is important, not just the zero locus in the affine plane, but two curves are to be regarded as the same if each is a nonzero multiple of the other. We can incorporate this viewpoint into algebraic language by defining an affine plane curve $C$ over the field $K$ to be any nonzero proper principal ideal ${ }^{5}$ in $K[X, Y]$. The curve is an affine plane line if the degree of any generator is 1 .

In practice in studying affine plane curves, there is ordinarily no need to distinguish between a polynomial and the principal ideal that it generates, and we shall feel free to refer to an affine plane curve $C=(f)$ as $f$ when there is no possibility of confusion.

The zero locus of a curve is the corresponding geometric notion, but it can readily be empty, as is the case with $X^{2}+Y^{2}+1$ when $K=\mathbb{R}$. On the other hand, the Nullstellensatz (Theorem 7.1) ensures that the zero locus will be nonempty if the underlying field is algebraically closed. Thus we define the zero locus $V(C)=V((f))$ of the curve $C=(f(X, Y))$ by $^{6}$

[^89]$$
V(C)=V_{K_{\mathrm{alg}}}(C)=\left\{(x, y) \in K_{\text {alg }}^{2} \mid f(x, y)=0\right\} .
$$

This is the same as the set of all $(x, y)$ such that every member of the ideal $C$ vanishes at $(x, y)$. The set of $K$ rational points, or $K$ points, of $C$ is

$$
V_{K}(C)=V_{K}((f))=\{(x, y) \in K \mid f(x, y)=0\}
$$

When we are content to refer to an affine curve $C=(f)$ as $f$, we are content also to write $V(f)$ in place of $V(C)=V((f))$.

In Chapter X, under the assumption that $K$ is algebraically closed, we shall extend these definitions from the case $n=2$ and $C$ as above to the case that $n$ is general and $C$ is replaced by any ideal $I$ in $K\left[x_{1}, \ldots, X_{n}\right]$. The set $V(I)$ of common zeros of the members of $I$ in $K^{n}=K_{\text {alg }}^{n}$ will be called an "affine algebraic set." The case of affine $n$-space itself arises when the ideal is 0 .

For general $K$, not necessarily algebraically closed, it is meaningful to consider the set $V_{K}(I)$ of $K$ rational points, i.e., the subset of common zeros lying in $K^{n}$. For $I=0$ and $V(I)=\mathbb{A}^{n}$, the distinction between $V_{K}(I)$ and $V_{K_{\text {alg }}}(I)$ is hardly worth mentioning, but the distinction is well worth making for general $I$ and is made for the case $V(I)=\mathbb{A}^{n}$ for consistency. Although the study of sets $V_{K}(I)$ is of importance in number theory, in geometry over $\mathbb{R}$, and in other areas, we shall not pursue it in Chapter X for lack of space.

Returning to Theorem 8.2 , we see that the statement concerns $V_{K}(C) \cap V_{K}(D)$, where $C$ and $D$ are the principal ideals $C=(f)$ and $D=(g)$ in $K[X, Y]$. The theorem says that if $V_{K}(C) \cap V_{K}(D)$ contains more than $m n$ points, then there is a nonzero principal ideal $h$ with $(h) \subseteq(f) \cap(g)$.

## 3. Projective Plane Curves

Section 2 dealt with intersections of affine plane curves. Even over an algebraically closed field, two affine plane curves need not intersect. An example is the pair of straight lines $X+Y-1$ and $X+Y-2$, whose locus of common zeros is empty. To get these lines to intersect, we have to introduce "points at infinity." The projective plane is the device for including such points.

Let $K$ be a field, and let $K_{\text {alg }}$ be an algebraic closure. The projective plane over $K$ is defined set theoretically as the quotient of $K_{\text {alg }}^{3}-\{0\}$ by an equivalence relation:

$$
\mathbb{P}^{2}=\mathbb{P}_{K_{\text {alg }}}^{2}=\left\{(x, y, w) \in K_{\text {alg }}^{3}-\{0\}\right\} / \sim,
$$

where $\left(x^{\prime}, y^{\prime}, w^{\prime}\right) \sim(x, y, w)$ if $\left(x^{\prime}, y^{\prime}, w^{\prime}\right)=\lambda(x, y, w)$ for some $\lambda \in K_{\text {alg }}^{\times}$. The set of $K$ rational points, or $K$ points, of $\mathbb{P}^{2}$ is the quotient

$$
\mathbb{P}_{K}^{2}=\left\{(x, y, w) \in K^{3}-\{0\}\right\} / \sim,
$$

where $\left(x^{\prime}, y^{\prime}, w^{\prime}\right) \sim(x, y, w)$ if $\left(x^{\prime}, y^{\prime}, w^{\prime}\right)=\lambda(x, y, w)$ for some $\lambda \in K$. When there is a need to be careful, we shall write $[x, y, w]$ for the member of $\mathbb{P}_{K}^{2}$ corresponding to $(x, y, w)$ in $K^{3}-\{0\}$. But often there will not be such a need, and we shall simply refer to $(x, y, w)$ as a member of $\mathbb{P}_{K}^{2}$. Both $\mathbb{P}^{2}$ and $\mathbb{P}_{K}^{2}$ have additional structure on them, given by "affine local coordinates," and we come to that matter later in this section.

Let us record briefly the obvious generalization of the projective plane to other dimensions: Projective $n$-space over $K$ is defined set theoretically as the quotient

$$
\mathbb{P}^{n}=\mathbb{P}_{K_{\text {alg }}}^{n}=\left\{\left(x_{1}, \ldots, x_{n+1}\right) \in K_{\text {alg }}^{n+1}-\{0\}\right\} / \sim,
$$

where $\left(x_{1}^{\prime}, \ldots, x_{n+1}^{\prime}\right) \sim\left(x_{1}, \ldots, x_{n+1}\right)$ if $\left(x_{1}^{\prime}, \ldots, x_{n+1}^{\prime}\right)=\lambda\left(x_{1}, \ldots, x_{n+1}\right)$ for some $\lambda \in K_{\text {alg }}^{\times}$. The set $\mathbb{P}_{K}^{n}$ of $K$ rational points of $\mathbb{P}^{n}$ is the set defined in similar fashion using just nonzero vectors in $K^{n+1}$ and scalars in $K^{\times}$.

Scalar-valued functions on $\mathbb{P}_{K}^{n}$ are of little interest because they amount to scalar-valued functions of $K^{n}-\{0\}$ that are unchanged when $\left(x_{1}, \ldots, x_{n}\right)$ is replaced by a multiple of itself. A polynomial of this kind, for example, is necessarily constant. Instead, the polynomials of interest that are related to $\mathbb{P}_{K}^{n}$ are "homogeneous polynomials." A monomial in $K\left[X_{1}, \ldots, X_{n+1}\right]$ is a polynomial of the form $X_{1}^{j_{1}} \cdots X_{n+1}^{j_{n+1}}$; its total degree is $\sum_{i=1}^{n+1} j_{i}$. We say that a nonzero $F$ in $K\left[X_{1}, \ldots, X_{n+1}\right]$ is homogeneous of degree $d \geq 0$ if every monomial appearing in $F$ with nonzero coefficient has total degree $d$. By convention the 0 polynomial is homogeneous of every degree. We write $K\left[X_{1}, \ldots, X_{n+1}\right]_{d}$ for the set of homogeneous polynomials of degree $d$. Each such $F$ satisfies

$$
F\left(\lambda x_{1}, \ldots, \lambda x_{n+1}\right)=\lambda^{d} F\left(x_{1}, \ldots, x_{n+1}\right)
$$

for all $\left(x_{1}, \ldots, x_{n+1}\right) \in K^{n+1}$ and $\lambda \in K^{\times}$. Conversely the fact that the mapping of polynomials into polynomial functions is one-one for an infinite field implies that homogeneous polynomials over an infinite field can be detected by this property.

Let us assemble some further properties of homogeneous polynomials: The monomials of total degree $d$ form a $K$ basis of the vector space $K\left[X_{1}, \ldots, X_{n+1}\right]_{d}$; this fact follows from the definition of polynomials over $K$. To calculate the dimension of $K\left[X_{1}, \ldots, X_{n+1}\right]_{d}$, consider the problem of taking $d$ factors $X$ on which to place subscripts and using $n$ dividers to separate the $X_{1}$ 's from the $X_{2}$ 's and so on. The number of monomials in question is just the number of ways of selecting the $n$ dividers from among the $d+n$ symbols and dividers. Thus we obtain the important formula

$$
\operatorname{dim}_{K} K\left[X_{1}, \ldots, X_{n+1}\right]_{d}=\binom{d+n}{n} .
$$

Lemma 8.3. Any polynomial factor of a homogeneous polynomial over a field $K$ is homogeneous.

Proof. Write $F=F_{1} F_{2}$ nontrivially. Let $d_{1}$ and $e_{1}$ be the highest and lowest total degrees of terms in $F_{1}$, and let $d_{2}$ and $e_{2}$ be the highest and lowest total degrees of terms in $F_{2}$. The product of the terms of total degree $d_{1}$ in $F_{1}$ and the terms of total degree $d_{2}$ in $F_{2}$ is nonzero and is the $d_{1} d_{2}$ total-degree part of $F$. The product of the terms of total degree $e_{1}$ in $F_{1}$ and the terms of total degree $e_{2}$ in $F_{2}$ is nonzero and is the $e_{1} e_{2}$ total-degree part of $F$. Since $F$ is homogeneous, $d_{1} d_{2}=e_{1} e_{2}$. It follows that $d_{1}=e_{1}$ and $d_{2}=e_{2}$; thus $F_{1}$ and $F_{2}$ are homogeneous.

An ideal $I$ in $K\left[X_{1}, \ldots, X_{n+1}\right]$ is called a homogeneous ideal if it is the sum over $d \geq 0$ of its intersections with $K\left[X_{1}, \ldots, X_{n+1}\right]_{d}$ :

$$
I=\bigoplus_{d=0}^{\infty}\left(I \cap K\left[X_{1}, \ldots, X_{n+1}\right]_{d}\right)
$$

The sum is to be regarded as a direct sum of vector spaces. For such an ideal, we can compute the quotient $K\left[X_{1}, \ldots, X_{n+1}\right] / I$ term by term:

$$
K\left[X_{1}, \ldots, X_{n+1}\right] / I=\bigoplus_{d=0}^{\infty} K\left[X_{1}, \ldots, X_{n+1}\right]_{d} /\left(I \cap K\left[X_{1}, \ldots, X_{n+1}\right]_{d}\right)
$$

We can often recognize a homogeneous ideal from its generators: an ideal with a set of generators that are all homogeneous is necessarily a homogeneous ideal. In fact, if an ideal $I$ has homogeneous generators $F_{j}$, then the most general member of $I$ is a finite sum of terms $A_{j} F_{j}$. The terms of total degree $d$ in $A_{j} F_{j}$ are the product of $F_{j}$ with the terms in $A_{j}$ of total degree $d-\operatorname{deg} F_{j}$, and each such term is in $I$. Hence each member of $I$ is a sum of homogeneous polynomials that lie in $I$, and the assertion follows.

In the setting of $\mathbb{P}^{2}$, projective plane curves over $K$ are initially defined to be nonconstant homogeneous polynomials in $K[X, Y, W]$. Although such polynomials are not well defined on the projective plane, their zero loci are well defined subsets of $\mathbb{P}^{2}$. As in the affine case, the particular polynomial that defines a curve is important, not just the zero locus, but two curves are to be regarded as the same if each is a nonzero multiple of the other. We can incorporate this viewpoint into algebraic language by defining a projective plane curve of degree $d>0$ over the field $K$ to be any nonzero proper principal ideal in $K[X, Y, W]$ generated by a homogeneous polynomial of degree $d$. Such an ideal is necessarily homogeneous. In the special cases that $d=1,2,3$, or 4 , the curve is called a projective line, conic, cubic, or quartic respectively.

Just as in the affine case, in practice in studying projective plane curves, there is often no need to distinguish between a homogeneous polynomial and the homogeneous principal ideal that it generates, and we shall feel free to refer to a projective plane curve $C=(F) \subseteq K[X, Y, W]$ as $F$ when there is no possibility of confusion.

If $(F)$ is a projective plane curve of degree $d$, then its zero locus is denoted by

$$
V((F))=V_{K_{\text {alg }}}((F))=\left\{[x, y, w] \in \mathbb{P}^{2} \mid F(x, y, w)=0\right\} .
$$

The locus

$$
V_{K}((F))=\left\{[x, y, w] \in \mathbb{P}_{K}^{2} \mid F(x, y, w)=0\right\}
$$

is called the set of $K$ rational points, or $K$ points, of the curve. When we allow ourselves to refer to the curve simply as $F$, then we can write $V(F)$ in place of $V((F))$.

The affine plane $\mathbb{A}_{K}^{2}=\{(x, y)\}$ has a standard one-one embedding into the projective plane $\mathbb{P}_{K}^{2}$. Namely we map $(x, y)$ into $[x, y, 1]$. The set that is missed by the image is the set with $w=0$, which is the set of $K$ rational points of the line $L$ with $L(X, Y, W)=W$, a line called the line at infinity. We shall denote this line by $W$. The points of $V_{K}(W)$, i.e., those with $w=0$, are called the points at infinity.

Except for the line at infinity, lines in $\mathbb{P}_{K}^{2}$ correspond under restriction exactly to lines in $K^{2}$. Namely the projective line $L(X, Y, W)=a X+b Y+c W$ corresponds to the affine line $l(x, y)=a X+b Y+c$, and vice versa. In certain ways the geometry of $\mathbb{P}_{K}^{2}$ is simpler than the geometry of $\mathbb{A}_{K}^{2}$ :
(i) Two distinct lines in $\mathbb{P}_{K}^{2}$ intersect in a unique point. In fact, we set up the system of equations

$$
\left(\begin{array}{ccc}
a & b & c \\
a^{\prime} & b^{\prime} & c^{\prime}
\end{array}\right)\left(\begin{array}{c}
x \\
y \\
w
\end{array}\right)=\binom{0}{0}
$$

Since the lines are distinct, the coefficient matrix has rank 2. Thus the kernel has dimension 1 , and there is just one point $[x, y, w]$ in the intersection.
(ii) Two distinct points in $\mathbb{P}_{K}^{2}$ lie on a unique line. In fact, we set up the system of equations

$$
\left(\begin{array}{ccc}
x & y & w \\
x^{\prime} & y^{\prime} & w^{\prime}
\end{array}\right)\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)=\binom{0}{0}
$$

and argue in similar fashion.
Along with the embedding of $\mathbb{A}_{K}^{2}$ into $\mathbb{P}_{K}^{2}$ is a correspondence between projective curves and affine curves. Let us work with the polynomials themselves, without identifying each polynomial with every nonzero scalar multiple of itself. The passage from a nonzero homogeneous polynomial $F(X, Y, W)$ of degree
$d>0$ to a polynomial $f(X, Y)$ is given by $f(X, Y)=F(X, Y, 1)$. The mapping $F \mapsto f$ is a substitution homomorphism, and it therefore respects products. However, the degree may drop in the process, and in particular $f(X, Y)$ is a constant if and only if $F(X, Y, W)$ is a multiple of $W^{d}$.

In the reverse direction if $f(X, Y)$ is a polynomial of degree $e$, then $f(X, Y)$ arises from a polynomial $F(X, Y, W)$, but we have to specify the degree $d$ of $F$ and we must have $d \geq e$. Operationally we obtain $F$ by inserting a power of $W$ into each term of $f$ to make the total degree of the term become $d$. For example, with $f(X, Y)=Y^{2}+X Y+X^{3}$ if the desired degree is 3 , then $F(X, Y, W)=$ $Y^{2} W+X Y W+X^{3}$. On the other hand, if the desired degree is 4, then $F(X, Y, W)$ $=Y^{2} W^{2}+X Y W^{2}+X^{3} W$.

The formula for this reverse process is $F(X, Y, W)=W^{d} f\left(X W^{-1}, Y W^{-1}\right)$. That is, $F$ is given by a substitution homomorphism, followed by multiplication by a power of $W$. From this fact, we can read off conclusions of the following kind:

If polynomials $f(X, Y)$ and $g(X, Y)$ are obtained from homogeneous polynomials $F(X, Y, W)$ and $G(X, Y, W)$ by taking $W=1$, then there exist integers $r$ and $s$ such that the polynomial $W^{r} F(X, Y, W)+W^{s} G(X, Y, W)$ is homogeneous and such that $f(X, Y)+g(X, Y)$ is obtained from it by taking $W=1$.
As we mentioned above, $\mathbb{P}_{K}^{2}$ has more structure than simply the structure of a set. About any point in $\mathbb{P}_{K}^{2}$ we can introduce various systems of "affine local coordinates." The idea is to imitate what happens in the definition of a manifold: the whole manifold is covered by charts, each giving an invertible mapping of a set in the manifold to an open subset of Euclidean space. Here a single system of affine local coordinates plays the role of a chart; it puts $\mathbb{A}_{K}^{2}$ into one-one correspondence with the complement of the zero locus of a line in $\mathbb{P}_{K}^{2}$.

Let $\Phi$ be a member of the matrix group GL $(3, K)$. Then $\Phi$ maps the set $K^{3}$ of column vectors in one-one fashion onto $K^{3}$ and passes to a one-one map of $\mathbb{P}_{K}^{2}$ onto $\mathbb{P}_{K}^{2}$ called the projective transformation corresponding to $\Phi$. Two $\Phi$ 's give the same map of $\mathbb{P}_{K}^{2}$ if and only if they are multiples of one another. The group action of $\mathrm{GL}(3, K)$ on $\mathbb{P}_{K}^{2}$ is transitive because $\mathrm{GL}(3, K)$ acts transitively on $K^{3}-\{(0,0,0)\}$.

If $L$ is the projective line whose coefficients are given by the row vector $\left(\begin{array}{lll}a & b & c\end{array}\right)$ and if $\Phi$ is is in $\operatorname{GL}(3, K)$, then the row vector $\left(\begin{array}{lll}a & b & c\end{array}\right) \Phi^{-1}$ defines a new projective line $L^{\Phi}$, and the $K$ rational points of $L^{\Phi}$ are given by

$$
V_{K}\left(L^{\Phi}\right)=\Phi\left(V_{K}(L)\right)
$$

In fact, let $\left(\begin{array}{l}x \\ y \\ w\end{array}\right)$ be in $V_{K}(L)$. Then $\left(\begin{array}{c}x^{\prime} \\ y^{\prime} \\ w^{\prime}\end{array}\right)=\Phi\left(\begin{array}{l}x \\ y \\ w\end{array}\right)$ is in $\Phi\left(V_{K}(L)\right)$ and satisfies

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right) \Phi^{-1}\left(\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
w^{\prime}
\end{array}\right)=0
$$

hence it is in $V_{K}\left(L^{\Phi}\right)$. Conversely if $\left(\begin{array}{c}x^{\prime} \\ y^{\prime} \\ w^{\prime}\end{array}\right)$ is in $V_{K}\left(L^{\Phi}\right)$, then $\left(\begin{array}{c}x \\ y \\ w\end{array}\right)=\Phi^{-1}\left(\begin{array}{c}x^{\prime} \\ y^{\prime} \\ w^{\prime}\end{array}\right)$ satisfies

$$
\left(\begin{array}{lll}
a & b & c
\end{array}\right)\left(\begin{array}{c}
x \\
y \\
w
\end{array}\right)=\left(\begin{array}{lll}
a & b & c
\end{array}\right) \Phi^{-1}\left(\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
w^{\prime}
\end{array}\right)=0
$$

and thus $\left(\begin{array}{c}x^{\prime} \\ y^{\prime} \\ w^{\prime}\end{array}\right)$ is $\Phi$ of something in $V_{K}(L)$.
To form the analog of a chart, fix $\left[x_{0}, y_{0}, w_{0}\right]$ in $\mathbb{P}_{K}^{2}$. Choose (by transitivity) some $\Phi$ in $\operatorname{GL}(3, K)$ with $\Phi\left(x_{0}, y_{0}, w_{0}\right)=(0,0,1)$. Then we can define affine local coordinates on $\Phi^{-1}(K \times K \times\{1\})$ to $K^{2}$ by the one-one map

$$
\varphi\left(\Phi^{-1}(x, y, 1)\right)=(x, y)
$$

This definition generalizes the standard embedding of the affine plane $K^{2}$ into $\mathbb{P}_{K}^{2}$ earlier; that embedding was the case $\Phi=1$.

EXAMPLES OF AFFINE LOCAL COORDINATES FOR $\mathbb{P}_{K}^{2}$.
(1) Suppose $\left(x_{0}, y_{0}, w_{0}\right)=\left(x_{0}, y_{0}, 1\right)$. We can choose $\Phi=\left(\begin{array}{ccc}1 & 0 & -x_{0} \\ 0 & 1 & -y_{0} \\ 0 & 0 & 1\end{array}\right)$. Then

$$
\Phi\left(\begin{array}{l}
x \\
y \\
1
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & -x_{0} \\
0 & 1 & -y_{0} \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
1
\end{array}\right)=\left(\begin{array}{c}
x-x_{0} \\
y-y_{0} \\
1
\end{array}\right) .
$$

In this case, the local coordinates are defined on

$$
\Phi^{-1}(K \times K \times 1)=K \times K \times 1
$$

and are given by

$$
\begin{aligned}
\varphi(x, y, 1) & =\varphi\left(\Phi^{-1}(\Phi(x, y, 1))\right) \\
& =\varphi\left(\Phi^{-1}\left(x-x_{0}, y-y_{0}, 1\right)\right)=\left(x-x_{0}, y-y_{0}\right)
\end{aligned}
$$

This $\Phi$ is handy for reducing behavior about $\left(x_{0}, y_{0}, 1\right)$ in $\mathbb{P}_{K}^{2}$ to behavior about $(0,0)$ in $K^{2}$.
(2) Suppose $\left(x_{0}, y_{0}, w_{0}\right)=(0,1,0)$. We can choose $\Phi=\left(\begin{array}{lll}0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right)$. Then

$$
\Phi\left(\begin{array}{c}
x \\
1 \\
w
\end{array}\right)=\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
x \\
1 \\
w
\end{array}\right)=\left(\begin{array}{c}
w \\
x \\
1
\end{array}\right)
$$

and

$$
\varphi(x, 1, w)=\varphi\left(\Phi^{-1}(\Phi(x, 1, w))\right)=\varphi\left(\Phi^{-1}(w, x, 1)\right)=(w, x)
$$

This $\Phi$ is handy for studying behavior near one of the points at infinity in $\mathbb{P}_{K}^{2}$.
We can use affine local coordinates to examine the behavior of a projective plane curve "near a particular point," by which is meant "with that point as the center point in the analysis." To examine behavior near $(0,0,1)$, we use the correspondence $f(X, Y)=F(X, Y, 1)$ that we discussed earlier. For a general point, we make use of the fact that whenever $F$ is a homogeneous polynomial of degree $d$, then so is $F \circ \Phi^{-1}$. To examine the behavior of $F$ near a point $\left(x_{0}, y_{0}, w_{0}\right)$ in $K^{3}-\{(0,0,0)\}$, we choose $\Phi$ in GL $(3, K)$ with $\Phi\left(x_{0}, y_{0}, w_{0}\right)=(0,0,1)$, and we define

$$
f(X, Y)=F\left(\Phi^{-1}(X, Y, 1)\right)
$$

Under this correspondence the behavior of $F$ at $\left(x_{0}, y_{0}, w_{0}\right)$ is reflected in the behavior of $f$ at $(0,0)$. We call $f(X, Y)$ the local expression for $F$ in the affine local coordinates determined by $\Phi$. This local expression is a polynomial in $K[X, Y]$, and it is nonconstant unless $F$ is a scalar multiple of $(W \circ \Phi)^{d}$ for some $d$.

EXAMPLES, CONTINUED.
(1) Suppose that $\left(x_{0}, y_{0}, w_{0}\right)=\left(x_{0}, y_{0}, 1\right)$ and that $\Phi=\left(\begin{array}{ccc}1 & 0 & -x_{0} \\ 0 & 1 & -y_{0} \\ 0 & 0 & 1\end{array}\right)$. Computation gives

$$
\Phi^{-1}\left(\begin{array}{l}
x \\
y \\
1
\end{array}\right)=\left(\begin{array}{c}
x+x_{0} \\
y+y_{0} \\
1
\end{array}\right)
$$

and the corresponding local expression for a projective plane curve $F$ is

$$
f(X, Y)=F\left(X+x_{0}, Y+y_{0}, 1\right)
$$

For the projective plane curve

$$
F(X, Y, W)=X^{2} Y+X Y W+W^{3}
$$

and the same $\Phi$, the local expression $f(X, Y)$ splits into homogeneous terms as

$$
\begin{aligned}
f(X, Y)= & \left(x_{0}^{2} y_{0}+x_{0} y_{0}+1\right)+\left(x_{0}^{2} Y+2 x_{0} y_{0} X+x_{0} Y+y_{0} X\right) \\
& +\left(y_{0} X^{2}+2 x_{0} X Y+X Y\right)+\left(X^{2} Y\right)
\end{aligned}
$$

We shall use this splitting in the next section in the first example of intersection multiplicity.
(2) Suppose that $\left(x_{0}, y_{0}, w_{0}\right)=(0,1,0)$ and that $\Phi=\left(\begin{array}{lll}0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right)$. Then

$$
\Phi^{-1}\left(\begin{array}{l}
x \\
y \\
1
\end{array}\right)=\left(\begin{array}{l}
y \\
1 \\
x
\end{array}\right),
$$

and the local expression for a projective plane curve $F$ relative to this $\Phi$ is

$$
f(X, Y)=F(Y, 1, X)
$$

For the same projective plane curve $F$ as in Example 1, namely

$$
F(X, Y, W)=X^{2} Y+X Y W+W^{3}
$$

we obtain

$$
f(X, Y)=\left(Y^{2}+X Y\right)+\left(X^{3}\right)
$$

We shall examine this example further in the next section.
In this way we have associated to each projective plane curve $F$ and to the system of affine local coordinates determined by a member $\Phi$ of $\operatorname{GL}(3, K)$ a local expression that is a nonzero polynomial in $K[X, Y]$. Conversely if the degree $d$ and the member $\Phi$ of $\operatorname{GL}(3, K)$ are given and if $f$ in $K[X, Y]$ is nonzero of degree at most $d$, then we can reconstruct a projective plane curve $F$ of degree $d$ whose local expression relative to $\Phi$ is $f$. We have only to form the unique homogeneous polynomial $G$ of degree $d$ with $f(X, Y)=G(X, Y, 1)$ and then put $F=G \circ \Phi$.

With these preparations in place, we return to a consideration of resultants and Bezout's Theorem. Our objective is to rephrase Theorem 8.2 to take advantage of properties of the projective plane.

Lemma 8.4. Let $K$ be a field, let $A$ be the polynomial ring $A=K\left[x_{1}, \ldots, x_{r}\right]$, and let $f$ and $g$ be members of $A[X]$ of the form

$$
\begin{aligned}
& f(X)=f_{0}+f_{1} X+\cdots+f_{m} X^{m} \\
& g(X)=g_{0}+g_{1} X+\cdots+g_{n} X^{n}
\end{aligned}
$$

where $f_{j}$ is a member of $A$ homogeneous of degree $m^{\prime}-j$ and $g_{j}$ is a member of $A$ homogeneous of degree $n^{\prime}-j$. Then the resultant $R(f, g)$ is a homogeneous member of $A$ of degree $m n^{\prime}+m^{\prime} n-m n$.

REMARKS. In the application to proving Theorem 8.5 , we will have $m^{\prime}=m$ and $n^{\prime}=n$, and then $R(f, g)$ is homogeneous of degree $m n$. Problem 8 at the end of the chapter concerns a situation for which $m^{\prime} \neq m$ and $n^{\prime} \neq n$.

PROOF. There is no loss of generality in assuming that $K$ is algebraically closed, hence in particular is infinite. Each nonzero entry $\mathcal{R}(f, g)_{i j}$ of $\mathcal{R}(f, g)$ is a coefficient of $f$ or of $g$. For each entry, define $p(i, j)$ such that $\mathcal{R}(f, g)_{i j}\left(t x_{1}, \ldots, t x_{r}\right)$ $=t^{p(i, j)} \mathcal{R}(f, g)_{i j}\left(x_{1}, \ldots, x_{r}\right)$. The assembled matrix $\mathcal{R}$ with powers of $t$ in place is

$$
\left(\begin{array}{ccccc}
t^{m^{\prime}} f_{0} & t^{m^{\prime}-1} f_{1} & \cdots & t^{m^{\prime}-m} f_{m} & \cdots  \tag{*}\\
0 & t^{m^{\prime}} f_{0} & \cdots & & \\
\vdots & & \ddots & & \\
t^{n^{\prime}} g_{0} & t^{n^{\prime}-1} g_{1} & \cdots & t^{n^{\prime}-n} g_{n} & \cdots \\
0 & t^{n^{\prime}} g_{0} & \cdots & &
\end{array}\right)
$$

It turns out that there is a function $q(i)$ such that $r(j)=q(i)+p(i, j)$ depends only on $j$. Here $t^{q(i)}$ is the $i^{\text {th }}$ entry of

$$
\left(t^{n^{\prime}}, t^{n^{\prime}-1}, \ldots, t^{n^{\prime}-n+1} ; t^{m^{\prime}}, t^{m^{\prime}-1}, \ldots, t^{m^{\prime}-m+1}\right)
$$

The matrix $(*)$ with $t^{q(i)}$ multiplying every entry of the $i^{\text {th }}$ row is

$$
\left(\begin{array}{ccccc}
t^{n^{\prime}} t^{m^{\prime}} f_{0} & t^{n^{\prime}} t^{m^{\prime}-1} f_{1} & \cdots & t^{n^{\prime}} t^{m^{\prime}-m} f_{m} & \cdots  \tag{**}\\
0 & t^{n^{\prime}-1} t^{m^{\prime}} f_{0} & \cdots & & \\
\vdots & & \ddots & & \\
t^{m^{\prime}} t^{n^{\prime}} g_{0} & t^{m^{\prime}} t^{n^{\prime}-1} g_{1} & \cdots & t^{m^{\prime}} t^{n^{\prime}-n} g_{n} & \cdots \\
0 & t^{m^{\prime}-1} t^{n^{\prime}} g_{0} & \cdots & &
\end{array}\right) .
$$

In $(* *), t^{r(j)}$ is the $j^{\text {th }}$ entry of $\left(t^{m^{\prime}+n^{\prime}}, t^{m^{\prime}+n^{\prime}-1}, \ldots, t^{m^{\prime}+n^{\prime}-m-n+1}\right)$. Then we have

$$
t^{u} R(f, g)\left(t x_{1}, \ldots, t x_{r}\right)=t^{v} R(f, g)\left(x_{1}, \ldots, x_{r}\right)
$$

where $u=\sum_{i} q(i)$ and $v=\sum_{j} r(j)$. So

$$
R(f, g)\left(t x_{1}, \ldots, t x_{r}\right)=t^{v-u} R(f, g)\left(x_{1}, \ldots, x_{r}\right)
$$

In other words, $R(f, g)$ is a homogeneous function. Since $K$ is infinite, $R(f, g)$ is homogeneous as a member of $A$. Computing $u$ and $v$, we find that $u=$ $m m^{\prime}+n n^{\prime}-\frac{1}{2} m(m-1)-\frac{1}{2} n(n-1)$ and $v=(m+n)\left(m^{\prime}+n^{\prime}\right)-\frac{1}{2}(m+n)(m+n-1)$. Therefore $v-u=m n^{\prime}+m^{\prime} n-m n$, and the degree of homogeneity of $R(f, g)$ is $m n^{\prime}+m^{\prime} n-m n$.

Theorem 8.5 (Bezout's Theorem). Let $K$ be a field, let $K_{\text {alg }}$ be an algebraic closure, and suppose that $F$ in $K[X, Y, W]_{m}$ and $G$ in $K[X, Y, W]_{n}$ are projective plane curves. Then their locus $V(F) \cap V(G)$ of common zeros in $\mathbb{P}_{K_{\text {alg }}}^{2}$ is nonempty. If this zero locus has more than $m n$ points, then $F$ and $G$ have as a common factor some homogeneous polynomial in $(X, Y, W)$ of positive degree.

REMARKS. For two polynomials $f(X, Y)$ and $g(X, Y)$ in affine space, application of Theorem 8.1 concerning the resultant in the $Y$ variable involves checking that at least one of the polynomials has the expected degree in the $Y$ variable, and doing so may not be so easy. In the projective setting, this problem disappears if we apply a projective transformation and arrange that $[0,0,1]$ not be on the zero locus of one of the given polynomials, say $F(X, Y, W)$. In fact, if $F$ is in $K[X, Y, W]_{m}$, then the coefficient of $W^{m}$ has to be a constant, and this term is the only term of $F$ that contributes to the value of $F$ at $(0,0,1)$. With the above adjustment the coefficient must be nonzero, and Theorem 8.1 is applicable.

Proof. Without loss of generality, we may assume throughout that $K$ is algebraically closed. Write $F$ and $G$ in the form

$$
\begin{array}{ll}
F(X, Y, W)=f_{0}+f_{1} W+\cdots+f_{m} W^{m} & \text { with } f_{j} \in K[X, Y]_{m-j} \\
G(X, Y, W)=g_{0}+g_{1} W+\cdots+g_{n} W^{n} & \text { with } g_{j} \in K[X, Y]_{n-j} \tag{*}
\end{array}
$$

Pick a point $(x, y, w)$ at which $F$ is nonzero, and move it to $(0,0,1)$ by a projective transformation, so that $F(0,0,1) \neq 0$. Regarding $F$ and $G$ as polynomials in $W$, with coefficients in $A=K[X, Y]$, we form $R(F, G)$, which Lemma 8.4 identifies as a member of $K[X, Y]_{m n}$.

Since $R(F, G)$ is homogeneous as a member of $K[X, Y]$ and since $K$ is algebraically closed, we can choose a point $\left(x_{0}, y_{0}\right) \neq(0,0)$ with $R(F, G)\left(x_{0}, y_{0}\right)$ $=0$. Then the resultant of $F\left(x_{0}, y_{0}, W\right)$ and $G\left(x_{0}, y_{0}, W\right)$ is 0 , and Theorem 8.1 applies because $F\left(x_{0}, y_{0}, W\right)$ has degree $m$ in $W$. The theorem says that these two polynomials in $W$ have a common factor. Since $K$ is algebraically closed, this common factor vanishes at some $w_{0}$, and then we must have $F\left(x_{0}, y_{0}, w_{0}\right)=G\left(x_{0}, y_{0}, w_{0}\right)=0$. This proves the first conclusion.

For the second conclusion, suppose that $V(F) \cap V(G)$ contains $m n+1$ points. Join these points by lines, and pick a point of $\mathbb{P}_{K}^{2}$ that is not on any of the lines. We can do so because $K$, being algebraically closed, is infinite. Applying a projective transformation, we may assume that the point is $[0,0,1]$. Write $F$ and $G$ in the form $(*)$. Regarding $F$ and $G$ as polynomials in $W$, with coefficients in $A=K[X, Y]$, we again form $R(F, G)$, which Lemma 8.4 identifies as a member of $K[X, Y]_{m n}$. For fixed $\left(x_{0}, y_{0}\right)$, Theorem 8.1 says that $R(F, G)\left(x_{0}, y_{0}\right)=0$ if and only if $F\left(x_{0}, y_{0}, W\right)$ and $G\left(x_{0}, y_{0}, W\right)$ have a common factor (necessarily a common factor of the form $W-w_{0}$ because $K$ is algebraically closed), if and only if $F\left(x_{0}, y_{0}, w_{0}\right)=G\left(x_{0}, y_{0}, w_{0}\right)=0$ for some $w_{0}$. So at each of our $m n+1$
points, say $\left(x_{i}, y_{i}, w_{i}\right)$, we have $R(F, G)\left(c x_{i}, c y_{i}\right)=0$ for all scalars $c$. Since $\left(x_{i}, y_{i}\right) \neq(0,0), R(F, G)$ vanishes on the line $y_{i} X-x_{i} Y=0$. Consequently $y_{i} X-x_{i} Y$ divides $R(F, G)$ in $K[X, Y]$.

Suppose that $\left(x_{i}, y_{i}\right)$ is a multiple of $\left(x_{j}, y_{j}\right)$ with $i \neq j$. Then $\left(x_{i}, y_{i}, w_{i}\right)$ and $\left(x_{j}, y_{j}, w_{j}\right)$ both satisfy $y_{i} X-x_{i} Y=0$. Since $(0,0,1)$ satisfies this also and since $(0,0,1)$ is not to be on any of the connecting lines, we obtain a contradiction.

Thus the $m n+1$ factors $y_{i} X-x_{i} Y$ are nonassociate primes in $K[X, Y]$ dividing $R(F, G)$. By unique factorization for $K[X, Y]$, their product divides $R(F, G)$. Since $\operatorname{deg} R(F, G)=m n$, we conclude that $R(F, G)=0$. Then Theorem 8.1 shows that $F$ and $G$ have a nonconstant common factor in $K[X, Y][W]=$ $K[X, Y, W]$. The common factor is homogeneous by Lemma 8.3, and the second conclusion is proved.

## 4. Intersection Multiplicity for a Line with a Curve

In this section we begin the topic of "intersection multiplicity" for projective plane curves. The idea is that the number of points in the intersection $V(F) \cap V(G)$ in Bezout's Theorem as formulated in Theorem 8.5 should actually equal $m n$, not merely be bounded above by $m n$, if the field is algebraically closed and the points are counted according to their "multiplicities," whatever that might mean.

The prototype is the factorization of a polynomial of degree $n$ in one variable. The polynomial has at most $n$ roots, and it has exactly $n$ if the field is algebraically closed and each root is counted according to its multiplicity. In this case, as we well know, a root $z_{0}$ of $f(z)$ has multiplicity $k$ if $\left(z-z_{0}\right)^{k}$ is the largest power of $z-z_{0}$ that divides $f(z)$.

Our objective in this section is to develop a notion of intersection multiplicity for the case of a line and a curve at a point; the case of two curves is less intuitive and is postponed to the next section. The main result is to be that the sum of the intersection multiplicities at all points for a line and a projective plane curve equals the degree of the curve, provided that the underlying field is algebraically closed and that the line does not divide the curve. The statement in the previous paragraph about polynomials in one variable will amount to a special case; for this special case the projective line is $Y$, the projective curve is of the form $W^{d-1} Y-F(X, W)$, where $F$ is homogeneous of degree $d$ and where $f(X)=F(X, 1)$, and the divisibility proviso is that $F$ not be the 0 polynomial, i.e., that $f(z)$ not be identically 0 .

Let $K$ be a field, let $L$ be in $K[X, Y, W]_{1}$, and let $F$ be in $K[X, Y, W]_{d}$. The notation for intersection multiplicity will be $I(P, L \cap F)$, where $P=$ $\left(x_{0}, y_{0}, w_{0}\right)$ is in $V_{K}(F) \cap V_{K}(L)$. To make the definition, we introduce affine
local coordinates. Choose $\Phi$ in $\operatorname{GL}(3, K)$ with $\Phi\left(x_{0}, y_{0}, w_{0}\right)=(0,0,1)$, and form the corresponding local expressions

$$
\begin{aligned}
f(X, Y) & =F\left(\Phi^{-1}(X, Y, 1)\right)=f_{1}(X, Y)+\cdots+f_{d}(X, Y) \\
l(X, Y) & =L\left(\Phi^{-1}(X, Y, 1)\right)
\end{aligned}
$$

Here $f_{j}$ is the part of $f$ that is homogeneous of degree $j$. Since $l(0,0)=0$, we see that $l(X, Y)=b X-a Y$ for some constants $a$ and $b$ not both 0 . Then $\varphi(t)=\binom{a t}{b t}$, for $t \in K$, is a parametrization of the locus in $\mathbb{A}_{K}^{2}$ on which $l(x, y)=0$. The composition $f(\varphi(t))$ is a polynomial in $t$ with $f(\varphi(0))=0$. In fact,

$$
\begin{aligned}
f(\varphi(t)) & =f_{1}(a t, b t)+f_{2}(a t, b t)+\cdots+f_{d}(a t, b t) \\
& =t f_{1}(a, b)+t^{2} f_{2}(a, b)+\cdots+t^{d} f_{d}(a, b) .
\end{aligned}
$$

There are two possibilities. If $f \circ \varphi$ is not the 0 polynomial, then $f(\varphi(t))$ has a zero of some finite order at $t=0$, and this order is defined to be the intersection multiplicity, or intersection number, $I(P, L \cap F)$. If $f \circ \varphi$ is the 0 polynomial, then we say that $I(P, L \cap F)=+\infty$. It will be convenient to define $I(P, L \cap F)=0$ if $P$ is not in $V_{K}(L) \cap V_{K}(F)$. We need to check that $I(P, L \cap F)$ does not depend on the choice of $\Phi$, but we postpone this verification until after we consider two examples.

## EXAMPLES OF INTERSECTION MULTIPLICITY.

(1) Example 1 in the previous section showed that relative to a suitable $\Phi$ in $\mathrm{GL}(3, K)$, the projective plane curve

$$
F(X, Y, W)=X^{2} Y+X Y W+W^{3}
$$

has local expression $f(X, Y)$ about $P=\left(x_{0}, y_{0}, 1\right)$ given by

$$
\begin{aligned}
f(X, Y)= & \left(x_{0}^{2} y_{0}+x_{0} y_{0}+1\right)+\left(x_{0}^{2} Y+2 x_{0} y_{0} X+x_{0} Y+y_{0} X\right) \\
& +\left(y_{0} X^{2}+2 x_{0} X Y+X Y\right)+\left(X^{2} Y\right) \\
= & f_{0}+f_{1}(X, Y)+f_{2}(X, Y)+f_{3}(X, Y)
\end{aligned}
$$

For a line $L$, the intersection multiplicity $I(P, L \cap F)$ is 0 unless $P$ lies in $V_{K}(F)$, i.e., unless $f_{0}=x_{0}^{2} y_{0}+x_{0} y_{0}+1=0$. Suppose that the line $L$ is given by

$$
L(X, Y, W)=\alpha X+\beta Y+\gamma W
$$

with local expression

$$
l(X, Y)=L\left(X+x_{0}, Y+y_{0}, 1\right)=\left(\alpha x_{0}+\beta y_{0}+\gamma\right)+(\alpha X+\beta Y)
$$

Here $\alpha$ and $\beta$ are not both 0 . The intersection multiplicity $I(P, L \cap F)$ is 0 unless $P$ lies also in $V_{K}(L)$, i.e., unless $\alpha x_{0}+\beta y_{0}+\gamma=0$. Thus suppose that $P$ lies in $V_{K}(L) \cap V_{K}(F)$. Then we can parametrize the locus for which $l(x, y)=0$ by $\binom{x}{y}=\varphi(t)=\binom{-\beta t}{\alpha t}$, and we obtain

$$
\begin{aligned}
& f_{1}(\varphi(t))=f_{1}(-\beta t, \alpha t)=t\left(x_{0}^{2} \alpha-2 x_{0} y_{0} \beta+x_{0} \alpha-y_{0} \beta\right) \\
& f_{2}(\varphi(t))=f_{2}(-\beta t, \alpha t)=t^{2}\left(y_{0} \beta^{2}-2 x_{0} \alpha \beta+\alpha \beta\right)
\end{aligned}
$$

One point lying in $V_{K}(F)$ is $P=\left(x_{0}, y_{0}, 1\right)=\left(1,-\frac{1}{2}, 1\right)$, and $P$ lies also in $V_{K}(L)$ if $\alpha-\frac{1}{2} \beta+\gamma=0$, i.e., if $\gamma$ satisfies $\gamma=\frac{1}{2} \beta-\alpha$. Then we have $f_{1}(\varphi(t))=t\left(2 \alpha+\frac{3}{2} \beta\right)$ and $f_{2}(\varphi(t))=t^{2}\left(-\frac{1}{2} \beta^{2}-\alpha \beta\right)$. Consequently, $I(P, L \cap F)$ is $\geq 1$ if and only if $\gamma=\frac{1}{2} \beta-\alpha$. In this case, $I(P, L \cap F)$ is $\geq 2$ if and only if $2 \alpha+\frac{3}{2} \beta=0$, i.e., if $\alpha=-\frac{3}{4} \beta$. When both conditions are satisfied, we have $f_{2}(\varphi(t))=t^{2}\left(-\frac{1}{2} \beta^{2}-\alpha \beta\right)=t^{2}\left(\frac{1}{4} \beta^{2}\right)$, and this is not the 0 function because under these conditions, $\beta=0$ would imply that $(\alpha, \beta, \gamma)=(0,0,0)$; hence $I(P, L \cap F)=2$.
(2) Example 2 in the previous section considered the point $P=\left(x_{0}, y_{0}, w_{0}\right)=$ $(0,1,0)$ for the same $F$, namely $F(X, Y, W)=X^{2} Y+X Y W+W^{3}$. This $P$ lies in $V_{K}(F)$. For a suitable $\Phi$, the earlier computations showed that the local expression for $F$ is

$$
f(X, Y)=\left(Y^{2}+X Y\right)+\left(X^{3}\right)
$$

The most general line $L$ for which $P$ lies in $V_{K}(L)$ is $\alpha X+\gamma W=0$, and the corresponding local expression is

$$
l(X, Y)=L(Y, 1, X)=\alpha Y+\gamma X
$$

We use the parametrization $\varphi(t)=(-\alpha t, \gamma t)$ for $L$ and obtain

$$
f(\varphi(t))=t^{2}\left(\gamma^{2}-\alpha \gamma\right)+t^{3}\left(-\alpha^{3}\right)
$$

By inspection we see that $I(P, L \cap F) \geq 2$ for all choices of $\alpha$ and $\gamma$, and that $I(P, L \cap F) \geq 3$ if and only if $\gamma=0$ or $\gamma=\alpha$. If $\gamma=0$ or $\gamma=\alpha$, then $\alpha^{3}$ cannot be 0 , and thus $I(P, L \cap F)=3$.

Let us return to the verification that $I(P, L \cap F)$ does not depend on the choice of $\Phi$. Thus suppose that $\Psi$ is another member of $\operatorname{GL}(3, K)$ with $\Psi\left(x_{0}, y_{0}, w_{0}\right)=$ $(0,0,1)$. Write

$$
\Psi \circ \Phi^{-1}=\left(\begin{array}{ccc}
\alpha & \beta & 0 \\
\gamma & \delta & 0 \\
r & s & 1
\end{array}\right),
$$

form the local expressions

$$
\begin{aligned}
f^{\prime}(X, Y) & =F\left(\Psi^{-1}(X, Y, 1)\right)=f_{1}^{\prime}(X, Y)+\cdots+f_{d}^{\prime}(X, Y) \\
l^{\prime}(X, Y) & =L\left(\Psi^{-1}(X, Y, 1)\right)=b^{\prime} X-a^{\prime} Y
\end{aligned}
$$

and parametrize the locus in $\mathbb{A}_{K}^{2}$ with $l^{\prime}(x, y)=0$ by

$$
\binom{x}{y}=\varphi^{\prime}(t)=\binom{a^{\prime} t}{b^{\prime} t}
$$

We need a lemma.
Lemma 8.6. In the above notation, $f(X, Y)$ equals

$$
\begin{aligned}
(r X+s Y+1)^{d-1} & f_{1}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y) \\
& +(r X+s Y+1)^{d-2} f_{2}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y) \\
& +\cdots+f_{d}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y)
\end{aligned}
$$

and therefore

$$
f_{1}(X, Y)=f_{1}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y)
$$

Proof. For the first conclusion, let us justify the following computation:

$$
\begin{aligned}
f(X, Y)= & \left(F \circ \Psi^{-1}\right)\left(\Psi \circ \Phi^{-1}\right)(X, Y, 1) \\
= & \left(F \circ \Psi^{-1}\right)(\alpha X+\beta Y, \gamma X+\delta Y, r X+s Y+1) \\
= & \left(F \circ \Psi^{-1}\right)\left((r X+s Y+1)\left(\frac{\alpha X+\beta Y}{r X+s Y+1}, \frac{\gamma X+\delta Y}{r X+s Y+1}, 1\right)\right) \\
= & (r X+s Y+1)^{d} f^{\prime}\left(\frac{\alpha X+\beta Y}{r X+s Y+1}, \frac{\gamma X+\delta Y}{r X+s Y+1}\right) \\
= & (r X+s Y+1)^{d}\left(f_{1}^{\prime}+\cdots+f_{d}^{\prime}\right)\left(\frac{\alpha X+\beta Y}{r X+s Y+1}, \frac{\gamma X+\delta Y}{r X+s Y+1}\right) \\
= & (r X+s Y+1)^{d-1} f_{1}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y) \\
& +(r X+s Y+1)^{d-2} f_{2}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y) \\
& +\cdots+f_{d}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y) .
\end{aligned}
$$

In fact, the first three lines are valid if we make the computation in the field of fractions $K(X, Y)$, the fourth line uses the homogeneity of $F$ and a substitution homomorphism that evaluates members of $K[X, Y, W]$ at points of $K(X, Y, W)$, and the remaining lines use the homogeneity of $f_{1}^{\prime}, \ldots, f_{d}^{\prime}$ and a substitution homomorphism that evaluates their arguments at points of $K(X, Y)$.

This proves the first conclusion. To derive the second conclusion from it, we expand each of the coefficients on the right side and group terms of the same degree of homogeneity under $(X, Y) \mapsto(\lambda X, \lambda Y)$. The only term whose degree of homogeneity is 1 is $f_{1}^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y)$ with a coefficient 1 coming from the expansion of $(r X+s Y+1)^{d-1}$; all other terms have higher degree of homogeneity. When $f(X, Y)$ on the left side is expanded as a sum of homogeneous polynomials, the term of degree 1 is $f_{1}(X, Y)$. The second conclusion follows.

Continuing with the verification that $I(P, L \cap F)$ does not depend on the choice of $\Phi$, we apply Lemma 8.6 to $L$ in place of $F$, and we obtain

$$
l(X, Y)=l^{\prime}(\alpha X+\beta Y, \gamma X+\delta Y)
$$

Since $l(X, Y)=b X-a Y$ and $l^{\prime}(X, Y)=b^{\prime} X-a^{\prime} Y$, this equation shows that

$$
b=b^{\prime} \alpha-a^{\prime} \gamma \quad \text { and } \quad-a=b^{\prime} \beta-a^{\prime} \delta
$$

Putting $\Delta=\alpha \delta-\beta \gamma$, we solve for $a^{\prime}$ and $b^{\prime}$ and obtain

$$
\alpha a+\beta b=\Delta a^{\prime} \quad \text { and } \quad \gamma a+\delta b=\Delta b^{\prime} .
$$

When $x=a t$ and $y=b t$, we thus have

$$
\alpha x+\beta y=\alpha a t+\beta b t=t \Delta a^{\prime} \quad \text { and } \quad \gamma x+\delta y=\gamma a t+\delta b t=t \Delta b^{\prime} .
$$

Substituting these formulas into the first conclusion of Lemma 8.6 and using the homogeneity of each $f_{j}^{\prime}$ gives

$$
\begin{aligned}
f(\varphi(t))= & (a r t+b s t+1)^{d-1} t \Delta f_{1}^{\prime}\left(a^{\prime}, b^{\prime}\right) \\
& +(a r t+b s t+1)^{d-2} t^{2} \Delta^{2} f_{2}^{\prime}\left(a^{\prime}, b^{\prime}\right)+\cdots+t^{d} \Delta^{d} f_{d}^{\prime}\left(a^{\prime}, b^{\prime}\right)
\end{aligned}
$$

If $j$ is the smallest index for which $f_{j}^{\prime}\left(a^{\prime}, b^{\prime}\right) \neq 0$, then the lowest power of $t$ remaining on the right side after expansion of the coefficients is $t^{j}$, and its coefficient is $\Delta^{j} f_{j}^{\prime}\left(a^{\prime}, b^{\prime}\right)$. Thus we can conclude that the lowest power of $t$ with nonzero coefficient on the left side is $t^{j}$, and its coefficient $f_{j}(a, b)$ must equal $\Delta^{j} f_{j}^{\prime}\left(a^{\prime}, b^{\prime}\right)$. The equality of the lowest power of $t$ remaining on each side shows that $I(P, L \cap F)$ is the same when computed from $f$ as when computed from $f^{\prime}$, and we obtain as a bonus the formula $f_{j}(a, b)=\Delta^{j} f_{j}^{\prime}\left(a^{\prime}, b^{\prime}\right)$ if $t^{j}$ is that power. This completes the verification that $I(P, L \cap F)$ does not depend on the choice of $\Phi$.

Now we come back to the circle of ideas around Bezout's Theorem. The first task is to clarify the meaning of infinite intersection multiplicity.

Proposition 8.7. Over the field $K$ if a projective line $L$ and a projective plane curve $F$ meet at a point $P$ in $\mathbb{P}_{K}^{2}$, then $I(P, L \cap F)=+\infty$ if and only if $L$ divides $F$.

Proof. If $L$ divides $F$, then in the above notation the local expression $l(X, Y)$ divides $f(X, Y)$. Since $l(\varphi(t))$ is the 0 polynomial, so is $f(\varphi(t))$.

Conversely suppose that $f(\varphi(t))$ is the 0 polynomial, so that $f_{r}(a, b)=0$ for all $r$ with $1 \leq r \leq d=\operatorname{deg} F$. Without loss of generality, suppose $b \neq 0$. The equality

$$
\begin{aligned}
0 & =f_{r}(a, b)=c_{0} a^{r}+c_{1} a^{r-1} b+\cdots+c_{r} b^{r} \\
& =b^{r}\left(c_{0}\left(a b^{-1}\right)^{r}+c_{1}\left(a b^{-1}\right)^{r-1}+\cdots+c_{r}\right)
\end{aligned}
$$

says that $Z-a b^{-1}$ is a factor of $b^{r}\left(c_{0} Z^{r}+c_{1} Z^{r-1}+\cdots+c_{r}\right)$. If we write

$$
b^{r}\left(c_{0} Z^{r}+c_{1} Z^{r-1}+\cdots+c_{r}\right)=\left(Z-a b^{-1}\right) u(Z)
$$

and take $Z=X Y^{-1}$, then

$$
\begin{aligned}
b^{r} f_{r}(X, Y) & =b^{r} Y^{r}\left(c_{0}\left(X Y^{-1}\right)^{r}+c_{1}\left(X Y^{-1}\right)^{r-1}+\cdots+c_{r}\right) \\
& =Y^{r}\left(X Y^{-1}-a b^{-1}\right) u\left(X Y^{-1}\right)=b^{-1} l(X, Y)\left(Y^{r-1} u\left(X Y^{-1}\right)\right)
\end{aligned}
$$

Hence $l(X, Y)$ divides $f_{r}(X, Y)$ for all $r$. It follows that $l(X, Y)$ divides $f(X, Y)$ and then that $L$ divides $F$.

The full-strength version of Bezout's Theorem says that two projective plane curves $F$ and $G$ of degrees $m$ and $n$ meet in at most $m n$ points even when multiplicities are counted, and that the number is equal to $m n$ if $K$ is algebraically closed and multiplicities are counted. This theorem will be proved in Section 6. For the time being, we shall limit ourselves to the special case of the full-strength theorem in which one of the curves is a line.

Theorem 8.8 (Bezout's Theorem). Let $K$ be an algebraically closed field. If $F$ is a projective plane curve over $K$ of degree $d$ and if $L$ is a projective line such that $L$ does not divide $F$, then $\sum_{P} I(P, L \cap F)=d$.

Proof. First we show that

$$
\begin{equation*}
\sum_{P} I(P, L \cap F)<+\infty \tag{*}
\end{equation*}
$$

Since $L$ is assumed not to divide $F$, Proposition 8.7 shows that $I(P, L \cap F)$ is finite at every point of $V_{K}(L) \cap V_{K}(F)$. Thus $\sum_{P} I(P, L \cap F)$ is finite if
there are only finitely many points in $V_{K}(L) \cap V_{K}(F)$. Bezout's Theorem in the form of Theorem 8.5 shows that either $V_{K}(L) \cap V_{K}(F)$ is finite or else $L$ and $F$ have as a common factor some homogeneous polynomial of positive degree. Since $L$ has degree $1, L$ is prime, and thus $L$ and $F$ can have a common factor of positive degree only if $L$ divides $F$. We are assuming the contrary, and therefore $V_{K}(L) \cap V_{K}(F)$ is finite. This proves $(*)$.

Possibly by applying a projective transformation, we may assume ${ }^{7}$ that the given line $L$ is the line at infinity $W$. Then the points $P_{j}$ with $I\left(P_{j}, W \cap F\right)>0$ are of the form $\left[x_{j}, y_{j}, 0\right]$. Taking into account that the algebraically closed field $K$ is necessarily infinite, we can apply a second projective transformation, one that translates the $Y$ variable, and assume that no $y_{j}$ is 0 . Then we can write $P_{j}=\left[r_{j}, 1,0\right]$ with $r_{j}$ in $K$. Let us see that

$$
\begin{equation*}
H(X)=F(X, 1,0) \quad \text { is a nonzero polynomial of degree exactly } d \tag{**}
\end{equation*}
$$

In fact, $F(X, Y, W)$ is homogeneous of degree $d$, and we have arranged that $[1,0,0]$, which certainly lies in $V_{K}(W)$, is not in $V_{K}(F)$. Consequently the $X^{d}$ term in $F(X, Y, W)$ has nonzero coefficient, and (**) follows.

Next let us prove that

$$
I((r, 1,0), W \cap F)=\text { multiplicity of } r \text { as a root of } H(X)=F(X, 1,0)
$$

Then it will follow that $\sum_{P} I(P, W \cap F)$ equals the number of roots of $H(X)=F(X, 1,0)$, each counted as many times as its multiplicity. In view of $(* *)$ and the fact that $K$ is algebraically closed, we will then have proved that $\sum_{P} I(P, W \cap F)=d$, as required.

To prove $(\dagger)$, we introduce affine local coordinates about $(r, 1,0)$, using $\Phi^{-1}=$ $\left(\begin{array}{lll}1 & 0 & r \\ 0 & 0 & 1 \\ 0 & 1 & 0\end{array}\right)$, so that $\Phi(r, 1,0)=(0,0,1)$. The local versions $f$ of $F$ and $l$ of $W$ relative to this $\Phi$ are

$$
\begin{aligned}
f(X, Y) & =F\left(\Phi^{-1}(X, Y, 1)\right)=F(X+r, 1, Y) \\
l(X, Y) & =W\left(\Phi^{-1}(X, Y, 1)\right)=Y
\end{aligned}
$$

Hence $l(X, Y)$ is of the form $b X-a Y$ with $a=-1$ and $b=0$. If we parametrize $l$ by $\varphi(t)=(a t, b t)=(-t, 0)$, then

$$
f(\varphi(t))=f(-t, 0)=F(-t+r, 1,0)
$$

[^90]The order of vanishing of $f(\varphi(t))$ at $t=0$, which is $I([r, 1,0], W \cap F)$, thus equals the order of the zero of $F(-t+r, 1,0)$ at $t=0$, which equals the multiplicity of $r$ as a root of $H(X)=F(X, 1,0)$. This proves $(\dagger)$, and the theorem follows.

## 5. Intersection Multiplicity for Two Curves

In this section we continue the topic of "intersection multiplicity" begun in Section 4. That section dealt with intersection multiplicity for the special case of a projective line and a projective plane curve, and the present section deals with the general case of two projective plane curves. The next section will use the general notion to address Bezout's Theorem in full generality. In this section and the next we shall make occasional use of material from Chapter VII, especially Lemma 7.21 and the results in Section VII.1.

It is worth reviewing qualitatively what happened in Section 4. What we did was refer the given line and curve to affine space, parametrize the line in a natural way, and substitute the parametrization into the formula for the curve to obtain a scalar-valued function of one variable. The order of vanishing of the resulting scalar-valued function of one variable was defined to be the intersection multiplicity. The classical approach ${ }^{8}$ for handling two curves proceeds by trying to generalize this construction, in effect parametrizing one curve and substituting into the other. The fact that there need be no natural parametrization of either of the curves leads to a number of complications, and ultimately the argument involves a complicated ring of power series.

We shall follow a somewhat more modern approach ${ }^{9}$ based on localizations. ${ }^{10}$ The definition is not particularly intuitive, and it is necessary to study some examples to see its virtues. We give the definition, show that the definition is consistent with the definition in the special case of Section 4, check that the definition makes sense in general, state some properties that are useful in making computations, work out an example, and then verify the properties. Thus let $F$ and $G$ be homogeneous polynomials in $(X, Y, W)$ of respective degrees $m$ and $n$, and let $P=\left[x_{0}, y_{0}, w_{0}\right]$ be a point of the projective plane $\mathbb{P}_{K}^{2}$ over a field $K$. We refer matters back to affine space in the usual way by letting $\Phi$ be any member of $\operatorname{GL}(3, K)$ such that $\Phi\left(x_{0}, y_{0}, w_{0}\right)=(0,0,1)$. The local expressions from $\Phi$

[^91]about $(0,0)$ corresponding to $F$ and $G$ are the polynomials $f$ and $g$ with
\[

$$
\begin{aligned}
& f(X, Y)=F\left(\Phi^{-1}(X, Y, 1)\right) \\
& g(X, Y)=G\left(\Phi^{-1}(X, Y, 1)\right)
\end{aligned}
$$
\]

These polynomials break into homogeneous parts as

$$
\begin{aligned}
& f(X, Y)=f_{0}+f_{1}(X, Y)+\cdots+f_{m}(X, Y), \\
& g(X, Y)=g_{0}+g_{1}(X, Y)+\cdots+g_{n}(X, Y),
\end{aligned}
$$

with $f_{j}$ and $g_{j}$ homogeneous of degree $j$ in the pair $(X, Y)$. We assume that $P$ lies on the locus $V_{K}(F) \cap V_{K}(G)$ of common zeros of $F$ and $G$, and the condition for this to happen is that $f_{0}=g_{0}=0$. The order of vanishing $m_{P}(F)$ of $F$ at $P$ is the first $j$ for which $f_{j}$ is not the zero polynomial; we saw as a consequence of Lemma 8.6 that this quantity is well defined independently of the choice of $\Phi$.

The intersection multiplicity $I(P, F \cap G)$ of $F$ and $G$ at $P$ can be defined in either of two equivalent ways. The equivalence of the two definitions will be used repeatedly in the discussion and follows from the fact that localization commutes with passage to the quotient by an ideal, a fact that was proved as Lemma 7.21. One definition is

$$
I(P, F \cap G)=\operatorname{dim}_{K}\left((K[X, Y] /(f, g))_{(0,0)}\right)
$$

where $(K[X, Y] /(f, g))_{(0,0)}$ is the localization at $(0,0)$ of the $K$ algebra $K[X, Y] /(f, g)$. That is, we form the quotient ring of $K[X, Y]$ by the ideal generated over $K$ by $f$ and $g$, localize with respect to the maximal ideal of all members of the quotient vanishing at $(0,0)$, and compute the dimension of this localization over $K$. The other definition is

$$
I(P, F \cap G)=\operatorname{dim}_{K}\left(S^{-1} K[X, Y] / S^{-1}(f, g)\right)
$$

where $S$ is the multiplicative system in $K[X, Y]$ consisting of the complement of the maximal ideal $(X, Y)$, i.e., consisting of all polynomials that are nonvanishing at $(0,0)$. In either case all elements of the ring being localized have interpretations as functions, and the multiplicative system consists of all the functions that are nonzero at a certain point. Nevertheless, the matter is a little subtle because some members of the multiplicative system in the first case may be zero divisors. Here is a lower-dimensional example of that phenomenon that can also serve as a guiding example for Theorem 8.12 below.

EXAmple of geometric localization. $R=\left(K[X] /\left(\left(X^{2}(X-1)^{2}\right)\right)\right){ }_{(0)}$, with the subscript indicating localization at 0 . Before passage to the localization, the quotient $Q=K[X] /\left(\left(X^{2}(X-1)^{2}\right)\right)$ has dimension 4 , with a basis consisting of the cosets of $1, X, X^{2}, X^{3}$. The multiplicative system $S$ for localization at 0 consists of all members of the quotient that are nonzero at 0 . The localization as a set consists of equivalence classes of pairs $(r, s)$ with $r$ in $Q$ and $s$ in $S$, two pairs $(r, s)$ and $\left(r^{\prime}, s^{\prime}\right)$ being equivalent if $t\left(r s^{\prime}-r^{\prime} s\right)=0$ for some $t$ in $S$. Localization is a ring homomorphism, and we therefore consider the pairs $(r, s)$ in the class of the additive identity. These have $t(r 1-0 s)=0$ for some $t$. Then $t$ and $r$ have representatives $t(X)$ and $r(X)$ in $K[X]$ such that $t(X) r(X)=p(X) X^{2}(X-1)^{2}$ for some $p(X)$. Furthermore, $t(0) \neq 0$. Then $X^{2}$ must divide $r(X)$, and this condition is also sufficient for the choice $t(X)=(X-1)^{2}$. Thus the members $X^{2} q(X)$ of $K[X]$ give 0 in the localization, and the localization is isomorphic to the 2-dimensional algebra $K[X] /\left(X^{2}\right)$.

Proposition 8.9 below will show that $I(P, F \cap G)$ is independent of the function $\Phi$ used to introduce affine local coordinates. Assuming this independence, we begin with an example that shows that the definition is consistent with the definition in Section 4.

EXAMPLE 1 OF INTERSECTION MULTIPLICITY. Case of a line $L$ and a curve $F$ homogeneous of degree $d$. Assuming that $P$ lies in $V_{K}(L) \cap V_{K}(F)$, we introduce affine local coordinates by means of a member $\Phi$ of $\mathrm{GL}(3, K)$ that carries a representative of $P$ to $(0,0,1)$, and we let $l(X, Y)$ and $f(X, Y)$ be the corresponding local expressions for $L$ and $F$. Let $f=f_{1}+\cdots+f_{d}$ be the decomposition of $f$ into its homogeneous parts. Since the intersection multiplicity is being assumed to be independent of the choice of $\Phi$ and since for any second point on a line through $(0,0,1)$, there exists a $\Phi$ that fixes $(0,0,1)$ and carries that second point to $(1,0,1)$, we may assume that $l(X, Y)=Y$. We introduce the parametrization $(x, y)=\varphi(t)=(t, 0)$ for the line $l(X, Y)$ and substitute into $f(X, Y)$, obtaining $f(\varphi(t))=f_{1}(t, 0)+\cdots+f_{d}(t, 0)$. In the definition of Section 4, the intersection multiplicity is the least $r$ such that $f_{r}(t, 0)$ is not identically 0 , or else it is $+\infty$ if $f(\varphi(t))$ is identically 0 . With the new definition we observe from the definition of $r$ that $f$ is of the form
$f(X, Y)=\left(c_{r} X^{r}+\cdots+c_{d} X^{d}\right)+Y g(X, Y)=c_{r} X^{r}(1+X h(X))+Y g(X, Y)$
with $c_{r} \neq 0, g(X, Y) \in K[X, Y]$, and $h(X) \in K[X]$. The ideal in $K[X, Y]$ generated by $Y$ and $f$ is the same as the ideal generated by $Y$ and $X^{r}(1+X h(X))$. Hence

$$
K[X, Y] /(Y, f) \cong K[X, Y] /\left(Y, X^{r}(1+X h)\right) \cong K[X] /\left(X^{r}(1+X h)\right)
$$

The polynomial $1+X h(X)$ takes a nonzero value at 0 and hence is a member of the multiplicative system that we use to form the localization. Thus

$$
(K[X, Y] /(Y, f))_{(0,0)} \cong\left(K[X] /\left(X^{r}(1+X h)\right)\right)_{(0)} \cong\left(K[X] /\left(X^{r}\right)\right)_{(0)}
$$

The dimension of the right side is $r$, and thus the new definition of intersection multiplicity matches the old one.

Proposition 8.9. The intersection multiplicity of two projective plane curves $F$ and $G$ at $P$ is well defined independently of the member of $\Phi$ that moves a representative of $P$ to $(0,0,1)$.

Proof. It is enough to take $P=[0,0,1]$ and to compare the effect of passing to affine local coordinates determined by the identity with the effect of passing to the coordinates determined by a general element $\Phi$ of $\operatorname{GL}(3, K)$ of the form $\Phi=\left(\begin{array}{ccc}\alpha & \beta & 0 \\ \gamma & 8 & 0 \\ r & s & 1\end{array}\right)$. Let $\operatorname{deg} F=m$ and $\operatorname{deg} G=n$. If $f(X, Y)=F(X, Y, 1)$ and $\tilde{f}(X, Y)=F\left(\Phi^{-1}(X, Y, 1)\right)$, then the computation in the proof of Lemma 8.6 shows that

$$
\begin{equation*}
f(X, Y)=(1+r X+s Y)^{m} \widetilde{f}\left(\frac{\alpha X+\beta Y}{1+r X+s Y}, \frac{\gamma X+\delta Y}{1+r X+s Y}\right) \tag{*}
\end{equation*}
$$

Similarly if $g(X, Y)=G(X, Y, 1)$ and $\tilde{g}(X, Y)=G\left(\Phi^{-1}(X, Y, 1)\right)$, then

$$
g(X, Y)=(1+r X+s Y)^{n} \widetilde{g}\left(\frac{\alpha X+\beta Y}{1+r X+s Y}, \frac{\gamma X+\delta Y}{1+r X+s Y}\right)
$$

Let

$$
X^{\prime}=\frac{\alpha X+\beta Y}{1+r X+s Y}, \quad Y^{\prime}=\frac{\gamma X+\delta Y}{1+r X+s Y}, \quad \text { and } \quad \Phi^{-1}=\left(\begin{array}{ccc}
\alpha^{\prime} & \beta^{\prime} & 0 \\
\gamma^{\prime} & \delta^{\prime} & 0 \\
r^{\prime} & s^{\prime} & 1
\end{array}\right) .
$$

It is purely a formal matter that the mapping $T$ defined by $(T h)(X, Y)=h\left(X^{\prime}, Y^{\prime}\right)$ is a field isomorphism of $K(X, Y)$ onto $K\left(X^{\prime}, Y^{\prime}\right)$. It sends $K[X, Y]$ onto $K\left[X^{\prime}, Y^{\prime}\right]$ and sends $(K[X, Y])_{(0,0)}$ onto $\left(K\left[X^{\prime}, Y^{\prime}\right]\right)_{(0,0)}$. Referring to the formulas for $X^{\prime}$ and $Y^{\prime}$, we see that the image of $K[X, Y]$ is contained in the localization $(K[X, Y])_{(0,0)}$; by the universal mapping property of localizations, the image of $(K[X, Y])_{(0,0)}$ is contained in $(K[X, Y])_{(0,0)}$. Comparing these two conclusions, we see that $\left(K\left[X^{\prime}, Y^{\prime}\right]\right)_{(0,0)} \subseteq(K[X, Y])_{(0,0)}$.

Meanwhile, we can solve the equations defining $X^{\prime}$ and $Y^{\prime}$ for $X$ and $Y$. If we compare the results with the formula for $\Phi^{-1}$, we find that

$$
X=\frac{\alpha^{\prime} X^{\prime}+\beta^{\prime} Y^{\prime}}{1+r^{\prime} X^{\prime}+s^{\prime} Y^{\prime}} \quad \text { and } \quad Y=\frac{\gamma^{\prime} X^{\prime}+\delta^{\prime} Y^{\prime}}{1+r^{\prime} X^{\prime}+s^{\prime} Y^{\prime}}
$$

Thus the situation is symmetric, and we have $(K[X, Y])_{(0,0)} \subseteq\left(K\left[X^{\prime}, Y^{\prime}\right]\right)_{(0,0)}$. Consequently the mapping

$$
(T h)(X, Y)=h\left(\frac{\alpha X+\beta Y}{1+r X+s Y}, \frac{\gamma X+\delta Y}{1+r X+s Y}\right)
$$

is an algebra automorphism of $(K[X, Y])_{(0,0)}$.
To prove the proposition, recall that localization commutes with passage to the quotient by an ideal. In view of $(*)$, it is therefore enough to show that

$$
\begin{aligned}
& \operatorname{dim}_{K}\left((K[X, Y])_{(0,0)} /(f, g)\right) \\
& \quad \stackrel{?}{=} \operatorname{dim}_{K}\left((K[X, Y])_{(0,0)} /\left((1+r X+s Y)^{m} T f,(1+r X+s Y)^{n} T g\right)\right) . \quad(* *)
\end{aligned}
$$

The factor $(1+r X+s Y)$ is a unit in $(K[X, Y])_{(0,0)}$, and we can simplify the quotient algebra on the right side of $(* *)$ to

$$
(K[X, Y])_{(0,0)} /(T f, T g) .
$$

In turn, this algebra is $K$ isomorphic to $(K[X, Y])_{(0,0)} /(f, g)$ because $T$ is an automorphism of $(K[X, Y])_{(0,0)}$. The dimensional equality in ( $* *$ ) follows.

Let us extend the definition of intersection multiplicity to include the case that the point of interest does not lie in the locus of common zeros. We define $I(P, F \cap G)=0$ if $P$ is not in $V_{K}(F) \cap V_{K}(G)$. Assume now that $K$ is algebraically closed. Below we compute a fairly typical example of intersection multiplicity. To do so, we shall make use of certain properties of $I(P, F \cap G)$ that we list in Theorem 8.10 below. In fact, there is an algorithm for computing $I(P, F \cap G)$ using only these properties, ${ }^{11}$ but we shall not give it.

Before stating the properties, we need to make some definitions. Recall from earlier in the section that the order of vanishing $m_{P}(G)$ of $G$ at $P$ is computed using a suitable $\Phi$ in GL $(3, K)$ to refer $G$ to affine local coordinates about $P$, defining $g(X, Y)=G\left(\Phi^{-1}(X, Y, 1)\right)$, expanding $g(X, Y)$ as a sum of homogeneous terms $g(X, Y)=g_{0}+g_{1}(X, Y)+\cdots+g_{n}(X, Y)$, and defining $m_{P}(G)$ to be the least $j$ such that $g_{j}$ is not the 0 polynomial. The homogeneous polynomial $g_{j}(X, Y)$ is $X^{j}$ times a polynomial in the one variable $Y X^{-1}$, and the fact that $K$ is algebraically closed implies that $g_{j}$ has a factorization of the form

$$
g_{j}(X, Y)=c \prod_{i}\left(\alpha_{i} X+\beta_{i} Y\right)^{m_{i}}
$$

[^92]with $c$ in $K$. Here $j=\sum_{i} m_{i}$, and the pairs $\left(\alpha_{i}, \beta_{i}\right)$ correspond to distinct members of $\mathbb{P}_{K}^{1}$ that are uniquely determined up to indexing if $c \neq 0$. Let $l_{i}(X, Y)=\alpha_{i} X+\beta_{i} Y$, and let $L_{i}$ be the corresponding projective line. We refer to all the lines $L_{i}$ as the tangent lines to $G$ at $P$, and we say that $m_{i}$ is the multiplicity of $L_{i}$. The geometry of the situation is indicated in Problem 12 at the end of the chapter.

Theorem 8.10. Let $K$ be an algebraically closed field, let $P$ be in $\mathbb{P}_{K}^{2}$, and let $F$ and $G$ be projective plane curves over $K$. Then the intersection multiplicity $I(P, F \cap G)$ has the following properties:
(a) $I(P, F \cap G)=I(P, G \cap F)$,
(b) $I(P, F \cap G)=I(P, F \cap(G+H F))$ for any projective plane curve $H$ with $\operatorname{deg} H F=\operatorname{deg} G$ such that $G+H F \neq 0$,
(c) $I(P, F \cap G)>0$ if and only if $P$ lies in $V_{K}(F) \cap V_{K}(G)$,
(d) $I(P, F \cap G) \leq I(P, A F \cap B G)$ for any projective plane curves $A$ and $B$, with equality if $A$ and $B$ are nonvanishing at $P$,
(e) $I(P, F \cap G)$ is finite if and only if $F$ and $G$ have no common factor of degree $\geq 1$ having $P$ on its zero locus,
(f) $I(P, F \cap G H)=I(P, F \cap G)+I(P, F \cap H)$ and consequently if $F=$ $\prod_{i} F_{i}^{r_{i}}$ and $G=\prod_{j} G_{j}^{s_{j}}$, then $I(P, F \cap G)=\sum_{i, j} r_{i} s_{j} I\left(P, F_{i} \cap G_{j}\right)$,
(g) $I(P, F \cap G) \geq m_{P}(F) m_{P}(G)$, with equality if $F$ and $G$ have no tangent lines in common at $P$.

REMARKS. Properties (a) and (b) are evident. Properties (c) and (d) are conversational and will be proved in these remarks. Properties (e), (f), and (g) require proofs, and we give those proofs after computing an example. For (c), if $P$ lies in $V_{K}(F) \cap V_{K}(G)$, then the local expressions $f(X, Y)$ and $g(X, Y)$ vanish at 0 , and so does every member of the ideal $(f, g)$; therefore $(f, g)$ is a proper ideal in $(K[X, Y])_{(0,0)}$, and the dimension of the quotient is positive. Conversely if $P$ is not in $V_{K}(F)$, say, then $f(X, Y)$ lies in the multiplicative system $S$ of nonvanishing polynomials at $(0,0)$, and $S^{-1}(f, g)=(1)$; hence $S^{-1} K[X, Y] / S^{-1}(f, g)=$ 0 , and $I(P, F \cap G)=0$. For (d), $S^{-1}(a f, b g) \subseteq S^{-1}(f, g)$ with equality if $a$ and $b$ are nonvanishing at $(0,0)$, and hence $S^{-1} K[X, Y] / S^{-1}(f, g)$ is a homomorphic image of $S^{-1} K[X, Y] / S^{-1}(a f, b g)$ and is a one-one homomorphic image if $a$ and $b$ are nonvanishing at $(0,0)$.

EXAMPLE 2 OF INTERSECTION MULTIPLICITY. Let $K=\mathbb{C}$, and let the two projective curves be the homogeneous versions of $Y^{2}=X^{3}$ and $Y^{2}=X^{5}$. In other words, let

$$
F(X, Y, W)=Y^{2} W-X^{3} \quad \text { and } \quad G(X, Y, W)=Y^{2} W^{3}-X^{5}
$$

We compute $I(P, F \cap G)$ for all points $P$ in $V_{K}(F) \cap V_{K}(G)$. In the affine plane the intersections $(x, y)$ may be found by substituting the one equation into the other (or, with more effort in this case, by using the resultant). We obtain $x^{5}-x^{3}=0$. This gives $x^{3}\left(x^{2}-1\right)=0$. The factor $x^{2}-1$ has two distinct roots, and each gives two distinct $y$ 's. Thus we obtain the five affine solutions $(+1, \pm 1),(-1, \pm i),(0,0)$. The fact that the first four occurred routinely with multiplicity 1 translates into intersection multiplicity 1 for each: In fact, (b) shows that $I(P, F \cap G)=I\left(P, F \cap\left(W^{2} F-G\right)\right)$, and $W^{2} F-G$ restricts at $(X, Y, 1)$ to $X^{5}-X^{3}=X^{3}\left(X^{2}-1\right)$. At each of the points $(+1, \pm 1), X^{5}-X^{3}$ when viewed as equal to 0 has a vertical tangent $X-1$ of multiplicity 1 , while $Y^{2}-X^{3}$ has a tangent that is not vertical. A similar argument applies at each of the points $(-1, \pm i)$. By $(\mathrm{g})$, the intersection multiplicity is 1 at each of the four points $(+1, \pm 1)$ and $(-1, \pm i)$.

Next let us consider $(0,0)$. The order of $X^{5}-X^{3}$ is 3 , and the homogeneous term of degree 3 , namely $-X^{3}$, factors as the cube of a linear factor that gives the vertical line $X$. Meanwhile, $Y^{2}-X^{3}$ has order 2 at $(0,0)$, and $Y^{2}$ factors as the square of a linear factor that gives the horizontal line $Y$. The two curves have no tangents in common. Hence equality holds in (g), and the intersection multiplicity is 6 at $(0,0)$.

Finally let us check points $(x, y, w)$ on the line at infinity, i.e., those with $w=0$. Putting $w=0$ in the formula $F=G=0$ shows that $x=0$. Thus the only point of $V_{K}(F) \cap V_{K}(G)$ on the line at infinity is $P=\left[x_{0}, y_{0}, w_{0}\right]=$ $[0,1,0]$. The local versions of $F$ and $G$ may be given in the variables $X$ and $W$ by restricting $(X, Y, W)$ to $(X, 1, W)$ and considering the polynomials about $(x, w)=(0,0)$. As above, (b) gives $I(P, F \cap G)=I\left(P, F \cap\left(W^{2} F-G\right)\right.$ ), but $F=Y^{2} W-X^{3}$ restricts to $W-X^{3}$ and $W^{2} F-G=-W^{2} X^{3}+X^{5}$ remains unchanged upon restriction. The respective lowest-order terms, in factored form, are $W$ and $-X^{3}(X+W)(X-W)$. None of the factors of the first polynomial matches a factor of the second polynomial, and $(\mathrm{g})$ says that the intersection multiplicity is $1 \cdot 5=5$.

The upshot is that we get multiplicity 6 from $(0,0)$, multiplicity 1 apiece from four other points in the affine plane, and multiplicity 5 from $P=[0,1,0]$. The total is 15 , the product of the degrees of the given curves, as it must be if we are to have any chance of obtaining the desired generalization of Bezout's Theorem.

To get at Theorem 8.10, we make use of a structure theorem about ideals $I$ in $K\left[X_{1}, \ldots, X_{n}\right]$ for which $V(I)$ is a finite set. To prove the structure theorem, which appears as Theorem 8.12 below, we first prove a lemma about the radical $\sqrt{I}$ of an ideal $I$, a notion defined in Section VII.1.

Lemma 8.11. If $R$ is a commutative Noetherian ring and $I$ is an ideal in $R$, then $(\sqrt{I})^{m} \subseteq I$ for some integer $m \geq 1$.

Proof. Since $R$ is Noetherian, the ideal $\sqrt{I}$ is finitely generated. Let $\left\{a_{1}, \ldots, a_{n}\right\}$ be a set of generators for it. By definition of radical, choose integers $k_{1}, \ldots, k_{n}$ such that $a_{j}^{k_{j}}$ is in $I$ for $1 \leq j \leq n$, and put $m=\sum_{j=1}^{n} k_{j}$. The most general element of $\sqrt{I}$ is of the form $\sum_{j=1}^{n} r_{j} a_{j}$ with all $r_{j}$ in $R$. The $m^{\text {th }}$ power of this element is a sum of terms of the form $r a_{1}^{l_{1}} \cdots a_{n}^{l_{n}}$ with $\sum_{j=1}^{n} l_{j}=m$. In view of the definition of $m$, we must have $l_{j} \geq k_{j}$ for some $j$. Then the factor $a_{j}^{l_{j}}$ is in $I$, and hence the whole term $r a_{1}^{l_{1}} \cdots a_{n}^{l_{n}}$ is in $I$.

Theorem 8.12. Let $K$ be an algebraically closed field, and let $I$ be an ideal in the polynomial ring $K\left[X_{1}, \ldots, X_{n}\right]$ whose locus of common zeros in $K^{n}$ is a finite set $\left\{P_{1}, \ldots, P_{k}\right\}$. Then $K\left[X_{1}, \ldots, X_{n}\right] / I$ is isomorphic as a ring to the product of its localizations at the points $P_{j}$ :

$$
K\left[X_{1}, \ldots, X_{n}\right] / I \cong \prod_{j=1}^{k}\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}
$$

Consequently

$$
\operatorname{dim}_{K}\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)=\sum_{j=1}^{k} \operatorname{dim}_{K}\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}
$$

REMARKS. The one-variable case is a guide: The ideal $I$ is principal, and we can write $K[X] / I$ as $K[X] /\left(\prod_{j=1}^{k}\left(X-c_{j}\right)^{m_{j}}\right)$. The points $P_{j}$ of the theorem are the members $c_{j}$ of $K$, and the same argument as for the first example of the section shows that $\left(K[X] /\left(\prod_{j}\left(X-c_{j}\right)^{m_{j}}\right)\right)_{\left(c_{j}\right)} \cong K[X] /\left(X-c_{j}\right)^{m_{j}}$. The isomorphism of the theorem therefore reduces to an instance of the Chinese Remainder Theorem.

Proof. Let $\varphi_{j}: K\left[X_{1}, \ldots, X_{n}\right] / I \rightarrow\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}$ be the canonical homomorphism, and let $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right)$. The mapping $\varphi$ is a ring homomorphism into $\prod_{j=1}^{k}\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}$, and we shall prove that $\varphi$ is one-one onto. Doing so requires some preparation.

Let $I_{j}$ be the maximal ideal of all polynomials vanishing at $P_{j}$. The Nullstellensatz (Theorem 7.1) shows that $\sqrt{I}$ consists of all $f \in K[X, Y]$ such that $f$ vanishes at each $P_{i}$, i.e., that $\sqrt{I}=\bigcap_{j=1}^{k} I_{j}$. Lemma 8.11 shows that $(\sqrt{I})^{m} \subseteq I$ for some $m$, and thus $\left(\bigcap_{j=1}^{k} I_{j}\right)^{m} \subseteq I$. For $i \neq j, I_{i}^{m}+I_{j}^{m}$ is an ideal whose locus of common zeros is empty, and the Nullstellensatz shows that $I_{i}^{m}+I_{j}^{m}=K\left[X_{1}, \ldots, X_{n}\right]$. The Chinese Remainder Theorem (Theorem 8.27 of Basic Algebra) therefore applies and shows that the intersection $\bigcap_{j=1}^{k} I_{j}^{m}$ and
the product $\prod_{j=1}^{k} I_{j}^{m}$ coincide. Similarly $I_{i}+I_{j}=K\left[X_{1}, \ldots, X_{n}\right]$, and hence $\bigcap_{j=1}^{k} I_{j}=\prod_{j=1}^{k} I_{j}$. Putting these facts together, we conclude that

$$
\begin{equation*}
\bigcap_{j=1}^{k} I_{j}^{m}=\prod_{j=1}^{k} I_{j}^{m}=\left(\prod_{j=1}^{k} I_{j}\right)^{m}=\left(\bigcap_{j=1}^{k} I_{j}\right)^{m} \subseteq I \tag{*}
\end{equation*}
$$

Let us now denote members of $K\left[X_{1}, \ldots, X_{n}\right]$ by uppercase letters and their cosets modulo $I$ by the corresponding lowercase letters. Let us observe for $1 \leq i \leq k$ that there exists $F_{i} \in K\left[X_{1}, \ldots, X_{n}\right]$ with $F_{i}\left(P_{j}\right)=\delta_{i j}$. In fact, we start from the special case that if $P \neq Q$, then there exists $F$ with $F(P)=1$ and $F(Q)=0$. For the special case, $P$ and $Q$ differ in some coordinate; say that $x_{l}(P) \neq x_{l}(Q)$. Then the polynomial

$$
F\left(X_{1}, \ldots, X_{n}\right)=\left(X_{l}-x_{l}(Q)\right)\left(x_{l}(P)-x_{l}(Q)\right)^{-1}
$$

has the required properties. To construct $F_{1}$ with $F_{1}\left(P_{j}\right)=\delta_{1 j}$, choose $G_{j}$ with $G_{j}\left(P_{1}\right)=1$ and $G_{j}\left(P_{j}\right)=0$. Then $F_{1}=\prod_{i \neq 1} G_{i}$ has $F_{1}\left(P_{1}\right)=1$ and $F_{1}\left(P_{j}\right)=0$ for $j \neq 1$. The polynomials $F_{2}, \ldots, F_{k}$ are constructed similarly.

With $m$ as in the second paragraph of the proof, fix $j$ and define $E_{i}=$ $1-\left(1-F_{i}^{m}\right)^{m}$. This is divisible by $F_{i}^{m}$ and hence lies in $I_{j}^{m}$ if $i \neq j$. In addition, $1-F_{j}^{m}$ lies in $I_{j}$, and hence $1-E_{j}=\left(1-F_{j}^{m}\right)^{m}$ is in $I_{j}^{m}$. Therefore $1-\sum_{i=1}^{k} E_{i}=\left(1-E_{j}\right)-\sum_{i \neq j} E_{i}$ lies in $I_{j}^{m}$. Since the left side is independent of $j, 1-\sum_{i=1}^{k} E_{i}$ lies in $\bigcap_{j=1}^{k} I_{j}^{m}$, and we conclude from $(*)$ that

$$
\begin{equation*}
1-\sum_{i=1}^{k} E_{i} \quad \text { lies in } I \tag{**}
\end{equation*}
$$

We just saw that $E_{i}$ lies in $\bigcap_{j \neq i} I_{j}^{m}$. Hence if $i \neq j$, then $E_{i} E_{j}$ lies in $\bigcap_{l=1}^{k} I_{l}^{m} \subseteq$ $I$. Passing to cosets modulo $I$, we find from this fact and from $(* *)$ that

$$
e_{i} e_{j}=0 \text { for } i \neq j, \quad \text { and that } \quad \sum_{i=1}^{k} e_{i}=1
$$

Multiplying the second equation by $e_{j}$ and substituting from the first equation, we obtain

$$
e_{i}^{2}=e_{i} \quad \text { for all } i
$$

Using $(\dagger)$ and $(\dagger \dagger)$, let us prove for each $i$ that

$$
\begin{align*}
& \text { to each } G \in K\left[X_{1}, \ldots, X_{n}\right] \text { with } G\left(P_{i}\right) \neq 0 \\
& \qquad \text { corresponds a polynomial } H \text { with } h g=e_{i} .
\end{align*}
$$

In fact, we may assume that $G\left(P_{i}\right)=1$. Let $Q$ be the member of $I_{i}$ given by $Q=1-G$. The element $Q^{m} E_{i}$ is in $I_{i}^{m}$ because $Q$ is in $I_{i}$, and it is in $I_{j}^{m}$ for $j \neq i$ because $E_{i}$ is in $I_{j}^{m}$ for $j \neq i$. Thus $Q^{m} E_{i}$ is in $\bigcap_{j=1}^{k} I_{j}^{m} \subseteq I$, and $q^{m} e_{i}=0$. Consequently
$g\left(e_{i}+q e_{i}+\cdots+q^{m-1} e_{i}\right)=(1-q) e_{i}\left(1+q+\cdots+q^{m-1}\right)=e_{i}\left(1-q^{m}\right)=e_{i}$,
and $H=E_{i}\left(1+Q+\cdots+Q^{m-1}\right)$ is a polynomial as in $(\ddagger)$.
Now we can prove that $\varphi$ is one-one. If $f$ is a member of $K\left[X_{1}, \ldots, X_{n}\right] / I$ such that $\varphi(f)=0$, then $\varphi_{i}(f)=0$ for all $i$. This means that there exists a member $g_{i}$ of the multiplicative system for localization at $P_{i}$ such that $g_{i} f=0$. Any corresponding polynomial $G_{i}$ has $G_{i}\left(P_{i}\right) \neq 0$. By $(\ddagger)$, there exists $h_{i}$ with $h_{i} g_{i}=e_{i}$. Then ( $\dagger$ ) gives $f=\sum_{i=1}^{k} e_{i} f=\sum_{i=1}^{k} h_{i} g_{i} f=0$. Thus $\varphi$ is one-one.

For the proof that $\varphi$ is onto, we recall that the multiplicative system used to obtain $\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}$ consists of the elements $K\left[X_{1}, \ldots, X_{n}\right] / I$ that are nonzero at $P_{j}$, and $\varphi_{j}$ carries these to units in $\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}$. Since $E_{j}\left(P_{j}\right)=1, \varphi_{j}\left(e_{j}\right)$ is a unit. For $i \neq j$, we have $\varphi_{j}\left(e_{i}\right) \varphi_{j}\left(e_{j}\right)=\varphi_{j}\left(e_{i} e_{j}\right)=0$, and therefore $\varphi_{j}\left(e_{i}\right)=0$. Consequently

$$
\varphi_{j}\left(e_{j}\right)=\sum_{l=1}^{k} \varphi_{j}\left(e_{l}\right)=\varphi_{j}\left(\sum_{l=1}^{k} e_{l}\right)=\varphi_{j}(1)=1
$$

and $\varphi_{j}\left(e_{j}\right)$ is the identity of $\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}$. The localization at $P_{j}$ consists of the equivalence classes of all pairs $\left(r_{j}, s_{j}\right)$ with $r_{j}$ and $s_{j}$ in $K\left[X_{1}, \ldots, X_{n}\right] / I$ and $s_{j}$ in the multiplicative system for index $j$. Thus let such pairs $\left(r_{j}, s_{j}\right)$ be given for $1 \leq j \leq k$. We are to produce an element $a$ of $K\left[X_{1}, \ldots, X_{n}\right] / I$ such that $\varphi_{j}(a)=\varphi_{j}\left(r_{j}\right)\left(\varphi_{j}\left(s_{j}\right)\right)^{-1}$ for all $j$. Use of $(\ddagger)$ produces $h_{j}$ with $h_{j} s_{j}=e_{j}$ for all $j$, and this element has the property that $\varphi_{j}\left(h_{j}\right) \varphi_{j}\left(s_{j}\right)=\varphi_{j}\left(e_{j}\right)=1$, hence that $\varphi_{j}\left(h_{j}\right)=\varphi_{j}\left(s_{j}\right)^{-1}$. Consequently the element $a=\sum_{j} r_{j} h_{j} e_{j}$ has the property that

$$
\varphi_{j}(a)=\varphi_{j}\left(\sum_{i} r_{i} h_{i} e_{i}\right)=\sum_{i} \varphi_{j}\left(r_{i}\right) \varphi_{j}\left(h_{i}\right) \varphi_{j}\left(e_{i}\right)=\varphi_{j}\left(r_{j}\right)\left(\varphi_{j}\left(s_{j}\right)\right)^{-1}
$$

and exhibits $\varphi$ as onto.
Corollary 8.13. Let $K$ be an algebraically closed field, and let $I$ be an ideal in the polynomial ring $K\left[X_{1}, \ldots, X_{n}\right]$ whose locus of common zeros in $K^{n}$ is a finite set $\left\{P_{1}, \ldots, P_{k}\right\}$. Then $K\left[X_{1}, \ldots, X_{n}\right] / I$ is finite-dimensional, and so is the localization $\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}$ for each $j$.

Proof. This is a corollary partly of the statement of Theorem 8.12 and partly of the proof. Let $m$ be as in the proof. If $I_{0}$ is the maximal ideal $\left(X_{1}, \ldots, X_{n}\right)$ of $K\left[X_{1}, \ldots, X_{n}\right]$, then $I_{0}^{m}$ is the ideal generated by all monomials of degree $m$, and $K\left[X_{1}, \ldots, X_{n}\right] / I_{0}^{m}$ is finite-dimensional. Consequently the maximal ideal $I_{j}=\left(X_{1}-x_{1}\left(P_{j}\right), \ldots, X_{n}-x_{n}\left(P_{j}\right)\right)$ has the property that $K\left[X_{1}, \ldots, X_{n}\right] / I_{j}^{m}$ is finite-dimensional. Since $I_{i}^{m}+I_{j}^{m}=K\left[X_{1}, \ldots, X_{n}\right]$ for $i \neq j$, the Chinese Remainder Theorem shows that

$$
K\left[X_{1}, \ldots, X_{n}\right] / \bigcap_{j=1}^{k} I_{j}^{m} \cong \prod_{j=1}^{k} K\left[X_{1}, \ldots, X_{n}\right] / I_{j}^{m}
$$

and the left side is therefore finite-dimensional. By $(*)$ in the proof of Theorem 8.12, $\bigcap_{j+1}^{k} I_{j}^{m} \subseteq I$, and hence $K\left[X_{1}, \ldots, X_{n}\right] / I$ is finite-dimensional. Then $\left(K\left[X_{1}, \ldots, X_{n}\right] / I\right)_{\left(P_{j}\right)}$ is finite-dimensional as a consequence of the statement of Theorem 8.12.

Proof of Theorem 8.10e. If $F$ and $G$ have a common factor $H$ of degree $\geq 1$ such that $H(P)=0$, we may assume that $H$ is irreducible. Introduce affine local coordinates about $P$. If $f, g, h$ denote the local versions of $F, G, H$, then the ideal $(f, g)$ of $K[X, Y]$ is contained in the principal ideal $(h)$. The latter ideal is proper because $h(0,0)=0$, and the irreducibility of $H$ thus implies that $(h)$ is prime. If $S$ denotes the multiplicative system in $K[X, Y]$ of polynomials that are nonvanishing at $(0,0)$, then $S^{-1}(f, g) \subseteq S^{-1}(h)$, and we have a natural quotient homomorphism of $S^{-1} K[X, Y] / S^{-1}(f, g)$ onto $S^{-1} K[X, Y] / S^{-1}(h)$. The latter is isomorphic as a $K$ algebra to $(K[X, Y] /(h))_{(0,0)}$, and the dimension of this localization is a lower bound for $I(P, F \cap G)$. Since $K[X, Y] /(h)$ is an integral domain, $K[X, Y] /(h)$ maps one-one into any localization of itself, and $\operatorname{dim}_{K}(K[X, Y] /(h))$ is a lower bound for $I(P, F \cap G)$. Since $h$ is nonconstant, either $X$ or $Y$ actually occurs in it, say $Y$. Then $h$ divides no member of $K[X]$, and the mapping of $K[X]$ into cosets modulo $(h)$ is one-one. Therefore $K[X, Y] /(h)$ contains a subalgebra isomorphic to $K[X]$ and must be infinite-dimensional.

Conversely if $F$ and $G$ have no common factor of degree $\geq 1$ with $P$ on its locus, then (d) shows that we may assume $F$ and $G$ to have no common factor of degree $\geq 1$ of any kind. In this case Theorem 8.5 shows that the locus of common zeros of $F$ and $G$ is finite, and Corollary 8.13 shows that $I(P, F \cap G)$ is finite. $\square$

Proof of Theorem 8.10f. We are to prove that

$$
\begin{equation*}
I(P, F \cap G H)=I(P, F \cap G)+I(P, F \cap H) \tag{*}
\end{equation*}
$$

If $F$ and $G H$ have a common factor of degree $\geq 1$ that vanishes at $P$, then $F$ and one of $G$ and $H$ have such a factor. By symmetry we may assume that $F$ and $G$
have that common factor. Then the left side of $(*)$ and the first term on the right are infinite by (e), and ( $*$ ) is verified.

Thus we may assume that $F$ and $G H$ have no common factor that vanishes at $P$. If $F$ has a prime factor that does not vanish at $P$, then (d) shows that we can drop that factor from all three appearances of $F$ in $(*)$. In other words, it is enough to prove (f) under the assumption that $F$ and $G H$ have no common factor of degree $\geq 1$ of any kind.

With this assumption in place, introduce affine local coordinates about $P$, let $S$ denote the multiplicative system in $K[X, Y]$ of polynomials that are nonvanishing at $(0,0)$, and let $f, g, h$ be the local versions of the given curves $F, G, H$. The inclusion of ideals $(f, g h) \subseteq(f, g)$ induces an inclusion $S^{-1}(f, g h) \subseteq S^{-1}(f, g)$ and then an onto algebra homomorphism

$$
\varphi: S^{-1} K[X, Y] / S^{-1}(f, g h) \rightarrow S^{-1} K[X, Y] / S^{-1}(f, g)
$$

We shall exhibit a $K$ vector-space isomorphism $\psi$ of $S^{-1} K[X, Y] / S^{-1}(f, h)$ onto $\operatorname{ker} \varphi$, and the resulting dimensional equality

$$
\begin{aligned}
& \operatorname{dim}_{K}\left(S^{-1} K[X, Y] / S^{-1}(f, g h)\right) \\
& \quad=\operatorname{dim}_{K}\left(S^{-1} K[X, Y] / S^{-1}(f, g)\right)+\operatorname{dim}_{K}\left(S^{-1} K[X, Y] / S^{-1}(f, h)\right) \quad(* *)
\end{aligned}
$$

will prove (*) and hence (f). We define

$$
\Psi: S^{-1} K[X, Y] \rightarrow S^{-1} K[X, Y] / S^{-1}(f, g h)
$$

as a $K$ linear map by $\Psi(u)=g u+S^{-1}(f, g h)$. If $a f+b h$ is in $S^{-1}(f, h)$, then $\Psi(a f+b h)=a f g+b g h+S^{-1}(f, g h)=S^{-1}(f, g h)$. Thus $\Psi$ descends to a $K$ linear map $\psi$ of $S^{-1} K[X, Y] / S^{-1}(f, h)$ into $S^{-1} K[X, Y] / S^{-1}(f, g h)$. It is evident that $\varphi \Psi=0$ and hence that $\varphi \psi=0$, i.e., image $\psi \subseteq \operatorname{ker} \varphi$.

If any member $u+S^{-1}(f, g h)$ of $\operatorname{ker} \varphi$ is given, then $0=\varphi\left(u+S^{-1}(f, g h)\right)=$ $u+S^{-1}(f, g)$ shows that $u$ is in $S^{-1}(f, g)$. Say that $u=a f+b g$. Then $\psi\left(b+S^{-1}(f, h)\right)=b g+S^{-1}(f, g h)=b g+a f+S^{-1}(f, g h)=u+S^{-1}(f, g h)$ shows that image $\psi \supseteq \operatorname{ker} \varphi$. Hence image $\psi=\operatorname{ker} \varphi$, i.e., $\psi$ is onto.

To see that $\psi$ is one-one, suppose that $\psi\left(u+S^{-1}(f, h)\right)$ is the 0 coset, i.e., that $g u+S^{-1}(f, g h)=S^{-1}(f, g h)$. Then $g u=a f+b g h$ with $u, a, b$ in $S^{-1} K[X, Y]$. Clearing fractions, we may assume that $u, a, b$ are in $K[X, Y]$. The formula $g(u-b h)=a f$ in $K[X, Y]$, in the presence of the assumption that $F$ and $G$ have no common factor of degree $\geq 1$, implies that $f$ divides $u-b h$. Write $u-b h=c f$ with $c$ in $K[X, Y]$. Then $u=c f+b h$, and $u$ lies in the ideal $(f, h)$. In other words, $u+S^{-1}(f, h)$ is the trivial coset, and $\psi$ has been shown to be one-one. This proves $(* *)$ and hence (f).

Lemma 8.14. For any field $K$, let $\left\{L_{i}\right\}_{i \geq 1}$ be a system of nonzero homogeneous polynomials in $K[X, Y]$ of the form $L_{i}=a_{i} X+b_{i} Y$, let $\left\{M_{j}\right\}_{j \geq 1}$ be another such system with $M_{j}=c_{j} X+d_{j} Y$, and suppose that no $L_{i}$ is a scalar multiple of some $M_{j}$. For $n \geq 1$, let $B_{0}, \ldots, B_{n}$ be the system of homogeneous polynomials

$$
B_{k}=L_{1} \cdots L_{k} M_{1} \cdots M_{n-k} \quad \text { for } 0 \leq k \leq n
$$

Then $\left\{B_{0}, \ldots, B_{n}\right\}$ is a vector-space basis of the space $K[X, Y]_{n}$ of all homogeneous polynomials in $(X, Y)$ of degree $n$.

Proof. The set $\left\{B_{0}, \ldots, B_{n}\right\}$ has $n+1$ elements, and $n+1$ is the dimension of $K[X, Y]_{n}$ because $\left\{X^{n}, X^{n-1} Y, \ldots, Y^{n}\right\}$ is a basis. Thus it is enough to show that $\left\{B_{0}, \ldots, B_{n}\right\}$ is linearly independent. If we have a relation $\sum_{k=0}^{n} c_{k} B_{k}=0$ for scalars $c_{k}$, then we observe that $L_{1}$ divides each $B_{k}$ for $k \geq 0$, and $L_{1}$ does not divide $B_{0}$ because by assumption $L_{1}$ does not divide any factor $M_{j}$. Thus $c_{0}=0$. In effect, case $n$ of the lemma has now been reduced to case $n-1$, and the result readily follows by induction.

PRoof of Theorem 8.10 g . Put $p=m_{P}(F)$ and $q=m_{P}(G)$. We pass to affine local coordinates about $P$, letting $f$ and $g$ be the members of $K[X, Y]$ corresponding to $F$ and $G$. If $I$ denotes the maximal ideal $I=(X, Y)$ in $K[X, Y]$, then $f$ lies in $I^{p}$ and $g$ lies in $I^{q}$. We form the following sequence of $K$ vector spaces and $K$ linear mappings:

$$
K[X, Y] / I^{q} \oplus K[X, Y] / I^{p} \xrightarrow{\psi} K[X, Y] / I^{p+q} \xrightarrow{\varphi} K[X, Y] /\left(I^{p+q}+(f, g)\right) \rightarrow 0 .
$$

Here the mapping $\varphi$ is the algebra homomorphism induced by the inclusion $I^{p+q} \subseteq I^{p+q}+(f, g)$, and it is onto $K[X, Y] /\left(I^{p+q}+(f, g)\right)$. The mapping $\psi$ is defined by

$$
\psi\left(a+I^{q}, b+I^{p}\right)=a f+b g+I^{p+q}
$$

and is merely $K$ linear.
Let us see that the sequence is exact at $K[X, Y] / I^{p+q}$. Since

$$
\varphi \psi\left(a+I^{q}, b+I^{p}\right)=\varphi\left(a f+b g+I^{p+q}\right)=I^{p+q}+(f, g),
$$

we obtain image $\psi \subseteq \operatorname{ker} \varphi$. If $h+I^{p+q}$ is in $\operatorname{ker} \varphi$, then $h$ is in $I^{p+q}+(f, g)$, hence is of the form $u+a f+b g$ with $u$ in $I^{p+q}$. Then $h-u=a f+b g$, and $\psi\left(a+I^{q}, b+I^{p}\right)=h-u+I^{p+q}=h+I^{p+q}$. So image $\psi \supseteq \operatorname{ker} \varphi$, and we have image $\psi=\operatorname{ker} \varphi$.

The mapping $\psi$ descends to a one-one linear map of

$$
M=\left(K[X, Y] / I^{q} \oplus K[X, Y] / I^{p}\right) / \operatorname{ker} \psi
$$

into $K[X, Y] / I^{p+q}$. The vector space $K[X, Y] / I^{q}$ may be identified with the space of all polynomials of degree less than $q$, and that space is finite-dimensional. Similarly $K[X, Y] / I^{p}$ is finite-dimensional, and therefore

$$
\begin{equation*}
\operatorname{dim}_{K} M=\operatorname{dim}_{K} K[X, Y] / I^{q}+\operatorname{dim}_{K} K[X, Y] / I^{p}-\operatorname{dim}_{K} \operatorname{ker} \psi \tag{*}
\end{equation*}
$$

Meanwhile, $\varphi$ exhibits $K[X, Y] /\left(I^{p+q}+(f, g)\right)$ as isomorphic as a vector space to ( $\left.K[X, Y] / I^{p+q}\right) / M$. Consequently

$$
\operatorname{dim}_{K} K[X, Y] / I^{p+q}=\operatorname{dim}_{K} M+\operatorname{dim}_{K} K[X, Y] /\left(I^{p+q}+(f, g)\right)
$$

Combining $(*)$ and $(* *)$ with the simple vector-space isomorphism $K[X, Y] / I^{d} \cong$ $K[X, Y, W]_{d-1}$ and with the fact from Section 3 that $\operatorname{dim}_{K} K[X, Y, W]_{d-1}=$ $\binom{d+1}{2}$ gives

$$
\begin{array}{rl}
\operatorname{dim}_{K} K & X \\
X, Y] /\left(I^{p+q}+(f, g)\right) \\
= & \operatorname{dim}_{K} K[X, Y] / I^{p+q}-\operatorname{dim}_{K} K[X, Y] / I^{q} \\
& -\operatorname{dim}_{K} K[X, Y] / I^{p}+\operatorname{dim}_{K} \operatorname{ker} \psi \\
\geq & \operatorname{dim}_{K} K[X, Y] / I^{p+q}-\operatorname{dim}_{K} K[X, Y] / I^{q}-\operatorname{dim}_{K} K[X, Y] / I^{p} \\
= & \binom{p+q+1}{2}-\binom{q+1}{2}-\binom{p+1}{2} \\
= & p q
\end{array}
$$

with equality on the fourth line if and only if $\operatorname{ker} \psi=0$.
The locus of common zeros of $I^{p+q}+(f, g)$ is just $\{0\}$, and Theorem 8.12 therefore shows that

$$
\operatorname{dim}_{K}\left(K[X, Y] /\left(I^{p+q}+(f, g)\right)\right)_{(0,0)}=\operatorname{dim}_{K} K[X, Y] /\left(I^{p+q}+(f, g)\right)
$$

The inclusion $(f, g) \subseteq I^{p+q}+(f, g)$ induces an algebra homomorphism of $(K[X, Y] /(f, g))_{(0,0)}$ onto $\left(K[X, Y] /\left(I^{p+q}+(f, g)\right)\right)_{(0,0)}$. Therefore

$$
\operatorname{dim}_{K}(K[X, Y] /(f, g))_{(0,0)} \geq \operatorname{dim}_{K}\left(K[X, Y] /\left(I^{p+q}+(f, g)\right)\right)_{(0,0)}
$$

Let $S$ be the set-theoretic complement of $I=(X, Y)$ in $K[X, Y]$. Because of the isomorphism $S^{-1} K[X, Y] / S^{-1} J \cong(K[X, Y] / J)_{(0,0)}$ for any ideal $J$, equality will hold in $(\ddagger)$ if $S^{-1}(f, g)=S^{-1}\left(I^{p+q}+(f, g)\right)$. Combining $(\dagger),(\dagger \dagger)$, and $(\ddagger)$, we find that

$$
\begin{equation*}
I(P, F \cap G) \geq p q \tag{†立}
\end{equation*}
$$

with equality if

$$
\begin{equation*}
I^{p+q} \subseteq S^{-1}(f, g) \quad \text { and } \quad \psi \text { is one-one. } \tag{§}
\end{equation*}
$$

Inequality ( $\ddagger \ddagger$ ) completes the proof of the inequality in $(\mathrm{g})$ of the theorem. Because equality holds in ( $\ddagger \ddagger$ ) if (§) holds, we can complete the proof of all of (g) by showing that (§) holds if $F$ and $G$ have no tangent line in common.

Thus for the remainder of the proof, we assume that $F$ and $G$ have no tangent line in common. Let the tangent lines of $F$, repeated according to their multiplicities, be $L_{1}, \ldots, L_{p}$, and let the tangent lines of $G$ be $M_{1}, \ldots, M_{q}$. Define $L_{i}$ for $i>p$ to be $L_{p}$, and define $M_{j}$ for $j>q$ to be $M_{q}$.

In order to prove that the first conclusion of (§), namely that $I^{p+q} \subseteq S^{-1}(f, g)$, we shall prove that $I^{t} \subseteq S^{-1}(f, g)$ for $t$ sufficiently large, and then we shall prove by induction downward on $t$ that $I^{t} \subseteq S^{-1}(f, g)$ as long as $t \geq p+q$. If $f$ and $g$ were to have a nonconstant common factor, then a tangent line for that common factor would be a tangent line for both $f$ and $g$, and no such tangent line exists according to our assumption. Therefore Bezout's Theorem (Theorem 8.2) applies to $f$ and $g$ and shows that their locus of common zeros is finite. Let it be $\left\{(0,0), Q_{1}, \ldots, Q_{l}\right\}$. The third paragraph of the proof of Theorem 8.12 shows that there exists a polynomial $h$ in $K[X, Y]$ such that $h(0,0)=1$ and $h\left(Q_{i}\right)=0$ for $1 \leq i \leq l$. Then $X h$ and $Y h$ vanish on $\left\{(0,0), Q_{1}, \ldots, Q_{l}\right\}$, and the Nullstellensatz (Theorem 7.1) shows that there exists $N$ such that $(X h)^{N}$ and $(Y h)^{N}$ lie in $(f, g)$. Since $h$ is in the multiplicative system $S, X^{N}$ and $Y^{N}$ lie in $S^{-1}(f, g)$. Any monomial of degree $\geq 2 N$ contains either a factor $X^{N}$ or a factor $Y^{N}$, and consequently $I^{2 N} \subseteq S^{-1}(f, g)$.

Proceeding inductively downward on $t$, suppose that $I^{t} \subseteq S^{-1}(f, g)$ and that $t-1 \geq p+q$. As in Lemma 8.14, the polynomials defined by $B_{k}=$ $L_{1} \cdots L_{k} M_{1} \cdots M_{t-1-k}$ for $0 \leq k \leq t-1$ form a vector-space basis of $K[X, Y]_{t-1}$. We show that each of these lies in $S^{-1}(f, g)$; then we can conclude that $I^{t-1} \subseteq$ $S^{-1}(f, g)$, and our induction will be complete. Let $f=f_{p}+f_{p+1}+\cdots$ and $g=g_{q}+g_{q+1}+\cdots$ be the expansions of $f$ and $g$ as sums of homogeneous polynomials in $(X, Y)$. If $B_{k}$ is given, then an inequality $k \geq p$ would imply that $B_{k}$ contains a factor $L_{1} \cdots L_{p}$; this is $f_{p}$ up to a constant factor. An inequality $t-1-k \geq q$ would imply that $B_{k}$ contains a factor $M_{1} \cdots M_{q}$; this is $g_{q}$ up to a constant factor. Since $k<p$ and $t-1-k<q$ would together imply the inequality $t-1<p+q$ that we are assuming not to be the case, one of the alternatives $k \geq p$ and $t-1-k \geq q$ must occur. Say the first occurs. Except for a constant factor, we then have $B_{k}=f_{p} C$ for some homogeneous polynomial $C(X, Y)$ of degree $t-1-p$. Substituting for $f_{p}$ gives $B_{k}=\left(f-f_{p+1}-\cdots\right) C$. Each term $f_{p+r} C$ with $r>0$ is of degree $(p+r)+(t-1-p)>t-1$ and therefore lies in $I^{t} \subseteq S^{-1}(f, g)$. Also, the term $f C$ lies in $S^{-1}(f, g)$. Hence $B_{k}$ lies in $S^{-1}(f, g)$. This completes the induction, and we conclude that $I^{p+q} \subseteq S^{-1}(f, g)$.

In order to prove the second conclusion of (§), namely that $\psi$ is one-one, suppose that $0=\psi\left(a+I^{q}, b+I^{p}\right)=a f+b g+I^{p+q}$, i.e., that all terms of $a f+b g$ are of order $\geq p+q$. Write $a=a_{r}+a_{r+1}+\cdots$ with $a_{r} \neq 0$ if $a$ is not in $I^{q}$, and write $b=b_{s}+b_{s+1}+\cdots$ with $b_{s} \neq 0$ if $b$ is not in $I^{p}$, so that

$$
\left.a f+b g=a_{r} f_{p}+b_{s} g_{q}+\text { (higher-order terms }\right)
$$

The right side is assumed to be in $I^{p+q}$, which means that one of the following two conditions is satisfied:
(i) $r+p=s+q<p+q$ and $a_{r} f_{p}+b_{s} g_{q}=0$,
(ii) $a_{r} f_{p}$ is in $I^{p+q}$, and $b_{s} g_{q}$ is in $I^{p+q}$.

If (i) holds, then the facts that $a_{r} f_{p}=-b_{s} g_{q}$ and that $f$ and $g$ have no tangent lines in common imply that $f_{p}$ divides $b_{s}$. Since $s<p$, we must have $b_{s}=0$. Therefore $a_{r}=0$, and the conditions on $a_{r}$ and $b_{s}$ imply that $a$ is in $I^{q}$ and $b$ is in $I^{p}$, which we are trying to show. If (ii) holds, then the fact that $a_{r} f_{p}$ is in $I^{p+q}$ implies that $a_{r}=0$ or $r \geq q$; in either case, $a$ is in $I^{q}$. Similarly the fact that $b_{s} g_{q}=0$ implies that $b_{s}=0$ or $s \geq p$; in either case, $b$ is in $I^{p}$. We conclude that $\psi$ is one-one, as was to be shown.

## 6. General Form of Bezout's Theorem for Plane Curves

With the discussion complete concerning intersection multiplicity for general projective plane curves, we arrive at the general form of Bezout's Theorem for plane curves.

Theorem 8.15 (Bezout's Theorem). Let $K$ be an algebraically closed field, and let $F$ and $G$ be projective plane curves over $K$ of respective degrees $m$ and $n$. If $F$ and $G$ have no common factor of positive degree, then

$$
\sum_{P \in \mathbb{P}_{K}^{2}} I(P, F \cap G)=m n
$$

REMARKS. The sum over $P$ has only finitely many nonzero terms by Theorem 8.5 , and each intersection multiplicity in the sum is finite by Theorem 8.10e.

Proof. Theorem 8.5 shows that the locus of common zeros of $F$ and $G$ is a finite set. By applying a suitable $\Phi$ in $\operatorname{GL}(3, K)$, we may assume that none of these zeros lies on the line at infinity, namely $W$. To do so, we choose a point $P$ not in the finite set of common zeros. There are only finitely many lines passing through $P$ and some member of the set of common zeros, and we choose a line through $P$ different from all these. If $\Phi$ is chosen so as to move this line to the line at infinity $W$, then none of the common zeros will lie on the line $W$.

With this normalization in place, let $\left\{P_{1}, \ldots, P_{k}\right\}$ be the set of common zeros of $F$ and $G$. We introduce local versions $f$ and $g$ of $F$ and $G$ by the definitions $f(X, Y)=F(X, Y, 1)$ and $g(X, Y)=G(X, Y, 1)$. Application of Theorem 8.12 to the ideal $I=(f, g)$ in $K[X, Y]$ gives

$$
\operatorname{dim}_{K} K[X, Y] /(f, g)=\sum_{j=1}^{k} \operatorname{dim}_{K}(K[X, Y] /(f, g))_{\left(P_{j}\right)}=\sum_{j=1}^{k} I\left(P_{j}, F \cap G\right)
$$

The theorem will therefore follow if we prove that

$$
\begin{equation*}
\operatorname{dim}_{K} K[X, Y] /(f, g)=m n \tag{*}
\end{equation*}
$$

To prove $(*)$, we shall first prove a related equality concerning $K[X, Y, W]$ and the ideal $(F, G)$ in it, and then we shall use the fact that $F$ and $G$ have no common zeros with $W$ to transfer the conclusion to $K[X, Y]$.

Define $K$ linear mappings $\varphi: K[X, Y, W] \oplus K[X, Y, W] \rightarrow K[X, Y, W]$ and $\psi: K[X, Y, W] \rightarrow K[X, Y, W] \oplus K[X, Y, W]$ by

$$
\varphi(A, B)=A F+B G \quad \text { and } \quad \psi(C)=(C G,-C F)
$$

and form the sequence of $K$ vector spaces and $K$ linear maps given by

$$
0 \rightarrow K[X, Y, W] \xrightarrow{\psi} K[X, Y, W] \oplus K[X, Y, W] \xrightarrow{\varphi} K[X, Y, W] . \quad(* *)
$$

It is evident that $\psi$ is one-one, that $\varphi \psi=0$, and that image $\varphi=(F, G)$. If $(A, B)$ is in $\operatorname{ker} \varphi$, then $A F+B G=0$. Since $F$ and $G$ have no common factor of positive degree, $F$ divides $B$ and $G$ divides $A$. Setting $C=A G^{-1}$ therefore gives $A=C G$ and $B=-A G^{-1} F=-C F$. Hence $(A, B)$ lies in image $\psi$. In other words, $(* *)$ is exact, and image $\varphi=(F, G)$.

Let $d \geq m+n$. If we denote by $\psi_{d}$ and $\varphi_{d}$ the restrictions of $\psi$ and $\varphi$ to $K[X, Y, W]_{d-m-n}$ and $K[X, Y, W]_{d-n} \oplus K[X, Y, W]_{d-m}$, respectively, and if we go over the argument in the previous paragraph, then we see that the sequence

$$
0 \rightarrow K[X, Y, W]_{d-m-n} \xrightarrow{\psi_{d}} K[X, Y, W]_{d-n} \oplus K[X, Y, W]_{d-m} \xrightarrow{\varphi_{d}} K[X, Y, W]_{d}
$$

is exact and that image $\varphi_{d}=(F, G)_{d}$. The vector spaces in question here are all finite-dimensional, and thus we obtain

$$
\begin{align*}
& \operatorname{dim}_{K}(F, G)_{d} \\
& \quad=\operatorname{dim}_{K} K[X, Y, W]_{d-n}+\operatorname{dim}_{K} K[X, Y, W]_{d-m}-\operatorname{dim}_{K} K[X, Y, W]_{d-m-n} \\
& =\binom{d-n+2}{2}+\binom{d-m+2}{2}-\binom{d-m-n+2}{2} \\
& =-m n+\binom{d+2}{2} \\
& =-m n+\operatorname{dim}_{K} K[X, Y, W]_{d} .
\end{align*}
$$

The ideal $(F, G)$ is homogeneous, and thus we know from Section 3 that the image of $K[X, Y, W]_{d}$ in $K[X, Y, W] /(F, G)$ is $K[X, Y, W]_{d} /(F, G)_{d}$. If we write $(K[X, Y, W] /(F, G))_{d}$ for this quotient, then $(\dagger)$ shows that

$$
\operatorname{dim}_{K}(K[X, Y, W] /(F, G))_{d}=m n
$$

for all $d \geq m+n$.
To prove $(*)$ and the theorem, we shall translate $(\dagger \dagger)$ into a conclusion about $K[X, Y] /(f, g)$. Fix $d \geq m+n$, and let $\left\{V_{1}+(F, G), \ldots, V_{m n}+(F, G)\right\}$ be a $K$ basis of $(K[X, Y, W] /(F, G))_{d}$. Define $v_{j}(X, Y)=V_{j}(X, Y, 1)$ for each $j$. We shall prove that the vectors

$$
\begin{equation*}
v_{1}+(f, g), \ldots, v_{m n}+(f, g) \tag{†}
\end{equation*}
$$

form a $K$ basis of $K[X, Y] /(f, g)$.
We need to make use of the fact that $F$ and $G$ have no common zeros on the line at infinity. Since $W(F, G) \subseteq(F, G)$, the $K$ linear mapping of multiplication by $W$ on $K[X, Y, W]$ descends to a $K$ linear mapping $L$ of $K[X, Y, W] /(F, G)$ to itself defined by $L(H+(F, G))=W H+(F, G)$. Let us see that

$$
\begin{equation*}
L: K[X, Y, W] /(F, G) \rightarrow K[X, Y, W] /(F, G) \quad \text { is one-one. } \tag{††}
\end{equation*}
$$

In fact, suppose that $W H=A F+B G$ for some $H$ in $K[X, Y, W]$. For any $U$ in $K[X, Y, W]$, let $U_{0}(X, Y)=U(X, Y, 0)$. If $U$ is homogeneous, then so is $U_{0}$. In this notation we can write $F=F_{0}+W M$ and $G=G_{0}+W N$ for homogeneous members $M$ and $N$ of $K[X, Y, W]$. The polynomials $F_{0}$ and $G_{0}$ are relatively prime: in fact, if $F_{0}$ and $G_{0}$ have a nontrivial common factor $D_{0}$, then we can regard $D_{0}$ as a projective plane curve, and it must have a common zero $Q$ with $W$, by Theorem 8.5 ; but then $F, G$, and $W$ have $Q$ as a common zero, in contradiction to the normalization in the first paragraph of the proof. Since $W H=A F+B G$ implies $A_{0} F_{0}=-B_{0} G_{0}$, it follows that $F_{0}$ divides $B_{0}$ and that $G_{0}$ divides $A_{0}$. In other words, $B_{0}=C_{0} F_{0}$ and $A_{0}=-C_{0} G_{0}$ for some $C_{0}$ in $K[X, Y]$. If we define $A^{\prime}=A+C_{0} G$ and $B^{\prime}=B-C_{0} F$, then the formulas for $A_{0}$ and $B_{0}$ show that $A_{0}^{\prime}=B_{0}^{\prime}=0$. Hence $A^{\prime}=W A^{\prime \prime}$ and $B^{\prime}=W B^{\prime \prime}$ for some homogeneous polynomials $A^{\prime \prime}$ and $B^{\prime \prime}$. Then $W H=A F+B G=$ $\left(A^{\prime}-C_{0} G\right) F+\left(B^{\prime}+C_{0} F\right) G=A^{\prime} F+B^{\prime} G=W\left(A^{\prime \prime} F+B^{\prime \prime} G\right)$, and we obtain $H=A^{\prime \prime} F+B^{\prime \prime} G$. Thus $H$ lies in $(F, G)$, and ( $\left.\ddagger \ddagger\right)$ is proved.

Left multiplication $L$ by $W$ carries $K[X, Y, W]_{d}$ into $K[X, Y, W]_{d+1}$ and carries $(F, G)_{d}$ into $(F, G)_{d+1}$. Therefore $L$ is well defined as a mapping from $(K[X, Y, W] /(F, G))_{d}$ into $(K[X, Y, W] /(F, G))_{d+1}$. Since it is one-one by $(\ddagger \ddagger)$ and since the spaces are finite-dimensional, it is onto. Therefore

$$
\begin{equation*}
\left\{W^{r} V_{1}+(F, G), \ldots, W^{r} V_{m n}+(F, G)\right\} \quad \text { is a basis } \tag{§}
\end{equation*}
$$

of $(K[X, Y, W] /(F, G))_{d+r}$ for every $r \geq 0$.
To prove that $(\ddagger)$ spans $K[X, Y] /(f, g)$, let $h$ be in $K[X, Y]$. Let $H$ be a homogeneous polynomial in $K[X, Y, W]$ with $h(X, Y)=H(X, Y, 1)$, and choose an integer $s$ such that $W^{s} H$ lies in $K[X, Y, W]_{d+r}$ for some $r \geq 0$. Then we can write $W^{s} H=\sum_{j=1}^{m n} c_{j} W^{r} V_{j}+A F+B G$ for suitable scalars $c_{j}$ and homogeneous polynomials $A$ and $B$. Restricting the domain to points $(X, Y, 1)$ gives $h=\sum_{j=1}^{m n} c_{j} v_{j}+a f+b g$, and therefore $h+(f, g)=\sum_{j=1}^{m n} c_{j} v_{j}+(f, g)$. This proves that $(\ddagger)$ spans $K[X, Y] /(f, g)$.

To prove that $(\ddagger)$ is linearly independent, suppose that $\sum_{j=1}^{m n} c_{j} v_{j}=a f+b g$ with $a$ and $b$ in $K[X, Y]$. If $A$ and $B$ are homogeneous polynomials such that $a(X, Y)=A(X, Y, 1)$ and $b(X, Y)=B(X, Y, 1)$, then $W^{r} \sum_{j=1}^{m n} c_{j} V_{j}=$ $W^{s} A F+W^{t} B G$, provided the exponents $r, s, t$ are chosen to make the degrees of the terms $W^{r} \sum_{j=1}^{m n} c_{j} V_{j}, W^{s} A F$, and $W^{t} B G$ match. Consequently $W^{r} \sum_{j=1}^{m n} c_{j} V_{j}$ lies in $(F, G)_{d+r}$, and (§) shows that the coefficients are all 0. This proves that $(\ddagger)$ is linearly independent.

## 7. Gröbner Bases

The remainder of the chapter returns to the main question introduced in Section 1, that of how to get information about the set of simultaneous solutions of polynomial equations in several variables. The resultant introduced in Section 2 gave us one tool, but the tool is of most use when there are only two equations. Beyond two equations the number of cases to check quickly grows, and the resultant is of limited usefulness. ${ }^{12}$

The tool to be introduced in this section is of a completely different nature. Historically it was introduced in order to have a way of deciding whether an ideal in $K\left[X_{1}, \ldots, X_{n}\right]$ contains a given polynomial. We know from the Hilbert Basis Theorem that every such ideal is finitely generated, and it is assumed that the ideal to be tested is specified by such a set of generators.

The proof of the Hilbert Basis Theorem gives a clue how to start studying an ideal of polynomials. In the statement of the theorem, $R$ is a Noetherian integral domain, and $I$ is a nonzero ideal in $R[X]$. It is to be proved that $I$ is finitely generated. The proof by Hilbert is longer than the proof given in Basic Algebra, but the idea is clearer. To each nonzero member $f(X)$ of $I$, we associate the coefficient of the highest power of $X$ appearing in $f(X)$. These coefficients, together with 0 , form an ideal $L(I)$ in $R$, and $L(I)$ is finitely generated because $R$ is Noetherian. Let $a_{1}, \ldots, a_{r}$ be generators, let $f_{1}(X), \ldots, f_{r}(X)$ be members

[^93]of $I$ with respective highest coefficients $a_{1}, \ldots, a_{r}$, and let $q$ be the largest of the degrees of $f_{1}(X), \ldots, f_{r}(X)$. If a general $g(X)$ in $I$ is given and if $a \in R$ is its highest coefficient, then we know that $a=\sum_{i} c_{i} a_{i}$ with $c_{i} \in R$. The polynomial $h(X)$ given by $h(X)=g(X)-\sum_{i} c_{i} f_{i}(X) X^{\operatorname{deg} g-\operatorname{deg} f_{i}}$ has degree lower than $\operatorname{deg} g$, and $g(X)$ will be in $\left(f_{1}, \ldots, f_{r}\right)$ if $h(X)$ is in $\left(f_{1}, \ldots, f_{r}\right)$. Iterating this construction, we see that it is enough to account for all the members of $I$ of degree $\leq q-1$. To handle these, one way to proceed is to enlarge the set $\left\{f_{1}, \ldots, f_{r}\right\}$ a little. For each $k$ with $0 \leq k \leq q-1$, let $L_{k}(I)$ be the union of $\{0\}$ and the set of coefficients of $X^{k}$ in members of $I$ of degree $k$. Each of these is an ideal of $R$ and hence is finitely generated, and we adjoin to $\left\{f_{1}, \ldots, f_{r}\right\}$ a finite set of generators for each $L_{k}(I)$ with $0 \leq k \leq q-1$. The result is a finite set $\left\{g_{1}, \ldots, g_{s}\right\}$ of generators of $I$, as one easily checks.

In fact, the set $\left\{g_{1}, \ldots, g_{s}\right\}$ is a special set of generators. For any member $f$ of $R[X]$, let $\operatorname{LT}(f)$ be the complete term of $f(X)$ containing the highest power of $X$. What the argument shows is that $\left\{g_{1}, \ldots, g_{s}\right\}$ is a subset of $I$ such that $\mathrm{LT}(I)=\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$, where $\operatorname{LT}(I)$ denotes the ideal given as the linear span of all polynomials $\operatorname{LT}(g)$ for $g$ in $I$. One can show that this property of $\left\{g_{1}, \ldots, g_{s}\right\}$ implies that $\left\{g_{1}, \ldots, g_{s}\right\}$ generates $I$. In essence this property will be the defining property of a "Gröbner basis" of $I$. It is not automatically satisfied for just any finite generating set $\left\{f_{1}, \ldots, f_{r}\right\}$, as the example below shows. We shall see that it is easy to use such a set of generators to test any polynomial in $R[X]$ for membership in $I$. Thus the original problem historically for introducing such sets is solved except for one little detail: the proof of the Hilbert Basis Theorem is not constructive, and we are left with no idea how actually to construct a Gröbner basis. ${ }^{13}$

Example. Treat $K[X, Y]$ as an instance of the above setting by letting $R=K[Y]$ and regarding $K[X, Y]$ as $R[X]$. Consider the ideal $I=\left(f_{1}, f_{2}\right)$ in $R[X]$ with $f_{1}(X, Y)=X^{2}+2 X Y^{2}$ and $f_{2}(X, Y)=X Y+2 Y^{3}-1$. Then $\left(\operatorname{LT}\left(f_{1}\right), \operatorname{LT}\left(f_{2}\right)\right)=\left(X^{2}, X Y\right)$, and every monomial appearing with nonzero coefficient in a member of the latter ideal has total degree at least 2. On the other hand, $I$ contains the polynomial

$$
Y f_{1}(X, Y)-X f_{2}(X, Y)=Y\left(X^{2}+2 X Y\right)-X\left(X Y+2 Y^{3}-1\right)=X
$$

and its leading term is $X$, whose total degree is 1 . Thus $\operatorname{LT}(I)$ properly contains $\left(\operatorname{LT}\left(f_{1}\right), \operatorname{LT}\left(f_{2}\right)\right)$.

Because of the nonconstructive nature of the proof of the Hilbert Basis Theorem, it is necessary to start afresh. One message to glean from the abstract proof

[^94]is that the leading terms of the members of $I$ are important and somewhat control the nature of $I$. To handle $K\left[X_{1}, \ldots, X_{n}\right]$ when $K$ is a field, it is of course necessary to use an additional induction that enumerates the variables. In the example above, we treated $X$ as more significant than $Y$. For the inductive step for general $K\left[X_{1}, \ldots, X_{n}\right]$, the ring $R$ in the above argument is $K$ with some number $m$ of the indeterminates included, and $X$ is the $(m+1)^{\text {st }}$ indeterminate. Putting all the steps of the induction together, we see that the order in which the variables are processed appears to be important.

The theory of Gröbner bases as it has evolved allows a healthy extra measure of generality. Instead of defining leading terms by insisting on an ordering of the indeterminates, it defines them by using a suitable kind of ordering of monomials, and that is where we begin. Let $K\left[X_{1}, \ldots, X_{n}\right]$ be given, $K$ being a field. Let $\mathcal{M}$ be the set of all monomials in $K\left[X_{1}, \ldots, X_{n}\right]$. A monomial ordering $\leq$ on $\mathcal{M}$ is a total ordering ${ }^{14}$ with the two additional properties that
(i) $M_{1} \leq M_{2}$ implies $M_{1} M_{3} \leq M_{2} M_{3}$ for all $M_{1}, M_{2}, M_{3}$ in $\mathcal{M}$,
(ii) $1 \leq M$ for all $M$ in $\mathcal{M}$.

We write $M_{2} \geq M_{1}$ to mean $M_{1} \leq M_{2}$. Also, $M_{1}<M_{2}$ means $M_{1} \leq M_{2}$ with $M_{1} \neq M_{2}$, and $M_{1}>M_{2}$ means $M_{1} \geq M_{2}$ with $M_{1} \neq M_{2}$.

EXAMPLES OF MONOMIAL ORDERINGS. Each ordering assumes that the variables are enumerated in some way. In these examples we take this enumeration to be $X_{1}, \ldots, X_{n}$. The first four examples all have the property that the largest $X_{j}$ is $X_{1}$ and the smallest is $X_{n}$.
(1) Lexicographic ordering, abbreviated as "lex" by many authors and written as $\leq_{\text {LEX }}$ in this list of examples. This, the most important monomial ordering, is already suggested by the proof of the Hilbert Basis Theorem. In principle it can be used for all purposes in Sections 7-10, but one application in Chapter X will require a different monomial ordering. Its disadvantage is that it sometimes makes lengthy computations take longer than necessary; this matter will be discussed more in Section 9. The definition is that $X_{1}^{i_{1}} \cdots X_{n}^{i_{n}} \leq_{\text {LEX }} X_{1}^{j_{1}} \cdots X_{n}^{j_{n}}$ if either the two monomials are equal or else the first $k$ for which $i_{k} \neq j_{k}$ has $i_{k}<j_{k}$. Thus for example, $X_{1} X_{2}^{2} X_{3}^{3} \leq_{\mathrm{LEX}} X_{1}^{2}$. The word "lexicographic" refers to the dictionary system for alphabetizing in which a first word comes before a second word if for the first position in which the two words differ, the letter of the first word in that position precedes alphabetically the letter of the second word in that position.
(2) Graded lexicographic ordering, abbreviated as "glex" or "grlex" by many authors. As in Section 3 the total degree of a monomial $X_{1}^{i_{1}} \cdots X_{n}^{i_{n}}$ is

[^95]$\operatorname{deg}\left(X_{1}^{i_{1}} \cdots X_{n}^{i_{n}}\right)=\sum_{k=1}^{n} i_{k}$. The definition of the ordering is that $M \leq \leq_{\mathrm{GLEX}} N$ if either $\operatorname{deg} M<\operatorname{deg} N$ or else if $\operatorname{deg} M=\operatorname{deg} N$ and $M \leq_{\text {LEX }} N$. Thus for example, $X_{1}^{2} \leq{ }_{\text {GLEX }} X_{1} X_{2}^{2} X_{3}^{3}$ because the total degree 2 of the first monomial is less than the total degree 6 of the second monomial. But $X_{1} X_{2}^{2} X_{3}^{3} \leq_{\text {GLEX }} X_{1}^{2} X_{3}^{4}$ because both monomials have the same total degree 6 and the second monomial involves a higher power of $X_{1}$ than does the first. This monomial ordering is not much used; more common is the variant of it in the next example.
(3) Graded reverse lexicographic ordering, abbreviated as "grevlex" by many authors. The definition is that $M \leq_{\text {GREVLEX }} N$ if either deg $M<\operatorname{deg} N$ or else if $\operatorname{deg} M=\operatorname{deg} N$ and $N^{t} \leq_{\text {LEX }} M^{t}$, where $M^{t}$ is $M$ but with the exponents of $X_{j}$ and $X_{n-j}$ interchanged for each $j$, and where $N^{t}$ is defined similarly. This ordering takes some getting used to. For example, $X_{1}^{2} X_{3}^{4} \leq_{\text {GREVLEX }} X_{1} X_{2}^{2} X_{3}^{3}$ when $n=3$ because both monomials have the same total degree and $X_{1}^{3} X_{2}^{2} X_{3}=$ $\left(X_{1} X_{2}^{2} X_{3}^{3}\right)^{t} \leq_{\text {LEX }}\left(X_{1}^{2} X_{3}^{4}\right)^{t}=X_{1}^{4} X_{3}^{2}$. By contrast, $X_{1} X_{2}^{2} X_{3}^{3} \leq_{\text {GLEX }} X_{1}^{2} X_{3}^{4}$.
(4) Orderings of $k$-elimination type, where $1 \leq k \leq n-1$. These are orderings such that any monomial containing one of $X_{1}, \ldots, X_{k}$ to a positive power exceeds any monomial in $X_{k+1}, \ldots, X_{n}$ alone. These will be discussed in Section 10. Of them, one of particular importance is the Bayer-Stillman ordering of $k$-elimination type. Here a monomial $M$ is $\leq$ a monomial $N$ if the sum of the exponents of $X_{1}, \ldots, X_{k}$ for $M$ is less than the corresponding sum for $N$ or else the two sums are equal and $M \leq_{\text {GREVLEX }} N$. This ordering is commonly used for making computations in the context of Section 10.
(5) Ordering from a tuple of weight vectors. For $1 \leq i \leq n$, let $w^{(i)}$ be a vector in $\mathbb{R}^{n}$ of the form $w^{(i)}=\left(w_{1}^{(i)}, \ldots, w_{n}^{(i)}\right)$, and assume that $w^{(1)}, \ldots, w^{(n)}$ are linearly independent over $\mathbb{R}$. Identify the monomial $X^{\alpha}$ with the vector of individual exponents $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. The ordering given by the weight vectors $w_{j}^{(i)}$ is defined by saying that $X^{\alpha} \leq X^{\beta}$ if $X^{\alpha}=X^{\beta}$ or if the first $i$ such that $w^{(i)} \cdot \alpha \neq w^{(i)} \cdot \beta$ has $w^{(i)} \cdot \alpha<w^{(i)} \cdot \beta$. Here the dot refers to the ordinary dot product. A condition is needed on the $w^{(i)}$, sto ensure that $1 \leq X^{\alpha}$ for all $\alpha$. (See Problem 14 at the end of the chapter.) Here are two specific examples for which the condition is satisfied. Let $e^{(i)}$ be the $i^{\text {th }}$ standard basis vector of $\mathbb{R}^{n}$. The lexicographic ordering in Example 1 is determined by the tuple of weight vectors $\left(e^{(1)}, \ldots, e^{(n)}\right)$. The Bayer-Stillman ordering in Example 4 is determined by the tuple of weight vectors
$$
\left(e^{(1)}+\cdots+e^{(k)}, e^{(k+1)}+\cdots+e^{(n)},-e^{(n)}, \ldots,-e^{(k+2)},-e^{(k)}, \ldots,-e^{(2)}\right)
$$

Further discussion of monomial orderings determined by weight vectors occurs in Problems 14-15 at the end of the chapter.

Property (i) of monomial orderings insists that the ordering respect multipli-
cation of monomials in the natural way. Property (ii), according to the next proposition, is a well-ordering property. The proof of the proposition will be preceded by a lemma.

Proposition 8.16. In any monomial ordering for $K\left[X_{1}, \ldots, X_{n}\right]$, any decreasing sequence $M_{1} \geq M_{2} \geq M_{3} \geq \cdots$ is eventually constant. Consequently each nonempty subset of $\mathcal{M}$ has a smallest element in the ordering.

Lemma 8.17. If $I$ is an ideal in $K\left[X_{1}, \ldots, X_{n}\right]$ generated by monomials and if $f\left(X_{1}, \ldots, X_{n}\right)$ is in $I$, then each monomial appearing in the expansion of $f$ with nonzero coefficient lies in $I$. Consequently $I$ has a finite set of monomials as generators. Moreover, if $\left\{M_{1}, \ldots, M_{s}\right\}$ is a set of monomials that generate $I$ and if $M$ is any monomial in $I$, then some $M_{j}$ divides $M$.

Proof. Let $\left\{M_{\alpha}\right\}$ be the set of monomials that generates $I$. If $f$ is in $I$, then we can write $f=\sum_{j=1}^{k} h_{j} M_{\alpha_{j}}$ for polynomials $h_{j}$. Let $h_{j}=\sum_{i=1}^{l_{j}} c_{i j} M_{i j}$ be the expansion of $h_{j}$ in terms of monomials. If $M_{0}$ is a monomial appearing in $f$ with nonzero coefficient $c$, then the only possible monomial $M_{i j}$ in $h_{j}$ that can contribute toward $c$ is one with $M_{i j} M_{\alpha_{j}}=M_{0}$ if such a monomial exists. For some $j$, such a monomial must exist, or $c$ would be 0 ; thus $M_{0}$ lies in $I$.

For the second conclusion, write $\left\{f_{1}, \ldots, f_{l}\right\}$ by the Hilbert Basis Theorem. The first conclusion shows that each monomial contributing to each $f_{j}$ lies in $I$, and the set of all these monomials, as $j$ varies, is therefore a finite set of monomials generating $I$.

For the third conclusion, write $M=\sum_{i=1}^{s} a_{i} M_{i}$ for polynomials $a_{i}$. Expanding each $a_{i}$ in terms of monomials, we see that some $a_{i}$ contains with nonzero coefficient a monomial $M^{\prime}$ such that $M=M^{\prime} M_{i}$. The divisibility follows.

Proof of Proposition 8.16. Let $M$ be a monomial, and let $I$ be the linear span of all monomials $M^{\prime}$ with $M^{\prime} \geq M$. If $M^{\prime}$ is a such a monomial and $N$ is any monomial, then $N M^{\prime} \geq N M$ by (i), and $N M \geq 1 M=M$ by (i) and (ii). Therefore $N M^{\prime}$ lies in $I$, and $I$ is an ideal.

From such an ideal $I$, we can recover $M$ as the unique monomial $M_{0}$ in $I$ such that $M_{0} \leq M^{\prime}$ for every monomial $M^{\prime}$ in $I$, since any such $M_{0}$ has $M_{0} \leq M$ as well as $M \leq M_{0}$.

With $M_{1}, M_{2}, \ldots$ given as in the proposition, let $I_{k}$ be the linear span of all monomials $M^{\prime} \geq M_{k}$. We have just seen that $I_{k}$ is an ideal, and the $I_{k}$ 's are increasing in $k$. Then $I=\bigcup_{k=1}^{\infty} I_{k}$ is an ideal generated by monomials, and Lemma 8.17 shows that it has a finite set of monomials as a set of generators. Each such monomial generator lies in some $I_{k}$. Since the $I_{k}$ 's are nested, all the generators lie in some $I_{k_{0}}$, and we conclude that $I=I_{k_{0}}$. The previous paragraph of the proof shows that $I_{k_{0}}$ determines $M_{k_{0}}$, and therefore $M_{k}=M_{k_{0}}$ for all $k \geq k_{0}$.

For the last statement of the proposition, if there were no least element, then for any element in the subset, we could always find a smaller element in the subset. In this way, we would be able to construct a strictly decreasing infinite sequence in $\mathcal{M}$, in contradiction to what has just been proved.

Fix a monomial ordering for $K\left[X_{1}, \ldots, X_{n}\right]$. If $f$ is any nonzero member of $K\left[X_{1}, \ldots, X_{n}\right]$ and if $f$ is expanded as a $K$ linear combination of monomials, then we define the leading monomial, leading coefficient, and leading term of $f$ by

$$
\begin{aligned}
\operatorname{LM}(f) & =\text { largest monomial with nonzero coefficient in expansion of } f, \\
\operatorname{LC}(f) & =\operatorname{coefficient~of~} \operatorname{LM}(f) \text { in } f \\
\operatorname{LT}(f) & =\operatorname{LC}(f) \operatorname{LM}(f)
\end{aligned}
$$

It will be convenient to be able to use these definitions without having to distinguish the cases $f \neq 0$ and $f=0$. Accordingly, let us adjoin 0 to the set $\mathcal{M}$, agreeing that $0<M$ and $0 M=0$ for every monomial $M$. We adopt the convention that $\mathrm{LM}(0)=0, \mathrm{LT}(0)=0$, and $\mathrm{LC}(0)=0$.

Since any monomial that occurs in a sum of two polynomials occurs in one or the other of them, it is immediate from the definition that

$$
\operatorname{LM}\left(f_{1}+f_{2}\right) \leq \max \left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)
$$

if $f_{1}, f_{2}$, and $f_{1}+f_{2}$ are nonzero. Checking the various cases, we see that this inequality persists if one or more of $f_{1}, f_{2}$, and $f_{1}+f_{2}$ are 0 .

The comparable results concerning multiplication are contained in the next proposition.

Proposition 8.18. If $f_{1}$ and $f_{2}$ are two nonzero members of $K\left[X_{1}, \ldots, X_{n}\right]$, then

$$
\operatorname{LM}\left(f_{1} f_{2}\right)=\operatorname{LM}\left(f_{1}\right) \operatorname{LM}\left(f_{2}\right) \quad \text { and } \quad \operatorname{LC}\left(f_{1} f_{2}\right)=\operatorname{LC}\left(f_{1}\right) \operatorname{LC}\left(f_{2}\right)
$$

hence

$$
\operatorname{LT}\left(f_{1} f_{2}\right)=\operatorname{LT}\left(f_{1}\right) \operatorname{LT}\left(f_{2}\right)
$$

These equalities persist if one or both of $f_{1}$ and $f_{2}$ are 0 . Moreover, if $f_{1}$ and $f_{2}$ are nonzero and have $\operatorname{LT}\left(f_{1}\right)=\operatorname{LT}\left(f_{2}\right)$, then $\operatorname{LM}\left(f_{1}-f_{2}\right)<\operatorname{LM}\left(f_{1}\right)$.

Proof. For the first statement, let the expansions of $f_{1}$ and $f_{2}$ as linear combinations of distinct monomials be $f_{1}=a_{1} \operatorname{LM}\left(f_{1}\right)+\sum_{i} c_{i} M_{i}$ and $f_{2}=$ $a_{2} \operatorname{LM}\left(f_{2}\right)+\sum_{j} d_{j} N_{j}$ with $M_{i}<\operatorname{LM}\left(f_{1}\right)$ for all $i$ and $N_{j}<\operatorname{LM}\left(f_{2}\right)$ for all $j$. Then $f_{1} f_{2}$ equals

$$
a_{1} a_{2} \operatorname{LM}\left(f_{1}\right) \operatorname{LM}\left(f_{2}\right)+a_{2} \sum_{i} c_{i} M_{i} \operatorname{LM}\left(f_{2}\right)+a_{1} \sum_{j} d_{j} \operatorname{LM}\left(f_{1}\right) N_{j}+\sum_{i, j} c_{i} d_{j} M_{i} N_{j}
$$

and the conclusions in the first sentence of the proposition will follow if it is shown that $M_{i} \operatorname{LM}\left(f_{2}\right)<\operatorname{LM}\left(f_{1}\right) \operatorname{LM}\left(f_{2}\right)$, that $\operatorname{LM}\left(f_{1}\right) N_{j}<\operatorname{LM}\left(f_{1}\right) \operatorname{LM}\left(f_{2}\right)$, and that $M_{i} N_{j}<\operatorname{LM}\left(f_{1}\right) \operatorname{LM}\left(f_{2}\right)$. The first inequality follows from (i) because $M_{i}<$ $\operatorname{LM}\left(f_{1}\right)$, and the second inequality is similar. For the third we apply (i) twice to obtain $M_{i} N_{j} \leq M_{i} \operatorname{LM}\left(f_{2}\right) \leq \operatorname{LM}\left(f_{1}\right) \operatorname{LM}\left(f_{2}\right)$ and observe that the end expressions can be equal only if equality holds in both instances. The latter is impossible because $K\left[X_{1}, \ldots, X_{n}\right]$ is an integral domain, and thus $M_{i} N_{j}<\operatorname{LM}\left(f_{1}\right) \operatorname{LM}\left(f_{2}\right)$.

The three displayed equalities persist if one or both of $f_{1}$ and $f_{2}$ are 0 because $\mathrm{LM}(f), \mathrm{LT}(f)$, and $\mathrm{LC}(f)$ can be 0 only if $f=0$.

Finally if $f_{1}$ and $f_{2}$ are nonzero and have expansions as in the first paragraph of the proof with $\operatorname{LT}\left(f_{1}\right)=\operatorname{LT}\left(f_{2}\right)$, then $\operatorname{LC}\left(f_{1}\right)=a_{1}$ and $\operatorname{LC}\left(f_{2}\right)=a_{2}$. Hence $f_{1}-f_{2}$ has an expansion involving only the monomials $M_{i}$ and $N_{j}$. Consequently if $f_{1}-f_{2} \neq 0$, then the largest of the $M_{i}$ 's and $N_{j}$ 's is $<\operatorname{LM}\left(f_{1}\right)$. Thus LM $\left(f_{1}-f_{2}\right)<$ $\operatorname{LM}\left(f_{1}\right)$. This inequality holds also if $f_{1}-f_{2}=0$.

If $I$ is a nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, we define $\operatorname{LT}(I)$ to be the vector space of all $K$ linear combinations of polynomials $\operatorname{LT}(f)$ with $f$ in $I$. It follows from Proposition 8.18 that $K\left[X_{1}, \ldots, X_{n}\right] \operatorname{LT}(I) \subseteq \operatorname{LT}(I)$, and therefore $\operatorname{LT}(I)$ is an ideal in $K\left[X_{1}, \ldots, X_{n}\right]$. A finite unordered subset $\left\{g_{1}, \ldots, g_{k}\right\}$ of nonzero elements of the ideal $I$ is called a Gröbner basis of $I$ if $\operatorname{LT}(I)=$ ( $\left.\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{k}\right)\right)$. The inclusion $\supseteq$ follows from the definition, and the question is whether $\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{k}\right)$ generate $\operatorname{LT}(I)$.

Among the examples below, Example 3 is particularly suggestive of the utility of a Gröbner basis. The idea is that an ordinary set of generators may have the property that certain "small" elements of $I$ can be expanded in terms of the generators only using "large" coefficients and that this property is reflected in the failure of $\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{k}\right)\right)$ to exhaust $\operatorname{LT}(I)$.

## EXAMPLES WITH LEXICOGRAPHIC ORDERING.

(1) Principal ideal. If $I=\left(f\left(X_{1}, \ldots, X_{n}\right)\right)$, then $\{f\}$ is a Gröbner basis. In fact, the most general member of $I$ is of the form $h f$ with $h$ in $K\left[X_{1}, \ldots, X_{n}\right]$, and Proposition 8.18 gives $\operatorname{LT}(h f)=\operatorname{LT}(h) \operatorname{LT}(f)$. Therefore $\operatorname{LT}(I)=(\operatorname{LT}(f))$, as required.
(2) Ideal generated by members of $K\left[X_{1}, \ldots, X_{n}\right]_{1}$. Suppose that $I=$ ( $L_{1}, \ldots, L_{k}$ ), where each $L_{j}$ is a homogeneous linear polynomial of degree 1. For example, $I$ could be $\left(X_{1}+X_{2}+X_{3}, X_{1}-X_{3}\right)$. Let us form the corresponding $k$-by- $n$ coefficient matrix, specifically $\left(\begin{array}{rrr}1 & 1 & 1 \\ 1 & 0 & -1\end{array}\right)$ in the 3 -variable example. If we perform row operations to transform this matrix into reduced row-echelon form and let $L_{1}^{\prime}, \ldots, L_{k^{\prime}}^{\prime}$ be the members of $K\left[X_{1}, \ldots, X_{n}\right]_{1}$ corresponding to the reduced matrix, specifically $X_{1}-X_{3}$ and $X_{2}+2 X_{3}$ for the reduced form
$\left(\begin{array}{rrr}1 & 0 & -1 \\ 0 & 1 & 2\end{array}\right)$ of $\left(\begin{array}{rrr}1 & 1 & 1 \\ 1 & 0 & -1\end{array}\right)$, then $I=\left(L_{1}^{\prime}, \ldots, L_{k^{\prime}}^{\prime}\right)$ and moreover $\left\{L_{1}^{\prime}, \ldots, L_{k^{\prime}}^{\prime}\right\}$ is a Gröbner basis of $I$. This fact is not particularly obvious in the full generality of this example, but it will be shown to be an easy consequence of Theorem 8.23 in the next section.
(3) Earlier example in this section. In $K[X, Y]$, let $I=\left(f_{1}, f_{2}\right)$ with $f_{1}(X, Y)$ $=X^{2}+2 X Y^{2}$ and $f_{2}(X, Y)=X Y+2 Y^{3}-1$. Then $\left(\operatorname{LT}\left(f_{1}\right), \operatorname{LT}\left(f_{2}\right)\right)=$ $\left(X^{2}, X Y\right)$. We saw that $X$ is a member of $I$ and that $\operatorname{LT}(X)=X$ is not in $\left(\operatorname{LT}\left(f_{1}\right), \operatorname{LT}\left(f_{2}\right)\right)$. So $\left\{f_{1}, f_{2}\right\}$ is not a Gröbner basis. If we enlarge the set of generators of $I$ to $\left\{f_{1}, f_{2}, X\right\}$, then we still do not have a Gröbner basis because $f_{2}-Y X=2 Y^{3}-1$ is in $I$ and $\operatorname{LT}\left(f_{2}-Y X\right)=2 Y^{3}$ does not lie in $\left(\operatorname{LT}\left(f_{1}\right), \operatorname{LT}\left(f_{2}\right), \operatorname{LT}(X)\right)=\left(X^{2}, X Y, X\right)=(X)$. We can enlarge the set of generators still further to $\left\{f_{1}, f_{2}, X, 2 Y^{3}-1\right\}$. Is this a Gröbner basis? Here we have $\left(\operatorname{LT}\left(f_{1}\right), \operatorname{LT}\left(f_{2}\right), \operatorname{LT}(X), \operatorname{LT}\left(2 Y^{3}-1\right)\right)=\left(X, Y^{3}\right)$, and it seems as if this equals $\operatorname{LT}(I)$. But we need a way of checking easily. We shall obtain a way of checking in Theorem 8.23 in the next section.

The question of existence-uniqueness of a Gröbner basis will be addressed constructively in Sections 8-9; however, we did observe at the beginning of this section that Hilbert's proof of the Hilbert Basis Theorem essentially handles existence when the monomial ordering is the usual lexicographic ordering. Actually, the argument at the beginning of the section had two parts to it - a nonconstructive argument producing a certain finite set of leading terms and a verification that those leading terms lead to a set of generators of the ideal. The first part, being a nonconstructive existence proof, does not help us in our current efforts, and we defer to Problem 13 at the end of the chapter the question of adapting it to a general monomial order. The second part, on the other hand, is a useful kind of verification in our current efforts. It shows that a certain kind of finite subset of an ideal is necessarily a set of generators, and it generalizes as follows. The generalization will play a role in Section 9.

Proposition 8.19. If $K$ is a field, if a monomial ordering is specified for $K\left[X_{1}, \ldots, X_{n}\right]$, and if $\left\{g_{1}, \ldots, g_{k}\right\}$ is a Gröbner basis for a nonzero ideal $I$ of $K\left[X_{1}, \ldots, X_{n}\right]$, then $\left\{g_{1}, \ldots, g_{k}\right\}$ generates $I$.

Proof. First we prove that if $f \neq 0$ is in $I$, then there exist a $g_{j}$, a monomial $M_{0}$, and a nonzero scalar $c$ such that $\mathrm{LM}\left(f-c M_{0} g_{j}\right)<\mathrm{LM}(f)$. To see this, we use the hypothesis that $\left\{g_{1}, \ldots, g_{k}\right\}$ is a Gröbner basis to find polynomials $h_{1}, \ldots, h_{k}$ such that $\mathrm{LM}(f)=\sum_{i=1}^{k} h_{i} \mathrm{LM}\left(g_{i}\right)$. Then it must be true for $i$ equal to some index $j$ that $\operatorname{LM}(f)=M_{0} \operatorname{LM}\left(g_{j}\right)$ for one of the monomials $M_{0}$ that appears in $h_{j}$ with nonzero coefficient. Since $M_{0} \operatorname{LM}\left(g_{j}\right)=\operatorname{LM}\left(M_{0}\right) \operatorname{LM}\left(g_{j}\right)=\operatorname{LM}\left(M_{0} g_{j}\right)$, we can rewrite this equality as $\operatorname{LT}(f)=c \operatorname{LT}\left(M_{0} g_{j}\right)$ for some scalar $c \neq 0$. Then
$\operatorname{LT}(f)=\operatorname{LT}\left(c M_{0} g_{j}\right)$, and Proposition 8.18 shows that $\operatorname{LM}\left(f-c M_{0} g_{j}\right)<\operatorname{LM}(f)$, as asserted.

Iterating this construction and assuming that we never get 0 , we can find successively nonzero scalars $c_{i}$, monomials $M_{i}$, and members $g_{j_{i}}$ of the Gröbner basis such that the sequence $\operatorname{LM}\left(f-\sum_{i=1}^{l} c_{j} M_{j} g_{j_{i}}\right)$ indexed by $l$ is strictly decreasing, in contradiction to Proposition 8.16. To avoid the contradiction, we must have $f-\sum_{i=1}^{l} c_{j} M_{j} g_{j_{i}}=0$ for some $l$, and then $f$ is exhibited as in the ideal $\left(g_{1}, \ldots, g_{k}\right)$. Hence the Gröbner basis generates $I$.

## 8. Constructive Existence

Throughout this section, $K$ denotes a field, and we work with a fixed monomial ordering on $K\left[X_{1}, \ldots, X_{n}\right]$. Ideals in $K\left[X_{1}, \ldots, X_{n}\right]$ will always be specified by giving finite sets of generators. Our objective is to obtain a constructive proof of the existence of a Gröbner basis for each nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, along with a useful test procedure for deciding whether a given finite set of generators of $I$ is a Gröbner basis. As is often the case with existence proofs, the motivation for the proof comes from a certain amount of deduction of properties that a Gröbner basis must satisfy if its exists. It was mentioned in the previous section that the failure of a set of generators to be a Gröbner basis has something to do with its failure to be able to represent all "small" elements of the ideal by means of expansions in terms of the generators that use "small" coefficients. The first part of this section will explore this idea, seeking to make it precise. The main step will be a checkable text for a set to be a Gröbner basis; this is Theorem 8.23. The existence argument will be an easy corollary. A by-product of the existence argument will be a way of testing a polynomial for membership in $I$.

In the one-variable case any ideal is principal, necessarily of the form $(g(X))$, and the test for membership of a polynomial $f$ in the ideal is to apply the division algorithm, writing $f(X)=q(X) g(X)+r(X)$ with $r=0$ or $\operatorname{deg} r<\operatorname{deg} g$. Then $f$ is a member of the ideal if and only if $r=0$. The starting point for the several-variable theory is to do the best we can to generalize the division algorithm to several variables, recognizing that we cannot expect too much because of the complicated ideal structure in several variables.

Proposition 8.20 (generalized division algorithm). Let $\left(f_{1}, \ldots, f_{s}\right)$ be a fixed enumeration of a set of nonzero members of $K\left[X_{1}, \ldots, X_{n}\right]$, and let $f$ be an arbitrary nonzero member of $K\left[X_{1}, \ldots, X_{n}\right]$. Then there exist polynomials $a_{1}, \ldots, a_{s}$ and $r$ such that

$$
f=a_{1} f_{1}+\cdots+a_{s} f_{s}+r
$$

such that $\operatorname{LM}\left(a_{j} f_{j}\right) \leq \operatorname{LM}(f)$ for all $j$, and such that no monomial appearing in $r$ with nonzero coefficient is divisible by $\operatorname{LM}\left(f_{j}\right)$ for any $j$.

REMARK. The proof below will stop short of giving an algorithm, because omitting the details of the algorithm will make the invariant of the construction clearer. To make the proof into an algorithm, one merely needs to be systematic about the choices in the proof. There is no claim of any uniqueness of $a_{1}, \ldots, a_{s}$ or $r$ in the statement; in fact, Problem 16 at the end of the chapter shows that more than one kind of nonuniqueness is possible. Corollary 8.21 below, however, will show that if the given $f_{1}, \ldots, f_{s}$ form a Gröbner basis of an ideal $I$, then $r$ is independent of the enumeration of the Gröbner basis, even without the requirement that $\operatorname{LM}\left(a_{j} f_{j}\right) \leq \operatorname{LM}(f)$ for all $j$.

PROOF. We shall do a kind of induction involving decompositions of $f$ of the form

$$
\begin{equation*}
f=\left(a_{1} f_{1}+\cdots+a_{s} f_{s}\right)+p+r \tag{*}
\end{equation*}
$$

where $a_{1}, \ldots, a_{s}, p, r$ are polynomials with the properties that
(i) $\operatorname{LM}(p) \leq \operatorname{LM}(f)$,
(ii) $\operatorname{LM}\left(a_{i} f_{i}\right) \leq \operatorname{LM}(f)$ for all $i$,
(iii) no monomial $M$ appearing in $r$ with nonzero coefficient has $M$ divisible by any $\operatorname{LM}\left(f_{i}\right)$,
and we shall demonstrate that $\operatorname{LM}(p)$ decreases at every step of the induction as long as $p \neq 0$. Initially we take all $a_{i}=0, p=f$, and $r=0$. Then ( $*$ ) and the three properties hold at the start. Let us describe the inductive step.

If $\operatorname{LT}\left(f_{j}\right)$ divides $\operatorname{LT}(p)$ for some $j$, then we replace $a_{j}$ by $a_{j}+\operatorname{LT}(p) / \operatorname{LT}\left(f_{j}\right)$, we change $p$ to $p-\left(\operatorname{LT}(p) / \operatorname{LT}\left(f_{j}\right)\right) f_{j}$, and we leave $r$ alone. The equality $(*)$ is maintained, and (iii) continues to hold. Since

$$
\begin{align*}
\operatorname{LT}\left(\left(\operatorname{LT}(p) / \operatorname{LT}\left(f_{j}\right)\right) f_{j}\right) & =\operatorname{LT}\left(\operatorname{LT}(p) / \operatorname{LT}\left(f_{j}\right)\right) \operatorname{LT}\left(f_{j}\right) \\
& =\left(\operatorname{LT}(p) / \operatorname{LT}\left(f_{j}\right)\right) \operatorname{LT}\left(f_{j}\right)=\operatorname{LT}(p), \tag{**}
\end{align*}
$$

Proposition 8.18 shows that $\mathrm{LM}(p)$ strictly decreases. Consequently (i) continues to hold. By the same kind of computation as for $(* *)$,

$$
\begin{aligned}
\operatorname{LM}\left(\left(a_{j}+\operatorname{LT}(p) / \operatorname{LT}\left(f_{j}\right)\right) f_{j}\right) & \leq m a x\left(\operatorname{LM}\left(a_{j} f_{j}\right), \operatorname{LM}\left(\operatorname{LT}(p) / \operatorname{LT}\left(f_{j}\right)\right) f_{j}\right) \\
& \leq m a x(\operatorname{LM}(f), \operatorname{LM}(p))=\operatorname{LM}(f)
\end{aligned}
$$

and therefore (ii) continues to hold. This completes the inductive step if $\operatorname{LT}\left(f_{j}\right)$ divides $\operatorname{LT}(p)$ for some $j$.

The contrary case is that $\operatorname{LT}(p)$ is divisible by $\operatorname{LT}\left(f_{i}\right)$ for no $i$. Then we replace $p$ by $p-\operatorname{LT}(p)$, we change $r$ to $r+\operatorname{LT}(p)$, and we leave all $a_{i}$ alone. The
equality $(*)$ is maintained, and (ii) continues to hold. Since $\operatorname{LM}(p)=\operatorname{LM}(\operatorname{LT}(p))$, Proposition 8.18 shows that $\mathrm{LM}(p)$ strictly decreases. Consequently (i) continues to hold. Also, (iii) continues to hold because of the assumption that $\operatorname{LT}(p)$ is divisible by $\operatorname{LT}\left(f_{i}\right)$ for no $i$. This completes the inductive step if $\operatorname{LT}(p)$ is divisible by $\operatorname{LT}\left(f_{i}\right)$ for no $i$.

Proposition 8.16 shows that the induction can continue for only finitely many steps. Since it must continue as long as $p \neq 0$, the conclusion is that $p=0$ after some stage, and then the decomposition of the proposition has been proved.

Corollary 8.21. If $\left\{g_{1}, \ldots, g_{s}\right\}$ is a Gröbner basis of a nonzero ideal $I$ of $K\left[X_{1}, \ldots, X_{n}\right]$ and if $f$ is any nonzero member of $K\left[X_{1}, \ldots, X_{n}\right]$, then there exist polynomials $g$ and $r$ such that $f=g+r, g$ is in $I$, and no monomial appearing in $r$ with nonzero coefficient is divisible by $\operatorname{LM}\left(g_{j}\right)$ for any $j$. Moreover, $r$ is uniquely determined by these properties, and $g$ has an expansion $g=\sum_{i=1}^{s} a_{i} g_{i}$ with $\operatorname{LM}\left(a_{i} g_{i}\right) \leq \operatorname{LM}(f)$ for all $i$.

REMARKS. The uniqueness statement implies in particular that $r$ is independent of the enumeration of the set $\left\{g_{1}, \ldots, g_{s}\right\}$. This corollary will give us some insight into the way a Gröbner basis can resolve cancellation. Shortly we shall introduce specific members of $I$ that have cancellation built into their definition. Being in $I$, they have expansions with remainder term 0 , according to this corollary. Since the remainder is unique, the corollary says that they can be rewritten in terms of the Gröbner basis in a way that eliminates the cancellation.

Proof. For existence, let $\left\{g_{1}, \ldots, g_{s}\right\}$ be a Gröbner basis of $I$, and apply Proposition 8.20 to $f$ and the ordered set $\left(g_{1}, \ldots, g_{s}\right)$. Then the existence follows immediately.

For uniqueness, suppose that $f=g_{1}+r_{1}=g_{2}+r_{2}$. Then $r_{1}-r_{2}=g_{2}-g_{1}$ exhibits $r_{1}-r_{2}$ as in $I$. Arguing by contradiction, suppose that $r_{1} \neq r_{2}$. The hypothesis on $r_{1}$ and $r_{2}$ shows that no monomial with nonzero coefficient in $r_{1}-r_{2}$ is divisible by any $\operatorname{LM}\left(g_{j}\right)$, and in particular $\operatorname{LM}\left(r_{1}-r_{2}\right)$ is not divisible by any of the generators of the monomial ideal $\left(\operatorname{LM}\left(g_{1}\right), \ldots, \operatorname{LM}\left(g_{s}\right)\right)=\operatorname{LM}(I)$. Since $\mathrm{LM}\left(r_{1}-r_{2}\right)$ is a monomial in this ideal, this conclusion contradicts the last conclusion of Lemma 8.17.

Suppose that $X^{\alpha}=X_{1}^{\alpha_{1}} \cdots X_{n}^{\alpha_{n}}$ and $X^{\beta}=X_{1}^{\beta_{1}} \cdots X_{n}^{\beta_{n}}$ are two monomials in $K\left[X_{1}, \ldots, X_{n}\right]$. Then we define their least common multiple $\operatorname{LCM}\left(X^{\alpha}, X^{\beta}\right)$ to be

$$
\operatorname{LCM}\left(X^{\alpha}, X^{\beta}\right)=X^{\gamma}=X_{1}^{\gamma_{1}} \cdots X_{n}^{\gamma_{n}} \quad \text { with } \gamma_{j}=\max \left(\alpha_{j}, \beta_{j}\right) \text { for all } j .
$$

This notion does not depend on the choice of a monomial ordering. Observe for any two monomials $M$ and $N$ that $\operatorname{LCM}(M, N) / M$ and $\operatorname{LCM}(M, N) / N$ are monomials.

If $f_{1}$ and $f_{2}$ are nonzero polynomials, then the expression

$$
\frac{\operatorname{LCM}\left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)}{\operatorname{LT}\left(f_{1}\right)} f_{1}=\frac{\operatorname{LCM}\left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)}{\operatorname{LM}\left(f_{1}\right)} \frac{f_{1}}{\operatorname{LC}\left(f_{1}\right)}
$$

is a polynomial whose leading monomial is $\operatorname{LCM}\left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)$ and whose leading coefficient is 1 . We define the $S$-polynomial of $f_{1}$ and $f_{2}$ to be

$$
S\left(f_{1}, f_{2}\right)=\frac{\operatorname{LCM}\left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)}{\operatorname{LT}\left(f_{1}\right)} f_{1}-\frac{\operatorname{LCM}\left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)}{\operatorname{LT}\left(f_{2}\right)} f_{2}
$$

This is the difference of two polynomials with the same leading monomial $\operatorname{LCM}\left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)$ and with the same leading coefficient 1. Accordingly, Proposition 8.18 shows that

$$
\operatorname{LM}\left(S\left(f_{1}, f_{2}\right)\right)<\operatorname{LCM}\left(\operatorname{LM}\left(f_{1}\right), \operatorname{LM}\left(f_{2}\right)\right)
$$

The elements $S\left(f_{1}, f_{2}\right)$ are the elements mentioned in the remarks with Corollary 8.21; the above inequality is a precise formulation of their built-in cancellation.

Lemma 8.22 below says that whenever cancellation of this kind occurs in any sum of products with functions $f_{1}, \ldots, f_{s}$, then the sum of products can be rewritten in terms of the $S$-polynomials $S\left(f_{j}, f_{k}\right)$. In this way the nature of the cancellation has been made more transparent, partly being accounted for by the definitions of the individual polynomials $S\left(f_{j}, f_{k}\right)$.

Lemma 8.22. Let $M$ and $M_{1}, \ldots, M_{s}$ be monomials, let $f_{1}, \ldots, f_{s}$ be nonzero polynomials, and suppose that $M_{i} \mathrm{LM}\left(f_{i}\right)=M$ for all $i$. If $c_{1}, \ldots, c_{s}$ are constants such that $\operatorname{LM}\left(\sum_{i=1}^{s} c_{i} M_{i} f_{i}\right)<M$, then the sum $\sum_{i=1}^{s} c_{i} M_{i} f_{i}$ can be rewritten in the form

$$
\sum_{i=1}^{s} c_{i} M_{i} f_{i}=\sum_{j<k} \frac{d_{j k} M}{\operatorname{LCM}\left(\operatorname{LM}\left(f_{j}\right), \operatorname{LM}\left(f_{k}\right)\right)} S\left(f_{j}, f_{k}\right)
$$

for suitable constants $d_{j k}$. In the sum on the right side, each nonzero term has leading monomial $<M$.

Proof. Let us write $L_{i j}=\operatorname{LCM}\left(\operatorname{LM}\left(f_{i}\right), \operatorname{LM}\left(f_{j}\right)\right)$ for $i \neq j$. We may assume that all the $c_{i}$ are nonzero, and we proceed by induction on $s$. There is nothing to prove for $s=1$. The key step is $s=2$, for which we are given that the $M$ term of $c_{1} M_{1} f_{1}+c_{2} M_{2} f_{2}$ is 0 , i.e., that

$$
\begin{equation*}
c_{1} \operatorname{LC}\left(f_{1}\right)+c_{2} \operatorname{LC}\left(f_{2}\right)=0 . \tag{*}
\end{equation*}
$$

Substituting for $\operatorname{LC}\left(f_{2}\right)$ from (*) gives

$$
\begin{aligned}
M L_{12}^{-1} S\left(f_{1}, f_{2}\right) & =M f_{1} / \operatorname{LT}\left(f_{1}\right)-M f_{2} / \operatorname{LT}\left(f_{2}\right) \\
& =M_{1} f_{1} / \operatorname{LC}\left(f_{1}\right)-M_{2} f_{2} / \operatorname{LC}\left(f_{2}\right) \\
& =c_{1}^{-1} \operatorname{LC}\left(f_{1}\right)^{-1}\left(c_{1} M_{1} f_{1}+c_{2} M_{2} f_{2}\right)
\end{aligned}
$$

and this proves the displayed formula of the lemma with $d_{12}=c_{1} \operatorname{LC}\left(f_{1}\right)$.
Assume the result for $s-1 \geq 2$. We are given that $\sum_{i=1}^{s} c_{i} \operatorname{LC}\left(f_{i}\right)=0$, which we break into two parts as

$$
\begin{array}{r}
c_{1} \operatorname{LC}\left(f_{1}\right)-\frac{c_{1} \operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{2}\right)} \operatorname{LC}\left(f_{2}\right)=0, \\
\left(c_{2}+\frac{c_{1} \operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{2}\right)}\right) \operatorname{LC}\left(f_{2}\right)+\sum_{i=3}^{s} c_{i} \operatorname{LC}\left(f_{i}\right)=0 .
\end{array}
$$

The inductive hypothesis gives

$$
\begin{aligned}
c_{1} M_{1} f_{1}-\frac{c_{1} \operatorname{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{2}\right)} M_{2} f_{2} & =d_{12} M L_{12}^{-1} S\left(f_{1}, f_{2}\right), \\
\left(c_{2}+\frac{c_{1} \mathrm{LC}\left(f_{1}\right)}{\operatorname{LC}\left(f_{2}\right)}\right) M_{2} f_{2}+\sum_{i=3}^{s} c_{i} M_{i} f_{i} & =\sum_{2 \leq j<k} d_{j k} M L_{j k}^{-1} S\left(f_{j}, f_{k}\right) .
\end{aligned}
$$

Adding these two formulas, we obtain the displayed formula of the lemma for the case $s$, and the induction is complete.

Theorem 8.23. Let $\left\{g_{1}, \ldots, g_{s}\right\}$ be a set of generators of a nonzero ideal $I$ of $K\left[X_{1}, \ldots, X_{n}\right]$, and assume that $g_{i} \neq 0$ for all $i$. Then the following conditions on $\left\{g_{1}, \ldots, g_{s}\right\}$ are equivalent:
(a) $\left\{g_{1}, \ldots, g_{s}\right\}$ is a Gröbner basis of $I$,
(b) for each pair $\left(g_{j}, g_{k}\right)$ with $S\left(g_{j}, g_{k}\right) \neq 0$, every expansion of $S\left(g_{j}, g_{k}\right)$ as $S\left(g_{j}, g_{k}\right)=\sum_{i=1}^{s} a_{i j k} g_{i}+r$ with the two properties that
(i) $\operatorname{LM}\left(a_{i j k} g_{i}\right) \leq \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right)$ and
(ii) no monomial appearing in $r$ with nonzero coefficient is divisible by $\operatorname{LM}\left(g_{j}\right)$ for any $j$ has $r=0$,
(c) for each pair $\left(g_{j}, g_{k}\right)$ with $S\left(g_{j}, g_{k}\right) \neq 0$, there is an expansion of the form $S\left(g_{j}, g_{k}\right)=\sum_{i=1}^{s} a_{i j k} g_{i}$ with $\operatorname{LM}\left(a_{i j k} g_{i}\right) \leq \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right)$.

REMARKS. Because of the equivalence of (b) and (c), the generalized division algorithm (Proposition 8.20) gives us a procedure for testing whether these conditions are satisfied by $\left\{g_{1}, \ldots, g_{s}\right\}$. Namely we follow through the steps in the proof of Proposition 8.20 in whatever fashion we please for each nonzero
$S\left(g_{j}, g_{k}\right)$. If we get remainder $r=0$ for each pair $(j, k)$, then the conditions are satisfied. If we get a nonzero remainder $r$ for some pair, then the conditions are not satisfied. In view of the equivalence of (a) with these conditions, we have an effective (though somewhat tedious) way of checking whether $\left\{g_{1}, \ldots, g_{s}\right\}$ is a Gröbner basis.

Proof. We prove that (a) implies (b) and that (c) implies (a). Since (b) certainly implies (c), the proof will be complete.

Let (a) hold, i.e., let $\left\{g_{1}, \ldots, g_{s}\right\}$ be a Gröbner basis. If $S\left(g_{j}, g_{k}\right) \neq 0$, then $S\left(g_{j}, g_{k}\right)$ is a nonzero member of $I$ because each $g_{i}$ lies in $I$, and $S\left(g_{j}, g_{k}\right)$ consequently has an expansion as $\sum_{i=1}^{s} a_{i} g_{i}+r$ with $r=0$. By Corollary 8.21 it has a possibly different expansion with $r=0$ and with $\operatorname{LM}\left(a_{i} g_{i}\right) \leq \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right)$ for each $i$. On the other hand, in any expansion of $S\left(g_{j}, g_{k}\right)$ as $\sum_{i=1}^{s} a_{i} g_{i}+r$ such that (ii) holds, whether or not $\operatorname{LM}\left(a_{i} g_{i}\right) \leq \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right), r$ must be 0 by Corollary 8.21. This proves (b).

To prove that (c) implies (a), we argue by contradiction. Among all expansions of members of $I$ as $\sum_{i=1}^{s} b_{i} g_{i}$ such that $\mathrm{LT}\left(\sum_{i=1}^{s} b_{i} g_{i}\right)$ is not in the ideal $\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$, choose one for which

$$
M=\max _{1 \leq i \leq s} \operatorname{LM}\left(b_{i} g_{i}\right)
$$

is as small as possible; this choice exists by Proposition 8.16. For this choice, let

$$
\begin{equation*}
f=\sum_{i=1}^{s} b_{i} g_{i} \tag{*}
\end{equation*}
$$

Define $M_{i}=\operatorname{LM}\left(b_{i}\right)$ for each $i$ with $b_{i} \neq 0$. If $i_{0}$ is an index with $M=$ $\operatorname{LM}\left(b_{i_{0}} g_{i_{0}}\right)$, then $M=M_{i_{0}} \operatorname{LM}\left(g_{i_{0}}\right)$ by Proposition 8.18 , and hence $M$ lies in $\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$. Since $\operatorname{LT}\left(\sum_{i=1}^{s} b_{i} g_{i}\right)$ is not in $\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$, it follows that $\operatorname{LT}\left(\sum_{i} b_{i} g_{i}\right)<M$. Within the set $\{1, \ldots, s\}$, define a subset $E$ to consist of those $i$ for which $M_{i} \mathrm{LM}\left(g_{i}\right)=M$. This set contains $i_{0}$, and it has the property that all $i$ not in $E$ have $\operatorname{LM}\left(b_{i} g_{i}\right)<M$. We regroup $f$ as

$$
f=\sum_{i \in E} b_{i} g_{i}+\sum_{i \notin E} b_{i} g_{i}=\sum_{i \in E} \operatorname{LC}\left(b_{i}\right) M_{i} g_{i}+\sum_{i \in E}\left(b_{i}-\operatorname{LT}\left(b_{i}\right)\right) g_{i}+\sum_{i \notin E} b_{i} g_{i} .
$$

Every term in the second and third sums on the right side has leading monomial $<M$, and so does $f$. Therefore $\mathrm{LM}\left(\sum_{i \in E} \mathrm{LC}\left(b_{i}\right) M_{i} g_{i}\right)<M$. It follows that the expression $\sum_{i \in E} \operatorname{LC}\left(b_{i}\right) M_{i} g_{i}$ is of the form considered in Lemma 8.22 with $c_{i}=\operatorname{LC}\left(b_{i}\right)$ for $i \in E$ (and $c_{i}=0$ for $\left.i \notin E\right)$. The lemma tells us that

$$
\sum_{i \in E} \operatorname{LC}\left(b_{i}\right) M_{i} g_{i}=\sum_{j, k} d_{j k}\left(M / L_{j k}\right) S\left(g_{j}, g_{k}\right)
$$

for suitable scalars $d_{j k}$, where $L_{j k}=\operatorname{LCM}\left(\operatorname{LM}\left(g_{j}\right), \operatorname{LM}\left(g_{k}\right)\right)$.
Now we apply the hypothesis (c), expanding each $S\left(g_{j}, g_{k}\right)$ in some way as $S\left(g_{j}, g_{k}\right)=\sum_{i=1}^{s} a_{i j k} g_{i}$ with the $a_{i j k}$ equal to polynomials such that

$$
\begin{equation*}
\operatorname{LM}\left(a_{i j k} g_{i}\right) \leq \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right) \tag{**}
\end{equation*}
$$

Substituting for $S\left(g_{j}, g_{k}\right)$, we obtain

$$
f=\sum_{i, j, k} d_{j k}\left(M / L_{j k}\right) a_{i j k} g_{i}+\sum_{i \in E}\left(b_{i}-\operatorname{LT}\left(b_{i}\right)\right) g_{i}+\sum_{i \notin E} b_{i} g_{i}
$$

We know that every term in the second and third sums on the right side of $(\dagger)$ has leading monomial $<M$, and we shall estimate the leading monomial of each term in the first sum. Multiplying the inequality

$$
\operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right)<\operatorname{LCM}\left(\operatorname{LM}\left(g_{j}\right), \operatorname{LM}\left(g_{k}\right)\right)=L_{j k}
$$

by the monomial $M / L_{j k}$ yields

$$
\left(M / L_{j k}\right) \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right)<M
$$

for every pair $(j, k)$. Combining $(* *)$ and $(\dagger \dagger)$ gives

$$
\operatorname{LM}\left(\left(M / L_{j k}\right) a_{i j k} g_{i}\right)=\left(M / L_{j k}\right) \operatorname{LM}\left(a_{i j k} g_{i}\right) \leq\left(M / L_{j k}\right) \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right)<M
$$

Since each $d_{j k}$ is a scalar, every term in the first sum on the right side of $(\dagger)$ has leading monomial $<M$. Thus $(\dagger)$ is an expansion of a member of $I$ that contradicts the minimality of $\max _{i} \operatorname{LM}\left(b_{i} g_{i}\right)$ in the expansion (*). From this contradiction we conclude that (a) holds.

Example of a verification that a set is a Gröbner basis. This example continues Example 2 of "Examples with lexicographic ordering" in the previous section. A nonzero ideal $I$ is generated by members of $K\left[X_{1}, \ldots, X_{n}\right]_{1}$ of the form $\left(L_{1}, \ldots, L_{s}\right)$, where each $L_{j}$ is a linear combination of $X_{1}, \ldots, X_{n}$. After initial manipulations we assume that the matrix of coefficients of $L_{1}, \ldots, L_{s}$ is in reduced row-echelon form. The assertion is that $\left\{L_{1}, \ldots, L_{s}\right\}$ is then a Gröbner basis of $I$. To prove this, we write $L_{j}=X_{n_{j}}+l_{j}$, where $X_{n_{j}}$ is the associated corner variable and $l_{j}$ is a linear combination of $X_{n_{j}+1}, \ldots, X_{n}$ such that the coefficient of each corner variable is 0 . If $j<k$, then

$$
S\left(L_{j}, L_{k}\right)=-l_{k} X_{n_{j}}+l_{j} X_{n_{k}}=-l_{k}\left(X_{n_{j}}+l_{j}\right)+l_{j}\left(X_{n_{k}}+l_{k}\right)=-l_{k} L_{j}+l_{j} L_{k}
$$

The second term on the right side contains no variable $X_{1}, \ldots, X_{n_{j}}$, but the first term on the right side contains $X_{n_{j}}$. Therefore, relative to the lexicographic ordering, we have $\operatorname{LM}\left(S\left(L_{j}, L_{k}\right)\right)=\operatorname{LM}\left(-l_{k} L_{j}\right)=\operatorname{LM}\left(l_{k}\right) X_{n_{j}}$. Consequently $\operatorname{LM}\left(l_{j} L_{k}\right) \leq \operatorname{LM}\left(S\left(L_{j}, L_{k}\right)\right)$ (and actually strict inequality must hold). Thus the displayed formula shows that $S\left(L_{j}, L_{k}\right)=a_{1} L_{j}+a_{2} L_{k}$ in the form demanded by (c) of Theorem 8.23. Since (c) implies (a) in the theorem, $\left\{L_{1}, \ldots, L_{s}\right\}$ is a Gröbner basis of $I$.

Corollary 8.24 (Buchberger's algorithm). ${ }^{15}$ Each nonzero ideal in the polynomial ring $K\left[X_{1}, \ldots, X_{n}\right]$ has a Gröbner basis. Such a basis can be obtained by the following procedure: Start from any set $\left\{f_{1}, \ldots, f_{t}\right\}$ of nonzero generators, apply the generalized division algorithm in some fashion to each $S\left(f_{j}, f_{k}\right)$ and to the generating set $\left\{f_{1}, \ldots, f_{t}\right\}$, and adjoin to the set of generators any nonzero remainders obtained from this process. Iterate this process for enlarging a set $\left\{f_{1}^{\prime}, \ldots, f_{t^{\prime}}^{\prime}\right\}$ of generators as long as a nonzero remainder is obtained for some $S\left(f_{j}^{\prime}, f_{k}^{\prime}\right)$. This process must terminate at some point with all remainders equal to 0 , and the resulting generating set is a Gröbner basis.

Proof. At the stage of the iteration that works with the set $\left\{f_{1}^{\prime}, \ldots, f_{t^{\prime}}^{\prime}\right\}$ of generators, any nonzero remainder $r$ that arises has the property that no monomial occurring in $r$ is divisible by any $\operatorname{LM}\left(f_{j}^{\prime}\right)$. By Lemma 8.17, $\mathrm{LT}(r)$ is not a member of $\left(\operatorname{LT}\left(f_{1}^{\prime}\right), \ldots, \operatorname{LT}\left(f_{t}^{\prime}\right)\right)$. However, at the next stage when $r$ has been designated as one of the generators of $I, \operatorname{LT}(r)$ has become one of the generators of this ideal. Therefore the ideal $\left(\operatorname{LT}\left(f_{1}^{\prime}\right), \ldots, \operatorname{LT}\left(f_{t}^{\prime}\right)\right)$ strictly increases as we pass from one stage to the next. Since $K\left[X_{1}, \ldots, X_{n}\right]$ is Noetherian, its ideals satisfy the ascending chain condition, and this chain of ideals must stabilize. Consequently all the remainders must be 0 at some point, and then Theorem 8.23 shows that the set of generators is a Gröbner basis.

EXAMPLE OF THE COMPUTATION OF A GRÖBNER BASIS. We return to Example 3 of "Examples with lexicographic ordering" in the previous section. In $K[X, Y]$, we let $f_{1}(X, Y)=X^{2}+2 X Y^{2}$ and $f_{2}(X, Y)=X Y+2 Y^{3}-1$, and we define $I=\left(f_{1}, f_{2}\right)$. We seek a Gröbner basis of $I$, using the lexicographic ordering. Direct computation gives $S\left(f_{1}, f_{2}\right)=Y\left(X^{2}+2 X Y^{2}\right)-X\left(X Y+2 Y^{3}-1\right)=X$. Since $X$ is not divisible by $\operatorname{LM}\left(f_{1}\right)$ or by $\operatorname{LM}\left(f_{2}\right), S\left(f_{1}, f_{2}\right)=0 f_{1}+0 f_{2}+X$ is an expansion of $S\left(f_{1}, f_{2}\right)$ as in Theorem 8.23 c with $r=X$. The procedure of Corollary 8.24 says to adjoin $f_{3}=X$ to the generating set and test again. Direct computation gives $S\left(f_{1}, f_{3}\right)=1\left(X^{2}+2 X Y^{2}\right)-X \cdot X=2 X Y$, and $S\left(f_{1}, f_{3}\right)=0 f_{1}+0 F_{2}+(2 Y) f_{3}+0$ is an expansion of $S\left(f_{1}, f_{3}\right)$ as in (c), since $\operatorname{LM}\left(2 Y f_{3}\right) \leq \operatorname{LM}\left(S\left(f_{1}, f_{3}\right)\right)$. Thus $S\left(f_{1}, f_{3}\right)$ gives us a 0 remainder, hence nothing new to process. In addition, we have $S\left(f_{2}, f_{3}\right)=1\left(X Y+2 Y^{3}-1\right)-$ $Y \cdot X=2 Y^{3}-1$. No term of this is divisible by any of the leading monomials of $f_{1}, f_{2}, f_{3}$, namely $X^{2}, X Y, X$. Hence $2 Y^{3}-1$ is a nonzero remainder. ${ }^{16}$ Therefore we are to adjoin $f_{4}=2 Y^{3}-1$ to our set. Computation gives $S\left(f_{1}, f_{4}\right)=$ $2 X Y^{4}+X^{2}=\left(2 Y^{4}+X\right) f_{3}, S\left(f_{2}, f_{4}\right)=2 Y^{5}-Y^{2}+\frac{1}{2} X=\frac{1}{2} f_{3}+Y^{2} f_{4}$,

[^96]and $S\left(f_{3}, f_{4}\right)=\frac{1}{2} X=\frac{1}{2} f_{3}$. In every case each term has leading monomial at most the leading monomial of the $S$-polynomial. Hence all remainders are 0 , and Corollary 8.24 says that $\left\{f_{1}, f_{2}, f_{3}, f_{4}\right\}$ is a Gröbner basis of $I$.

Corollary 8.25 (solution of the ideal-membership problem). If $I$ is a nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right]$ and $f$ is a polynomial, then a procedure for deciding whether $f$ lies in $I$ is as follows: introduce a monomial ordering, construct a Gröbner basis $\left\{g_{1}, \ldots, g_{s}\right\}$ of $I$ by means of Corollary 8.24 , and apply the generalized division algorithm to write $f=\sum_{i=1}^{s} a_{i} g_{i}+r$ for polynomials $a_{1}, \ldots, a_{r}, r$ such that no monomial appearing in $r$ with nonzero coefficient is divisible by $\operatorname{LM}\left(g_{j}\right)$ for any $j$. Then $f$ lies in $I$ if and only if $r=0$.

Proof. Corollary 8.24 produces the Gröbner basis, and Corollary 8.21 affirms that this procedure decides whether $f$ lies in $I$.

Corollary 8.26 (solution of the proper-ideal problem). If $I$ is a nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, then a procedure for deciding whether $I=K\left[X_{1}, \ldots, X_{n}\right]$ is to compute a Gröbner basis for $I$ and to see whether one of its members is a nonzero scalar $c$.

Proof. If $I$ has a nonzero scalar as one of its generators, then 1 lies in $I$, and hence $I$ certainly equals $K\left[X_{1}, \ldots, X_{n}\right]$. Conversely if $I$ is given, then Corollary 8.24 produces a Gröbner basis $\left\{g_{1}, \ldots, g_{s}\right\}$. Since $\operatorname{LT}(1)=1$ and since $\operatorname{LT}(I)=\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$, the monomial 1 must lie in $\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$. Since 1 is a monomial, Lemma 8.17 shows that it must be divisible by $\operatorname{LM}\left(g_{j}\right)$ for some $j$. Therefore $\operatorname{LM}\left(g_{j}\right)=1$. Since 1 is the smallest monomial in any monomial ordering, it is the only monomial appearing with a nonzero coefficient in $g_{j}$. Therefore $g_{j}$ is a nonzero scalar.

In many applications of Gröbner bases, there is some flexibility in what monomial ordering to impose in obtaining the Gröbner basis. In Corollaries 8.25 and 8.26 , for example, absolutely any monomial ordering works fine. The actual calculation of Gröbner bases is often computationally demanding, and thus it is worthwhile to use such a basis that takes relatively little time to compute. According to computer scientists, ${ }^{17}$ Gröbner bases are the most widely useful when computed relative to the lexicographic ordering, but they are then also the most time-consuming to compute. The monomial orderings that make the computation of Gröbner bases proceed quickly tend to be ones that first bound

[^97]the total degree in one or two steps. One of the reasons that this kind of monomial ordering works so efficiently is that once the total degree is bounded, there are only finitely many monomials less than any given monomial $M$.

## 9. Uniqueness of Reduced Gröbner Bases

In this section, $K$ continues to denote a field, and we work with a fixed monomial ordering on $K\left[X_{1}, \ldots, X_{n}\right]$. Ideals in $K\left[X_{1}, \ldots, X_{n}\right]$ will always be specified by giving finite sets of generators. Our objective in this section is to show how any Gröbner basis can be "reduced" and that a "reduced" Gröbner basis for an ideal is unique. A by-product of the uniqueness argument will be a way of testing two ideals for equality.

Any finite set of generators of $I$ that contains a Gröbner basis is again a Gröbner basis. Thus a constructed Gröbner basis will often be unnecessarily large. One simple kind of redundance is addressed by Lemma 8.27 below.

Lemma 8.27. If $\left\{g_{1}, \ldots, g_{s}\right\}$ is a Gröbner basis for a nonzero ideal $I$ in $K\left[X_{1}, \ldots, X_{n}\right]$ and if $\operatorname{LM}\left(g_{1}\right)$ lies in the ideal $\left(\operatorname{LT}\left(g_{2}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$, then $\left\{g_{2}, \ldots, g_{s}\right\}$ is a Gröbner basis of $I$.

REMARK. Lemma 8.17 shows how to check whether $\operatorname{LM}\left(g_{1}\right)$ lies in the ideal $\left(\operatorname{LT}\left(g_{2}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$; all we have to do is see whether some $\operatorname{LM}\left(g_{j}\right)$ for $j \geq 1$ divides LM $\left(g_{1}\right)$.

Proof. By hypothesis, $\left(\operatorname{LT}\left(g_{2}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)=\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)=\operatorname{LT}(I)$. Therefore $\left\{g_{2}, \ldots, g_{s}\right\}$ is a Gröbner basis of $I$. (Recall that the definition of Gröbner basis does not assume that the set generates the ideal; Proposition 8.19 deduces that it generates.)

A Gröbner basis $\left\{g_{1}, \ldots, g_{s}\right\}$ of a nonzero ideal $I$ is said to be minimal if $\operatorname{LC}\left(g_{j}\right)=1$ for all $j$ and if no $\operatorname{LM}\left(g_{i}\right)$ is divisible by $\operatorname{LM}\left(g_{j}\right)$ for some $j \neq i$. Lemma 8.27 shows that in trying to transform a Gröbner basis into a form for which a uniqueness result will apply, there is no loss of generality in assuming that the given Gröbner basis is minimal.

Example. As in the example following Corollary 8.24 , let $I$ be the ideal in $K[X, Y]$ given by $I=\left(f_{1}, f_{2}\right)$ with $f_{1}(X, Y)=X^{2}+2 X Y^{2}$ and $f_{2}(X, Y)=$ $X Y+2 Y^{3}-1$. Then we saw that $\left\{f_{1}, f_{2}, f_{3}, f_{4}\right\}$ is a Gröbner basis of $I$ in the lexicographic ordering, where $f_{3}(X, Y)=X$ and $f_{4}(X, Y)=2 Y^{3}-1$. The leading monomials are $\operatorname{LM}\left(f_{1}\right)=X^{2}, \operatorname{LM}\left(f_{2}\right)=X Y, \operatorname{LM}\left(f_{3}\right)=X$, and $\operatorname{LM}\left(f_{4}\right)=Y^{3}$. The first two are divisible by the third. Therefore $\left\{X, Y^{3}-\frac{1}{2}\right\}$ is the corresponding minimal Gröbner basis.

Unfortunately an ideal can have more than one minimal Gröbner basis, as is shown in Problem 17 at the end of the chapter. A Gröbner basis $\left\{g_{1}, \ldots, g_{s}\right\}$ of an ideal $I$ is said to be reduced if it is minimal and if for each $i$, no monomial appearing in $g_{i}$ with nonzero coefficient is divisible by $\operatorname{LM}\left(g_{j}\right)$ for some $j \neq i$.

Theorem 8.28 (uniqueness of reduced Gröbner basis). If $I$ is a nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, then $I$ has a unique reduced Gröbner basis, and this can be obtained algorithmically starting from any minimal Gröbner basis.

Proof of UniQueness. Let $\left\{g_{1}, \ldots, g_{s}\right\}$ be any Gröbner basis. Since LT $(I)=$ $\left(\operatorname{LT}\left(g_{1}\right), \ldots, \operatorname{LT}\left(g_{s}\right)\right)$, Lemma 8.17 shows that any $\operatorname{LM}(f)$ for $f \in I$ is divisible by $\mathrm{LM}\left(g_{j}\right)$ for some $j$. If $\left\{h_{1}, \ldots, h_{t}\right\}$ is a second Gröbner basis, then this argument shows that each $\mathrm{LM}\left(h_{i}\right)$ is divisible by some $\mathrm{LM}\left(g_{j}\right)$. Turned around, the argument shows that $\operatorname{LM}\left(g_{j}\right)$ is divisible by some $\operatorname{LM}\left(h_{k}\right)$. Since $\left\{h_{1}, \ldots, h_{t}\right\}$ is assumed minimal, $\operatorname{LM}\left(h_{k}\right)$ cannot be divisible by $\operatorname{LM}\left(h_{i}\right)$ if $i \neq k$. Thus $\operatorname{LM}\left(h_{i}\right)=\operatorname{LM}\left(h_{k}\right)$, and these equal $\mathrm{LM}\left(g_{j}\right)$. Then it follows that $s=t$ and that we may enumerate any two minimal Gröbner bases in such a way that the leading monomial of the $i^{\text {th }}$ member of each basis is the same for each $i$ with $1 \leq i \leq s$.

With this normalization in place, let us show that $g_{i}=h_{i}$. To do so, we expand $g_{i}-h_{i}$ as $g_{i}-h_{i}=\sum_{j=1}^{s} a_{j} h_{j}$ with $\operatorname{LM}\left(g_{i}-h_{i}\right)=\max _{j} \operatorname{LM}\left(a_{j} h_{j}\right)$ in accordance with (b) of Theorem 8.23. Choose $k$ such that the maximum on the right side is attained at $k$, i.e., such that

$$
\begin{equation*}
\operatorname{LM}\left(a_{k}\right) \operatorname{LM}\left(h_{k}\right)=\operatorname{LM}\left(g_{i}-h_{i}\right) \tag{*}
\end{equation*}
$$

Arguing by contradiction, suppose that the right side of $(*)$ is nonzero. Then it must be a monomial occurring in either $g_{i}$ or $h_{i}$. Since the two Gröbner bases are reduced, no monomial occurring in $g_{i}$ is divisible by $\operatorname{LM}\left(g_{k}\right)=\mathrm{LM}\left(h_{k}\right)$ if $k \neq i$, and similarly for monomials occurring in $h_{i}$. We conclude that $k=i$ and that $\mathrm{LM}\left(h_{i}\right)=\operatorname{LM}\left(g_{i}-h_{i}\right)$. But this is impossible by Proposition 8.18 if $g_{i}-h_{i} \neq 0$, since $\operatorname{LM}\left(g_{i}\right)=\operatorname{LM}\left(h_{i}\right)$ and $\operatorname{LC}\left(g_{i}\right)=\operatorname{LC}\left(h_{i}\right)=1$. Therefore the right side of $(*)$ is 0 , and $g_{i}=h_{i}$.

Proof of existence. Let $\left\{g_{1}, \ldots, g_{s}\right\}$ be a minimal Gröbner basis of $I$. As was shown in the proof of uniqueness, the leading monomials $\mathrm{LM}\left(g_{1}\right), \ldots, \mathrm{LM}\left(g_{s}\right)$ are independent of the choice of the actual minimal basis. Looking at the definition of "reduced," we see therefore that the property of being reduced is a property of each member $g_{i}$ of the basis separately. That is, it is meaningful to say that $g_{i}$ is reduced if no monomial appearing in $g_{i}$ with nonzero coefficient is divisible by $\operatorname{LM}\left(g_{j}\right)$ for some $j \neq i$. We shall show how to replace $g_{i}$ by an element $g_{i}^{\prime}$ with the same leading monomial in such a way that the new set is still a Gröbner basis and $g_{i}^{\prime}$ is reduced, and then the proof will be complete. There is no loss of generality in taking $i=1$.

Applying the generalized division algorithm (Proposition 8.20), we write

$$
\begin{equation*}
g_{1}=\sum_{j=2}^{s} a_{j} g_{j}+r \tag{**}
\end{equation*}
$$

in such a way that

$$
\operatorname{LM}\left(g_{1}\right)=\max _{2 \leq j \leq s} \operatorname{LM}\left(a_{j} g_{j}\right)
$$

and that no monomial appearing in $r$ with nonzero coefficient is divisible by $\mathrm{LM}\left(g_{j}\right)$ for any $j \geq 2$. If we define $g_{1}^{\prime}$ to be this element $r$, then the element $g_{1}^{\prime}$ is reduced in the above sense, and the only question is whether $\left\{g_{1}^{\prime}, g_{2}, \ldots, g_{s}\right\}$ is a Gröbner basis. Since $\left\{g_{1}, \ldots, g_{s}\right\}$ is minimal, $\mathrm{LM}\left(g_{1}\right)$ is not divisible by any $\operatorname{LM}\left(g_{j}\right)$ for $j \geq 2$. Consequently $\operatorname{LM}\left(g_{1}\right)$ appears with nonzero coefficient on the left side of $(* *)$, and it does not appear in any of the terms $a_{j} g_{j}$ with nonzero coefficient on the right side. Consequently it appears in $r=g_{1}^{\prime}$, and $\mathrm{LM}\left(g_{1}\right) \leq$ $\operatorname{LM}\left(g_{1}^{\prime}\right)$. On the other hand, the equality $(\dagger)$ implies that $\operatorname{LM}\left(g_{1}^{\prime}\right) \leq \operatorname{LM}\left(g_{1}\right)$. Therefore $\operatorname{LM}\left(g_{1}\right)=\operatorname{LM}\left(g_{1}^{\prime}\right)$, and $\operatorname{LT}(I)=\left(\operatorname{LT}\left(g_{1}\right), \operatorname{LT}\left(g_{2}\right) \ldots, \operatorname{LT}\left(g_{s}\right)\right)=$ $\left(\operatorname{LT}\left(g_{1}^{\prime}\right), \operatorname{LT}\left(g_{2}\right) \ldots, \operatorname{LT}\left(g_{s}\right)\right)$. Consequently $\left\{g_{1}^{\prime}, g_{2}, \ldots, g_{s}\right\}$ is a Gröbner basis by definition.

Corollary 8.29 (solution of the ideal-equality problem). Let $I$ and $J$ be two nonzero ideals in $K\left[X_{1}, \ldots, X_{n}\right]$ specified in terms of finite sets of generators. Then $I=J$ if and only if the reduced Gröbner bases of $I$ and $J$ relative to a single monomial ordering are the same.

REMARK. As with the solution of problems listed in Corollaries 8.25 and 8.26, the desired end is independent of the monomial ordering, and in practice one might just as well start from a monomial ordering for which the computation of Gröbner bases is relatively easy.

Proof. This result is immediate from Corollary 8.24 (constructive existence of Gröbner bases) and Theorem 8.28.

## 10. Simultaneous Systems of Polynomial Equations

In this section we combine our techniques concerning the resultant and Gröbner bases to attack the original problem discussed in Section 1, that of solving systems of simultaneous polynomial equations in several variables. Our interest ultimately will be in the case that the underlying field is algebraically closed.

Corollary 8.26 and the Nullstellensatz already combine to give a criterion for such a system to have no solutions: We regard the system as the zero locus of an ideal, and we calculate a Gröbner basis for the ideal. Then the system has no
solutions if and only if the Gröbner basis contains a constant polynomial, i.e., if and only if the reduced Gröbner basis is $\{1\}$.

Let us now consider the problem of finding the solutions when solutions exist. We begin with the case of two equations in two unknowns over the field $\mathbb{C}$, recalling what we know from the theory of the resultant. Consider the system

$$
\begin{aligned}
X^{2} Y+Y^{2} & =5 \\
X Y & =2
\end{aligned}
$$

Set $f(X, Y)=X^{2} Y+Y^{2}-5$ and $g(X, Y)=X Y-2$. To find points $(x, y)$ with $f(x, y)=g(x, y)=0$, using the style of Sections 1-3, we compute the resultant of $f$ and $g$ in the $X$ variable, say, and obtain the polynomial $Y^{4}-5 Y^{2}+4 Y$. Setting this equal to 0 gives us $y=0, y=1$, and $y=\frac{1}{2}(-1 \pm \sqrt{17})$. We can then substitute each such $y$ into $x^{2} y+y^{2}=5$ and get candidates $(x, y)$. Doing so for $y=0$ gives us no candidates, and doing so for each of the other three values of $y$ gives us two values of $x$, differing only in a sign. So we get six pairs $(x, y)$. However, only three of these satisfy the second given equation, $x y=2$, one for each nonzero value of $y$. Thus the resultant gives us a handle on the problem of finding solutions, but it has two shortcomings: it produced a value of $y$ yielding no solution pairs $(x, y)$, and it produced extraneous $x$ values.

To find points $(x, y)$ with $f(x, y)=g(x, y)=0$, using the style of Sections $7-10$, we consider $(f, g)$ as an ideal in $\mathbb{C}[X, Y]$, and we are interested in the locus of common zeros $V_{\mathbb{C}}((f, g))$ of the ideal. We start by finding a reduced Gröbner basis with respect to a suitable ordering. The usual lexicographic ordering will do fine here, and the result is $\left\{X+\frac{1}{2} Y^{2}-\frac{5}{2}, Y^{3}-5 Y+4\right\}$. By what may seem to be good fortune, the second element depends on $Y$ alone, and the roots are $y=1$ and $y=\frac{1}{2}(-1 \pm \sqrt{17})$. If we substitute these values into the equation $x+\frac{1}{2} y^{2}-\frac{5}{2}=0$, we get one value of $x$ for each $y$. We can solve because the coefficient 1 of $x$ is nonzero for each $y$ in question. No pair $(x, y)$ that we obtain is superfluous because the locus of common zeros of $f$ and $g$ is identical with the locus of common zeros of the members of the Gröbner basis.

This approach raises several questions about a possible generalization:
(i) Under what conditions can we expect that a Gröbner basis for an ideal $I$ in $K[X, Y]$ will contain a member that depends just on $Y$ ?
(ii) If the Gröbner basis contains no element that depends just on $Y$, then what can we expect?
(iii) If we are able to solve for values of $y$, under what conditions can we use the remaining member(s) of the Gröbner basis to solve for $x$ ?
Part of the answer to (i) is contained in the Elimination Theorem proved as Theorem 8.30 below. This theorem says for the lexicographic ordering that the members of a Gröbner basis that depend just on $Y$ generate $I \cap K[Y]$; in fact,
they form a Gröbner basis of this ideal of $K[Y]$. For the case that $I=(f, g)$, the resultant is a member of $I \cap K[Y]$. Thus a nonzero resultant ensures that some member of the Gröbner basis will depend just on $Y$; on the other hand, $I \cap K[Y]$ has to be a principal ideal in $K[Y]$, and any Gröbner basis of that principal ideal has to contain the ideal's generator (up to a scalar factor). By contrast, a zero resultant leads us to question (ii) because it says, by Theorem 8.1 , that $f$ and $g$ have a common factor $h(X, Y)$ of positive degree in $X$ as long as both $f$ and $g$ have positive degree in $X$. The largest power of $X$ in $h$ has as coefficient a polynomial in $Y$ that has only finitely many roots, and if $K$ is algebraically closed, then every $y$ unequal to one of these roots will produce an $x$ such that $h(x, y)=0$ and therefore such that $f(x, y)=g(x, y)=0$. In other words, except in degenerate cases a zero resultant implies that there cannot be a member of the Gröbner basis that depends just on $Y$. Finally the answer to (iii) lies deeper and is contained in the Extension Theorem, which is proved as Theorem 8.31 below.

Let $I$ be a nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right], K$ being any field for now. If $0 \leq k \leq n-1$, then the $k^{\text {th }}$ elimination ideal of $I$ is the ideal $I \cap K\left[X_{k+1}, \ldots, X_{n}\right]$ in $K\left[X_{k+1}, \ldots, X_{n}\right]$. A monomial ordering on $K\left[X_{1}, \ldots, X_{n}\right]$ will be said to be of $k$-elimination type if any monomial containing any of $X_{1}, \ldots, X_{k}$ to a positive power is greater than any monomial in $X_{k+1}, \ldots, X_{n}$ alone. The usual lexicographic ordering is of $k$-elimination type for every $k$. An example of a monomial ordering of $k$-elimination type that is of great interest in applications is the one of Bayer-Stillman described in Example 4 of monomial orderings in Section 7.

Theorem 8.30 (Elimination Theorem). Let $K$ be any field, let $I$ be a nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, let $0 \leq k \leq n$, and fix a monomial ordering of $k$-elimination type. If $\left\{g_{1}, \ldots, g_{s}\right\}$ is a Gröbner basis of $I$, then the subset of members of $\left\{g_{1}, \ldots, g_{s}\right\}$ depending only on $X_{k+1}, \ldots, X_{n}$ is a Gröbner basis of the $k^{\text {th }}$ elimination ideal $J=I \cap K\left[X_{k+1}, \ldots, X_{n}\right]$.

Proof. Relabeling the members of $\left\{g_{1}, \ldots, g_{s}\right\}$, we may assume that the $g_{j}$ 's lying in $J$ are $g_{1}, \ldots, g_{t}$. The first step is to show that $J=\left(g_{1}, \ldots, g_{t}\right)$. If $f \in J$ is given, we apply the generalized division algorithm (Proposition 8.20) and write $f=\sum_{i=1}^{s} a_{i} g_{i}+r$ with $\operatorname{LM}\left(a_{i} g_{i}\right) \leq \operatorname{LM}(f)$ for all $i$ and with no monomial appearing in $r$ with nonzero coefficient divisible by $\mathrm{LM}\left(g_{j}\right)$ for any $j$. Corollary 8.21 shows that $r=0$. If $a_{i} \neq 0$ and $i$ is not $\leq t$, then $\operatorname{LM}\left(a_{i} g_{i}\right)$ involves at least one of $X_{1}, \ldots, X_{k}$, and the definition of monomial ordering of $k$-elimination type implies that $\operatorname{LM}\left(a_{i} f_{i}\right)>\operatorname{LM}(f)$. It follows that $a_{i}=0$ for $i>t$, and thus $J=\left(g_{1}, \ldots, g_{t}\right)$.

To see that $\left\{g_{1}, \ldots, g_{t}\right\}$ is a Gröbner basis of $J$, we apply Theorem 8.23. We are to show for each pair $\left(g_{j}, g_{k}\right)$ with $S\left(g_{j}, g_{k}\right) \neq 0$ and $\{j, k\} \subseteq\{1, \ldots, t\}$ that
there is an expansion $S\left(g_{j}, g_{k}\right)=\sum_{i=1}^{t} a_{i} g_{i}$ with $\operatorname{LM}\left(a_{i} g_{i}\right) \leq \operatorname{LM}\left(S\left(g_{j}, g_{k}\right)\right)$. In view of the argument with $f$ in the previous paragraph, it is enough to show that $S\left(g_{j}, g_{k}\right)$ lies in $J$. The formula is

$$
S\left(g_{j}, g_{k}\right)=\frac{\operatorname{LCM}\left(\mathrm{LM}\left(g_{j}\right), \mathrm{LM}\left(g_{k}\right)\right)}{\operatorname{LT}\left(g_{j}\right)} g_{j}-\frac{\operatorname{LCM}\left(\mathrm{LM}\left(g_{k}\right), \operatorname{LM}\left(g_{k}\right)\right)}{\operatorname{LT}\left(g_{k}\right)} g_{k}
$$

The coefficient fractions are members of $K\left[X_{k+1}, \ldots, X_{n}\right]$, since the monomial ordering is of $k$-elimination type, and thus $S\left(g_{j}, g_{k}\right)$ is indeed in $J$.

EXAMPLE. Formula for discriminant of a polynomial in one variable. This example is one that we have addressed before by specialized methods. We include it anyway because the use of Gröbner bases allows one to solve many similar problems that the specialized methods do not address. By way of illustration, let $(X-r)(X-s)(X-t)$ be a cubic polynomial. The discriminant is $D=$ $(r-s)^{2}(s-t)^{2}(r-t)^{2}$. This is a polynomial that is symmetric in $r, s, t$, and the general theory of symmetric polynomials (in the problems for Chapter VIII in Basic Algebra) shows that it has to be a polynomial in the elementary symmetric polynomials $a=r+s+t, b=r s+r t+s t, c=r s t$. We seek a formula for $D$ in terms of $a, b, c$. We form the ideal $I$ in $K[r, s, t, D, a, b, c]$ given by
$I=\left(D-(r-s)^{2}(s-t)^{2}(r-t)^{2}, a-(r+s+t), b-(r s+r t+s t), c-r s t\right)$.
With the variables enumerated as $r, s, t, D, a, b, c$, we use any monomial ordering of 4-elimination type, the lexicographic ordering for example, and form the reduced Gröbner basis of $I$. Calculation best done with the aid of a computer gives $D-a^{2} b^{2}+4 b^{3}+4 a^{3} c-18 a b c+27 c^{2}$ and three other members of $I$ that involve $r, s$, or $t$. Theorem 8.30 shows that the $4^{\text {th }}$ elimination ideal is principal with generator $D-a^{2} b^{2}+4 b^{3}+4 a^{3} c-18 a b c+27 c^{2}$. Thus the desired formula is $D=a^{2} b^{2}-4 b^{3}-4 a^{3} c+18 a b c-27 c^{2}$.

Let us come to the Extension Theorem. The statement and proof of this theorem do not make use of Gröbner bases, but they do refer to the $k^{\text {th }}$ elimination ideal, which is identified explicitly in Theorem 8.30 with the aid of a Gröbner basis. The intention is that the theorem be applied inductively in any application, taking into account one additional variable at each step of an induction.

Theorem 8.31 (Extension Theorem). Let $K$ be an algebraically closed field, let $I=\left(f_{1}, \ldots, f_{s}\right)$ be an ideal in $K\left[X_{1}, \ldots, X_{n}\right]$, and let $J$ be the first elimination ideal of $I$ in $K\left[X_{2}, \ldots, X_{n}\right]$. For each $f_{i}$, expand $f_{i}$ in powers of $X_{1}$ as

$$
f_{i}\left(X_{1}, \ldots, X_{n}\right)=g_{i}\left(X_{2}, \ldots, X_{n}\right) X_{1}^{l_{1}}+\left(\text { lower powers of } X_{1}\right)
$$

with $g_{i}$ in $K\left[X_{2}, \ldots, X_{n}\right]$ and $g_{i}$ nonzero unless $f_{i}=0$. Suppose that $\left(c_{2}, \ldots, c_{n}\right)$ lies in the zero locus $V_{K}(J) \subseteq K^{n-1}$. If $g_{i}\left(c_{2}, \ldots, c_{n}\right) \neq 0$ for some $i$, then there exists $c_{1}$ in $K$ such that $\left(c_{1}, \ldots, c_{n}\right)$ is in the zero locus $V_{K}(I) \subseteq K^{n}$.

Before giving the proof, we need to extend the theory of the resultant slightly in such a way that it applies to $s$ polynomials $f_{1}, \ldots, f_{s}$ rather than just to two. To do so, we introduce new indeterminates $U_{2}, \ldots, U_{s}$ and regard

$$
F=U_{2} f_{2}+\cdots+U_{s} f_{s}
$$

as a member of $K\left[U_{2}, \ldots, U_{s}, X_{1}, \ldots, X_{n}\right]$ whose degree $\operatorname{deg}_{1} F$ in $X_{1}$ is the maximum of the degrees of $f_{2}, \ldots, f_{s}$ in $X_{1}$. We can then view $f_{1}$ as a member of the same polynomial ring $K\left[U_{2}, \ldots, U_{s}, X_{1}, \ldots, X_{n}\right]$ of degree deg ${ }_{1} f_{1}$ and form the resultant of $f_{1}$ and $F$ in the $X_{1}$ variable. This is computed as the determinant of some square matrix of size $\operatorname{deg}_{1} f_{1}+\operatorname{deg}_{1} F$, and we are interested only in the case that $\operatorname{deg}_{1} f_{1} \geq 1$ and $\operatorname{deg}_{1} F \geq 1$. When expanded in monomials $U^{\alpha}=U_{2}^{\alpha_{2}} \cdots U_{s}^{\alpha_{s}}$, the determinant is of the form

$$
R\left(f_{1}, F\right)=\sum_{\alpha} h_{\alpha}\left(X_{2}, \ldots, X_{n}\right) U^{\alpha}
$$

with each $h_{\alpha}$ in $K\left[X_{2}, \ldots, X_{n}\right]$. The polynomials $h_{\alpha}$ will be called the generalized resultants in the $X_{1}$ variable of the ordered pair $\left(f_{1},\left\{f_{2}, \ldots, f_{s}\right\}\right)$.

Proof of Theorem 8.31. Let us abbreviate $\bar{X}=\left(X_{2}, \ldots, X_{n}\right)$ and $\bar{c}=$ $\left(c_{2}, \ldots, c_{n}\right)$; we shall write

$$
\left(X_{1}, \bar{X}\right)=\left(X_{1}, \ldots, X_{n}\right) \quad \text { and } \quad\left(X_{1}, \bar{c}\right)=\left(X_{1}, c_{2}, \ldots, c_{n}\right)
$$

We seek $c_{1} \in K$ with $f_{j}\left(c_{1}, c\right)=0$ for all $j$. The assumption is that $g_{i}(\bar{c}) \neq 0$ for some $i$, and we may as well assume that this $i$ is $i=1$. If $\operatorname{deg}_{1} f_{1}=0$, then $f_{1}$ is in $J$, and the conditions that $f_{1}=0$ on $V_{K}(J)$ and that $g_{1}(\bar{c}) \neq 0$ contradict one another; hence $\operatorname{deg}_{1} f_{1} \geq 1$.

As in the paragraph before the proof, put $F=U_{2} f_{2}+\cdots+U_{s} f_{s}$. If $\operatorname{deg}_{1} F=0$, then $f_{j}$ is independent of $X_{1}$ for all $j \geq 2$, and hence $f_{j}$ is in $J$ for $j \geq 2$. In this case it is enough to find $c_{1}$ with $f_{1}\left(c_{1}, \bar{c}\right)=0$. Since $g_{1}(\bar{c}) \neq 0, f_{1}\left(X_{1}, \bar{c}\right)$ is a one-variable polynomial of degree $l_{1} \geq 1$, and it is 0 for some value $c_{1}$. Thus the proof is complete if $\operatorname{deg}_{1} F=0$.

We may therefore assume that $\operatorname{deg}_{1} F \geq 1$. Form the resultant in $X_{1}$ given by

$$
R\left(f_{1}, F\right)=\sum_{\alpha} h_{\alpha}(\bar{X}) U^{\alpha}
$$

where the $h_{\alpha}$ 's are the generalized resultants mentioned above. The main step is to prove that each $h_{\alpha}$ lies in the first elimination ideal $J$. Since $h_{\alpha}$ depends only on $\bar{X}$, it is enough to prove that each $h_{\alpha}$ is in $I$. We have arranged that each of $f_{1}$
and $F$ has positive degree and has nonzero leading coefficient in $X_{1}$, and hence Theorem 8.1 shows that

$$
a f_{1}+b F=R\left(f_{1}, F\right)
$$

for some nonzero polynomials $a$ and $b$ in $K\left[U_{2}, \ldots, U_{s}, X_{1}, \bar{X}\right]$. Let the monomial expansions of $a$ and $b$ in terms of the $U^{\alpha}$ s be $a=\sum_{\alpha} a_{\alpha} U^{\alpha}$ and $b=$ $\sum_{\alpha} b_{\alpha} U^{\alpha}$. Then we have

$$
\begin{equation*}
\sum_{\alpha} a_{\alpha} f_{1} U^{\alpha}+\left(\sum_{\beta} b_{\beta} U^{\beta}\right)\left(\sum_{i=2}^{s} f_{i} U_{i}\right)=\sum_{\alpha} h_{\alpha} U^{\alpha} . \tag{*}
\end{equation*}
$$

Let $e_{i}$ be the multi-index that is 1 in the $i^{\text {th }}$ place and 0 elsewhere. This has the property that $U^{e_{i}}=U_{i}$ for $2 \leq i \leq s$. We can rewrite $(*)$ as

$$
\sum_{\alpha} h_{\alpha} U^{\alpha}=\sum_{\alpha} a_{\alpha} f_{1} U^{\alpha}+\sum_{\alpha}\left(\sum_{\substack{(\beta, i) \\ 2 \leq i \leq s, \beta+e_{i}=\alpha}} b_{\beta} f_{i}\right) U^{\alpha} .
$$

Equating the coefficients of $U^{\alpha}$ on both sides gives

$$
h_{\alpha}=a_{\alpha} f_{1}+\sum_{\substack{(\beta, i) \text { with } \\ 2 \leq i \leq s, \beta+e_{i}=\alpha}} b_{\beta} f_{i}
$$

and exhibits $h_{\alpha}$ as in $I$. Therefore $h_{\alpha}$ is in the elimination ideal $J$.
Since $\bar{c}$ lies in $V_{K}(J), h_{\alpha}(\bar{c})=0$ for all $\alpha$. Consequently

$$
R\left(f_{1}, F\right)\left(U_{2}, \ldots, U_{s}, \bar{c}\right)=0
$$

Theorem 8.1 shows that $f_{1}\left(X_{1}, \bar{c}\right)$ and $F\left(U_{2}, \ldots, U_{s}, X_{1}, \bar{c}\right)$ have a common factor of positive degree in $X_{1}$ provided either or both of two specific coefficients are nonzero. These are the coefficients of $X_{1}^{\operatorname{deg}_{1} f_{1}}$ in $f_{1}\left(X_{1}, \bar{c}\right)$ and of $X_{1}^{\operatorname{deg}_{1} F}$ in $F\left(U_{2}, \ldots, U_{s}, X_{1}, \bar{c}\right)$. The coefficient of $X_{1}^{\operatorname{deg}_{1} f_{1}}$ in $f_{1}\left(X_{1}, \bar{X}\right)$ is $g_{1}(\bar{X})$; thus the coefficient of $X_{1}^{\operatorname{deg}_{1} f_{1}}$ in $f_{1}\left(X_{1}, \bar{c}\right)$ is $g_{1}(\bar{c})$ and is nonzero by assumption. Therefore Theorem 8.1 is applicable.

The common factor of $f_{1}\left(X_{1}, \bar{c}\right)$ and $F\left(U_{2}, \ldots, U_{s}, X_{1}, \bar{c}\right)$ may be taken to be prime, and then it has to be a nonzero scalar multiple of $X_{1}-c_{1}$ for some $c_{1} \in K$, since that is the only kind of prime factor that divides $f_{1}\left(X_{1}, \bar{c}\right), K$ being algebraically closed. Thus the element $c_{1}$ of $K$ satisfies

$$
\begin{equation*}
f_{1}\left(c_{1}, \bar{c}\right)=0 \quad \text { and } \quad F\left(U_{2}, \ldots, U_{s}, c_{1}, \bar{c}\right)=0 \tag{**}
\end{equation*}
$$

Writing out $F$, we have

$$
0=F\left(U_{2}, \ldots, U_{s}, c_{1}, \bar{c}\right)=U_{2} f_{2}\left(c_{1}, \bar{c}\right)+\cdots+U_{s} f_{s}\left(c_{1}, \bar{c}\right) .
$$

This is an identity in $K\left[U_{2}, \ldots, U_{s}\right]$, and each coefficient must be 0 on the right side. Thus $0=f_{2}\left(c_{1}, \bar{c}\right)=\cdots=f_{s}\left(c_{1}, \bar{c}\right)$. Since $(* *)$ shows that $f_{1}\left(c_{1}, \bar{c}\right)=0$, this proves the theorem.

## 11. Problems

1. How many points are in $\mathbb{P}_{K}^{n}$ if $K$ is a finite field with $q$ elements?
2. Resolve Cramer's paradox as formulated in Section 1.
3. (Euler's Theorem) Prove that if $F\left(X_{1}, \ldots, X_{n}\right)$ is any homogeneous polynomial of degree $d$, then $\sum_{j=1}^{n} X_{j} \frac{\partial F}{\partial X_{j}}=d F$.
4. Let $A$ and $B$ be unique factorization domains, and let $\iota: A \rightarrow B$ be a one-one homomorphism of commutative rings with identity. For each $h(X)$ in $A[X]$, let $h^{\iota}(X)$ be the member of $B[X]$ obtained by applying the substitution homomorphism that acts by $\iota$ on the coefficients and fixes $X$. Using resultants, prove that if $f(X)$ and $g(X)$ are two members of $A[X]$ such that $f^{l}(X)$ and $g^{l}(X)$ have a common factor in $B[X]$ that is not in $B$, then $f$ and $g$ have a common factor in $A[X]$ that is not in $A$.
5. Theorem 8.1 assumes that at least one of the coefficients $f_{m}$ and $g_{n}$ is nonzero. Sometimes this theorem is phrased with the stronger hypothesis that $f_{m}$ and $g_{n}$ are both nonzero. By comparing the resultants that are involved, show that all parts of the theorem with at least one of $f_{m}$ and $g_{n}$ nonzero are consequences of the theorem with both $f_{m}$ and $g_{n}$ nonzero.
6. Let $K$ be an algebraically closed field, let $f$ and $g$ be members of $K\left[X_{1}, \ldots, X_{n}\right]$ with $f$ irreducible, and suppose that $g\left(a_{1}, \ldots, a_{n}\right)=0$ whenever $f\left(a_{1}, \ldots, a_{n}\right)$ $=0$. Give two proofs, one using the Nullstellensatz and one using resultants, that $f$ divides $g$.
7. Factor the member $Y^{3}-2 X Y^{2}+2 X^{2} Y-4 X^{3}$ of $\mathbb{C}[X, Y]_{3}$ into first-degree factors.
8. Find the intersections in $\mathbb{P}_{\mathbb{C}}^{2}$ of the zero loci of the projective plane curves $F(X, Y, W)=X\left(Y^{2}-X W\right)^{2}-Y^{5}$ and $G(X, Y, W)=Y^{4}+Y^{3} W-X^{2} W^{2}$.
9. Let $A$ be a unique factorization domain, let $B=A\left[Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{n}\right]$, let $F$ and $G$ be the polynomials in $B[X]$ given by

$$
F(X)=\prod_{i=1}^{m}\left(X-Y_{i}\right) \quad \text { and } \quad G(X)=\prod_{j=1}^{n}\left(X-Z_{j}\right),
$$

and let $R\left(Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{n}\right)$ be the resultant $R(F, G)$ with respect to $X$.
(a) Show that $R\left(Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{n}\right)$ equals 0 if $Y_{i}$ is set equal to $Z_{j}$.
(b) Deduce from (a) that $Y_{i}-Z_{j}$ divides $R\left(Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{n}\right)$.
(c) Deduce from (b) that $R\left(Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{n}\right)=c \prod_{i, j}\left(Y_{i}-Z_{j}\right)$ for some $c \neq 0$ in $A$ depending on $m$ and $n$.
10. Let $f(X)$ be in $K[X], K$ being a field, and let $f^{\prime}(X)$ be the derivative of $f(X)$. Using the result of the previous problem and the computation at the beginning of Section V.4, prove that $R\left(f, f^{\prime}\right)$ is a nonzero multiple of the discriminant of $f$, the multiple depending only on $\operatorname{deg} f$.
11. Let $F$ and $G$ be the homogeneous polynomials given by $F(X, Y, W)=$ $\left(X^{2}+Y^{2}\right)^{2}+3 X^{2} Y W-Y^{3} W$ and $G(X, Y, W)=\left(X^{2}+Y^{2}\right)^{3}-4 X^{2} Y^{2} W^{2}$. Calculate $I(P, F \cap G)$ for $P=[0,0,1]$.
12. Let $G$ be a nonconstant homogeneous polynomial in $K[X, Y, W]_{d}$ vanishing at a point $P$ of $\mathbb{P}_{K}^{2}$, let $m=m_{P}(G)$ be the order of vanishing of $G$ at $P$, and let $L$ be a projective line through $P$. Show from the definitions that $L$ is a tangent line to $G$ at $P$ in the sense of Section 5 if and only if $i(P, L \cap G) \geq m+1$ in the sense of Section 4.
13. Deduce relative to an arbitrary monomial ordering the (nonconstructive) existence of a Gröbner basis for a nonzero ideal $I$ in $K\left[X_{1}, \ldots, X_{n}\right]$ from the form of a set of generators of the ideal $\mathrm{LT}(I)$.
14. For $1 \leq i \leq n$, let $w^{(i)}$ be the weight vector $w^{(i)}=\left(w_{1}^{(i)}, \ldots, w_{n}^{(i)}\right)$ in $\mathbb{R}^{n}$, and suppose that these vectors are linearly independent. Show that the $w^{(i)}$ define a monomial ordering as in Example 5 of Section 7 if and only if for each $j$, the first $i$ with $w_{j}^{(i)} \neq 0$ has $w_{j}^{(i)}>0$.
15. This problem shows for two variables that every monomial ordering arises from a system of two independent weight vectors satisfying the condition in the previous problem. Let a monomial ordering be imposed on $K[X, Y]$.
(a) If $X>Y^{q}$ for all $q>0$, show that the ordering is lexicographic and is determined by the system of two weight vectors $\{(1,0),(0,1)\}$.
(b) If $X<Y^{q}$ for some $q>0$, show that there exists a unique real number $r \geq 0$ such that for all ordered pairs of integers $u \geq 0$ and $v \geq 0, X^{u}>Y^{v}$ if $r u>v$ and $X^{u}<Y^{v}$ if $r u<v$.
(c) If $X<Y^{q}$ for some $q>0$ and if $r$ is defined as in (b), prove that the monomial ordering is determined by the system of two weight vectors $\{(r, 1),(s, t)\}$ for a suitable $(s, t)$.
16. In $K[X, Y]$, define $f(X, Y)=X^{2} Y+X Y^{2}+Y^{2}, f_{1}(X, Y)=X Y-1$, and $f_{2}(X, Y)=Y^{2}-1$. Show that

$$
f(X, Y)=(X+Y) f_{1}+1 f_{2}+r_{1}=X f_{1}+(X+1) f_{2}+r_{2}
$$

with $r_{1}(X, Y)=X+Y+1$ and $r_{2}=2 X+1$ gives two decompositions in the lexicographic ordering of $f$ relative to $\left\{f_{1}, f_{2}\right\}$ satisfying the conditions of the
generalized division algorithm of Proposition 8.20. Conclude that the remainder term need not be unique, nor need the coefficients of $f_{1}$ and $f_{2}$.
17. Observe for any scalar $a$ that the ideal $I=\left(X^{2}+c X Y, X Y\right)$ in $K[X, Y]$ is independent of $c$.
(a) Verify that $\left\{X^{2}+c X Y, X Y\right\}$ is a minimal Gröbner basis of $I$ relative to the lexicographic ordering for any choice of $c$.
(b) Show that $\left\{X^{2}, X Y\right\}$ is the reduced Gröbner basis for $I$.

Problems 18-20 characterize ideals in $K\left[X_{1}, \ldots, X_{n}\right]$ whose locus of common zeros is a finite set under the assumption that $K$ is an algebraically closed field. Thus let $K$ be an algebraically closed field, and let $I$ be a nonzero ideal in $K\left[X_{1}, \ldots, X_{n}\right]$.
18. Under the assumption for each $j$ with $1 \leq j \leq n$ that $I$ contains a nonconstant polynomial $P_{j}\left(X_{j}\right)$, prove that $V_{K}(I)$ is a finite set.
19. Conversely under the assumption that $\left.V_{K}(I)\right)$ is a finite set, use the Nullstellensatz to produce for each $j$, a nonconstant polynomial $P_{j}\left(X_{j}\right)$ lying in $I$.
20. Impose the usual lexicographic ordering on monomials. Prove that LT( $I$ ) contains some $X_{j}^{l_{j}}$ for each $j$ with $1 \leq j \leq n$ if and only if $V_{K}(I)$ is a finite set. (Educational note: The advantage of this characterization over the one in Problems $18-19$ is that checking this one is easy by inspection once a Gröbner basis of $I$ has been computed.)
Problems 21-23 relate solutions of simultaneous systems of polynomial equations to the theory of the Brauer group in Chapter III. A field $L$ is said to satisfy condition (C1) if every homogeneous polynomial of degree $d$ in $n$ variables with $d<n$ has a nontrivial zero. The significance of this condition was shown in Problem 20 at the end of Chapter III: the Brauer group $\mathcal{B}(L)$ of such a field is necessarily 0 . The present set of problems establishes that a simple transcendental extension of an algebraically closed field satisfies condition (C1). No knowledge of Chapter III is needed for these problems, but Problem 23 will take for granted a certain theorem to be proved in Chapter X.
21. Let $K$ be an algebraically closed field, and let $L=K(X)$ be a simple transcendental extension. It is to be shown that any member $F\left(T_{1}, \ldots, T_{n}\right)$ of $L\left[T_{1}, \ldots, T_{n}\right]_{d}$ of the form $F\left(T_{1}, \ldots, T_{n}\right)=\sum_{i_{1}, \ldots, i_{n}} a_{i_{1} \cdots i_{n}} T_{1}^{i_{1}} \cdots T_{n}^{i_{n}}$ has a nontrivial zero if $d<n$ and each $a_{i_{1}, \ldots, i_{n}}$ lies in the field $L=K(X)$.
(a) Why is it enough to consider such polynomials with each $a_{i_{1}, \ldots, i_{n}}$ in the polynomial ring $K[X]$ ?
(b) With the simplification from (a) in place, let $\delta$ be the maximum degree in $X$ of the coefficients $a_{i_{1} \cdots i_{n}}$. Let $N$ be a positive integer to be specified. By looking for a solution of the form $T_{i}=\sum_{j=0}^{N} b_{i j} X^{j}$ with each $b_{i j}$ in $K$, show that substitution of this formula into the formula $F\left(T_{1}, \ldots, T_{n}\right)=0$ leads to a system of homogeneous polynomial equations over $K$ in the unknowns $b_{i j}$, one of each degree from 0 to $\delta+N d$.
22. (a) In the setting of the previous problem, show that the number of unknowns is $(N+1) n$ and that the number of equations is at most $N d+\delta+1$.
(b) Show for $N$ sufficiently large that the number of equations is less than the number of unknowns.
23. The following theorem will be discussed in Chapter X: if $K$ is algebraically closed and if $m \leq n$, then the locus of common zeros in $\mathbb{P}_{K}^{n}$ of $m$ nonconstant homogeneous polynomials in $K\left[X_{1}, \ldots, X_{n+1}\right]$ is nonempty. Assuming this theorem, deduce from the previous two problems the conclusion that the field $L=K(X)$ satisfies condition (C1) if $K$ is algebraically closed.

## CHAPTER IX

## The Number Theory of Algebraic Curves


#### Abstract

This chapter investigates algebraic curves from the point of view of their function fields, using methods analogous to those used in studying algebraic number fields.

Section 1 gives an overview, explaining how Riemann's theory of Riemann surfaces of functions ties in with the notion of an algebraic curve and explaining how such curves can be investigated through the discrete valuations of their function fields. It is shown that what needs to be studied is arbitrary function fields in one variable over a base field. It is known that every compact Riemann surface can be viewed as an algebraic curve irreducible over $\mathbb{C}$, and thus the function fields of compact Riemann surfaces are to be viewed as informative examples of the theory in the chapter.

Section 2 introduces the notion of a divisor, which is any formal finite $\mathbb{Z}$ linear combination of the discrete valuations of the function field that are trivial on the base field, and the notion of the degree of a divisor, which is the sum of its coefficients weighted suitably. Each nonzero member $x$ of the function field gives rise to a principal divisor $(x)$, and the main result of the section is that the degree of every principal divisor is 0 . This is an analog for function fields of the Artin product formula for number fields.

Section 3 contains the definition of the genus of the function field under study. The main object of study is the vector space $L(A)$ for a divisor $A$; this consists of 0 and all nonzero members $x$ of the function field such that $(x)+A$ is a divisor $\geq 0$. Roughly speaking, it may be viewed as the space of functions on the zero locus of the curve whose poles are limited to finitely many points and to a certain order depending on the point. The genus is defined in terms of $\operatorname{dim} L(A)-\operatorname{deg} A$ when $A$ is a divisor that is a large multiple of the pole part of any fixed principal divisor. The main result of the section is Riemann's inequality, which says that $\operatorname{dim} L(A) \geq \operatorname{deg} A+1-g$ for all divisors $A$, where $g \geq 0$ is the genus, and that $g$ is the smallest integer that works in this inequality for all divisors $A$.

Sections 4-5 concern the Riemann-Roch Theorem, which gives an interpretation of the difference of the two sides of Riemann's inequality as $\operatorname{dim} L(B)$ for a suitable divisor $B$ that can be defined in terms of $A$. Section 4 gives the statement and proof of the theorem, and Section 5 gives a number of simple applications.


## 1. Historical Origins and Overview

As was mentioned in Chapter VIII, modern algebraic geometry grew out of early attempts to solve simultaneous polynomial equations in several variables and out of the theory of Riemann surfaces. Chapter VIII discussed the impact of the first of these sources, and the present chapter discusses the impact of the second.

The theory of Riemann surfaces was begun by Riemann and continued by Liouville, Abel, Jacobi, Weierstrass, and others. This section discusses briefly the point of view in these studies, which began as an effort to solve a problem in real analysis, moved into complex analysis, and finally arrived at investigations of affine plane curves over $\mathbb{C}$, but from a point of view quite different from the one in Chapter VIII. The end result is a study of the curve through the functions on its zero locus, and the approach has something in common with the approach to algebraic number theory in Chapter VI. It is not necessary to understand the background in maximum generality, and we shall be content with suitable examples.

Riemann was interested in saying something useful about seemingly intractable integrals like the one arising from the arc length of an ellipse; let us take

$$
y=y(x)=\int^{x} \frac{d t}{\sqrt{(t-a)(t-b)(t-c)}}
$$

where $a, b, c$ are distinct constants, as a specific example. The lower limit of integration is unimportant, since it affects the value of the integral only by an additive constant. We sketch an analysis of the integral, ${ }^{1}$ proceeding formally for the moment. Although $y$ as a function of $x$ seems intractable, any sort of inverse function has nice properties. The formula for $y$ gives us

$$
d y=\frac{d x}{\sqrt{(x-a)(x-b)(x-c)}}
$$

and an inverse function $x=x(y)$ thus has derivative

$$
\frac{d x}{d y}=\sqrt{(x-a)(x-b)(x-c)}
$$

Consequently we should expect that

$$
\left(\frac{d x}{d y}\right)^{2}=(x-a)(x-b)(x-c)
$$

Of course, the singularities at $a, b, c$ are problematic, and the square root might have a negative argument, depending on the location of $x$.

Riemann's starting point for a rigorous investigation was to let $x$ be complex, rather than real, and to let the integral be taken over paths in $\mathbb{C}$. The result is then not an ordinary function $y(x)$, since the square root in the integrand is not a well-defined function for $t$ in $\mathbb{C}-\{a, b, c\}$. We can make a choice for which the square root is well defined, however, as long as we restrict attention to a small neighborhood of a particular $t$. Thus we can visualize small overlapping disks each centered at a point along an arbitrary path of integration with $t$ in $\mathbb{C}-\{a, b, c\}$ with the property that the integrand is well defined on each such

[^98]disk. The interpretation of the square root may be assumed to match on the intersection of any two disks. When a path goes around one or more of the singularities and we return to the same $t$, we view the new disk as the same as the old one if the values of the square root match, but as different if the values do not match. The union of the disks with this convention becomes a new domain of interest, and the function $F(t)=\sqrt{(t-a)(t-b)(t-c)}$ on $\mathbb{C}-\{a, b, c\}$ becomes a well-defined function $F(\zeta)$ on this new domain. This new domain is a relatively simple example of a Riemann surface, i.e., a connected 1-dimensional complex manifold.

In more modern language the new domain is a twofold covering of the threetimes punctured plane $\mathbb{C}-\{a, b, c\}$, obtained as follows. We fix a base point $z_{0}$ in $\mathbb{C}-\{a, b, c\}$ and define a winding number for each of the points $a, b, c$ as usual. The subset of the fundamental group of $\mathbb{C}-\{a, b, c\}$ for which the sum of the three winding numbers is even is a subgroup and corresponds, via standard covering-space theory, to a certain twofold covering space $\mathcal{R}$ of $\mathbb{C}-\{a, b, c\}$, the covering map being called $e$. This covering space is a new domain on which the integrand is well defined. On each fiber of the covering, $e$ is two-to-one. Let $\zeta_{0}$ be one of the two preimages of $z_{0}$. Let us adjoin points $a^{*}, b^{*}, c^{*}, \infty^{*}$ to the covering space $\mathcal{R}$ and extend $e$ by the definitions $e\left(a^{*}\right)=a, e\left(b^{*}\right)=b, e\left(c^{*}\right)=c$, $e\left(\infty^{*}\right)=\infty$. One can show that the complex structure extends from $\mathcal{R}$ to the enlarged space $\mathcal{R}^{*}$ in such a way that the extended $e$ is a holomorphic function from $\mathcal{R}^{*}$ onto $\mathbb{C} \cup\{\infty\}$. The enlarged space $\mathcal{R}^{*}$ becomes a compact Riemann surface, and the extended $e$ is a branched covering of the Riemann sphere $\mathbb{C} \cup\{\infty\}$. Topologically $\mathcal{R}^{*}$ turns out to be a torus, as we shall see in a moment.

Riemann in his own investigations went on to study the function theory of compact Riemann surfaces. The interest is in deciding whether there is a globally defined meromorphic function with poles/zeros only at chosen points and with poles/zeros at most/least of some specified order. If there is such a function, one wants to know the dimension of the space of such functions. The basic tool for addressing this question is the Riemann-Roch Theorem. In the context of Riemann surfaces, the Riemann-Roch Theorem has both an analysis aspect and an algebraic aspect. The analysis aspect may be viewed as using the theory of elliptic differential operators to prove existence of enough nonconstant meromorphic functions for the Riemann surface to acquire an algebraic structure. For the purposes of this book, we can just accept this circumstance and not try to extend it in any way; however, we will sketch in a moment how the algebraic structure can be obtained concretely for our example. The algebraic aspect may be viewed as mining this algebraic structure to deduce as many dimensionality relations as possible among the function spaces of interest. This is the theory that we shall want to extend; we return to our method for carrying out this project after producing the algebraic structure for our example by elementary means.

To introduce the algebraic structure in our example, we use our knowledge of $\mathcal{R}^{*}$ to make sense out of the expression

$$
w(C)=\int_{C} F(\zeta)^{-1} d \zeta
$$

for any piecewise smooth curve $C$ on $\mathcal{R}^{*}$ that starts from the base point $\zeta_{0}$. If $C$ is given by $C(t)$ for $t$ in an interval $I$, then this integral is to be equal to $w(C)=\int_{t \in I} F(C(t))(e \circ C)^{\prime}(t) d t$. Let $\Gamma_{a}, \Gamma_{b}, \Gamma_{c}$ be small loops in $\mathbb{C}-\{a, b, c\}$ respectively about $a, b, c$ based at $z_{0}$, each having winding number 1 , and define $\Gamma_{1}=\Gamma_{a} \Gamma_{b}$ and $\Gamma_{2}=\Gamma_{b} \Gamma_{c}$. Lift $\Gamma_{1}$ and $\Gamma_{2}$ to curves $\widetilde{\Gamma}_{1}$ and $\widetilde{\Gamma}_{2}$ in $\mathcal{R}^{*}$ based at $\zeta_{0}$, and define

$$
\omega_{1}=\int_{\widetilde{\Gamma}_{1}} F(\zeta)^{-1} d \zeta \quad \text { and } \quad \omega_{2}=\int_{\widetilde{\Gamma}_{2}} F(\zeta)^{-1} d \zeta
$$

It turns out that $\Lambda=\mathbb{Z} \omega_{1}+\mathbb{Z} \omega_{2}$ is a lattice in $\mathbb{C}$ and that there is a well-defined function $w: \mathcal{R}^{*} \rightarrow \mathbb{C} / \Lambda$ such that whenever $\zeta$ is in $\mathcal{R}^{*}$ and $C$ is a piecewise smooth curve from $\zeta_{0}$ to $\zeta$, then $w(\zeta) \equiv w(C) \bmod \Lambda$. The function $w(\zeta)$ is oneone onto and is biholomorphic. In particular, $\mathcal{R}^{*}$ is exhibited as homeomorphic to a torus.

Let $w^{-1}: \mathbb{C} / \Lambda \rightarrow \mathcal{R}^{*}$ be the inverse function of $w$, and let $\mu: \mathbb{C} \rightarrow \mathbb{C} / \Lambda$ be the quotient map. Then the composition $P=e \circ w^{-1} \circ \mu$ carries $\mathbb{C}$ to $\mathbb{C} \cup\{\infty\}$ and can be seen to satisfy $P^{\prime 2}=(P-a)(P-b)(P-c)$. In other words, $P$ has been constructed rigorously as an inverse function to the original integral. Except for small details, $P$ is the Weierstrass $\wp$ function for the lattice $\Lambda$ in $\mathbb{C}$. It is almost true that $z \mapsto\left(P(z), P^{\prime}(z)\right)$ is a parametrization of the zero locus of the affine plane curve $y^{2}-(x-a)(x-b)(x-c)$ defined over $\mathbb{C}$. The sense in which this parametrization fails is that $P(z)$ takes on the value $\infty$ at certain points. What happens more precisely is that $z \mapsto\left[P(z), P^{\prime}(z), 1\right]$ is a parametrization of the zero locus of the projective plane curve $Y^{2} W-(X-a W)(X-b W)(X-c W)$.

Our initial focus in this chapter is in mining this kind of algebraic-curve structure over $\mathbb{C}$ to deduce as many dimensionality relations as possible among interesting finite-dimensional subspaces of scalar-valued functions on the zero locus of the curve. For instance in the example above, one can ask for the dimension of the space of meromorphic functions on $\mathcal{R}^{*}$ with at worst simple poles at two specified points and with no other poles. The main theorem of this chapter, the Riemann-Roch Theorem, gives quantitative information about the dimension of this space and of similar spaces. The goal for this introduction is to frame this question as an algebra question about the algebraic structure and to see that some basic tools introduced in Chapter VI in the context of algebraic number theory are the appropriate tools to use here.

The primary object of study is the "function field" of the curve in question. Let us construct this function field for our example. The ideal

$$
I=\left(Y^{2}-(X-a)(X-b)(X-c)\right)
$$

in $\mathbb{C}[X, Y]$ is prime, and the restrictions of all polynomial functions to its zero locus $V(I)$ may be identified with the integral domain $R=\mathbb{C}[X, Y] / I$ by the Nullstellensatz. It takes a little argument, which we omit, to justify saying that the meromorphic functions on the zero locus may be viewed as the field of fractions $\mathbb{F}$ of $\mathbb{C}[X, Y] / I$; suffice it to say for the moment that we insist that the behavior at all points of the locus, including any points on the line at infinity in the projective plane, be limited to poles and zeros, and that is why nonrational functions of $(X, Y)$ do not appear. At any rate, $\mathbb{F}$ is what is taken as the function field of the curve. To have obtained a field by this construction, we could have started with any affine plane curve $f(X, Y)$ over $\mathbb{C}$ as in Chapter VIII, except that the principal ideal $(f(X, Y))$ in $\mathbb{C}[X, Y]$ has to be assumed to be prime to yield an integral domain as quotient. That is, $f(X, Y)$ has to be an irreducible polynomial; we say that the affine plane curve $f(X, Y)$ has to be assumed to be irreducible over $\mathbb{C}$.

The study of members of the function field $\mathbb{F}$ from the point of view of their poles and zeros is analogous to the problem of studying factorizations in the number-theoretic setting. This point was already made in Section VIII. 7 of Basic Algebra, where the case of the affine plane curve above in which $(a, b, c)=$ $(0,+1,-1)$ was studied in detail. For this one choice of $(a, b, c)$, the integral domain $R=\mathbb{C}[X, Y] / I$ was observed to be the integral closure of $\mathbb{C}[X]$ in a finite separable extension of $\mathbb{C}(X)$, and it is a Dedekind domain by Theorem 8.54 of Basic Algebra; in fact, the same argument works for any choice of $(a, b, c)$ as long as $a, b, c$ are distinct complex numbers.

Unique factorization of elements into prime elements fails in this $R$, but we saw that a geometrically meaningful factorization instead is the factorization of nonzero ideals into prime ideals. This latter factorization is unique because $R$ is a Dedekind domain. Meanwhile, since nonzero prime ideals are maximal in $R$, the Nullstellensatz shows ${ }^{2}$ that the nonzero prime ideals in $R$ correspond exactly to the points of the zero locus $V(I)$. Consequently the unique factorization of nonzero ideals in $R$ has the geometric interpretation of associating orders of zeros and poles to members of $R$. This all seems very tidy, but there are at least three awkward matters that we need to take into account:

[^99](i) we have not included information about zeros and poles at the points at infinity when the curve is viewed projectively, and that information surely plays some role,
(ii) the analysis of the function field $\mathbb{F}$ seems to rely on a subfield $\mathbb{C}(X)$ for which there is surely no canonical description,
(iii) the ring $R$ no longer need be integrally closed if $a, b, c$ are not assumed distinct, if for example $(a, b, c)=(0,0,1)$.
Point (ii) turns out to be an advantage, allowing us to work with the given curve from multiple perspectives. The "key observation" at the end of this section will make clear how we can take advantage of (ii).

Point (iii) is quite significant. The trouble with the curve $Y^{2}-X^{2}(X-1)$ is that the curve has a singularity at $(0,0)$ in the sense of Section VII.5. The maximal ideals of the ring $\mathbb{C}[X, Y] /\left(Y^{2}-X^{2}(X-1)\right)$ correspond to points on the zero locus of the curve; but the ring is not a Dedekind domain, and we have few tools for working with it. To handle matters properly, we have to form the function field directly as $\mathbb{F}=\mathbb{C}(X)[Y] /\left(Y^{2}-X^{2}(X-1)\right)$ and define $R$ to be the integral closure of $\mathbb{C}[X]$ in $\mathbb{F}$. This ring $R$ is bigger than $\mathbb{C}[X, Y] /\left(Y^{2}-X^{2}(X-1)\right)$ and is a Dedekind domain. Unfortunately its nonzero prime ideals no longer correspond exactly to points of the zero locus. Example 1 below will illustrate. What happens is that $\mathbb{F}$ readily provides information about the behavior of nonsingular points of the zero locus but not about singular points. Problems 5-11 at the end of the chapter address this matter for nonsingular points for affine plane curves more generally. The tool for making the connection for curves in higher dimension is Zariski's Theorem (Theorem 7.23), and we shall carry out the details in Chapter X when we treat the geometry of curves, as opposed to the number theory.

Point (i) is relevant and is easily handled. When we form the function field of the curve and take $R$ to be the integral closure of $\mathbb{C}[X]$ in it, we can associate $\mathbb{C}[X]$ with the polynomials of $\mathbb{C}$ and think of them as embedded in the field $\mathbb{C}(X)$ of rational functions. The rational functions are all meaningful on the Riemann sphere $\mathbb{C} \cup\{\infty\}$, and we study behavior of rational functions near $\infty$ by writing them in terms of $X^{-1}$ and regarding $X^{-1}$ as a new variable that is near 0 . In studying our curve, the points in the projective plane that we miss by considering just the affine curve are the ones that lie over $\infty$ in the Riemann sphere. We study them by considering the integral closure $R^{\prime}$ of $\mathbb{C}\left[X^{-1}\right]$ in $\mathbb{F}$. If the curve is nonsingular at all points lying over $\infty$, then these points correspond to the prime ideals of $R^{\prime}$ whose intersection with $\mathbb{C}\left[X^{-1}\right]$ is the prime ideal $X^{-1} \mathbb{C}\left[X^{-1}\right]$ of $\mathbb{C}\left[X^{-1}\right]$.

## EXAMPLES.

(1) Affine plane curve $f(X, Y)=Y^{2}-X^{2}(X-1)$. This polynomial is irreducible over $\mathbb{C}$ but is singular at $(0,0)$ in the sense that $\frac{\partial f}{\partial X}$ and $\frac{\partial f}{\partial X}$ both
vanish there. Let $\mathbb{F}=\mathbb{C}(X)[Y] /(f(X, Y))$, and let $x$ and $y$ be the images of $X$ and $Y$ in $\mathbb{F}$. These elements lie in the ring $S=\mathbb{C}[X, Y] /(f(X, Y))$, whose maximal ideals correspond to points on the zero locus by the Nullstellensatz. All members of $S$ are of the form $a(x)+y b(x)$, where $a$ and $b$ are arbitrary polynomials in one variable. Any proper ideal in $S$ containing $x$ has to be of the form $\left(x, y c_{1}(x), \ldots, y c_{n}(x)\right)$ for some polynomials $c_{1}, \ldots, c_{n}$. A little argument using the fact that $\mathbb{C}[x]$ is a principal ideal domain shows that the ideal is of the form $(x, y c(x))$. Using products of $x$ and polynomials, we see that we can discard all terms of $c(x)$ but the constant term. Hence the ideal is either $(x)$ itself or is $(x, y)$. The ideal $(x)$ is not prime, since $y \cdot y$ is in it and $y$ is not in it. The ideal $(x, y)$ is maximal and hence prime. Since $(x, y)^{2}=\left(x^{2}, x y, y^{2}\right)=\left(x^{2}, x y\right)$ is properly contained in $(x),(x)$ is not the product of prime ideals in $S$. Thus $S$ is not a suitable ring for investigating poles and zeros of members of the field $\mathbb{F}$. By contrast, a little computation shows that the integral closure $R$ of $\mathbb{C}[x]$ in $\mathbb{F}$ is generated as a $\mathbb{C}$ algebra by $x$ and $x^{-1} y$. This is a Dedekind domain, and the decomposition of the ideal $(x)$ in $R$ as a product of prime ideals can be checked to be $(x)=\left(x, x^{-1} y+i\right)\left(x, x^{-1} y-i\right)$. A factor on the right does not consist of all functions vanishing at some $\left(0, y_{0}\right)$ lying on the zero locus. The only point $\left(0, y_{0}\right)$ on the zero locus is $(0,0)$, and the two prime factors of $(x)$ say something about derivatives at that point. This example will be considered further in Problems $21-22$ at the end of the chapter.
(2) Affine plane curve $f(X, Y)=Y^{2}-X^{4}+1$. This polynomial is irreducible over $\mathbb{C}$ and is nonsingular at every point of its zero locus in $\mathbb{C}^{2}$. Again we form the function field $\mathbb{F}$, the members $x$ and $y$ of it, and the ring $\mathbb{C}[X, Y] /(f(X, Y))$. Using the fact that $X^{4}-1$ is square free, we can check that this ring is the full integral closure $R$ of $\mathbb{C}[x]$ in $\mathbb{F}$. The ring $R$ is a Dedekind domain, and its elements are all expressions $a(x)$ and $y b(x)$, where $a(x)$ and $b(x)$ are polynomials. Moreover, we have $\left(y+x^{2}\right)\left(y-x^{2}\right)=y^{2}-x^{4}=\left(x^{4}-1\right)-x^{4}=-1$. Consequently the elements $y \pm x^{2}$ are nonconstant units in $R$, and they cannot have zeros or poles on the zero locus of $f(X, Y)$ in $\mathbb{C}^{2}$. Thus knowledge of the orders of zeros and poles at every point of the zero locus of $f(X, Y)$ in $\mathbb{C}^{2}$ does not determine a member of $R$ up to a constant factor. Instead, we have to take into account the behavior at any points at infinity on the zero locus in the projective plane $\mathbb{P}_{\mathbb{C}}^{2}$. To see what this set is, we convert $f(X, Y)$ into a homogeneous polynomial of degree 4 , specifically into $F(X, Y, W)=Y^{2} W^{2}-X^{4}+W^{4}$, and then we look for points $[x, y, w]$ with $F(x, y, w)=0$ and $w=0$. These have $x=0$ and thus come down to $[0, y, 0]$. In other words, there is only one point at infinity on the zero locus of the curve. It is singular because all three partial derivatives of $F$ are 0 there. The fact that it is singular means that we should not expect the prime ideals lying over $x^{-1} \mathbb{C}\left[x^{-1}\right]$ in the integral closure $R^{\prime}$ of $\mathbb{C}\left[x^{-1}\right]$ in $\mathbb{F}$ to correspond to the points at infinity on the curve. We return to this example shortly.

All these matters begin to sound quite complicated to sort out, but magically there is a simple way of handling them: for an affine plane curve irreducible over $\mathbb{C}$, we work with the field $\mathbb{F}$ of rational functions for the curve, ignoring the geometry of the curve, and we consider all discrete valuations on this field that are 0 on $\mathbb{C}^{\times}$. Discrete valuations were discussed at length in Section VI.2. They depend only on $\mathbb{F}$, not on the choice of a subring for which $\mathbb{F}$ is the field of fractions. As will be seen in Chapter X, the full set of discrete valuations of $\mathbb{F}$ gives information about all potential nonsingular points for any affine curve with function field $\mathbb{F}$, not necessarily planar; there will even be such a curve whose extension to be defined projectively is everywhere nonsingular, and then the points on the zero locus of the curve in projective space will be in one-one correspondence with the discrete valuations of $\mathbb{F}$.

Let us review what Chapter VI tells us about discrete valuations in our setting. Let $f(X, Y)$ be an irreducible polynomial in $\mathbb{C}[X, Y]$, let $\mathbb{F}$ be the field $\mathbb{C}(X)[Y] /(f(X, Y))$, let $x$ and $y$ be the images of $X$ and $Y$ in $\mathbb{F}$, and let $R$ be the integral closure of $\mathbb{C}[x]$ in $\mathbb{F}$. This is a Dedekind domain by Theorem 8.54 of Basic Algebra. Corollary 6.10 classifies the discrete valuations of $\mathbb{F}$ that are 0 on $\mathbb{C}^{\times}$. It shows that all but finitely many correspond to prime ideals in $R$. There are only finitely many others. Corollary 6.10 tells us that these other discrete valuations can be described in terms of the integral closure $R^{\prime}$ of $\mathbb{C}\left[x^{-1}\right]$ in $\mathbb{F}$; this is another Dedekind domain whose field of fractions is $\mathbb{F}$. The exceptional discrete valuations of $\mathbb{F}$ arise from those prime ideals of $R^{\prime}$ that occur in the decomposition of the ideal $x^{-1} R^{\prime}$ into prime ideals of $R^{\prime}$. Geometrically we may view these additional discrete valuations as associated in some way with points at infinity in a projective space, but we can proceed with algebraic manipulations of these discrete valuations without invoking the geometric interpretation or using projective space.

EXAMPLE 2, CONTINUED. We continue with the affine plane curve $Y^{2}-X^{4}+1$, the prime ideal $I=\left(Y^{2}-X^{4}+1\right)$, and the ring $R$ given as the integral closure of $\mathbb{C}[X]$ in the field $\mathbb{F}=\mathbb{C}(X)[Y] / I$. Corollary 6.10 divides the discrete valuations of $\mathbb{F}$ that are 0 on $\mathbb{C}^{\times}$into two kinds. The ones of the first kind are built from the nonzero prime ideals of $R$. Since $y \pm x^{2}$ are units in $R$, all of these valuations take the value 0 on $y \pm x^{2}$. The discrete valuations of the second kind are those appearing in the decomposition of the ideal $x^{-1} R^{\prime}$ in the integral closure $R^{\prime}$ of $\mathbb{C}\left[x^{-1}\right]$ in $\mathbb{F}$. The element $x^{-2} y$ is in $R^{\prime}$ because it is a root of the polynomial $Y^{2}-\left(1-x^{-4}\right)$ in $\mathbb{C}\left[x^{-1}\right][Y]$. Hence $R^{\prime}$ contains $x^{-1}$ and $x^{-2} y$. On the other hand, the most general element of $\mathbb{F}$ is of the form $a\left(x^{-1}\right) x^{-2} y+b\left(x^{-1}\right)$, where $a$ and $b$ are rational expressions in one variable, and this is a root of the polynomial

$$
Y^{2}-2 b\left(x^{-1}\right) Y+\left(b\left(x^{-1}\right)^{2}-a\left(x^{-1}\right)^{2}\left(1-x^{-4}\right)\right) .
$$

For this element to be in $R^{\prime}$, the coefficients must be in $\mathbb{C}\left[x^{-1}\right]$. This means that $b(X)$ is a polynomial and that $a(X)^{2}\left(1-X^{4}\right)$ is a polynomial. Since $1-X^{4}$ has no repeated roots, the latter condition forces $a(X)$ to be a polynomial. Thus $x^{-1}$ and $x^{-2} y$ generate $R^{\prime}$ as a $\mathbb{C}$ algebra. Define ideals in $R^{\prime}$ by

$$
P_{1}=\left(x^{-1}, x^{-2} y+1\right) \quad \text { and } \quad P_{2}=\left(x^{-1}, x^{-2} y-1\right)
$$

Then it is straightforward to check the decompositions

$$
\left(x^{-1}\right)=P_{1} P_{2}, \quad\left(x^{-2} y+1\right)=P_{1}^{4}, \quad \text { and } \quad\left(x^{-2} y-1\right)=P_{2}^{4}
$$

Since $\left[\mathbb{F}: \mathbb{C}\left(x^{-1}\right)\right]=2$ and since $x^{-1}$ is prime in $\mathbb{C}\left[x^{-1}\right]$, the ideal $\left(x^{-1}\right)$ in $R^{\prime}$ is the product of at most two prime ideals, and it follows that $P_{1}$ and $P_{2}$ are prime ideals in $R^{\prime}$. They are distinct because the difference of the respective second generators is a nonzero scalar. In view of Corollary 6.10 , there are exactly two discrete valuations of $\mathbb{F}$ that are 0 on $\mathbb{C}^{\times}$other than the ones coming from prime ideals of $R$, and these are the ones coming from the prime ideals $P_{1}$ and $P_{2}$ of $R^{\prime}$. Let us call them $v_{1}$ and $v_{2}$. The above decompositions of principal ideals give $v_{1}\left(y+x^{2}\right)=$ $v_{1}\left(x^{-1}\right)^{-2}+v_{1}\left(x^{-2} y+1\right)=(-2)+(+4)=+2$, whereas $v_{1}\left(y-x^{2}\right)=$ $(-2)+(0)=-2$. Thus $v_{1}$ takes the distinct values $0,+2$, and -2 on $1, y+x^{2}$, and $y-x^{2}$. Similarly $v_{2}$ takes the values $0,-2$, and +2 on these elements.

We shall work with those discrete valuations of the field of rational functions for the curve under study that are 0 on the base field. These are canonical, independent of our choice of some Dedekind domain whose field of fractions is the given field. However, making a choice of Dedekind domain is convenient for making calculations. Then we can consider the discrete valuations as of two kinds, and which discrete valuations are of which kind will depend on our choice of Dedekind domain.

Context for the study in this chapter. Having concluded that the object to investigate is the field of rational functions of our curve and that the tools include the discrete valuations, we can now consider the context in which we should work. Let $\mathbb{k}$ be any field, not necessarily algebraically closed. We want to work with the "function field" of a suitable kind of curve defined over $\mathbb{k}$. If $I$ is an ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then the ring $R=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right] / I$ is an integral domain if and only if the ideal $I$ is prime, and in this case the field of fractions $\mathbb{F}$ of $R$ can be taken to be the associated function field. Thus we restrict attention to the case that $I$ is prime. To bring in the notion that the curve is to be 1-dimensional, we recall from Theorem 7.22 that the integral domain $R$ has Krull dimension 1 in the sense of Section VII. 4 if and only if the field of fractions $\mathbb{F}$ has transcendence degree 1 over $\mathbb{k}$. In this case, $\mathbb{F}$ is finitely generated as a field over $\mathbb{k}$, with a finite set of generators consisting of the elements $x_{j}=X_{j}+I$ for $1 \leq j \leq n$. That is, $\mathbb{F}$ is a function field in one variable over $\mathbb{k}$.

Conversely if $\mathbb{F}$ is a function field in one variable over $\mathbb{k}$, then $\mathbb{F}$ is a finite algebraic extension of a simple transcendental extension $\mathbb{k}\left(x_{1}\right)$. Let us write it as $\mathbb{F}=\mathbb{k}\left(x_{1}\right)\left[x_{2}, \ldots, x_{n}\right]$ for some $n$. Form the polynomial ring $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ and the ring homomorphism of this ring into $\mathbb{F}$ that fixes $\mathbb{k}$ and sends $X_{j}$ into $x_{j}$. The image of this homomorphism is an integral domain $R$ whose field of fractions is $\mathbb{F}$, and the kernel is a prime ideal $I$ such that $R \cong \mathbb{k}\left[X_{1}, \ldots, X_{n}\right] / I$. Theorem 7.22 tells us that $R$ has Krull dimension 1.

We are led to the following definition. For any field $\mathbb{k}$ and any integer $n \geq 1$, an ideal $I$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ is called an affine curve irreducible ${ }^{3}$ over $\mathbb{k}$ if $I$ is prime and the integral domain $R=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right] / I$ has Krull dimension 1. An affine plane curve $(f(X, Y))$ in the sense of Chapter VIII will be an object of this kind if $f(X, Y)$ is an irreducible polynomial. ${ }^{4}$

The geometry of the zero loci of the curves we study will not play a role in the mathematics of this chapter; only the field of fractions $\mathbb{F}$ and the base field $\mathbb{k}$ will. We postpone to Chapter X any discussion of the geometry. ${ }^{5}$ For any function field $\mathbb{F}$ in one variable over an arbitrary field $\mathbb{k}$, we shall study in detail those discrete valuations of $\mathbb{F}$ that are 0 on $\mathbb{k}$. We refer to such discrete valuations as the discrete valuations of $\mathbb{F}$ defined over $\mathbb{k}$. It will be helpful as motivation to remember for the special case in which $\mathbb{k}$ is algebraically closed

- that the members of $\mathbb{F}$ may be viewed as all rational functions on the zero locus of an affine curve irreducible over $\mathbb{k}$,
- that the order-of-a-zero function at any nonsingular point of this zero locus gives an example of a discrete valuation of $\mathbb{F}$ defined over $\mathbb{k}$, and
- that all discrete valuations of $\mathbb{F}$ defined over $\mathbb{k}$ arise in this way if the zero locus is nonsingular at every point and we take into account points at infinity in projective space.
However, the formal development will not make use of these interpretations.

[^100]What to expect from the study. When $\mathbb{k}$ is not necessarily algebraically closed, these interpretations break down, at least to some extent. Yet the main theorem of the chapter, the Riemann-Roch Theorem, is still geared to the geometric interpretation of discrete valuations in terms of poles and zeros. One may reasonably ask why one goes to the trouble of working in such a general context that the theory no longer has its geometric interpretation. The answer is that the investigation is to be regarded as one in number theory, not in geometry. For example, studying an affine plane curve over a field $\mathbb{F}_{p}$ is the same as studying solutions of congruences in two variables modulo a prime. Studying such a curve over the $p$-adic field $\mathbb{Q}_{p}$ is the same as studying solutions of such congruences modulo arbitrary powers of $p$. The Riemann-Roch Theorem is actually the first serious aid in making this study. The present chapter therefore does not constitute such a study; it merely prepares one for such a study. In addition, there is a side benefit to understanding the number theory that arises this way: the methods and results of this subject and of algebraic number theory have enough in common that the methods and results for each suggest methods and results for the other.

An especially tantalizing example of this phenomenon concerns zeta functions. The zeros with $0<\operatorname{Re} s \leq 1$ for the Riemann zeta function, which is the meromorphic continuation to $\mathbb{C}$ of $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}=\prod_{p \text { prime }}\left(1-p^{-s}\right)^{-1}$, influence the error term in the distribution of the primes as asserted by the Prime Number Theorem. The classical Riemann hypothesis is the statement that the only such zeros occur on the line $\operatorname{Re} s=\frac{1}{2}$; it implies a high level of control of this error term. There is a corresponding zeta function for any algebraic number field, and to it corresponds a version of the Riemann hypothesis appropriate for prime ideals for the number field. Proofs or counterexamples for these versions of the Riemann hypothesis have been sought for more than a century.

Meanwhile, one can formulate a Riemann hypothesis for any function field in one variable over any finite field, and again the statement has consequences for the distribution of prime ideals. This time, however, the Riemann hypothesis is a theorem, stated and proved by A. Weil in 1940. One might hope that the methods used for Weil's theorem could shed enough light on the classical Riemann hypothesis to lead to a proof, but to date this has not happened.

Key observation to be used during the study. In the next section we shall make systematic use of the following construction for any function field $\mathbb{F}$ in one variable over the field $\mathbb{k}$. If $x$ is any element of $\mathbb{F}$ transcendental over $\mathbb{k}$, then the only discrete valuations of $\mathbb{F}$ defined over $\mathbb{k}$ that take a nonzero value on $x$ may be described as follows. Let $R$ be the integral closure of $\mathbb{k}[x]$ in $\mathbb{F}$, and let $R^{\prime}$ be the integral closure of $\mathbb{k}\left[x^{-1}\right]$ in $\mathbb{F}$. Then $R$ and $R^{\prime}$ are Dedekind domains by Corollary 7.14 , whether or not $\mathbb{F}$ is a separable extension of $\mathbb{k}(x)$. Both have $\mathbb{F}$ as field of fractions. Let the ideals $x R$ of $R$ and $x^{-1} R^{\prime}$ of $R^{\prime}$ have
prime decompositions $x R=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$ and $x^{-1} R^{\prime}=Q_{1}^{e_{1}^{\prime}} \cdots Q_{g^{\prime}}^{e_{g^{\prime}}^{\prime}}$. Then the valuations $v_{P_{i}}$ for $1 \leq i \leq g$ and $v_{Q_{j}}$ for $1 \leq j \leq g^{\prime}$ defined by $P_{i}$ and $Q_{j}$ have $v_{P_{i}}(x)=e_{i}$ and $v_{Q_{j}}(x)=-e_{j}^{\prime}$, and no other discrete valuation of $\mathbb{F}$ that is defined over $\mathbb{k}$ takes a nonzero value on $x$. This observation follows from Corollary 6.10 and the definition of the discrete valuation associated with a nonzero prime ideal in a Dedekind domain.

## 2. Divisors

Let $\mathbb{k}$ be a field, and let $\mathbb{F}$ be a function field in one variable over $\mathbb{k}$. The first step is one of normalization: there is no loss of generality in replacing $\mathbb{k}$ by the larger field $\mathbb{k}^{\prime}$ of all elements $\mathbb{F}$ that are algebraic over $\mathbb{k} .{ }^{6}$

Proposition 9.1. Let $\mathbb{F}$ be a function field in one variable over $\mathbb{k}$, and let $\mathbb{k}^{\prime}$ be the subfield of all elements in $\mathbb{F}$ algebraic over $\mathbb{k}$. If $x$ is in $\mathbb{F}^{\times}$, then every discrete valuation of $\mathbb{F}$ defined over $\mathbb{k}$ vanishes on $x$ if and only if $x$ is in $\mathbb{k}^{\prime}$. Consequently $\mathbb{F}$ is automatically a function field in one variable over $\mathbb{k}^{\prime}$, and as such, its discrete valuations defined over $\mathbb{k}^{\prime}$ coincide with its discrete valuations defined over $\mathbb{k}$.

Proof. If $x \in \mathbb{F}$ is transcendental over $\mathbb{k}$, then the observation at the end of Section 1 produces discrete valuations of $\mathbb{F}$ defined over $\mathbb{k}$ that take nonzero values on $x$. Conversely if $x \in \mathbb{F}^{\times}$is algebraic over $\mathbb{k}$, we argue by contradiction. We may assume that $x \neq 0$. Suppose that $v$ is a discrete valuation of $\mathbb{F}$ defined over $\mathbb{k}$ such that $v(x) \neq 0$. Possibly replacing $x$ by $x^{-1}$, we may assume that $v(x)>0$. Being nonzero algebraic over $\mathbb{k}, x$ satisfies a polynomial equation

$$
a_{m} x^{m}+a_{m-1} x^{m-1}+\cdots+a_{1} x+a_{0}=0
$$

with all $a_{j} \in \mathbb{k}$ and with $a_{0} \neq 0$. For each $j$ with $a_{j} \neq 0$, we have $v\left(a_{j} x^{j}\right)=$ $v\left(a_{j}\right)+j v(x)=j v(x)>0$. If $a_{j}=0$, then $v\left(a_{j} x^{j}\right)=\infty>0$. Thus $v\left(a_{m} x^{m}+a_{m-1} x^{m-1}+\cdots+a_{1} x\right)>0$. Since $v\left(a_{0}\right)=0$, property (vi) of discrete valuations in Section VI. 2 shows that

$$
v\left(\left(a_{m} x^{m}+a_{m-1} x^{m-1}+\cdots+a_{1} x\right)+a_{0}\right)=v\left(a_{0}\right)=0 \neq \infty=v(0)
$$

contradiction.
The conclusions in the last sentence of the proposition now follow: Since $\mathbb{F}$ is generated over $\mathbb{F}$ by finitely many elements $x_{1}, \ldots, x_{n}$, it is generated over $\mathbb{k}^{\prime}$ by the same elements. Moreover, any element of $\mathbb{F}$ transcendental over $\mathbb{k}$ is transcendental over $\mathbb{k}^{\prime}$, since $\mathbb{k}^{\prime}$ is algebraic over $\mathbb{k}$. Thus $\mathbb{F}$ is a function field in one variable over $\mathbb{k}^{\prime}$. The first paragraph of the proof shows that every discrete valuation of $\mathbb{F}$ defined over $\mathbb{k}$ is defined over $\mathbb{k}^{\prime}$, and the converse statement is immediate from the definition.

[^101]In accordance with Proposition 9.1, there is no loss of generality in replacing $\mathbb{k}$ by $\mathbb{k}^{\prime}$ throughout. Changing notation, we assume henceforth that $\mathbb{F}$ is a function field in one variable defined over $\mathbb{k}$ and that every element of $\mathbb{F}$ not in $\mathbb{k}$ is transcendental over $\mathbb{k}$. These hypotheses will not be repeated for each result.

Suppressing $\mathbb{k}$ in the notation, we denote by $\mathbb{V}_{\mathbb{F}}$ the set of all discrete valuations of $\mathbb{F}$ defined over $\mathbb{k}$. A divisor is any member of the free abelian group $D_{\mathbb{F}}$ on $\mathbb{V}_{\mathbb{F}}$. Elements of $D_{\mathbb{F}}$ will be written additively, ${ }^{7}$ and thus a typical member of $D_{\mathbb{F}}$ is

$$
A=\sum_{v \in \mathbb{V}_{\mathbb{F}}} n_{v} v
$$

with only finitely many of the integers $n_{v}$ nonzero. We write $\operatorname{ord}_{v} A$ for the integer $n_{v}$, calling it the order of $A$ at $v$. The identity element of $D_{\mathbb{F}}$ is called zero and is denoted by 0 .

Each $x$ in $\mathbb{F}^{\times}$defines a principal divisor ( $x$ ) by the formula

$$
(x)=\sum_{v \in \mathbb{V}_{\mathbb{F}}} v(x) v
$$

We verify that $(x)$ is indeed a divisor by showing that $v(x)$ is nonzero for only finitely many $v$ in $\mathbb{V}_{\mathbb{F}}$. For $x$ in $\mathbb{k}, v(x)=0$ for all $v$. All other $x$ are transcendental over $\mathbb{k}$, and the observation at the end of Section 1 shows that exactly $g+g^{\prime}$ members of $\mathbb{V}_{\mathbb{F}}$ are nonzero on $x$, where $g$ and $g^{\prime}$ are certain positive integers depending on $x$.

It is sometimes convenient to decompose $(x)$ as a particular difference of two divisors, writing $(x)=(x)_{0}-(x)_{\infty}$ with

$$
(x)_{0}=\sum_{\substack{v \in \mathbb{V}_{\mathbb{F}}, 0 \\ v(x)>0}} v(x) v \quad \text { and } \quad(x)_{\infty}=\sum_{\substack{v \in \mathbb{V}_{\mathbb{F}}, 0 \\ v(x)<0}}(-v(x)) v .
$$

This notation is motivated by the interpretation of $(x)$ for the case $\mathbb{k}=\mathbb{C}$, which is discussed in an example below.

Because of the formula $v(x y)=v(x)+v(y)$, the set of principal divisors is a subgroup $P_{\mathbb{F}}$ of $D_{\mathbb{F}}$, and the mapping $x \mapsto(x)$ is a group homomorphism of $\mathbb{F}^{\times}$ onto $P_{\mathbb{F}}$. The quotient $C_{\mathbb{F}}=D_{\mathbb{F}} / P_{\mathbb{F}}$ is called the group of divisor classes of $\mathbb{F}$ over $\mathbb{k}$.

EXAMPLE. $\mathbb{k}=\mathbb{C}$. This is the setting of a compact Riemann surface, provided we take for granted that every compact Riemann surface can be realized as a nonsingular projective curve over $\mathbb{C}$. The field $\mathbb{F}$ is the field of global meromorphic

[^102]functions on the surface. A principal divisor can be viewed as a compilation of the orders of the zeros and poles of a nonzero global meromorphic function: each member of $\mathbb{V}_{\mathbb{F}}$ corresponds to a point of the surface, and the order of a principal divisor $(x)$ with $x \in \mathbb{F}^{\times}$at a point is positive if the meromorphic function $x$ has a zero at the point, negative if $x$ has a pole there. It is known that the sum of the orders of all the zeros of a nonzero global meromorphic function equals the sum of the orders of all the poles. In the current framework the statement is that the sum over $v(x)$ is 0 for every $x \in \mathbb{F}^{\times}$when $\mathbb{k}=\mathbb{C}$.

Theorem 9.3 will generalize the fact about compact Riemann surfaces that $\sum_{v \in \mathbb{V}_{\mathbb{F}}} v(x)=0$ for every $x \in \mathbb{F}^{\times}$when $\mathbb{k}=\mathbb{C}$. When $\mathbb{C}$ is replaced by a more general field that is not necessarily algebraically closed, Proposition 6.9 already shows that the terms $v(x)$ in the corresponding sum have to be weighted by certain integers in order to yield sum 0 . These integers are dimensions that are shown to be finite in the next proposition.

Proposition 9.2. Let $v$ be any discrete valuation of $\mathbb{F}$ defined over $\mathbb{k}$, let $R_{v}$ be the valuation ring, and let $P_{v}$ be the valuation ideal. Then $R_{v}$ and $P_{v}$ are $\mathbb{k}$ vector spaces, and $\operatorname{dim}_{\mathbb{k}} R_{v} / P_{v}$ is finite.

REMARKS. The integer $f_{v}=\operatorname{dim}_{\mathbb{k}} R_{v} / P_{v}$ is called the residue class degree of the valuation $v$. The proof gives a method for computing $f_{v}$, and we shall make use of this method shortly in proving Theorem 9.3.

Proof. The fact that $R_{v}$ and $P_{v}$ are $\mathbb{k}$ vector spaces is immediate from Proposition 9.1. Since $v$ is not identically zero, there exists some $x \in \mathbb{F}$ with $v(x) \neq 0$, and $x$ is transcendental by Proposition 9.1. Possibly replacing $x$ by $x^{-1}$, we may assume that $v(x)>0$. The observation at the end of Section 1 classifies those members of $\mathbb{V}_{\mathbb{F}}$ taking positive values on $x$. In that notation we decompose $(x) R$ as $P_{1}^{e_{1}} \cdots P_{g}^{e_{g}}$, and $v$ is the valuation defined by $P_{j}$ for some $j$. Theorem 6.5e shows that $R_{v} / P_{v} \cong R / P_{j}$. Since $x$ is prime in $\mathbb{k}[x]$, the general theory of extensions of Dedekind domains shows that $P_{j} \cap \mathbb{k}[x]=x \mathbb{k}[x]$ and that $f_{j}=\operatorname{dim}_{\mathbb{k}[x] /(x)}\left(R / P_{j}\right)$ is finite. The field $\mathbb{k}[x] /(x)$ is isomorphic to $\mathbb{k}$, and thus the dimension over $\mathbb{k}$ of $R_{v} / P_{v} \cong R / P_{j}$ is $f_{j}$.

The degree of a divisor $A$ is the integer $\operatorname{deg} A=\sum_{v \in \mathbb{V}_{\mathbb{F}}} f_{v} \operatorname{ord}_{v}(A)$, where $f_{v}$ is the residue class degree of $v$ as defined in the remarks with Proposition 9.2. Degree is a homomorphism of $D_{\mathbb{F}}$ into $\mathbb{Z}$. We shall prove in Theorem 9.3 that principal divisors have degree 0 . This result extends Proposition 6.9, which handles the special case of the function field $\mathbb{k}(x)$. Theorem 9.3 may be regarded as a function-field analog of the Artin product formula (Theorem 6.51) for number fields, but the proof is much easier for function fields because we can take advantage of the observation at the end of Section 1.

Theorem 9.3. The degree of every principal divisor is 0 . In more detail, if $(x)$ is a principal divisor with $x$ not in $\mathbb{k}$, then $\operatorname{deg}(x)_{0}=\operatorname{deg}(x)_{\infty}=\operatorname{dim}_{\mathbb{k}(x)} \mathbb{F}$, and hence $\operatorname{deg}(x)=\operatorname{deg}(x)_{0}-\operatorname{deg}(x)_{\infty}=0$.

Proof. If $x$ is in $\mathbb{K}^{\times}$, then Proposition 9.1 shows that $v(x)=0$ for every $v \in \mathbb{V}_{\mathbb{F}}$, and hence $\operatorname{deg}(x)=0$. Thus we may assume that $x$ is transcendental over $\mathbb{k}$. Applying the observation at the end of Section 1 and using the notation from there, we know that the only $v$ 's for which $v(x) \neq 0$ are the ones relative to the prime ideals $P_{i}$ of $R$ and the prime ideals $Q_{j}$ of $R^{\prime}$ such that

$$
\begin{equation*}
x R=P_{1}^{e_{1}} \cdots P_{g}^{e_{g}} \quad \text { and } \quad x^{-1} R^{\prime}=Q_{1}^{e_{1}^{\prime}} \cdots Q_{g}^{e_{g^{\prime}}^{\prime}} \tag{*}
\end{equation*}
$$

Moreover, $v_{P_{i}}(x)=e_{i}$ and $v_{Q_{j}}(x)=-e_{j}^{\prime}$. In addition, the proof of Proposition 9.2 showed that the respective residue class degrees are the usual indices $f_{i}$ and $f_{j}^{\prime}$ associated to the decompositions ( $*$ ). Thus

$$
\operatorname{deg}(x)_{0}=\sum_{i=1}^{g} f_{i} e_{i} \quad \text { and } \quad \operatorname{deg}(x)_{\infty}=\sum_{j=1}^{g^{\prime}} f_{j}^{\prime} e_{j}^{\prime}
$$

Two applications of Theorem 9.60 of Basic Algebra show that

$$
\sum_{i=1}^{g} f_{i} e_{i}=\operatorname{dim}_{\mathbb{k}(x)} \mathbb{F} \quad \text { and } \quad \sum_{j=1}^{g^{\prime}} f_{j}^{\prime} e_{j}^{\prime}=\operatorname{dim}_{\mathbb{k}\left(x^{-1}\right)} \mathbb{F} .
$$

Thus $\operatorname{deg}(x)_{0}=\operatorname{dim}_{\mathbb{k}(x)} \mathbb{F}$, and $\operatorname{deg}(x)_{\infty}=\operatorname{dim}_{\mathbb{k}\left(x^{-1}\right)} \mathbb{F}$. The theorem therefore follows from the fact that $\mathbb{k}(x)=\mathbb{k}\left(x^{-1}\right)$.

Let $D_{\mathbb{F}, 0}$ be the subgroup of all divisors of degree 0 . Theorem 9.3 shows that $P_{\mathbb{F}} \subseteq D_{\mathbb{F}, 0}$. The quotient $C_{\mathbb{F}, 0}=D_{\mathbb{F}, 0} / P_{\mathbb{F}}$ is therefore a subgroup of $C_{\mathbb{F}}=D_{\mathbb{F}} / P_{\mathbb{F}}$ and is the group of all divisor classes of degree 0 . This is a function-field analog of the class group for an algebraic number field; it can be shown to be finite if $\mathbb{k}$ is a finite field but it not if $\mathbb{k}$ is an arbitrary field.

## 3. Genus

In this section, $\mathbb{F}$ denotes a function field in one variable over a field $\mathbb{k}$, and we assume that every element of $\mathbb{F}$ outside $\mathbb{k}$ is transcendental over $\mathbb{k}$. We continue with the notation $\mathbb{V}_{\mathbb{F}}, D_{\mathbb{F}}, f_{v}, \operatorname{ord}_{v} A, \operatorname{deg} A$, and $(x)$ for $x \in \mathbb{F}^{\times}$, all as in Section 2.

If we were studying only what happens with $\mathbb{k}=\mathbb{C}$, we would be interested in the vector space of all meromorphic functions whose poles are limited to a certain finite set of points and are limited to some particular order at each of those
points. The underlying compact Riemann surface is an ordinary closed orientable 2-dimensional manifold, and the dimensions of these spaces of meromorphic functions turn out to control the genus of this manifold. For general $\mathbb{k}$, we study the natural generalization of this situation. ${ }^{8}$ The vector spaces of interest are defined in terms of divisors, and we will be led to a natural definition of genus of the curve under study.

We introduce a partial ordering on $D_{\mathbb{F}}$ by saying that two divisors $A$ and $B$ have $A \leq B$ if $\operatorname{ord}_{v} A \leq \operatorname{ord}_{v} B$ for all $v \in \mathbb{V}_{\mathbb{F}}$. The inequality $B \geq A$ is to mean the same thing as $A \leq B$. If $A \leq B$ and $A^{\prime} \leq B^{\prime}$, then $A+A^{\prime} \leq B+B^{\prime}$ because $\operatorname{ord}_{v}\left(A+A^{\prime}\right)=\operatorname{ord}_{v} A+\operatorname{ord}_{v} A^{\prime} \leq \operatorname{ord}_{v} B+\operatorname{ord}_{v} B^{\prime}=\operatorname{ord}_{v}\left(B+B^{\prime}\right)$. If $A \leq B$, then $-A \geq-B$.

For each divisor $A$, we shall study the $\mathbb{k}$ vector space

$$
L(A)=\{0\} \cup\left\{x \in \mathbb{F}^{\times} \mid(x) \geq-A\right\}=\left\{x \in \mathbb{F} \mid v(x) \geq-\operatorname{ord}_{v} A\right\} .
$$

For $x \neq 0$, we can think of $v(x)$ as telling the order of the zero of $x$ at a point corresponding to $v$. In that spirit, if $A \geq 0$, then $L(A)$ consists of all functions whose poles are limited to the set of $v$ 's for which $\operatorname{ord}_{v} A \neq 0$, with the order of the pole bounded above by the number $\operatorname{ord}_{v} A$. For general $A$, a similar interpretation is valid, except that the members of $L(A)$ are required also to vanish at certain points at least to certain orders.

We shall suppress any name for the function that embeds $\mathbb{V}_{\mathbb{F}}$ in $D_{\mathbb{F}}$. Thus for example if $v_{0}$ is in $\mathbb{V}_{\mathbb{F}}$, then $L\left(v_{0}\right)$ refers to $L(A)$ for the divisor $A$ such that $\operatorname{ord}_{v_{0}} A=1$ and $\operatorname{ord}_{v} A=0$ when $v \neq v_{0}$.

Corollary 9.4. $L(0)=\mathbb{k}$, and $L(A)=0$ if $A$ is a nonzero divisor with $A \leq 0$.
Proof. If $A \leq 0$ is nontrivial and if $x \in \mathbb{F}^{\times}$were to have $(x) \geq-A$, then we would have $\operatorname{deg}(x) \geq-\operatorname{deg} A>0$, in contradiction to the conclusion $\operatorname{deg}(x)=0$ of Theorem 9.3. Thus $L(A)=0$. Next, we have

$$
L(0)=\left\{x \in \mathbb{F}^{\times} \mid v(x)=0 \text { for all } x\right\} \cup \bigcup_{v \in \mathbb{V}_{\mathbb{F}}} L(-v) .
$$

The first term on the right side is $\mathbb{k}^{\times}$, and the second term gives 0 by what we have just proved. Hence $L(0)=\mathbb{k}$.

If $A \leq B$, then it follows from the definition that $L(A) \subseteq L(B)$. We shall be interested in how much $L(B)$ increases when $B$ increases. This change is measured by what happens to the quotient space $L(B) / L(A)$. The key case is that $B=A+v_{0}$ for some $v_{0} \in \mathbb{V}_{\mathbb{F}}$, and we treat that in the following lemma.

[^103]Lemma 9.5. If $A$ is a divisor and $v_{0}$ is in $\mathbb{V}_{\mathbb{F}}$, then

$$
\operatorname{dim}_{\mathbb{k}} L\left(A+v_{0}\right) / L(A) \leq f_{v_{0}}=\operatorname{deg} v_{0} .
$$

Proof. Put $f=f_{v_{0}}$, let $R_{v_{0}}$ be the valuation ring of $v_{0}$, and let $P_{v_{0}}$ be the valuation ideal of $v_{0}$. Since $v_{0}$ carries $\mathbb{F}^{\times}$onto $\mathbb{Z}$, we can choose an element $y \in \mathbb{F}^{\times}$with $v_{0}(y)=\operatorname{ord}_{v_{0}}\left(A+v_{0}\right)$.

Let $f+1$ members $x_{1}, \ldots, x_{f+1}$ of $L\left(A+v_{0}\right)$ be given. We shall produce an equation of linear dependence among the cosets $x_{i}+L(A)$, and this will prove the lemma. Computation gives

$$
v_{0}\left(x_{i} y\right)=v_{0}\left(x_{i}\right)+v_{0}(y)=v_{0}\left(x_{i}\right)+\operatorname{ord}_{v_{0}}\left(A+v_{0}\right) \geq 0
$$

for $1 \leq i \leq f+1$, since $x_{i}$ is in $L\left(A+v_{0}\right)$. Hence $x_{i} y$ is in $R_{v_{0}}$. Since $\operatorname{dim}_{\mathbb{k}}\left(R_{v_{0}} / P_{v_{0}}\right)=f$, there exist members $c_{1}, \ldots, c_{f+1}$ of $\mathbb{k}$ not all 0 such that $\sum_{i=1}^{f+1} c_{i}\left(x_{i} y+P_{v_{0}}\right)=P_{v_{0}}$, i.e., such that $\sum_{i=1}^{f+1} c_{i} x_{i} y$ lies in $P_{v_{0}}$. Then $\sum_{i=1}^{f+1} c_{i} x_{i}$ lies in $y^{-1} P_{v_{0}}$, and

$$
\begin{equation*}
v_{0}\left(\sum_{i=1}^{f+1} c_{i} x_{i}\right) \geq-v_{0}(y)+1=-\operatorname{ord}_{v_{0}}\left(A+v_{0}\right)+1=-\operatorname{ord}_{v_{0}} A . \tag{*}
\end{equation*}
$$

Since each $x_{i}$ is in $L\left(A+v_{0}\right)$, so is $\sum_{i=1}^{f+1} c_{i} x_{i}$. This fact and (*) together show that $\sum_{i=1}^{f+1} c_{i} x_{i}$ is in $L(A)$, i.e., that $\sum_{i=1}^{f+1} c_{i} x_{i}+L(A)$ is the 0 coset. This proves the desired linear dependence and shows that $\operatorname{dim}_{\mathbb{k}} L\left(A+v_{0}\right) / L(A) \leq f$.

Theorem 9.6. If $A$ and $B$ are divisors such that $A \leq B$, then $L(B) / L(A)$ is finite-dimensional over $\mathbb{k}$ with

$$
\operatorname{dim}_{\mathfrak{k}} L(B) / L(A) \leq \operatorname{deg} B-\operatorname{deg} A .
$$

Moreover, $L(A)$ and $L(B)$ are separately finite-dimensional over $\mathbb{k}$, and consequently

$$
\operatorname{dim}_{\mathbb{k}} L(B)-\operatorname{deg} B \leq \operatorname{dim}_{\mathbb{k}} L(A)-\operatorname{deg} A
$$

Remarks. We define $\ell(A)=\operatorname{dim}_{\mathfrak{k}} L(A)$. This is finite by the theorem, and the resulting inequality of the theorem is that

$$
\ell(B)-\operatorname{deg} B \leq \ell(A)-\operatorname{deg} A .
$$

Proof. The first conclusion is immediate from Lemma 9.5 by induction on $\sum_{v}\left(\operatorname{ord}_{v} B-\operatorname{ord}_{v} A\right)$. Fixing a reference point $v_{0}$ in $\mathbb{V}_{\mathbb{F}}$ and taking $A=$
$\sum_{\operatorname{ord}_{v} B \leq 0}\left(\operatorname{ord}_{v} B\right) v-v_{0}$ and applying Corollary 9.4 to $A$, we see that $L(A)=0$. Therefore the first conclusion specializes to

$$
\operatorname{dim}_{\mathbb{k}} L(B)-\operatorname{deg} B \leq-\operatorname{deg} A .
$$

Since $\operatorname{dim}_{\mathbb{k}} L(B)$ is certainly nonnegative, this inequality implies that $L(B)$ is finite-dimensional. Then we can expand the left side of the first conclusion of the theorem to obtain

$$
\operatorname{dim}_{\mathbb{k}} L(B)-\operatorname{dim}_{\mathbb{k}} L(A)=\operatorname{deg} B-\operatorname{deg} A,
$$

and the proof is complete.
The theorem identifies $\ell(B)-\operatorname{deg} B$ as a quantity of interest when we are trying to understand a divisor $B$. We shall undertake a study of this quantity, beginning first with the case of a divisor $B$ equal to a multiple of the pole part $(x)_{\infty}$ of a principal divisor $(x)$. Recall that the signs are arranged to have $(x)_{\infty} \geq 0$.

Lemma 9.7. For each $x$ in $\mathbb{F}$ that is not in $\mathbb{k}$, there exists a constant $C_{x}$ such that the multiple $p(x)_{\infty}$ of $(x)_{\infty}$ satisfies

$$
\ell\left(p(x)_{\infty}\right)-\operatorname{deg}\left(p(x)_{\infty}\right) \geq C_{x}
$$

for every integer $p$.
Proof. Applying the observation at the end of Section 1, we form the integral closure $R$ of $\mathbb{k}[x]$ in $\mathbb{F}$ and the integral closure $R^{\prime}$ of $\mathbb{k}\left[x^{-1}\right]$ in $\mathbb{F}$. The discrete valuations $v$ for which $v(x)<0$ are exactly those arising from prime ideals in the prime decomposition of $x^{-1} \mathbb{k}\left[x^{-1}\right]$, according to Corollary 6.10. Specifically the ideal $x^{-1} \mathbb{k}\left[x^{-1}\right]$ in $R^{\prime}$ decomposes as a product $Q_{1}^{e_{1}^{\prime}} \cdots Q_{g^{\prime}}^{e_{g^{\prime}}^{\prime}}$, and the corresponding discrete valuations have $v_{Q_{k}}\left(x^{-1}\right)=e_{k}^{\prime}$. Theorem 9.3 shows that $\operatorname{deg}(x)_{\infty}=\operatorname{dim}_{\mathbb{k}(x)} \mathbb{F}$.

Let $n=\operatorname{dim}_{\mathbb{k}(x)} \mathbb{F}$. Choose a basis $y_{1}, \ldots, y_{n}$ of $\mathbb{F}$ over $\mathbb{k}(x)$ consisting of members of $R$. Each $v$ arising from a prime ideal of $R$ has $v\left(y_{j}\right) \geq 0$ for $1 \leq j \leq n$ by Proposition 6.7. The remaining $v$ 's all have $v(x)<0$, and therefore there exists an integer $k \geq 0$ such that $v\left(y_{j}\right) \geq k v(x)$ for $1 \leq j \leq n$ and for all these remaining $v$ 's. For this value of the integer $k$, the elements $y_{1}, \ldots, y_{n}$ all lie in $L\left(k(x)_{\infty}\right)$.

Let $m \geq 0$ be arbitrary. The $v$ 's coming from some $Q_{k}$, i.e., those with $v(x)<0$, have $v\left(x^{i}\right) \geq v\left(x^{m}\right)$ whenever $0 \leq i \leq m$, and the remaining $v$ 's, i.e., those with $v(x) \geq 0$, all have $v\left(x^{i}\right) \geq 0$ for $0 \leq i \leq m$. Therefore $1, x, x^{2}, \ldots, x^{m}$ all lie in $L\left(\left(x^{m}\right)_{\infty}\right)=L\left(m(x)_{\infty}\right)$.

Multiplying, we see that $x^{i} y_{j}$ lies in $L\left((k+m)(x)_{\infty}\right)$ for $0 \leq i \leq m$ and $1 \leq j \leq n$. These elements $x^{i} y_{j}$ are linearly independent over $\mathbb{k}$, and therefore

$$
\ell\left((k+m)(x)_{\infty}\right) \geq(m+1) n=(m+1) \operatorname{deg}(x)_{\infty} .
$$

Since deg is a homomorphism from $D_{\mathbb{F}}$ into $\mathbb{Z}$,

$$
\operatorname{deg}\left((k+m)(x)_{\infty}\right)=(k+m) \operatorname{deg}(x)_{\infty} .
$$

Therefore each $m \geq 0$ has

$$
\begin{aligned}
\ell\left((k+m)(x)_{\infty}\right)-\operatorname{deg}\left((k+m)(x)_{\infty}\right) & \geq(m+1-k-m) \operatorname{deg}(x)_{\infty} \\
& =(1-k) \operatorname{deg}(x)_{\infty} .
\end{aligned}
$$

We have therefore proved that

$$
\ell\left(q(x)_{\infty}\right)-\operatorname{deg}\left(q(x)_{\infty}\right) \geq(1-k) \operatorname{deg}(x)_{\infty}
$$

for all integers $q$ that are sufficiently positive. If $p$ is any integer, we can find $q$ as above with $p \leq q$. Then $p(x)_{\infty} \leq q(x)_{\infty}$, and Theorem 9.6 shows that

$$
(1-k) \operatorname{deg}(x)_{\infty} \leq \ell\left(q(x)_{\infty}\right)-\operatorname{deg}\left(q(x)_{\infty}\right) \leq \ell\left(p(x)_{\infty}\right)-\operatorname{deg}\left(p(x)_{\infty}\right) .
$$

This proves the lemma with $C_{x}=(1-k) \operatorname{deg}(x)_{\infty}$.
Lemma 9.8. If $A$ is any divisor and $x$ is any member of $\mathbb{F}^{\times}$, then $L((x)+A) \cong$ $L(A)$ canonically. Therefore $\ell((x)+A)=\ell(A)$. In addition, $\operatorname{deg}((x)+A)=$ $\operatorname{deg} A$.

Proof. Define a $\mathbb{k}$ linear mapping $\varphi: L(A) \rightarrow \mathbb{F}$ by $\varphi(y)=x^{-1} y$. This is certainly one-one, and its image is contained in $L((x)+A)$ because any nonzero $z$ in $L(A)$ has $(z) \geq-A$ and then also $\left(x^{-1} z\right)=-(x)+(z) \geq-(x)-A$. Similarly $\psi(y)=x y$ is one-one and carries $L((x)+A)$ into $L(A)$. By inspection, $\psi \varphi=1$ and $\varphi \psi=1$. Therefore $L((x)+A)$ and $L(A)$ are canonically isomorphic and have the same dimension over $\mathbb{k}$. For the last conclusion, $\operatorname{deg}((x)+A)=$ $\operatorname{deg}(x)+\operatorname{deg} A=\operatorname{deg} A$ by Theorem 9.3.

Theorem 9.9 (Riemann's inequality). For each $x$ in $\mathbb{F}$ that is not in $\mathbb{k}$, let $g_{x}$ be the integer such that $1-g_{x}$ is the largest possible $C_{x}$ with

$$
\ell\left(p(x)_{\infty}\right)-\operatorname{deg}\left(p(x)_{\infty}\right) \geq C_{x}
$$

for every integer $p$. Then
(a) the integer $g=g_{x}$ is independent of $x$,
(b) $g$ is $\geq 0$,
(c) $\ell(A)-\operatorname{deg} A \geq 1-g$ for every divisor $A$.

REMARKS. The integer $g_{x}$ in the theorem exists by Lemma 9.7. Once it has been proved to be an integer $g$ independent of $x$, it is called the genus of the function field $\mathbb{F}$ over $\mathbb{k}$.

Proof. We begin by proving (c) with $g$ replaced by $g_{x}$. Let $C_{x}$ be any integer with the property that $\ell\left(p(x)_{\infty}\right)-\operatorname{deg}\left(p(x)_{\infty}\right) \geq C_{x}$ for all $p$. If a divisor $A$ is given, we can write $A=A_{0}-A_{\infty}$, where $A_{0}=\sum_{\operatorname{ord}_{v} A>0}\left(\operatorname{ord}_{v} A\right) v$ and $A_{\infty}=\sum_{\operatorname{ord}_{v} A<0}\left(-\operatorname{ord}_{v} A\right) v$. Then $A \leq A_{0}$, and Theorem 9.6 shows that $\ell(A)-\operatorname{deg} A \geq \ell\left(A_{0}\right)-\operatorname{deg} A_{0}$. Thus it is enough to prove (c) for $A_{0}$. Let $p$ be any integer $\geq 0$. Since $A_{0} \geq 0$, we have $p(x)_{\infty}-A_{0} \leq p(x)_{\infty}$. Hence a second application of Theorem 9.6 shows that

$$
\ell\left(p(x)_{\infty}-A_{0}\right)-\operatorname{deg}\left(p(x)_{\infty}-A_{0}\right) \geq \ell\left(p(x)_{\infty}\right)-\operatorname{deg}\left(p(x)_{\infty}\right) \geq C_{x}
$$

Since deg is a homomorphism, this inequality implies that

$$
\ell\left(p(x)_{\infty}-A_{0}\right) \geq C_{x}+p \operatorname{deg}(x)_{\infty}-\operatorname{deg} A_{0}
$$

Fix an integer $p$ large enough for the right side to be positive. For this $p$, the vector space $L\left(p(x)_{\infty}-A_{0}\right)$ is nonzero; let $y$ be a nonzero member of it. This $y$ has $(y) \geq-\left(p(x)_{\infty}-A_{0}\right)$, and hence $p(x)_{\infty} \geq A_{0}-(y)$. A third application of Theorem 9.6, in combination with Lemma 9.8, shows that

$$
\begin{aligned}
\ell\left(p(x)_{\infty}\right)-\operatorname{deg}\left(p(x)_{\infty}\right) & \leq \ell\left(A_{0}-(y)\right)-\operatorname{deg}\left(A_{0}-(y)\right) \\
& =\ell\left(A_{0}\right)-\operatorname{deg} A_{0}
\end{aligned}
$$

The left side is $\geq C_{x}$, and hence $\ell\left(A_{0}\right)-\operatorname{deg} A_{0} \geq C_{x}$. Therefore

$$
\begin{equation*}
\ell(A)-\operatorname{deg} A \geq C_{x} \tag{*}
\end{equation*}
$$

for every divisor $A$. Since one choice of $C_{x}$ is $1-g_{x}$, this proves (c).
Taking $A=p(y)_{\infty}$, we see that the best $C_{y}$ has $C_{y} \geq C_{x}$. Since the roles of $x$ and $y$ can be interchanged, this proves (a). Finally if we take $A=0$ in (c) and apply Corollary 9.4 , we see that $1-0 \geq 1-g$. Thus $g \geq 0$. This proves (b).

## EXAMPLES OF GENUS.

(1) $\mathbb{F}=\mathbb{k}(x)$ for a transcendental $x$. In the proof of Lemma 9.7, we have $n=1$ and can take $y_{1}=1$. Then $k=0$, and the proof of the lemma shows that the inequality of the lemma holds with $C_{x}=(1-0) \operatorname{deg}(x)_{\infty}=1$. Therefore $1-g \geq C_{x}=1$, and $g \leq 0$. So $g=0$ by Theorem 9.9 b .
(2) $\mathbb{F}=\mathbb{C}[x, y] /\left(y^{2}-x^{4}+1\right)$. This example was discussed in Section 1 , and we have $x^{-1} R^{\prime}=P_{1} P_{2}$ with $P_{1}=\left(x^{-1}, x^{-2} y+1\right)$ and $P_{2}=\left(x^{-1}, x^{-2} y-1\right)$. The corresponding valuations therefore have $v_{P_{1}}(x)=v_{P_{2}}(x)=-1$. Meanwhile, the elements 1 and $y$ form a basis of $\mathbb{F}$ over $\mathbb{k}(x)$. The element 1 has $v_{P_{1}}(1)=$ $v_{P_{2}}(1)=0$; so 1 is in $L\left(p(x)_{\infty}\right)$ for every $p \geq 0$. Since $x^{-2} y$ is the sum of a generator of $P_{1}$ and a generator of $P_{2}, x^{-2} y$ lies in $R^{\prime}$. Write $\left(x^{-2} y\right)=I_{1} \cdots I_{l}$, where each $I_{j}$ is a prime ideal in $R^{\prime}$. Since $x^{-2} y$ and $P_{1}$ together generate 1 , $P_{1}$ is not one of the ideals $I_{j}$. Similarly $P_{2}$ is not one of the $I_{j}$ 's. Thus $(y)=$ $\left(x^{-1}\right)^{-2}\left(x^{-2} y\right)=\left(P_{1} P_{2}\right)^{-2} I_{1} \cdots I_{l}$, and we obtain $v_{P_{1}}(y)=v_{P_{2}}(y)=-2$. Hence $y$ lies in $L\left(2(x)_{\infty}\right)$, and we can take $k=2$ in the proof of Lemma 9.7. For this $k$, we have $C_{x}=(1-2) \operatorname{deg}(x)_{\infty}=-2$. Therefore $1-g \geq C_{x}=-2$, and $g \leq 3$. In fact, $g=1$ here, as a special case of the next example. Thus a routine use of the estimate from Lemma 9.7 has its limitations.
(3) $\mathbb{F}=\mathbb{k}[x, y] /\left(y^{2}-p(x)\right)$, where $p(x)$ is a square-free polynomial of degree $m$ and $\mathbb{k}$ has characteristic $\neq 2$. Then $g=\frac{1}{2} m-1$ if $m$ is even and $g=\frac{1}{2}(m-1)$ if $m$ is odd. This computation will be carried out in Problems 12-20 at the end of the chapter.

Theorem 9.9 gives the lower bound of $1-g$ for $\ell(A)-\operatorname{deg} A$ for all divisors $A$. There is also an upper bound, with the proviso that $L(A) \neq 0$.

Proposition 9.10. If $A$ is any divisor such that $L(A) \neq 0$, then

$$
\ell(A)-\operatorname{deg} A \leq 1
$$

Hence any divisor $A$ with $\operatorname{deg} A \leq-1$ has $\ell(A)=0$.
Proof. Let $y$ be a member of $\mathbb{F}^{\times}$that lies in $L(A)$. Then every $v \in \mathbb{V}_{\mathbb{F}}$ has $v(y) \geq-\operatorname{ord}_{v} A$ and hence $0 \geq-\operatorname{ord}_{v} A-v(y)=-\operatorname{ord}_{v}(A+(y))$. This inequality says that $A+(y) \geq 0$. Then Corollary 9.4 and Theorem 9.6 together give

$$
1=\ell(0)-\operatorname{deg} 0 \geq \ell(A+(y))-\operatorname{deg}(A+(y))
$$

and the right side equals $\ell(A)-\operatorname{deg} A$ by Lemma 9.8. Then $1-\operatorname{deg} A \leq$ $\ell(A)-\operatorname{deg} A \leq 1$, and we must have $\operatorname{deg} A \geq 0$ whenever $\ell(A) \geq 1$.

## 4. Riemann-Roch Theorem

Riemann's inequality, proved in Section 3, shows that every divisor $A$ satisfies $\ell(A)-\operatorname{deg} A \geq 1-g$, where $g$ is the genus of the curve in question. The RiemannRoch Theorem, to be proved in the present section, gives an interpretation for the difference between the two sides of the inequality.

In the classical setting of compact Riemann surfaces, the proof of the RiemannRoch Theorem makes use of meromorphic differential forms, sometimes called abelian differentials by complex analysts. Meromorphic differential forms are objects that locally look like $f(z) d z$, where $z$ is a local coordinate and $f(z)$ is a meromorphic function, and that fit together to be globally defined on the complex manifold. What the formula $f(z) d z=g(w) d w$ for fitting together means that in the overlap of the regions for two local coordinates $z$ and $w$, $f(z) d z=g(w(z)) \frac{d w}{d z} d z$ holds and hence $f(z)=g(w(z)) \frac{d w}{d z}$. In the language of differential geometry, a meromorphic differential form is a meromorphic section of the cotangent bundle of the complex manifold. An important step that has to be carried out to make these differential forms useful is to prove a version of the Residue Theorem. This theorem says that the sum over all points of the manifold of the residues of the differential form is 0 , the residue of $f(z) d z$ at the point corresponding to $z=0$ being the coefficient of $z^{-1}$ in the Laurent expansion ${ }^{9}$ of $f(z)$ about 0 . Once this theorem is in hand, one can begin to prove the Riemann-Roch Theorem.

In our present setting with the function field $\mathbb{F}$ in one variable over $\mathbb{k}$, it is not too hard to define an analog of meromorphic differential forms and to establish that they behave the way one would expect from differential calculus. In order to make use of these forms, one has to prove an analog of the Residue Theorem, and doing so requires some hard work. A. Weil discovered that this construction could be bypassed and that one could prove the theorem directly. The idea is to introduce the tool that differential forms make available and to skip the differential forms themselves.

It is worth understanding this background in a little more detail because otherwise the proof below may seem very strange indeed. To fix the ideas for this background only, suppose that the base field $\mathbb{k}$ is algebraically closed. Let us recall that elements of $\mathbb{V}_{\mathbb{F}}$ are meant to correspond to points of a zero locus in projective space, at least when the curve is everywhere nonsingular. We write this correspondence as $v \mapsto p(v)$. A local coordinate about $p(v)$ is denoted by a symbol like $z$ classically, and in the setup with valuations, it is simply a member of the valuation ideal of $v$ with $v(z)=1$. A differential form that is given locally by classical expressions like $f(z) d z$ attaches to each $v$ in $\mathbb{V}_{\mathbb{F}}$ the function $g_{v} \mapsto \operatorname{Residue}_{p(v)}\left(g_{v} f d z\right)$, where $g_{v}$ is any Laurent expansion about $p(v)$.

Classically this Laurent expansion is to be convergent in some deleted neighborhood of $p(v)$, and it involves only finitely many negative powers of the local coordinate. The assumption that it converges is not important because if $v(f)=n$, then the only powers of $z$ whose coefficients in $g_{v}$ affect the residue at $p(v)$ are the $k^{\text {th }}$ powers for $k+n \leq-1$. Thus the assumption on $g_{v}$ is that it is

[^104]a member of the Laurent series field $\mathbb{k}((z))$. To compute the residue for $g_{v} f d z$, we need to know how to interpret $f(z)$ as a Laurent series about $p(v)$. Let $R_{v}$ be the valuation ring of $v$, and let $P_{v}$ be the valuation ideal. The field $R_{v} / P_{v}$ is a finite extension of $\mathbb{k}$ and must be isomorphic to $\mathbb{k}$ because $\mathbb{k}$ is algebraically closed. For each $c \in \mathbb{k}$, choose a member $a_{c} \in R_{v}$ such that the coset $a+P_{v}$ corresponds to $c$; we may assume that $a_{0}=0$. Denote the set of these elements $a_{c}$ by $R_{\mathbb{k}}$. If $v(f)=n$, then $h=z^{-n} f$ is in $R_{v}$, and thus some unique $a_{0}$ in $R_{\mathbb{k}}$ has the property that $h-a_{0}$ is in $P_{v}$. Hence $z^{-1}\left(h-a_{0}\right)$ is in $R_{v}$, and some unique $a_{1}$ in $R_{\mathbb{k}}$ has the property that $z^{-1}\left(h-a_{0}\right)-a_{1}$ is in $P_{v}$. From this, $z^{-1}\left(z^{-1}\left(h-a_{0}\right)-a_{1}\right)$ is in $R_{v}$, and we can continue to subtract members of $R_{\mathrm{k} \mathrm{k}}$ and divide by $z$ in this way. The result is that $h=a_{0}+a_{1} z+a_{2} z^{2}+\cdots$ in the sense that $v\left(h-a_{0}-a_{1} z-\cdots-a_{k} z^{k}\right) \geq k+1$ for every $k$. Therefore $f=z^{n} h=z^{n}\left(a_{0}+a_{1} z+a_{2} z^{2}+\cdots\right)$. If we replace each $a_{k}$ by the corresponding member $c_{k}$ of $\mathbb{k}$, then $z^{n}\left(c_{0}+c_{1} z+c_{2} z^{2}+\cdots\right)$ is the member of $\mathbb{k}((z))$ that we associate to $f$.

With this identification in place, we can regard the given differential form as yielding a $\mathbb{k}$ linear function

$$
\text { Residue }: \prod_{v \in \mathbb{V}_{\mathbb{F}}} \mathbb{k}((z)) \rightarrow \prod_{v \in \mathbb{V}_{\mathbb{F}}} \mathbb{k} .
$$

We want to cut down the domain of this mapping so the sum of the residues is meaningful for every member of the image. The local expressions $f(z) d z$ involve only finitely many poles in a neighborhood of each point, and compactness implies that there are only finitely many such points globally. Except at these points the residue of $g_{v} f d z$ can be nonzero only if $g_{v}$ has a pole at $p(v)$. Thus we can ensure that the sum of the residues is meaningful if we assume that $v\left(g_{v}\right) \geq 0$ except for finitely many $v$.

For algebraic purposes the domain is still unnecessarily large. Since each local coordinate in the algebraic realization is actually a member of $\mathbb{F}$, the only members of $\mathbb{k}((z))$ that we need to handle at each point are the members of $\mathbb{F}$. So let $\mathcal{A}_{\mathbb{F}}^{*}=\prod_{v \in \mathbb{V}_{\mathbb{F}}} \mathbb{F}$, and let $\mathcal{A}_{\mathbb{F}}$ be the $\mathbb{k}$ subspace of all members $\left\{g_{v}\right\}$ of the product such that $v\left(g_{v}\right)<0$ only finitely often. Then the differential form gives us a $\mathbb{k}$ linear functional

$$
\text { Sum of Residues : } \mathcal{A}_{\mathbb{F}} \rightarrow \mathbb{k}
$$

We have seen that if the differential form is given by $f(z) d z$ locally near $p(v)$ and if $v\left(g_{v}\right) \geq-v(f)$, then the residue is 0 at $p(v)$. Hence there is some divisor $A$, depending on the differential form, such that if $v\left(g_{v}\right) \geq-\operatorname{ord}_{v} A$ for all $v \in \mathbb{V}_{\mathbb{F}}$, then all residues are 0 and the sum of the residues is 0 . Consequently the kernel of the sum-of-residues map associated to the differential form contains all tuples $\left\{g_{v}\right\}$ of $\mathcal{A}_{\mathbb{F}}$ such that $v\left(g_{v}\right) \geq-\operatorname{ord}_{v} A$ for this divisor $A$ and all $v$.

Finally there is one more classical fact to bring into play. This is the Residue Theorem itself, saying that the sum of the residues is zero for any meromorphic differential form. If $\left\{g_{v}\right\}$ is actually a constant tuple with $g_{v}=h$ for some $h \in \mathbb{F}$, then the sum-of-residues map as defined above is giving us the classical sum of residues for the product of $h$ and the given differential form. This sum is zero. In other words, every member of the diagonally embedded $\mathbb{F}$ in $\mathcal{A}_{\mathbb{F}}$ lies in the kernel of the sum-of-residues map associated to the differential form.

Weil's idea in a nutshell is that instead of developing differential forms, working with residues, and proving the consequence of the Residue Theorem, one should just start with any abstract linear functional on $\mathcal{A}_{\mathbb{F}}$ that satisfies the conditions that we noted above. Then the Riemann-Roch Theorem drops out fairly easily. This is the approach we shall follow. The abstract kind of linear functional on $\mathcal{A}_{\mathbb{F}}$ will be called a "differential" in what follows, as a reminder of the classical object that lies behind it. ${ }^{10}$

Without further ado, we proceed with the Riemann-Roch Theorem. In this section, $\mathbb{F}$ denotes a function field in one variable over a field $\mathbb{k}$, and we assume that every element of $\mathbb{F}$ outside $\mathbb{k}$ is transcendental over $\mathbb{k}$. We continue with the notation $\mathbb{V}_{\mathbb{F}}, D_{\mathbb{F}}, f_{v}, \operatorname{ord}_{v} A$, $\operatorname{deg} A$, and $(x)$ for $x \in \mathbb{F}^{\times}$, all as in Sections 2-3, and with the notation $L(A)$ and $\ell(A)$ as in Section 3. If $A$ is a divisor, we let

$$
\delta(A)=\ell(A)-\operatorname{deg} A-(1-g) .
$$

Riemann's inequality (Theorem 9.9) implies that $\delta(A) \geq 0$ for all $A$ 's and that $\delta(A)=0$ for some $A$ 's. We seek an interpretation of $\delta(A)$.

Let $\mathcal{A}_{\mathbb{F}}^{*}$ be the ring of all functions from $\mathbb{V}_{\mathbb{F}}$ into $\mathbb{F}$, with the operations taken pointwise. It is customary to write such a function $\xi$ as $v \mapsto \xi_{v}$ rather than as $v \mapsto \xi(v)$. Let $\mathcal{A}_{\mathbb{F}}$ be the subring ${ }^{11}$ of all members $\xi$ of $\mathcal{A}_{\mathbb{F}}^{*}$ such that $v\left(\xi_{v}\right)<0$ for only finitely many $v$ in $\mathbb{V}_{\mathbb{F}}$. We shall treat $\mathcal{A}_{\mathbb{F}}$ as an infinite-dimensional associative $\mathbb{k}$ algebra with identity.

Consider the diagonal map $\Delta: \mathbb{F} \rightarrow \mathcal{A}_{\mathbb{F}}$ defined by the formula $\Delta(x)_{v}=x$ for all $x \in \mathbb{F}$. Under this map, the member $x$ of $\mathbb{F}$ goes to the function whose value at each $v$ is $x$. The reason that $\Delta(x)$ is in $\mathcal{A}_{\mathbb{F}}$ and not just $\mathcal{A}_{\mathbb{F}}^{*}$ is that $v(x)<0$ for only finitely many $v \in \mathbb{V}_{\mathbb{F}}$. The map $\Delta$ is a one-one $\mathbb{k}$ algebra homomorphism.

[^105]For each divisor $A$, define

$$
\mathcal{L}(A)=\left\{\xi \in \mathcal{A}_{\mathbb{F}} \mid v\left(\xi_{v}\right) \geq-\operatorname{ord}_{v}(A)\right\} .
$$

It is immediate from the definitions that

$$
\mathcal{L}(A) \cap \Delta(\mathbb{F})=\Delta(L(A)) .
$$

Let us see that

$$
A \leq B \quad \text { if and only if } \quad \mathcal{L}(A) \subseteq \mathcal{L}(B)
$$

In fact, the "only if" part of the statement is evident. Conversely suppose that $\mathcal{L}(A) \subseteq \mathcal{L}(B)$. Choose for each $v \in \mathbb{V}_{\mathbb{F}}$ an element $\pi_{v}$ in $\mathbb{F}$ with $v\left(\pi_{v}\right)=1$. The function $\xi_{A}: \mathbb{V}_{\mathbb{F}} \rightarrow \mathbb{F}$ defined by $\left(\xi_{A}\right)_{v}=\pi^{-\operatorname{ord}_{v} A}$ has $v\left(\left(\xi_{A}\right)_{v}\right)=-\operatorname{ord}_{v} A$ and lies in $\mathcal{A}_{\mathbb{F}}$, since $\operatorname{ord}_{v} A$ is nonzero for only finitely many $v$. The definitions show that $\xi_{A}$ lies in $\mathcal{L}(A)$, hence in $\mathcal{L}(B)$. Thus $-\operatorname{ord}_{v}(A)=v\left(\left(\xi_{A}\right)_{v}\right) \geq$ $-\operatorname{ord}_{v} B$, $\operatorname{ord}_{v} A \leq \operatorname{ord}_{v} B$, and $A \leq B$. This proves the "if" part of the displayed equivalence. If we apply the equivalence twice, we see that

$$
A=B \quad \text { if and only if } \quad \mathcal{L}(A)=\mathcal{L}(B)
$$

Let us take note of two operations on divisors $A$ and the effect of these operations on the spaces $\mathcal{L}(A)$. If $A$ and $B$ are divisors, we define $C=\min (A, B)$ pointwise by the formula $\operatorname{ord}_{v} C=\min \left(\operatorname{ord}_{v} A, \operatorname{ord}_{v} B\right)$. Then $C$ is a divisor with $C \leq A$ and $C \leq B$. Thus $\mathcal{L}(C) \subseteq \mathcal{L}(A)$ and $\mathcal{L}(C) \subseteq \mathcal{L}(B)$, and we consequently obtain

$$
\mathcal{L}(\min (A, B)) \subseteq \mathcal{L}(A) \cap \mathcal{L}(B)
$$

Still with $A$ and $B$ as divisors, we define $C=\max (A, B)$ pointwise by the formula $\operatorname{ord}_{v} C=\max \left(\operatorname{ord}_{v} A, \operatorname{ord}_{v} B\right)$. Then $A \subseteq C$ and $B \subseteq C$, from which we obtain $\mathcal{L}(A) \subseteq \mathcal{L}(C)$ and $\mathcal{L}(B) \subseteq \mathcal{L}(C)$. This proves the inclusion $\subseteq$ in the identity

$$
\mathcal{L}(A)+\mathcal{L}(B)=\mathcal{L}(\max (A, B))
$$

To prove $\supseteq$, let $\xi$ be in $\mathcal{L}(\max (A, B))$. We shall decompose $\xi$ as a sum $\eta+\zeta$ in $\mathcal{L}(A)+\mathcal{L}(B)$ with one of $\eta_{v}$ and $\zeta_{v}$ equal to 0 for each $v$. Let $v$ be given. Since $\xi$ is in $\mathcal{L}(\max (A, B)), v\left(\xi_{v}\right) \geq-\operatorname{ord}_{v}(\max (A, B))=-\max \left(\operatorname{ord}_{v} A, \operatorname{ord}_{v} B\right)$. That is, $-v\left(\xi_{v}\right) \leq \max \left(\operatorname{ord}_{v} A, \operatorname{ord}_{v} B\right)$. If $-v\left(\xi_{v}\right) \leq \operatorname{ord}_{v} A$, then define $\eta_{v}=\xi_{v}$ and $\zeta_{v}=0$; otherwise, we have $-v\left(\xi_{v}\right) \leq \operatorname{ord}_{v} B$, and we define $\eta_{v}=0$ and $\zeta_{v}=\xi_{v}$. Then $v\left(\eta_{v}\right) \geq-\operatorname{ord}_{v} A$ for all $v$, and $v\left(\zeta_{v}\right) \geq-\operatorname{ord}_{v} B$ for all $v$. This proves $\supseteq$ in the displayed formula.

Lemma 9.11. If $A$ and $B$ are divisors with $A \leq B$, then

$$
\operatorname{dim}_{\mathbb{k}}(\mathcal{L}(B) / \mathcal{L}(A))=\operatorname{deg} B-\operatorname{deg} A
$$

Proof. Proceeding inductively, we see that it is enough to handle the case that $B=A+v_{0}$, where $v_{0}$ is in $\mathbb{V}_{\mathbb{F}}$. Thus we are to show that

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{k}}\left(\mathcal{L}\left(A+v_{0}\right) / \mathcal{L}(A)\right)=f_{v_{0}}=\operatorname{deg}\left(v_{0}\right) \tag{*}
\end{equation*}
$$

Put $f=f_{v_{0}}$, let $R_{v_{0}}$ be the valuation ring of $v_{0}$, and let $P_{v_{0}}$ be the valuation ideal of $v_{0}$. To prove $\leq$ in $(*)$, we argue as in the proof of Lemma 9.5. Since $v_{0}$ carries $\mathbb{F}^{\times}$onto $\mathbb{Z}$, we can choose an element $y \in \mathbb{F}^{\times}$with $v_{0}(y)=\operatorname{ord}_{v_{0}}\left(A+v_{0}\right)$.

Let $f+1$ members $\xi^{(1)}, \ldots, \xi^{(f+1)}$ of $\mathcal{L}\left(A+v_{0}\right)$ be given. We shall produce an equation of linear dependence among the cosets $\xi^{(i)}+\mathcal{L}(A)$, and this will prove $\leq$ in $(*)$. Computation gives

$$
v_{0}\left(\xi_{v_{0}}^{(i)} y\right)=v_{0}\left(\xi_{v_{0}}^{(i)}\right)+v_{0}(y)=v_{0}\left(\xi_{v_{0}}^{(i)}\right)+\operatorname{ord}_{v_{0}}\left(A+v_{0}\right) \geq 0
$$

for $1 \leq i \leq f+1$, with the inequality at the right holding because $\xi^{(i)}$ is in $\mathcal{L}\left(A+v_{0}\right)$. Hence $\xi_{v_{0}}^{(i)} y$ is in $R_{v_{0}}$. Since $\operatorname{dim}_{\mathbb{k}}\left(R_{v_{0}} / P_{v_{0}}\right)=f$, there exist members $c_{1}, \ldots, c_{f+1}$ of $\mathbb{k}$ not all 0 such that $\sum_{i=1}^{f+1} c_{i}\left(\xi_{v_{0}}^{(i)} y+P_{v_{0}}\right)=P_{v_{0}}$, i.e., such that $\sum_{i=1}^{f+1} c_{i} \xi_{v_{0}}^{(i)} y$ lies in $P_{v_{0}}$. Then $\sum_{i=1}^{f+1} c_{i} \xi_{v_{0}}^{(i)}$ lies in $y^{-1} P_{v_{0}}$, and

$$
\begin{equation*}
v_{0}\left(\sum_{i=1}^{f+1} c_{i} \xi_{v_{0}}^{(i)}\right) \geq-v_{0}(y)+1=-\operatorname{ord}_{v_{0}}\left(A+v_{0}\right)+1=-\operatorname{ord}_{v_{0}} A \tag{**}
\end{equation*}
$$

Since each $\xi^{(i)}$ is in $\mathcal{L}\left(A+v_{0}\right)$, so is $\sum_{i=1}^{f+1} c_{i} \xi_{v_{0}}^{(i)}$. This fact and (**) together show that $\sum_{i=1}^{f+1} c_{i} \xi_{v_{0}}^{(i)}$ is in $\mathcal{L}(A)$, i.e., that $\sum_{i=1}^{f+1} c_{i} \xi^{(i)}+\mathcal{L}(A)$ is the 0 coset. This proves the desired linear dependence and shows that $\operatorname{dim}_{\mathbb{k}} \mathcal{L}\left(A+v_{0}\right) / \mathcal{L}(A) \leq f$.

To prove $\geq$ in $(*)$, we shall produce $f$ members $\xi^{(j)}$ of $\mathcal{L}\left(A+v_{0}\right)$ that are linearly independent modulo $\mathcal{L}(A)$. We begin by choosing $\eta$ in $\mathcal{L}(A)$ with $v_{0}\left(\eta_{v_{0}}\right)=-\operatorname{ord}_{v_{0}} A$. (For example take any member $\eta^{\prime}$ of $\mathcal{L}(A)$, change $\eta_{v_{0}}^{\prime}$ to a new value on which $v_{0}$ takes the value $-\operatorname{ord}_{v_{0}} A$, and leave $\eta^{\prime}$ unchanged at all other $v$.) Let $x_{1}, \ldots, x_{f}$ be a set of representatives in $R_{v_{0}}$ of the $f$ members of a $\mathbb{k}$ basis of the quotient $R_{v_{0}} / P_{v_{0}}$, and let $\pi_{v_{0}}$ be a member of $\mathbb{F}$ with $v_{0}\left(\pi_{v_{0}}\right)=1$. Define $\xi^{(j)}$ for $1 \leq j \leq f$ by

$$
\xi_{v}^{(j)}= \begin{cases}\eta_{v} & \text { for } v \neq v_{0} \\ \eta_{v_{0}} x_{j} \pi_{v_{0}}^{-1} & \text { for } v=v_{0}\end{cases}
$$

For each $j$, we have

$$
\begin{aligned}
v_{0}\left(\eta_{v_{0}} x_{j} \pi^{-1}\right) & =v_{0}\left(\eta_{v_{0}}\right)+v\left(x_{j}\right)-v_{0}\left(\pi_{v_{0}}\right) \\
& =-\operatorname{ord}_{v_{0}} A+v\left(x_{j}\right)-1 \geq-\operatorname{ord}_{v_{0}} A-1
\end{aligned}
$$

and thus $\xi^{(j)}$ is in $\mathcal{L}\left(A+v_{0}\right)$. To prove the linear independence modulo $\mathcal{L}(A)$, suppose that $c_{1}, \ldots, c_{f}$ are members of $\mathbb{k}$ such that $\sum_{j=1}^{f} c_{j} \xi^{(j)}$ is in $\mathcal{L}(A)$. In this case we have an inequality $v_{0}\left(\sum_{j=1}^{f} c_{j} \xi^{(j)}\right) \geq-\operatorname{ord}_{v_{0}} A$, which expands out as

$$
v_{0}\left(\sum_{j=1}^{f} c_{j} \eta_{v_{0}} x_{j} \pi_{v_{0}}^{-1}\right) \geq v_{0}\left(\eta_{v_{0}}\right)
$$

Since $v_{0}\left(\pi_{v_{0}}^{-1}\right)=-1$, subtraction of $v_{0}\left(\eta_{v_{0}}\right)$ from both sides yields $v_{0}\left(\sum_{j=1}^{f} c_{j} x_{j}\right)$ $\geq 1$. Therefore $\sum_{j=1}^{f} c_{j} x_{j}$ lies in $P_{v_{0}}$. By the assumed linear independence over $\mathbb{k}$ of the $x_{j}$ 's modulo $P_{v_{0}}$, all the $c_{j}$ 's are 0 . Therefore the elements $\xi^{(j)}$ are linearly independent modulo $\mathcal{L}(A)$, and the proof of $\geq$ in $(*)$ is complete.

Lemma 9.12. If $A$ and $B$ are divisors with $A \leq B$, then there is an exact sequence in the category of $\mathbb{k}$ vector spaces given by

$$
\begin{aligned}
0 \longrightarrow L(B) / L(A) & \stackrel{\psi}{\longrightarrow} \\
& \mathcal{L}(B) / \mathcal{L}(A) \\
& \xrightarrow{\varphi}(\mathcal{L}(B)+\Delta(\mathbb{F})) /(\mathcal{L}(A)+\Delta(\mathbb{F})) \longrightarrow 0 .
\end{aligned}
$$

Consequently

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{k}}(\mathcal{L}(B)+\Delta(\mathbb{F})) /(\mathcal{L}(A)+\Delta(\mathbb{F})) & =(\ell(A)-\operatorname{deg} A)-(\ell(B)-\operatorname{deg} B) \\
& =\delta(A)-\delta(B) .
\end{aligned}
$$

Proof. The map $\psi$ is induced by the map $\Delta: L(B) \rightarrow \mathcal{L}(B)$ followed by passage to the quotient. It descends to $L(B) / L(A)$ because $\Delta(L(A)) \subseteq \mathcal{L}(A)$, and it is one-one because $\Delta(L(B)) \cap \mathcal{L}(A) \subseteq L(A)$. The map $\varphi$ is induced by the map $x \mapsto x+\Delta(\mathbb{F})$ followed by passage to the quotient. It descends to $\mathcal{L}(B) / \mathcal{L}(A)$ because $\mathcal{L}(A)$ maps into $\mathcal{L}(A)+\Delta(\mathbb{F})$, and it is onto because $x \mapsto x+\Delta(\mathbb{F})$ carries $\mathcal{L}(B)$ onto $\mathcal{L}(B)+\Delta(\mathbb{F})$. The composition $\varphi \psi$ is 0 because $L(B)$ maps under $\Delta$ into $\Delta(\mathbb{F})$, which lies in the 0 coset.

To prove the exactness, let $\xi+\mathcal{L}(A)$ be in $\operatorname{ker} \varphi$. This condition means that $\xi$ is in $\mathcal{L}(B)$ and has $\xi+\Delta(\mathbb{F})$ in $\mathcal{L}(A)+\Delta(\mathbb{F})$. Thus there exists $\eta$ in $\mathcal{L}(A)$ with $\xi-\eta$ in $\Delta(\mathbb{F})$. Since $\xi$ and $\eta$ are in $\mathcal{L}(B), \xi-\eta$ is in $\mathcal{L}(B) \cap \Delta(\mathbb{F}) \subseteq \Delta(L(B))$. Hence $\xi+\mathcal{L}(A)=(\xi-\eta)+\mathcal{L}(A)$ lies in $\Delta(L(B))+\mathcal{L}(A)=$ image $\psi$, and exactness is proved.

From the exactness we obtain
$\operatorname{dim}_{\mathbb{k}} \mathcal{L}(B) / \mathcal{L}(A)=\operatorname{dim}_{\mathbb{K}} L(B) / L(A)+\operatorname{dim}_{\mathbb{k}}(\mathcal{L}(B)+\Delta(\mathbb{F})) /(\mathcal{L}(A)+\Delta(\mathbb{F}))$.
The left side equals $\operatorname{deg} B-\operatorname{deg} A$ by Lemma 9.11, and the first term on the right side equals $\ell(B)-\ell(A)$ by the finite dimensionality of $L(B)$ and $L(A)$, which was proved as part of Theorem 9.6. The result follows.

Theorem 9.13. There exists a divisor $C$ such that $\mathcal{A}_{\mathbb{F}}=\mathcal{L}(C)+\Delta(\mathbb{F})$. For each divisor $A$,

$$
\delta(A)=\operatorname{dim}_{\mathbb{k}}\left(\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(A)+\Delta(\mathbb{F}))\right)
$$

Proof. Riemann's inequality produces a divisor $C$, specifically any sufficiently large positive power of a divisor $(x)_{\infty}$, such that $\delta(C)=0$. If we can show that $\mathcal{A}_{\mathbb{F}}=\mathcal{L}(C)+\Delta(\mathbb{F})$, then the dimensional equality in Lemma 9.12 with $B=C$ will complete the proof of the present theorem.

Suppose that there exists a member $\xi$ of $\mathcal{A}_{\mathbb{F}}$ that is not in $\mathcal{L}(C)+\Delta(\mathbb{F})$. For each $v \in \mathbb{V}_{\mathbb{F}}$, let $a_{v}=\min \left(v\left(\xi_{v}\right),-\operatorname{ord}_{v} C\right)$, and define $C^{\prime}=-\sum_{v \in \mathbb{V}_{\mathbb{F}}} a_{v} v$. Since $\xi$ is in $\mathcal{A}_{\mathbb{F}}$, only finitely many integers $v\left(\xi_{v}\right)$ are negative. This fact and the fact that $C$ is a divisor together imply that only finitely many $a_{v}$ are negative. Since $C$ is a divisor, only finitely many integers $-\operatorname{ord}_{v} C$ can be positive, and thus only finitely many $a_{v}$ can be positive. Therefore $C^{\prime}$ is a divisor.

The definition of $C^{\prime}$ is arranged in such a way that $C \leq C^{\prime}$. Also, every $v$ has $v\left(\xi_{v}\right) \geq a_{v}=-\operatorname{ord}_{v} C^{\prime}$, and hence $\xi$ lies in $\mathcal{L}\left(C^{\prime}\right)$. Consequently

$$
\operatorname{dim}_{\mathbb{k}}\left(\mathcal{L}\left(C^{\prime}\right)+\Delta(\mathbb{F})\right) /(\mathcal{L}(C)+\Delta(\mathbb{F})) \geq 1
$$

By Lemma 9.12, $\delta(C)-\delta\left(C^{\prime}\right) \geq 1$. Since $C$ was assumed to have $\delta(C)=0$, we obtain $-\delta\left(C^{\prime}\right) \geq 1$, in contradiction to the fact that $\delta(A) \geq 0$ for every divisor $A$. We conclude that every $\xi$ in $\mathcal{A}_{\mathbb{F}}$ lies in $\mathcal{L}(C)+\Delta(\mathbb{F})$.

Theorem 9.13 gives a first interpretation of the difference $\delta(A)$ between the two sides of Riemann's inequality (Theorem 9.9). We shall now apply Theorem 9.13 and reinterpret $\delta(A)$ as the dimension $\ell(B)$ of a suitable divisor $B$ obtained from $A$, and then we will have obtained the Riemann-Roch Theorem.

A differential of $\mathbb{F}$ is a $\mathbb{k}$ linear functional $\omega$ on $\mathcal{A}_{\mathbb{F}}$ with the property that $\omega$ vanishes on $\mathcal{L}(A)$ for some divisor $A$ and $\omega$ vanishes also on $\Delta(\mathbb{F})$. The set of all differentials of $\mathbb{F}$ will be denoted by $\operatorname{Diff}(\mathbb{F})$. Let us observe that $\operatorname{Diff}(\mathbb{F})$ is a vector subspace of $\mathbb{k}$ linear functionals on $\mathcal{A}_{\mathbb{F}}$. Scalar multiplication by $\mathbb{k}$ is not an issue. To see that $\operatorname{Diff}(\mathbb{F})$ is closed under pointwise addition, let $\omega$ and $\omega^{\prime}$ be differentials vanishing on $\mathcal{L}(A)$ and $\mathcal{L}(B)$, respectively. We have seen that $\mathcal{L}(\min (A, B)) \subseteq \mathcal{L}(A) \cap \mathcal{L}(B)$. Thus $\omega+\omega^{\prime}$ vanishes on $\mathcal{L}(\min (A, B))$. Since $\omega+\omega^{\prime}$ vanishes also on $\Delta(\mathbb{F}), \omega+\omega^{\prime}$ is a differential.

The $\mathbb{k}$ vector space of differentials vanishing on $\mathcal{L}(A)+\Delta(K)$ may be identified with the vector space of $\mathbb{k}$ linear functionals on the quotient $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(A)+\Delta(\mathbb{F}))$, and the latter space is finite-dimensional of dimension $\delta(A)$ by Theorem 9.13. Since a finite-dimensional vector space and its dual have the same dimension, the $\mathbb{k}$ vector space of differentials vanishing on $\mathcal{L}(A)+\Delta(K)$ has $\mathbb{k}$ dimension $\delta(A)$.

In addition, $\operatorname{Diff}(\mathbb{F})$ carries a scalar multiplication by $\mathbb{F}$ that makes it into an $\mathbb{F}$ vector space. What is required to verify this statement is a definition, and then
the verification of the properties of an $\mathbb{F}$ vector space is routine. If $y$ is in $\mathbb{F}$ and $\omega$ is a differential, we define $y \omega$ on $\mathcal{A}_{\mathbb{F}}$ by $(y \omega)(\xi)=\omega(\Delta(y) \xi)$. The linear functional $y \omega$ vanishes on $\Delta(\mathbb{F})$ because $\Delta$ is a homomorphism. It is enough to check for $y \neq 0$ that

$$
\text { if } \omega \text { vanishes on } \mathcal{L}(A) \text {, then } y \omega \text { vanishes on } \mathcal{L}(A+(y)) \text {, }
$$

where $(y)$ is the principal divisor corresponding to $y$. To prove this vanishing, let $\xi$ be in $\mathcal{L}(A+(y))$. Then $v\left(\xi_{v}\right) \geq-\operatorname{ord}_{v}(A+(y))=-\operatorname{ord}_{v} A-\operatorname{ord}_{v}(y)=$ $-\operatorname{ord}_{v} A-v(y)$, which implies that $v\left(\xi_{v} y\right) \geq-\operatorname{ord}_{v} A$, which implies that $\xi \Delta(y)$ lies in $\mathcal{L}(A)$, which implies that $\omega(\xi \Delta(y))=0$, which implies that $(y \omega)(\xi)=0$. This proves the asserted vanishing, and it follows that $\operatorname{Diff}(\mathbb{F})$ carries a welldefined scalar multiplication by $\mathbb{F}$.

Each set $\mathcal{L}(A)$, where $A$ is a divisor, will be called a parallelotope of $\mathcal{A}_{\mathbb{F}}$. These sets are large subsets of $\mathcal{A}_{\mathbb{F}}$, since $\operatorname{dim}_{\mathbb{k}} \mathcal{A}_{\mathbb{F}} /(\mathcal{L}(A)+\Delta(\mathbb{F}))$ is finite and $\operatorname{dim}_{\mathbb{k}} \mathcal{A}_{\mathbb{F}} / \Delta(\mathbb{F})$ is infinite. We are going to associate a particular parallelotope to each nonzero differential. Since we have seen that distinct parallelotopes correspond to distinct divisors, we shall obtain a way of associating a divisor to each nonzero differential.

Corollary 9.14. If $\omega$ is a nonzero differential and $\mathcal{L}(A)$ is a parallelotope in its kernel, then

$$
\ell(A) \leq \delta(0) \quad \text { and } \quad \operatorname{deg} A \leq \delta(0)+g-1
$$

Consequently there exists a unique maximum parallelotope on which $\omega$ vanishes.
REMARKS. In view of the remarks before the corollary, we therefore obtain a function $\omega \mapsto \operatorname{Div}(\omega)$ from the set $\operatorname{Diff}(\mathbb{F})-\{0\}$ of nonzero differentials into the set $D_{\mathbb{F}}$ of divisors.

Proof. If we know that $\ell(A) \leq \delta(0)$, then addition to this inequality of Riemann's inequality $\operatorname{deg} A-\ell(A) \leq g-1$ as given in Theorem 9.9 shows that

$$
\operatorname{deg} A \leq \delta(0)+g-1
$$

and proves the second inequality. The inequality $\ell(A) \leq \delta(0)$ is trivial if $L(A)=0$.

Therefore we may assume in the two inequalities that $L(A) \neq 0$. Let $y$ be any nonzero member of $L(A)$. Since the kernel of $\omega$ contains $\mathcal{L}(A)$, the kernel of $y \omega$ contains $\mathcal{L}(A+(y))$, by a computation made above. Meanwhile, the element $y$, being in $L(A)$, has $(y) \geq-A$ and hence $0 \leq A+(y)$. Therefore $\mathcal{L}(0) \subseteq \mathcal{L}(A+(y))$, and the kernel of $y \omega$ contains $\mathcal{L}(0)$. Since the kernel of $y \omega$ contains $\Delta(\mathbb{F}), y \omega$ is well defined on the quotient space $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(0)+\Delta(\mathbb{F}))$.

Now suppose that $y_{1}, \ldots, y_{n}$ is a $\mathbb{k}$ basis of $L(A)$. Let us use the fact that $\omega \neq 0$ to prove that $y_{1} \omega, \ldots, y_{n} \omega$ are linearly independent when viewed on $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(0)+\Delta(\mathbb{F}))$ : If $c_{1}, \ldots, c_{n}$ are members of $\mathbb{k}$ not all 0 , then $z=\sum_{j=1}^{n} c_{j} y_{j}$ is a nonzero member of $L(A)$, and we have just seen that $z \omega$ is well defined on $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(0)+\Delta(\mathbb{F}))$. Then we have $\sum_{j=1}^{n} c_{j}\left(y_{j} \omega\right)=\left(\sum_{j=1}^{n} c_{j} y_{j}\right) \omega=z \omega$, and this cannot act as 0 on $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(0)+\Delta(\mathbb{F}))$ without being identically 0 on $\mathcal{A}_{\mathbb{F}}$. Since any $\xi_{0}$ such that $\omega\left(\xi_{0}\right) \neq 0$ has the property that $z \omega\left(\Delta(z)^{-1} \xi_{0}\right) \neq 0$, the linear functionals $y_{1} \omega, \ldots, y_{n} \omega$ on $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(0)+\Delta(\mathbb{F}))$ are linearly independent.

We know that $\delta(0)=\operatorname{dim}_{\mathbb{k}} \mathcal{A}_{\mathbb{F}} /(\mathcal{L}(0)+\Delta(\mathbb{F}))$ by Theorem 9.13, and hence

$$
n=\ell(A) \leq \delta(0)
$$

This completes the proof of the two inequalities.
We turn to the existence and uniqueness of the maximum parallelotope on which $\omega$ vanishes. We continue to assume that $\omega \neq 0$. Now suppose that $A$ is a divisor such that $\omega$ vanishes on $\mathcal{L}(A)$. Suppose that $B$ is a divisor for which $B \leq A$ fails and for which $\omega(\mathcal{L}(B))=0$. We know that the divisor $\max (A, B)$ has the property that $\mathcal{L}(\max (A, B))=\mathcal{L}(A)+\mathcal{L}(B)$. Since $\omega$ vanishes on $\mathcal{L}(A)$ and $\mathcal{L}(B)$, it follows that it vanishes on $\mathcal{L}(\max (A, B))$. Since $B \leq A$ fails, there exists some $v_{0} \in \mathbb{V}_{\mathbb{F}}$ with $\operatorname{ord}_{v_{0}} B>\operatorname{ord}_{v_{0}} A$, and this $v_{0}$ has $\operatorname{ord}_{v_{0}} \max (A, B)>\operatorname{ord}_{v_{0}} A$. Thus deg max $(A, B)>\operatorname{deg} A$.

The second inequality proved above shows that the degree is bounded on all divisors whose parallelotopes are in $\operatorname{ker} \omega$. In finitely many steps we consequently arrive at a divisor $C$ with $\mathcal{L}(C) \subseteq \operatorname{ker} \omega$ such that any divisor $B$ with $\mathcal{L}(B) \subseteq \operatorname{ker} \omega$ has $B \leq C$. Then $C$ is the unique maximum divisor on whose parallelotope $\omega$ vanishes. The parallelotope determines the divisor, and the proof of the corollary is complete.

Recall from Section 2 that the additive subgroup $P_{\mathbb{F}}$ of principal divisors within the group $D_{\mathbb{F}}$ of all divisors breaks $D_{\mathbb{F}}$ into equivalence classes known as divisor classes. The group $C_{\mathbb{F}}=D_{\mathbb{F}} / P_{\mathbb{F}}$ is the group of all divisor classes. The operation of a principal divisor $(y)$, for $y \in \mathbb{F}^{\times}$, on a divisor $A$ is $A \mapsto A+(y)$. On the other hand, we have seen that if a nonzero differential $\omega$ vanishes on $\mathcal{L}(A)$, then $y \omega$ vanishes on $\mathcal{L}(A+(y))$. In the notation of the remarks with Corollary 9.14, we therefore have

$$
\operatorname{Div}(y \omega)=\operatorname{Div}(\omega)+(y)
$$

A single orbit of nonzero differentials under the scalar-multiplication action on $\operatorname{Diff}(\mathbb{F})$ by $\mathbb{F}^{\times}$thus yields a single divisor class within $D_{\mathbb{F}}$. We shall show that $\operatorname{Diff}(\mathbb{F})$ is 1 -dimensional as an $\mathbb{F}$ vector space. Then the nonzero differentials form a single orbit under $\mathbb{F}^{\times}$, and the divisors that arise as $\operatorname{Div}(\omega)$ for some nonzero differential $\omega$ form a single divisor class.

Lemma 9.15. As a vector space over $\mathbb{F}$, the space $\operatorname{Diff}(\mathbb{F})$ of differentials is 1-dimensional.

Proof. First we prove that $\operatorname{Diff}(\mathbb{F})$ is nonzero. Referring to Theorem 9.13, we know that $\delta(A)=\operatorname{dim}_{\mathbb{k}}\left(\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(A)+\Delta(\mathbb{F}))\right)$. If $\delta(A)>0$, then there exist nonzero linear functionals on $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(A)+\Delta(\mathbb{F}))$, and the lift of such a nonzero linear functional to $\mathcal{A}_{\mathbb{F}}$ is a nonzero differential. Thus it is enough to produce a divisor $A$ with $\delta(A)>0$. Fix $v_{0}$ in $\mathbb{V}_{\mathbb{F}}$, and let $A=-2 v_{0}$. Proposition 9.10 shows that $\ell(A)=0$. Therefore

$$
\delta(A)=\ell(A)-\operatorname{deg} A-(1-g)=2+g-1=g+1>0
$$

and this $A$ has $\delta(A)>0$.
Now we shall prove that the $\mathbb{F}$ dimension of $\operatorname{Diff}(\mathbb{F})$ is at most 1 . Arguing by contradiction, suppose that $\omega$ and $\omega^{\prime}$ are differentials that are linearly independent over $\mathbb{F}$. If $\omega$ vanishes on $\mathcal{L}(A)$ and $\omega^{\prime}$ vanishes on $\mathcal{L}\left(A^{\prime}\right)$, then $\omega+\omega^{\prime}$ vanishes on $\mathcal{L}(A) \cap \mathcal{L}\left(A^{\prime}\right) \supseteq \mathcal{L}(C)$, where $C=\min \left(A, A^{\prime}\right)$. Let $B$ be an arbitrary divisor. Suppose for the moment that $L(B) \neq 0$. If $y \neq 0$ is in $L(B)$, then $(y) \geq-B$, and $C+(y) \geq C-B$. So $\mathcal{L}(C+(y)) \supseteq \mathcal{L}(C-B)$. We have seen that the vanishing of $\omega$ on $\mathcal{L}(C)$ implies the vanishing of $y \omega$ on $\mathcal{L}(C+(y))$. Therefore $y \omega$ vanishes on $\mathcal{L}(C-B)$. Similarly $y \omega^{\prime}$ vanishes on $\mathcal{L}(C-B)$.

Still with $L(B) \neq 0$, let $n=\ell(B)$, and let $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ be bases of $L(B)$ over $\mathbb{k}$. Then $x_{1} \omega, \ldots, x_{n} \omega, y_{1} \omega^{\prime}, \ldots, y_{n} \omega^{\prime}$ are linearly independent over $\mathbb{k}$ because a relation

$$
\sum_{i=1}^{n} a_{i} x_{i} \omega+\sum_{j=1}^{n} b_{j} y_{j} \omega^{\prime}=0
$$

would mean that the members $x=\sum_{i=1}^{n} a_{i} x_{i}$ and $y=\sum_{j=1}^{n} b_{j} y_{j}$ of $\mathbb{F}$ have $x \omega+y \omega^{\prime}=0$. Since $\omega$ and $\omega^{\prime}$ are assumed to be linearly independent over $\mathbb{F}$, $x=y=0$. But then $a_{i}=0$ for all $i$ and $b_{j}=0$ for all $j$. Consequently we can generate $2 n$ linearly independent differentials that all vanish on $\mathcal{L}(C-B)$. These differentials may be regarded as linear functionals on the $\mathbb{k}$ vector space $\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(C-B)+\Delta(\mathbb{F}))$, whose $\mathbb{k}$ dimension is $\delta(C-B)$ by Theorem 9.13.

Consequently

$$
\delta(C-B) \geq 2 \ell(B)
$$

and this inequality is true also if $L(B)=0$, by Riemann's inequality. Substituting from the formula for $\delta(\cdot)$, we obtain

$$
\begin{aligned}
\ell(C-B)-\operatorname{deg}(C-B)-1+g & \geq 2 \ell(B) \\
& =2(\operatorname{deg} B+1-g)+\delta(B)) \\
& \geq 2 \operatorname{deg} B+2-2 g
\end{aligned}
$$

because Riemann's inequality shows that $\delta(B) \geq 0$. Replacing $\operatorname{deg}(C-B)$ by $\operatorname{deg} C-\operatorname{deg} B$ gives

$$
\begin{equation*}
\operatorname{deg} B \leq \ell(C-B)-\operatorname{deg} C-3+3 g . \tag{*}
\end{equation*}
$$

Proposition 9.10 shows that $\ell(C-B) \leq 1+\operatorname{deg}(C-B)$ if $\ell(C-B) \neq 0$. In this case the two inequalities together give

$$
2 \operatorname{deg} B \leq-2+3 g
$$

hence $\ell(C-B)=0$ if $\operatorname{deg} B$ is positive and sufficiently large. Choosing then a divisor $B$ with $\operatorname{deg} B$ positive and sufficiently large, we have $\ell(C-B)=0$, and (*) gives

$$
\operatorname{deg} B \leq-\operatorname{deg} C-3+3 g
$$

Since the right side is fixed and the left side can be made arbitrarily large, we have arrived at a contradiction.

As a result of Lemma 9.15, the divisors of the form $\operatorname{Div}(\omega)$ for some nonzero differential $\omega$ constitute a single class in the group $C_{\mathbb{F}}=D_{\mathbb{F}} / P_{\mathbb{F}}$ of divisor classes. This class is called the canonical class of $\mathbb{F}$, and any divisor in the class is called a canonical divisor.

Theorem 9.16 (Riemann-Roch Theorem). Let $\mathbb{F}$ be a function field in one variable over a field $\mathbb{k}$, and suppose that every member of $\mathbb{F}$ not in $\mathbb{k}$ is transcendental over $\mathbb{k}$. If $A$ is any divisor of $\mathbb{F}$ and $C$ is any canonical divisor, then

$$
\ell(A)=\operatorname{deg} A+(1-g)+\ell(C-A),
$$

where $g$ is the genus of $\mathbb{F}$.
Proof. Lemma 9.15 shows that there exists a nonzero differential $\omega_{0}$. Let $C_{0}=\operatorname{Div}\left(\omega_{0}\right)$. Lemma 9.15 shows that $C=C_{0}+\left(y_{0}\right)$ for some $y_{0} \in \mathbb{F}^{\times}$. Then $\omega=y_{0} \omega_{0}$ has

$$
\operatorname{Div}(\omega)=\operatorname{Div}\left(y_{0} \omega_{0}\right)=\operatorname{Div}\left(\omega_{0}\right)+\left(y_{0}\right)=C_{0}+\left(y_{0}\right)=C .
$$

Let $B$ be a divisor to be specified, and consider $C-B$. Any nonzero differential $\omega^{\prime}$ vanishing on $\mathcal{L}(C-B)$ is of the form $\omega^{\prime}=z \omega$ for some $z \in \mathbb{F}^{\times}$by Lemma 9.15, and $\operatorname{Div}\left(\omega^{\prime}\right)=\operatorname{Div}(z \omega)=C+(z)$. Therefore $\mathcal{L}(C+(z)) \supseteq \mathcal{L}(C-B)$, $C+(z) \geq C-B$, and $(z) \geq-B$. This inequality means that $z$ is in $L(B)$. Conversely if $y$ is any nonzero element in $L(B)$, then $(y) \geq-B$ and $C+(y) \geq$ $C-B$. So $\mathcal{L}(C+(y)) \supseteq \mathcal{L}(C-B)$. We know that $y \omega$ vanishes on $\mathcal{L}(C+(y))$, and hence $y \omega$ vanishes on $\mathcal{L}(C-B)$.

Consequently the differentials vanishing on $\mathcal{L}(C-B)$ are exactly the differentials $y \omega$ with $y$ in $L(B)$. Such differentials vanish on $\Delta(\mathbb{F})$ by definition, and the space of them is $\mathbb{k}$ isomorphic to the space of $\mathbb{k}$ linear functionals on $\left.\mathcal{A}_{\mathbb{F}} /(\mathcal{L}(C-B)+\Delta(\mathbb{F}))\right)$. By Theorem 9.13 the latter space has $\mathbb{k}$ dimension $\delta(C-B)$, and hence the space of differentials in question has $\mathbb{k}$ dimension $\delta(C-B)$. In short,

$$
\delta(C-B)=\ell(B)
$$

Since $B$ is arbitrary, we can specialize it to $B=C-A$. Then we obtain

$$
\ell(C-A)=\delta(A)=\ell(A)-\operatorname{deg} A-(1-g)
$$

and the theorem follows.

## 5. Applications of the Riemann-Roch Theorem

We begin with some immediate applications of the Riemann-Roch Theorem, and then we obtain some applications that require arguments that are a bit more subtle. Another application appears in the problems at the end of Chapter X.

Corollary 9.17. If $C$ is any canonical divisor, then $\ell(C)=g$.
Proof. Put $A=0$ in Theorem 9.16, and use the fact given in Corollary 9.4 that $\ell(0)=1$.

Corollary 9.18. If $C$ is any canonical divisor, then $\operatorname{deg} C=2 g-2$.
Proof. Put $A=C$ in Theorem 9.16, and apply Corollary 9.17 and Corollary 9.4.

Corollary 9.19. Any divisor $A$ with $\operatorname{deg} A>2 g-2$ has $\delta(A)=0$, i.e., $\ell(A)=\operatorname{deg} A+(1-g)$.

Proof. If $\operatorname{deg} A>2 g-2$, then it follows from Corollary 9.18 that $\operatorname{deg}(C-A)<0$. By Proposition 9.10, $\ell(C-A)=0$. Then the corollary is immediate from Theorem 9.16.

Corollary 9.20. If $A$ is a divisor with $\operatorname{deg} A=2 g-2$, then either $A$ is a canonical divisor and $\ell(A)=g$, or $A$ is not a canonical divisor and $\ell(A)=g-1$.

Proof. If $A$ is a canonical divisor, then $\ell(A)=g$ by Corollary 9.17. Otherwise, the divisor $C-A$, which has degree 0 by Corollary 9.18 , is not a principal divisor. Any nonzero $y$ in $L(C-A)$ then would have $(y) \geq-(C-A)$ and $0=\operatorname{deg}(y) \geq-\operatorname{deg}(C-A)=0$; hence $v(y)=-\operatorname{ord}_{v}(C-A)$ for all $v$, and $(y)=C-A$, contradiction. Consequently $L(C-A)=0$ and $\ell(C-A)=0$. Theorem 9.16 now gives $\ell(A)=\operatorname{deg} A+(1-g)=(2 g-2)+(1-g)=g-1$.

## EXAMPLES OF CANONICAL DIVISORS.

(1) Genus $g=0$. In Corollary 9.20 with $g=0$, the alternative $\ell(A)=$ $g-1=-1$ is impossible, and therefore every divisor with degree -2 is a canonical divisor.
(2) Genus $g=1$. In Corollary 9.20 with $g=1$, take $A=0$. Then $\ell(A)=$ $1=g$ by Corollary 9.4. So Corollary 9.20 says that the divisor 0 is a canonical divisor.

Corollary 9.21. If $v_{0}$ is in $\mathbb{V}_{\mathbb{F}}$ and $n>\max (2 g-1,0)$, then there exists a nonscalar $x$ in $\mathbb{F}^{\times}$with $(x)_{\infty} \leq n v_{0}$.

Proof. Let $A=n v_{0}$, and let $f_{v_{0}}$ be the residue class degree of $v_{0}$. Then $\operatorname{deg} A=n f_{v_{0}} \geq n>\max (2 g-1,0)$, and Corollary 9.19 gives

$$
\begin{aligned}
\ell(A) & =\operatorname{deg} A+(1-g)=n f_{v_{0}}+(1-g) \\
& >\max (2 g-1,0)+(1-g)=\max (g, 1-g) \geq 1 .
\end{aligned}
$$

Hence $\ell(A) \geq 2$, and $L(A)$ contains a nonscalar element $x$. This $x$ has

$$
-n=-\operatorname{ord}_{v_{0}} A \leq \operatorname{ord}_{v_{0}}(x)=\operatorname{ord}_{v_{0}}(x)_{0}-\operatorname{ord}_{v_{0}}(x)_{\infty}=-\operatorname{ord}_{v_{0}}(x)_{\infty}
$$

and thus $(x)_{\infty} \leq n v_{0}$.
Doubly periodic meromorphic functions on $\mathbb{C}$ in the subject of complex analysis may be viewed as meromorphic functions on some torus, ${ }^{12}$ which is a compact Riemann surface of genus 1. The Weierstrass $\wp$ function for the torus in question has a double pole at one point, two zeros, and no other poles or zeros. It is therefore a function $x$ with $(x)_{\infty}=2 v_{0}$ if $v_{0}$ is the discrete valuation corresponding to the location of the pole. Hence this $x$ provides an example with equality holding in Corollary 9.21 when $g=1$. A theorem of Liouville in this terminology says that there is no meromorphic function on the torus having just one simple pole and no other poles. The final corollaries abstract this result to our setting, but they need an additional hypothesis to ensure that $f_{v_{0}}=1$. Certainly $f_{v_{0}}$ will equal 1 if $\mathbb{k}$ is algebraically closed. We consider $g=1$ and $g>1$ separately. These corollaries will be generalized in Problems 23-25 at the end of the chapter.

Corollary 9.22. If $\mathbb{k}$ is algebraically closed, if $v_{0}$ is in $\mathbb{V}_{\mathbb{F}}$, and if $g=1$, then every $x$ in $\mathbb{F}$ with $(x)_{\infty} \leq v_{0}$ is a scalar multiple of the identity.

Proof. Put $A=v_{0}$. We seek $x \in \mathbb{F}$ with $v_{0}(x) \geq-1=-\operatorname{ord}_{v_{0}} A$ and with $v(x) \geq 0=-\operatorname{ord}_{v} A$ for all other $v$. Thus we seek $x$ in $L(A)$. This $A$ has $\operatorname{deg} A=1=g=2 g-1$. By Corollary $9.19, \ell(A)=\operatorname{deg} A+(1-g)=$ $1+(1-1)=1$. Since $L(A)$ already contains the multiples of the identity, it contains nothing else.

[^106]Corollary 9.23. If $\mathbb{k}$ is algebraically closed, if $v_{0}$ is in $\mathbb{V}_{\mathbb{F}}$, and if $g>1$, then every $x$ in $\mathbb{F}$ with $(x)_{\infty} \leq v_{0}$ is a scalar multiple of the identity.

Proof. We argue by contradiction. Suppose that $x$ is a nonscalar element in $L\left(v_{0}\right)$. Take $r=2 g-1$, and let $c_{1}, \ldots, c_{r}$ be distinct members of $\mathbb{k}$. For each $j$ with $1 \leq j \leq r, x-c_{j}$ is in $L\left(v_{0}\right)$. Since $\operatorname{deg}\left(x-c_{j}\right)=0$, there exists a unique $v_{j} \in \mathbb{V}_{\mathbb{F}}$ with $v_{j}\left(x-c_{j}\right)=1$. The divisor of the element $\left(x-c_{j}\right)^{-1}$ is then $v_{0}-v_{j}$. It follows that every $\mathbb{k}$ linear combination of the elements $\left(x-c_{j}\right)^{-1}$ lies in $L(A)$ for $A=v_{1}+\cdots+v_{r}$. On the other hand, these elements are linearly independent because $v_{j}\left(\sum_{i=1}^{r} a_{i}\left(x-c_{j}\right)^{-1}\right)<0$ if and only if $a_{j} \neq 0$. Thus $\ell(A) \geq 2 g-1$ and $\operatorname{deg} A=2 g-1$. Since $\operatorname{deg} A>2 g-2$, Corollary 9.19 is applicable and gives $\ell(A)=\operatorname{deg} A+1-g$. Thus $2 g-1 \leq \ell(A)=\operatorname{deg} A+1-g=2 g-1+1-g=g$, and we obtain the contradiction $g \leq 1$.

## 6. Problems

1. Let $\mathbb{F}$ be a function field in one variable over the field $\mathbb{k}$, and let $\mathbb{k}^{\prime}$ be the subfield of all members of $\mathbb{F}$ that are algebraic over $\mathbb{k}$.
(a) Suppose that $t_{1}, \ldots, t_{n}$ are members of $\mathbb{k}^{\prime}$ that are linearly independent over $\mathbb{k}$, and suppose that $x \in \mathbb{F}$ is transcendental over $\mathbb{k}$. Prove that $t_{1}, \ldots, t_{n}$ are linearly independent over $\mathbb{k}(x)$.
(b) Deduce from (a) that $\left[\mathbb{k}^{\prime}: \mathbb{k}\right] \leq\left[\mathbb{k}^{\prime}(x): \mathbb{k}(x)\right]$.
(c) Deduce that $\left[\mathbb{k}^{\prime}: \mathbb{k}\right]<\infty$.

Problems 2-4 concern perfect fields, which were defined in Section VII.3. The field $\mathbb{k}$ is perfect if either it has characteristic 0 or else it has characteristic $p$ and the field map $x \mapsto x^{p}$ of $\mathbb{k}$ into itself is onto.
2. Prove that an algebraic extension of a perfect field is perfect.
3. When $\mathbb{k}$ is perfect, refine an argument in Section 1 by making use of Theorems $7.18,7.20,7.22$, and the Theorem of the Primitive Element, and show that any function field in one variable is the function field of some affine plane curve irreducible over $\mathbb{k}$.
4. Let $\mathbb{k}$ be a perfect field. An affine plane curve $f(X, Y)$ irreducible over $\mathbb{k}$ is nonsingular at a point $(a, b)$ of its zero locus if at least one of $\frac{\partial f}{\partial X}(a, b)$ and $\frac{\partial f}{\partial Y}(a, b)$ is nonzero. Using Bezout's Theorem and taking a cue from the proof of Theorem 7.20, prove that the curve can be singular at only finitely many points of its zero locus.

Problems 5-11 seek to attach a discrete valuation of the function field of an irreducible affine plane curve to each point of the zero locus at which the curve is nonsingular. Let $\mathbb{k}$ be a base field, let $f(X, Y)$ be an irreducible polynomial in $\mathbb{k}[X, Y]$, let $R=$
$\mathbb{k}[X, Y] /(f(X, Y))$, let $x$ and $y$ be the images of $X$ and $Y$ in $R$, and let $\mathbb{F}$ be the field of fractions of $R$. Suppose that $(a, b) \in \mathbb{k}^{2}$ has the property that $f(a, b)=0$. The condition of nonsingularity of $f$ at $(a, b)$ is that one of $\frac{\partial f}{\partial X}$ and $\frac{\partial f}{\partial Y}$ be nonvanishing at $(a, b)$, and it will be assumed that $\frac{\partial f}{\partial X}(a, b) \neq 0$. Observe from Lemma 7.16 that if $S$ is any integral domain, if $s$ is in $S$, and if $c(X)$ is in $S[X]$, then $c(X)-c(s)=(X-s) d(X)$ for some $d(X)$ in $S[X]$.
5. Let $f_{1}(X)$ be the member of $\mathbb{k}[X]$ defined as above to make $f(X, b)=$ $(X-a) f_{1}(X)$. Using the fact that $\frac{\partial f}{\partial X}(a, b) \neq 0$, prove that $f_{1}(a) \neq 0$ and therefore also that $f_{1}(x) \neq 0$.
6. Let $g(X, Y)$ be a member of $\mathbb{k}[X, Y]$ with $g(x, y) \neq 0$. Prove that if $g(a, b)=0$, then there exist $g_{1}(X)$ in $\mathbb{k}[X]$ and $h_{1}(X, Y)$ in $\mathbb{k}[X, Y]$ with

$$
g(X, Y) f_{1}(X)-f(X, Y) g_{1}(X)=(Y-b) h_{1}(X, Y)
$$

and deduce that $g(x, y)=(y-b) h_{1}(x, y) / f_{1}(x)$.
7. Show that there is a discrete valuation $v_{1}$ of $\mathbb{F}$ over $\mathbb{k}$ with $v_{1}(y-b)>0$.
8. If $h(a, b)=0$ in Problem 6, then the process can be repeated to give

$$
g(x, y)=(y-b)^{2} h_{2}(x, y) / f_{1}(x)^{2} .
$$

It can be repeated again if $h_{2}(a, b)=0$, and so on. By applying the valuation $v_{1}$ of the previous problem to $g(a, y)$, show that there is an upper bound to the integers $k \geq 0$ such that a nonzero member $g(x, y)$ in $R$ can be written in the form $g(x, y)=(y-b)^{k} h_{k}(x, y) / f_{1}(x)^{k}$ for some $h_{k}(x, y)$ in $R$.
9. (a) Deduce that each nonzero $g(x, y)$ in $R$ is of the form

$$
g(x, y)=(y-b)^{n} h(x, y) / f_{1}(x)^{n}
$$

with $n \geq 0, h(x, y)$ in $R$, and $h(a, b) \neq 0$, and that the integer $n$ and the member $h(x, y)$ of $R$ are uniquely determined by $g(x, y)$.
(b) Conclude that every nonzero member $g(x, y)$ of the field of fractions $\mathbb{F}$ is of the form $(y-b)^{n} h_{1}(x, y) / h_{2}(x, y)$ with $n$ in $\mathbb{Z}, h_{1}(x, y)$ and $h_{2}(x, y)$ nonzero in $R, h_{1}(a, b) \neq 0$, and $h_{2}(a, b) \neq 0$.
(c) Prove in (b) that $g(x, y)$ uniquely determines $n$.
10. Write each nonzero $g(x, y)$ in $\mathbb{F}$ as in (b) of the previous problem, and put $v(g)=n$. Also, define $v(0)=\infty$. Show that the resulting function $v$ is a well-defined valuation of $\mathbb{F}$ having $R$ in its valuation ring, taking the value 0 on all members of $R$ that are nonvanishing at $(a, b)$, and having all members of $R$ vanishing at $(a, b)$ in its valuation ideal.
11. Prove that there is only one valuation of $\mathbb{F}$ over $\mathbb{k}$ taking the value 0 on all members of $R$ that are nonvanishing at $(a, b)$ and having all members of $R$ vanishing at $(a, b)$ in its valuation ideal.

Problems 12-20 compute the genus of certain function fields in one variable. Let $\mathbb{k}$ be a field of characteristic $\neq 2$, let $f(X)$ be a square-free nonconstant polynomial in $\mathbb{k}[X]$, let $\mathbb{F}=\mathbb{k}(X)[Y] /\left(Y^{2}-f(X)\right)$, and let $x$ and $y$ be the images of $X$ and $Y$ in $\mathbb{F}$. In these problems, $p$ denotes a positive integer.
12. Verify that
(a) the element $x$ is transcendental over $\mathbb{k}, y$ is algebraic over $\mathbb{k}(x)$ with $y^{2}=$ $f(x)$, and $\mathbb{F}$ is a function field in one variable over $\mathbb{k}$,
(b) every member of $\mathbb{F}$ is uniquely of the form $a(x)+y b(x)$ with $a(x)$ and $b(x)$ in $\mathbb{k}(x)$,
(c) every member of $\mathbb{F}$ not in $\mathbb{k}$ is transcendental over $\mathbb{k}$,
(d) $\mathbb{F} / \mathbb{k}(x)$ is a Galois extension of degree 2 , and the nontrivial element $\sigma$ of $\operatorname{Gal}(\mathbb{F} / \mathbb{k}(x))$ satisfies $\sigma(a(x)+y b(x))=a(x)-y b(x)$ for $a(x)$ and $b(x)$ in $\mathbb{k}(x)$.
13. Prove that the integral closure of $\mathbb{K}[x]$ in $\mathbb{F}$ is the ring $R$ of all elements $a(x)+y b(x)$ such that $a(x)$ and $b(x)$ are in $\mathbb{k}(x)$.
14. (a) Deduce from the previous problem that $R$ is the set of all members $z$ of $\mathbb{F}$ such that $v(z) \geq 0$ for all $v$ in $D_{\mathbb{F}}$ that satisfy $v(x) \geq 0$.
(b) Deduce from (a) that $L\left(p(x)_{\infty}\right) \subseteq R$.
15. Let $v$ be any member of $D_{\mathbb{F}}$ with $v(x)<0$.
(a) Prove that every nonzero $c(x)$ in $\mathbb{k}[x]$ has $v(c(x))=(\operatorname{deg} c) v(x)$.
(b) Prove that $v(y)=\frac{1}{2}(\operatorname{deg} f) v(x)$.
(c) Prove that if $a(x)$ and $b(x)$ are in $\mathbb{k}[x]$ with $\operatorname{deg} b+\frac{1}{2} \operatorname{deg} f \leq p$ and $\operatorname{deg} a \leq p$, then $v(a(x)+y b(x)) \geq p v(x)$.
16. Prove that if $a(x)$ and $b(x)$ are in $\mathbb{k}[x]$ with $\operatorname{deg} b+\frac{1}{2} \operatorname{deg} f \leq p$ and $\operatorname{deg} a \leq p$, then $a(x)+y b(x)$ lies in $L\left(p(x)_{\infty}\right)$.
17. (a) Prove that if $v$ is in $D_{\mathbb{F}}$ and if $\sigma$ is in $\operatorname{Gal}(\mathbb{F} / \mathbb{k}(x))$, then the function $v^{\sigma}$ defined by $v^{\sigma}(z)=v(\sigma(z))$ for $z \in \mathbb{F}$ is in $D_{\mathbb{F}}$.
(b) Why is $v(x)<0$ if and only if $v^{\sigma}(x)<0$ ?
(c) Deduce that if $z$ is in $L\left(p(x)_{\infty}\right)$, then so is $\sigma(z)$.
18. (a) Using the previous problem, show that if $a(x)$ and $b(x)$ are in $\mathbb{k}[x]$ with $a(x)+y b(x)$ in $L\left(p(x)_{\infty}\right)$ and if $v$ is a member of $D_{\mathbb{F}}$ with $v(x)<0$, then $v(a(x)) \geq p v(x)$ and $v\left(a(x)^{2}-f(x) b(x)^{2}\right) \geq 2 p v(x)$. Conclude that $\operatorname{deg} a \leq p$ and $\operatorname{deg}\left(a^{2}-f b^{2}\right) \leq 2 p$.
(b) Deduce that $L\left(p(x)_{\infty}\right)$ consists of all members $a(x)+y b(x)$ of $R$ such that $\operatorname{deg} a \leq p$ and $\operatorname{deg} b+\frac{1}{2} \operatorname{deg} f \leq p$.
19. Calculate that $\ell\left(p(x)_{\infty}\right)=2 p+2-\left[\frac{1}{2}(1+\operatorname{deg} f)\right]$ if $p \geq\left[\frac{1}{2}(1+\operatorname{deg} f)\right]$. Here [ $\cdot$ ] denotes the greatest integer function.
20. (a) Why is $\operatorname{deg}(x)_{\infty}=2$ ?
(b) Using Corollary 9.19 with $A=p(x)_{\infty}$ for a suitable $p$, prove that the genus of $\mathbb{F}$ is $g=\left[\frac{1}{2}(1+\operatorname{deg} f)\right]-1$.

Problems 21-22 compute the genus of certain further function fields in one variable. The notation is as in Problems 12-20 except that $f(X)$ is allowed to have repeated factors. Suppose that $f(X)=g(X)^{2} h(X)$, where $h(X)$ is a square-free nonconstant polynomial and $g(X)$ is in $\mathbb{k}[X]$. Let $\mathbb{F}=\mathbb{k}(X)[Y] /\left(Y^{2}-f(X)\right)$.
21. With $\mathbb{F}^{\prime}=\mathbb{k}(X)[Z] /\left(Z^{2}-h(X)\right)$, exhibit a field isomorphism $\mathbb{F} \rightarrow \mathbb{F}^{\prime}$ fixing $\mathbb{k}$.
22. Suppose that $f(X)$ has degree 3 .
(a) Prove that $\mathbb{F}$ has genus 1 if $f(X)$ has no repeated root in $\mathbb{k}$ and that $\mathbb{F}$ has genus 0 otherwise.
(b) Prove that the affine plane curve $Y^{2}-f(X)$ over $\mathbb{k}$ has a singularity in $\mathbb{k}_{\text {alg }}^{2}$ if and only if $f(X)$ has a repeated root in $\mathbb{k}_{\text {alg }}^{2}$. Here $\mathbb{k}_{\text {alg }}$ denotes an algebraic closure of $\mathbb{k}$.

Problems 23-25 introduce Weierstrass points. Let $\mathbb{k}$ be an algebraically closed field, and let $\mathbb{F}$ be a function field in one variable over $\mathbb{k}$ of genus $g$. Fix a discrete valuation $v$ in $D_{\mathbb{F}}$.
23. Why is it true that $\ell(0 v)=1, \ell(1 v)=1$ if $g \geq 1, \ell((2 g-1) v)=g, \ell(2 g v)=$ $g+1$, and $\ell(n v) \leq \ell((n+1) v) \leq \ell(n v)+1$ for all integers $n \geq 0$ ?
24. Deduce from the previous problem that there exist exactly $g$ integers $0<n_{1}<$ $n_{2}<\cdots<n_{g}<2 g$ such that there is no $x$ in $\mathbb{F}$ with $(x)_{\infty}=n_{i} v$. (Educational note: The integers $n_{i}$ are called the Weierstrass gaps of $v$, and $\left(n_{1}, \ldots, n_{g}\right)$ is the gap sequence for $v$. Classically when $\mathbb{F}$ is viewed as the function field of an everywhere nonsingular projective curve, then the points of the zero locus in projective space are in one-one correspondence with the members of $D_{\mathbb{F}}$; with this understanding, the point corresponding to $v$ is called a Weierstrass point if the gap sequence for $v$ is anything but $(1,2, \ldots, g)$. Accordingly let us call $v$ a Weierstrass valuation in this case.)
25. Prove that
(a) $v$ is a Weierstrass valuation if and only if $\ell(g v)>1$.
(b) 1 is a Weierstrass gap if $g>0$.
(c) $v$ is not a Weierstrass valuation if $g=0$ or $g=1$.
(d) if $r$ and $s$ are positive integers with sum $<2 g$ that are not Weierstrass gaps at $v$, then $r+s$ is not a Weierstrass gap at $v$.
(e) if 2 is not a Weierstrass gap at $v$, then the gap sequence is $(1,3,5, \ldots, 2 g-1)$.

## CHAPTER X

## Methods of Algebraic Geometry


#### Abstract

This chapter investigates the objects and mappings of algebraic geometry from a geometric point of view, making use especially of the algebraic tools of Chapter VII and of Sections $7-10$ of Chapter VIII. In Sections $1-12, \mathbb{k}$ denotes a fixed algebraically closed field.

Sections 1-6 establish the definitions and elementary properties of varieties, maps between varieties, and dimension, all over $\mathbb{k}$. Sections $1-3$ concern varieties and dimension. Affine algebraic sets, affine varieties, and the Zariski topology on affine space are introduced in Section 1, and projective algebraic sets and projective varieties are introduced in Section 3. Section 2 defines the geometric dimension of an affine algebraic set, relating the notion to Krull dimension and transcendence degree. The actual context of Section 2 is a Noetherian topological space, the Zariski topology on affine space being an example. In such a space every closed subset is the finite union of irreducible closed subsets, and the union can be written in a certain way that makes the decomposition unique. Every nonempty closed set has a meaningful geometric dimension. In affine space the irreducible closed sets are the varieties, and each variety acquires a geometric dimension. The discussion in Section 2 applies in the context of projective space as well, and thus each projective variety acquires a geometric dimension. Moreover, any nonempty open subset of a Noetherian space is Noetherian. A nonempty open subset of an affine variety is called quasi-affine, and a nonempty open subset of a projective variety is called quasiprojective. Each quasi-affine variety or quasiprojective variety has a dimension equal to that of its closure, which is a variety.


Sections 4-6 take up maps between varieties. Section 4 introduces spaces of scalar-valued functions on quasiprojective varieties - rational functions, functions regular at a point, and functions regular on an open set. The section goes on to relate these notions for the different kinds of varieties. Section 5 introduces morphisms, which are a restricted kind of function between varieties. The tools of Sections $4-5$ together show that for many purposes all the different kinds of varieties can be treated as quasiprojective varieties. Section 6 introduces rational maps between varieties; these are not everywhere-defined functions, but each can be restricted to an open dense subset on which it is a morphism. Rational maps with dense image correspond to field mappings of the fields of rational functions, with the order of the mappings reversed.

Section 7 concerns singularities at points of varieties, still over the field $\mathfrak{k}$. Zariski's Theorem was stated in Chapter VII for affine varieties and partly proved at that time. In the current context it has a meaning for any point of any quasiprojective variety. The section proves the full theorem, which characterizes singular points in a way that shows they remain singular under isomorphisms of varieties.

Section 8 concerns classification questions over $\mathbb{k}$ for irreducible curves, i.e., quasiprojective varieties of dimension 1. From Section 6 it is known that two irreducible curves are equivalent under rational maps if and only if their fields of rational functions are isomorphic. The main theorem of Section 8 is that each such equivalence class of irreducible curves contains an everywhere nonsingular projective curve, and this curve is unique up to isomorphism of varieties. The points of this curve are parametrized by those discrete valuations of the underlying function field that are defined over k .

Sections 9-12 relate the general theory of Sections 1-6 to the topic of solutions of simultaneous solutions of polynomial equations, as treated at length in Chapter VIII. Section 9 treats monomial ideals in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, identifying their zero loci concretely and computing their dimension. The section goes on to introduce the affine Hilbert function of this ideal, which measures the proportion of polynomials of degree $\leq s$ not in the ideal. In the way that this function is defined, it is a polynomial for large $s$ called the affine Hilbert polynomial of the ideal. Its degree equals the dimension of the zero locus of the ideal. Section 10 extends this theory from monomial ideals to all ideals, again concretely computing the dimension of the zero loci, obtaining an affine Hilbert polynomial, and showing that its degree equals the dimension of the zero locus of the ideal. Section 11 adapts the theory to homogeneous ideals and projective algebraic sets by making use of the cone in affine space over the set in projective space. Section 12 applies the theory of Section 11 to address the question how the dimension of a projective algebraic set is cut down when the set is intersected with a projective hypersurface. A consequence of the theory is the result that a homogeneous system of polynomial equations over an algebraically closed field with more unknowns than equations has a nonzero solution.

Section 13 is a brief introduction to the theory of schemes, which extends the theory of varieties by replacing the underlying algebraically closed field by an arbitrary commutative ring with identity.

## 1. Affine Algebraic Sets and Affine Varieties

We come now to the more geometric side of algebraic geometry. At least initially this means that we are interested in the set of simultaneous solutions of a system of polynomial equations in several variables. Because of the Nullstellensatz the natural starting point for the investigation is the case that the underlying field of coefficients is algebraically closed.

Accordingly, throughout Sections $1-6$ of this chapter, $\mathbb{k}$ will denote an algebraically closed field. ${ }^{1}$ We fix a positive integer $n$ and denote by $A$ the polynomial ring $A=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. Typical ideals of $A$ will be denoted by $\mathfrak{a}, \mathfrak{b}, \ldots$. We begin by expanding on some definitions made in Section VIII.2. The set

$$
\mathbb{A}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{k}^{n}\right\}
$$

is called affine $n$-space. Members of $\mathbb{A}^{n}$ are called points in affine $n$-space, and the functions $P \mapsto x_{j}(P)$ give the coordinates of the points.

To each subset $S$ of polynomials in $A$, we associate the locus of common zeros, or zero locus of the members of $S$ :

$$
V(S)=\left\{P \in \mathbb{A}^{n} \mid f(P)=0 \text { for all } f \in S\right\}
$$

Any such set $V(S)$ is called an affine algebraic set in $\mathbb{A}^{n}$. If $S$ is a finite set $\left\{f_{1}, \ldots, f_{k}\right\}$ of polynomials, we allow ourselves to abbreviate $V\left(\left\{f_{1}, \ldots, f_{k}\right\}\right)$

[^107]as $V\left(f_{1}, \ldots, f_{k}\right)$. It is immediate from the definitions that $V(S)$ is the same as $V(\mathfrak{a})$ if $\mathfrak{a}$ is the ideal in $A$ generated by $S$. The Hilbert Basis Theorem shows that every ideal of $A$ is finitely generated, and it follows that every affine algebraic set is of the form $V\left(f_{1}, \ldots, f_{k}\right)$ for some $k$ and some polynomials $f_{1}, \ldots, f_{k}$.

In Chapter VIII we worked extensively with examples of ideals of $A$ and their corresponding affine algebraic sets, and it will not be necessary to give further examples of that kind now.

Observe from the definition that $V(S)=\bigcap_{f \in S} V(f)$ for any subset $S$ of $A$. It follows immediately that $S \mapsto V(S)$, as a function carrying each subset $S$ of $A$ to a subset $V(S)$ of $\mathbb{A}^{n}$, is inclusion reversing: $S_{1} \subseteq S_{2}$ implies $V\left(S_{1}\right) \supseteq V\left(S_{2}\right)$. Using this same identity, we obtain the following further properties of $V$.

Proposition 10.1. Affine algebraic sets in $\mathbb{A}^{n}$ have the following properties:
(a) $V(\varnothing)=V(0)=\mathbb{A}^{n}$ and $V(A)=\varnothing$,
(b) $V\left(\bigcup_{\alpha} S_{\alpha}\right)=\bigcap_{\alpha} V\left(S_{\alpha}\right)$ if the $S_{\alpha}$ 's are arbitrary subsets of $A$,
(c) $V(S)=V\left(S_{1}\right) \cup V\left(S_{2}\right)$ if $S_{1}$ and $S_{2}$ are subsets of $A$ and if $S$ is defined as the set of all products $f_{1} f_{2}$ with $f_{1} \in S_{1}$ and $f_{2} \in S_{2}$.

Proof. Property (a) is immediate. For (b), we have

$$
V\left(\bigcup_{\alpha} S_{\alpha}\right)=\bigcap_{f \in \bigcup_{\alpha} S_{\alpha}} V(f)=\bigcap_{\alpha} \bigcap_{f \in S_{\alpha}} V(f)=\bigcap_{\alpha} V\left(S_{\alpha}\right) .
$$

For (c), we observe first that $V\left(f_{1} f_{2}\right)=V\left(f_{1}\right) \cup V\left(f_{2}\right)$ for any $f_{1}$ and $f_{2}$ in $A$. Then

$$
\begin{aligned}
V(S) & =\bigcap_{\substack{f_{1} \in S_{1}, f_{2} \in S_{2}}} V\left(f_{1} f_{2}\right)=\bigcap_{f_{1} \in S_{1}} \bigcap_{f_{2} \in S_{2}}\left(V\left(f_{1}\right) \cup V\left(f_{2}\right)\right) \\
& =\left(\bigcap_{f_{1} \in S_{1}} V\left(f_{1}\right)\right) \cup\left(\bigcap_{f_{2} \in S_{2}} V\left(f_{2}\right)\right)=V\left(S_{1}\right) \cup V\left(S_{2}\right) .
\end{aligned}
$$

Properties (a), (b), and (c) in the proposition are the axioms for the closed sets in a topology on $\mathbb{A}^{n}$. This topology is called the Zariski topology on affine $n$-space. Every one-point set is closed. The Zariski topology on $\mathbb{A}^{n}$ is never Hausdorff; for example, if $n=1$, then it is the topology on $\mathbb{k}^{1}=\mathbb{k}$ in which the nonempty open sets are the complements of the finite sets. Since one-point sets are closed and the topology is not Hausdorff, the Zariski topology on $\mathbb{A}^{n}$ is never regular. At first glance it looks like a useless topology, but we shall see already in Proposition 10.3b and again in Section 2 that it is quite helpful for handling the bookkeeping used in passing back and forth between algebra and geometry.

Next we introduce a function $E \mapsto I(E)$, carrying each subset $E$ of $\mathbb{A}^{n}$ to an ideal $I(E)$ in $A$, by the definition

$$
I(E)=\{f \in A \mid f(P)=0 \text { for all } P \in E\} .
$$

Then $I(E)=\bigcap_{P \in E} I(\{P\})$. It follows immediately that $E \mapsto I(E)$ is inclusion reversing: $E_{1} \subseteq E_{2}$ implies $I\left(E_{1}\right) \supseteq I\left(E_{2}\right)$. The result for $I(\cdot)$ that parallels Proposition 10.1 is as follows.

Proposition 10.2. For fixed $n$, the function $I(\cdot)$ has the following properties:
(a) $I(\varnothing)=A$ and $I(A)=0$,
(b) $I\left(E_{1} \cup E_{2}\right)=I\left(E_{1}\right) \cap I\left(E_{2}\right)$ if $E_{1}$ and $E_{2}$ are subsets of $\mathbb{A}^{n}$,
(c) $I\left(E_{1} \cap E_{2}\right) \supseteq I\left(E_{1}\right)+I\left(E_{2}\right)$ if $E_{1}$ and $E_{2}$ are subsets of $\mathbb{A}^{n}$.

REMARKS. Equality can fail in (c). For example, if $E_{1}$ is the one-point set $\{0\}$ and $E_{2}$ is its complement, then $I\left(E_{1} \cap E_{2}\right)=I(\varnothing)=A$, while $I\left(E_{2}\right)=0$ and $I\left(E_{1}\right)$ consists of all members of $A$ with 0 constant term.

Proof. Property (a) is immediate. For (b), we have
$I\left(E_{1} \cup E_{2}\right)=\bigcap_{P \in E_{1} \cup E_{2}} I(\{P\})=\left(\bigcap_{P \in E_{1}} I(\{P\})\right) \cap\left(\bigcap_{P \in E_{2}} I(\{P\})\right)=I\left(E_{1}\right) \cap I\left(E_{2}\right)$.
In (c), the fact that $I(\cdot)$ is inclusion reversing implies that $I\left(E_{1} \cap E_{2}\right) \supseteq I\left(E_{1}\right)$ and that $I\left(E_{1} \cap E_{2}\right) \supseteq I\left(E_{2}\right)$. Since $I\left(E_{1} \cap E_{2}\right)$ is closed under addition, (c) follows.

This is all quite elementary. The less trivial question is the extent to which $V(\cdot)$ and $I(\cdot)$ are inverse to one another. Proposition 10.3 gives the answer.

Proposition 10.3. For fixed $n$,
(a) $I(V(\mathfrak{a}))=\sqrt{\mathfrak{a}}$ for each ideal $\mathfrak{a}$ in $A$,
(b) $V(I(E))=\bar{E}$ for each subset $E$ of $\mathbb{A}^{n}$, where $\bar{E}$ is the Zariski closure of $E$,
(c) $V(\mathfrak{a})=V(\sqrt{\mathfrak{a}})$ for each ideal $\mathfrak{a}$ in $A$,
(d) any two ideals $\mathfrak{a}$ and $\mathfrak{b}$ in $A$ have $\mathfrak{a b} \subseteq \mathfrak{a} \cap \mathfrak{b} \subseteq \sqrt{\mathfrak{a} \mathfrak{b}}$ and consequently have $V(\mathfrak{a} \cap \mathfrak{b})=V(\mathfrak{a b})=V(\mathfrak{a}) \cup V(\mathfrak{b})$.

Remarks. Recall from Section VII. 1 that $\sqrt{\mathfrak{a}}$ denotes the radical of $\mathfrak{a}$, consisting of all $f$ in $A$ such that $f^{k}$ is in $\mathfrak{a}$ for some integer $k \geq 1$. The radical of $\mathfrak{a}$ equals $\mathfrak{a}$ itself if $\mathfrak{a}$ is prime.

Proof. Conclusion (a) is the Nullstellensatz as formulated in Theorem 7.1b.
For (b), the definitions show that $V(I(E)) \supseteq E$. Since any set $V(S)$ is Zariski closed, we must have $V(I(E)) \supseteq \bar{E}$. On the other hand, the fact that $\bar{E}$ is closed means that $\bar{E}=V(S)$ for some $S$. Thus $V(S)=\bar{E} \supseteq E$, and the inclusionreversing property of $I(\cdot)$ gives $I(V(S)) \subseteq I(E)$. Since the definitions imply that $S \subseteq I(V(S))$, we obtain $S \subseteq I(E)$. From the inclusion-reversing property of $V(\cdot)$, we conclude that $\bar{E}=V(S) \supseteq V(I(E))$.

For (c), (a) and (b) give $V(\sqrt{\mathfrak{a}})=V(I(V(\mathfrak{a})))=\overline{V(\mathfrak{a})}=V(\mathfrak{a})$ because $V(\mathfrak{a})$ is closed.

For (d), the inclusion $\mathfrak{a b} \subseteq \mathfrak{a} \cap \mathfrak{b}$ is immediate. If $f$ is in $\mathfrak{a} \cap \mathfrak{b}$, then $f$ is in $\mathfrak{a}$ and in $\mathfrak{b}$, and hence $f^{2}$ is in $\mathfrak{a b}$. Thus $f$ is in $\sqrt{\mathfrak{a b}}$. Applying $V(\cdot)$ gives $V(\mathfrak{a b}) \supseteq V(\mathfrak{a} \cap \mathfrak{b}) \supseteq V(\sqrt{\mathfrak{a} \mathfrak{b}})$. Since $V(\mathfrak{a b})=V(\sqrt{\mathfrak{a} \mathfrak{b}})$ by $(c), V(\mathfrak{a} \cap \mathfrak{b})=$ $V(\mathfrak{a b})$. Finally $V(\mathfrak{a b})=V(\mathfrak{a}) \cup V(\mathfrak{b})$ by Proposition 10.1c.

An affine variety is any affine algebraic set of the form $V(\mathfrak{p})$, where $\mathfrak{p}$ is a prime ideal ${ }^{2}$ of $A$. That is, an affine variety is the locus of common zeros of any prime ideal of $A$.

For example, if $f$ is an irreducible polynomial in $A$, then $f$ is prime because $A$ is a unique factorization domain, and consequently the principal ideal $(f)$ is prime. Thus the zero locus in $\mathbb{A}^{2}$ of an irreducible polynomial $f$ in $\mathbb{k}[X, Y]$ is an example of an affine variety. This particular kind of affine variety is called an irreducible affine plane curve. ${ }^{3,4}$ More generally, if $f$ is irreducible in $A=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ with $n \geq 2$, then the zero locus of $f$ in $\mathbb{A}^{n}$ is called an irreducible affine hypersurface. ${ }^{5}$ Another example of an affine variety is any translate of any vector subspace of $\mathbb{A}^{n}$. Examples of affine varieties other than irreducible hypersurfaces, translates of vector subspaces, and varieties built from other varieties in simple ways often take some work to establish. The reason is that it is usually not easy to show that a particular nonprincipal ideal is prime. Here is one example that is manageable.

EXAMPLE. The twisted cubic in $\mathbb{A}^{3}$ is the zero locus $V(\mathfrak{p})$ of the ideal $\mathfrak{p}$ in $\mathbb{k}[X, Y, Z]$ given by $\mathfrak{p}=\left(Y-X^{2}, Z-X^{3}\right)$; that is, $V(\mathfrak{p})=\left\{\left(x, x^{2}, x^{3}\right) \mid x \in \mathbb{k}\right\}$. The substitution homomorphism $\varphi$ that fixes $\mathbb{k}$ and sends $X$ to $X, Y$ to $X^{2}$, and $Z$ to $X^{3}$ carries $\mathbb{k}[X, Y, Z]$ into $\mathbb{k}[X]$. It is onto $\mathbb{k}[X]$ because any polynomial in $X$ alone is sent to itself by $\varphi$. The kernel of $\varphi$ manifestly contains $\mathfrak{p}$. To see that it equals $\mathfrak{p}$, we argue by contradiction. Choose a polynomial $f$ in $\operatorname{ker} \varphi$ not in $\mathfrak{p}$ whose degree in $Z$ is as small as possible and whose degree in $Y$ is as small as possible among those of minimal degree in $Z$. If $Z$ occurs somewhere in $f$, then by replacing all occurrences of $Z$ in $f$ with $X^{3}$, we replace $f$ by another member of $f+\mathfrak{p}$ of lower degree in $Z$, contradiction. Thus $f$ has no $Z$ in it. Arguing

[^108]similarly, we see that $f$ has no $Y$ in it. So $f$ is a polynomial in $X$. Since $\varphi$ acts as the identity on polynomials in $X$ alone, $f=0$. This contradiction shows that $\operatorname{ker} \varphi=\mathfrak{p}$. Since image $\varphi=\mathbb{k}[X]$ is an integral domain, $\mathfrak{p}$ is prime. By the Nullstellensatz, $\mathfrak{p}$ may be described alternatively as the ideal of all polynomials vanishing on $V(\mathfrak{p})$.

Every affine variety is nonempty, as a consequence of the Nullstellensatz. In fact, any prime ideal $\mathfrak{p}$ of $A$ is contained in a maximal ideal $\mathfrak{m}$, whose zero locus is identified as some point $P$ of $\mathbb{A}^{n}$. The inclusion $\mathfrak{p} \subseteq \mathfrak{m}$ implies that $V(\mathfrak{p}) \supseteq$ $V(\mathfrak{m})=\{P\}$. Affine varieties are characterized by a geometric irreducibility property that is stated in Corollary 10.4.

Corollary 10.4. The affine varieties in $\mathbb{A}^{n}$ are characterized as those nonempty Zariski closed sets that cannot be written as the union of two proper closed subsets.

REMARKS. One says that the affine varieties are those affine algebraic sets that are irreducible. Irreducible sets are nonempty by definition.

Proof. Let $V(\mathfrak{p})$ be an affine variety with $\mathfrak{p}$ prime, and suppose that $V(\mathfrak{p})=$ $E_{1} \cup E_{2}$ with $E_{1}$ and $E_{2}$ both closed and properly contained in $V(\mathfrak{p})$. Application of $I(\cdot)$ and use of Proposition 10.2b gives $I(V(\mathfrak{p}))=I\left(E_{1}\right) \cap I\left(E_{2}\right)$. Proposition 10.3a allows us to rewrite this conclusion as $\mathfrak{p}=\mathfrak{b}_{1} \cap \mathfrak{b}_{2}$ with $\mathfrak{b}_{1}=I\left(E_{1}\right)$ and $\mathfrak{b}_{2}=I\left(E_{2}\right)$. By Problem 10a at the end of Chapter VII, $\mathfrak{p}=\mathfrak{b}_{1}$ or $\mathfrak{p}=\mathfrak{b}_{2}$. If $\mathfrak{p}=\mathfrak{b}_{1}$, then $V(\mathfrak{p})=V\left(\mathfrak{b}_{1}\right)=V\left(I\left(E_{1}\right)\right)$, and this equals $E_{1}$ by Proposition 10.3 b because $E_{1}$ is closed. Similarly if $\mathfrak{p}=\mathfrak{b}_{2}$, then $V(\mathfrak{p})=E_{2}$. Thus $E_{1}$ and $E_{2}$ cannot both be proper subsets of $V(\mathfrak{p})$.

Conversely suppose that $E$ is an irreducible closed subset of $\mathbb{A}^{n}$. Let $f$ and $g$ be members of $A$ with $f g$ in $I(E)$. Then Propositions 10.3 b and 10.1c give $E=V(I(E)) \subseteq V(f g)=V(f) \cup V(g)$. Therefore

$$
E=(E \cap V(f)) \cup(E \cap V(g))
$$

exhibits $E$ as the union of two closed sets. By irreducibility one of the two closed sets equals $E$. If $E=E \cap V(f)$, then $E \subseteq V(f)$ and $I(E) \supseteq I(V(f)) \supseteq(f)$. If $E=E \cap V(g)$, then similarly $I(E) \supseteq(g)$. Either way, one of $f$ and $g$ lies in $I(E)$. Since $E$ is assumed nonempty, $I(E)$ is proper. Therefore $I(E)$ is prime.

## 2. Geometric Dimension

We continue to assume that $\mathbb{k}$ is an algebraically closed field and to write $A$ for $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. If $\mathfrak{p}$ is a prime ideal in $A$, then the dimension of the affine variety $V(\mathfrak{p})$ was defined in Section VII. 2 to be the transcendence degree of the field of fractions of the integral domain $A / \mathfrak{p}$ over $\mathbb{k}$. This quantity depends only
on $V(\mathfrak{p})$ because $\mathfrak{p}$ can be recovered from $V(\mathfrak{p})$ by the formula $\mathfrak{p}=I(V(\mathfrak{p}))$ given in Proposition 10.3a. The integral domain $A / \mathfrak{p}$ is finitely generated as a $\mathbb{k}$ algebra with generators $X_{1}+\mathfrak{p}, \ldots, X_{n}+\mathfrak{p}$, and Theorem 7.22 shows that this transcendence degree equals the Krull dimension of the ring $A / \mathfrak{p}$, which is denoted by $\operatorname{dim} A / \mathfrak{p}$. The latter quantity is the supremum of the indices $d$ of all strictly increasing chains $\mathfrak{p}_{0} \varsubsetneqq \mathfrak{p}_{1} \varsubsetneqq \ldots \varsubsetneqq \mathfrak{p}_{d}$ of prime ideals in $A / \mathfrak{p}$.

Because of this equality, it is natural to use the notion of Krull dimension in order to generalize the definition of dimension from varieties to all nonempty affine algebraic sets. ${ }^{6}$ If $\mathfrak{a}$ is an any proper ideal in $A$, not necessarily prime, and $V(\mathfrak{a})$ is its locus of common zeros, we might first try defining $\operatorname{dim} V(\mathfrak{a})$ to be the Krull dimension of $A / \mathfrak{a}$. This approach is a bit cumbersome because two distinct ideals $\mathfrak{a}$ and $\mathfrak{a}^{\prime}$ can have $V(\mathfrak{a})=V\left(\mathfrak{a}^{\prime}\right)$; thus some argument would be needed to see that $\operatorname{dim} V(\mathfrak{a})$ is well defined before it would be possible to proceed.

Instead, we shall give a direct geometric definition of dimension in terms of the Zariski topology on $\mathbb{A}^{n}$. Theorem 10.7 later in this section will show that the geometric quantity $\operatorname{dim} V(\mathfrak{a})$ equals the Krull dimension of $A / \sqrt{\mathfrak{a}}$, thus that the dimension of an affine algebraic set has an algebraic formulation. From this result we shall deduce that $\operatorname{dim} V(\mathfrak{a})$ equals the Krull dimension of $A / \mathfrak{a}$ itself. This algebraic formulation of a definition will not yet allow us to compute dimensions concretely, but we shall introduce in Sections 9-11 an equivalent combinatorial definition of dimension that is computable in terms of Gröbner bases.

A topological space $X$ will be said to be Noetherian if every strictly decreasing sequence of closed subsets is finite in length. An example is affine $n$-space $\mathbb{A}^{n}$. In fact, if $E_{1}, E_{2}, \ldots$ are closed sets in $\mathbb{A}^{n}$ with $E_{1} \supseteq E_{2} \supseteq \cdots$, then the corresponding ideals have $I\left(E_{1}\right) \subseteq I\left(E_{2}\right) \subseteq \cdots$. Since $A$ is Noetherian, there exists some integer $k$ with $I\left(E_{k}\right)=I\left(E_{k+1}\right)=\cdots$. Applying $V(\cdot)$ and using Proposition 10.3b, we obtain $E_{k}=E_{k+1}=\cdots$.

We can generalize the definition of irreducibility for closed sets from $\mathbb{A}^{n}$ to an arbitrary Noetherian topological space. Namely a nonempty closed set $E$ is irreducible if it is not the union of two proper closed subsets. An important observation about any Noetherian topological space is that any nonempty relatively open subset $U$ of an irreducible closed set $V$ is dense in $V$; in fact, if $\bar{U}$ denotes the closure of $U$, then $V=\bar{U} \cup(V-U)$ exhibits $V$ as the union of two closed subsets, and the irreducibility forces $\bar{U}=V$ since $V-U \neq V$.

Proposition 10.5. If $X$ is a Noetherian topological space, then any closed subset is the finite union of irreducible closed subsets. This decomposition of a closed set as such a union may be chosen in such a way that none of the closed sets in the union contains another set in the union, and in this case the decomposition is unique.

[^109]Proof. For existence of some decomposition of each closed set as a finite union of irreducible closed subsets, we argue by contradiction. Assuming that there exists some closed subset $E$ of $X$ that is not the finite union of irreducible closed subsets, we may assume by the Noetherian condition on $X$ that $E$ is minimal among all such counterexamples. Since $E$ cannot itself be irreducible, we can write $E=E_{1} \cup E_{2}$ with $E_{1}$ and $E_{2}$ closed and properly contained in $E$. Since $E$ is minimal among all closed subsets that are not the finite union of irreducible closed subsets, $E_{1}$ and $E_{2}$ can be expressed as finite unions of irreducible closed subsets. Substituting these expressions into the equality $E=E_{1} \cup E_{2}$ gives a contradiction to the fact that $E$ is a counterexample.

This proves existence of a decomposition. By going through the sets in the decomposition one at a time and by discarding any set that is contained in another set, we obtain a decomposition as in the second sentence of the proposition.

For uniqueness, suppose that $E=E_{1} \cup \cdots \cup E_{k}=F_{1} \cup \cdots \cup F_{l}$ gives two decompositions of the asserted kind. Say that $k \geq l$. Since $F_{i} \subseteq E_{1} \cup \cdots \cup \cdots \cup E_{k}$, we obtain $F_{i}=\left(F_{i} \cap E_{1}\right) \cup \cdots \cup\left(F_{i} \cap E_{k}\right)$. Irreducibility of $F_{i}$ implies that $F_{i}=F_{i} \cap E_{j(i)}$ for some $j=j(i)$. Hence $F_{i} \subseteq E_{j(i)}$ for some function $j(i)$ from $\{1, \ldots, l\}$ to $\{1, \ldots, k\}$. Reversing the roles of the $E_{i}$ 's and the $F_{j}$ 's yields a function $i(j)$ such that $E_{j} \subseteq F_{i(j)}$. Then $F_{i} \subseteq E_{j(i)} \subseteq F_{i(j(i))}$. Since no $F_{i}$ contains some $F_{i^{\prime}}$ with $i^{\prime} \neq i$, we conclude that $i(j(i))=i$ for all $i$. Therefore $k=l$, and $i(\cdot)$ and $j(\cdot)$ are inverse to each other.

Corollary 10.6. Every affine algebraic set in $\mathbb{A}^{n}$ can be expressed uniquely as the finite (possibly empty) union of affine varieties in such a way that none of the varieties contains another of the varieties.

Remarks. For example,

$$
V\left(X^{2}-Y^{2}\right)=V(X+Y) \cup V(X-Y)
$$

by Proposition 10.1c, and the affine algebraic set on the left side is expressed as the union of the affine varieties on the right.

Proof. We saw before Proposition 10.5 that $\mathbb{A}^{n}$ is a Noetherian topological space, and Corollary 10.4 shows that the irreducible subsets are the affine varieties. The closed sets are the affine algebraic sets by definition, and hence the result is a special case of Proposition 10.5.

The geometric dimension of a nonempty closed subset $E$ of a Noetherian topological space $X$ is the supremum of the integers $d \geq 0$ such that there exists a strictly increasing chain $E_{0} \varsubsetneqq E_{1} \varsubsetneqq \cdots \varsubsetneqq E_{d}$ of irreducible closed subsets of $E$. This definition makes sense because a chain with $d=0$ can always be formed with $E_{0}$ equal to one of the irreducible closed sets from Proposition 10.5;
however, there is no guarantee in this generality that the geometric dimension will be finite. In any event, it is clear from the definition that if two closed sets $E$ and $E^{\prime}$ have $E \subseteq E^{\prime}$, then the geometric dimension of $E$ is $\leq$ the geometric dimension of $E^{\prime}$.

In the case of a nonempty affine algebraic set $V(S)$, the geometric dimension of $V(S)$ is to refer to this kind of dimension relative to the Zariski topology.

## EXAMPLES OF GEOMETRIC DIMENSION IN $\mathbb{A}^{n}$.

(1) Any one-point set in $\mathbb{A}^{n}$ is closed and plainly has geometric dimension 0 . Any affine variety $V$ with more than one point has geometric dimension $\geq 1$, since $\{P\} \varsubsetneqq V$ is a strictly increasing chain of irreducible closed sets if $P$ is chosen as a point in $V$.
(2) $\mathbb{A}^{n}$ has geometric dimension $n$. This fact will follow from Theorem 10.7 below because $A$ has Krull dimension $n$ as a consequence of Theorem 7.22.
(3) Twisted cubic in $\mathbb{A}^{3}$, namely $\left\{\left(x, x^{2}, x^{3}\right) \mid x \in \mathbb{k}\right\}$. According to the example in Section 1, this is $V(\mathfrak{p})$ for the prime ideal $\mathfrak{p}=\left(Y-X^{2}, Z-X^{3}\right) \subseteq$ $\mathbb{k}[X, Y, Z]$. The inclusions of prime ideals $(X, Y, Z) \supsetneqq\left(Y-X^{2}, Z-X^{3}\right) \supsetneqq$ $\left(Y-X^{2}\right) \supsetneqq 0$ give the strictly increasing chain $\{0\} \varsubsetneqq V(\mathfrak{p}) \varsubsetneqq\left\{\left(x, x^{2}, z\right)\right\} \varsubsetneqq \mathbb{A}^{3}$, which is of the kind described for $\mathbb{A}^{3}$. If another term could be included between $\{0\}$ and $V(\mathfrak{p})$, then we would obtain a sequence showing that $\mathbb{A}^{3}$ has geometric dimension $\geq 4$, in contradiction to Example 2 . So $V(\mathfrak{p})$ has geometric dimension $\leq 1$. In view of Example 1, $V(\mathfrak{p})$ has geometric dimension equal to 1 .

Theorem 10.7. If $\mathfrak{a}$ is any proper ideal of $A$, then the following four quantities are equal:
(a) the geometric dimension of $V(\mathfrak{a})$,
(b) the Krull dimension of $A / \sqrt{\mathfrak{a}}$,
(c) the maximum of the geometric dimension of $V_{j}$ over all affine varieties $V_{j}$ contained in $V(\mathfrak{a})$,
(d) the Krull dimension of $A / \mathfrak{a}$.

REMARKS. We take these equal quantities as the definition of the dimension $\operatorname{dim} V(\mathfrak{a})$ of the affine algebraic set $V(\mathfrak{a})$. Because of Theorem 7.22, these quantities equal the transcendence degree over $\mathbb{k}$ of the field of fractions of $A / \mathfrak{a}$ in the case that $\mathfrak{a}$ is a prime ideal. For $\mathfrak{a}=0$, we know that $\operatorname{dim} A=n$; hence the equal quantities in the theorem are $\leq n$.

Proof. Let

$$
\begin{equation*}
E_{0} \subseteq E_{1} \subseteq \cdots \subseteq E_{d} \tag{*}
\end{equation*}
$$

be an increasing chain of irreducible closed subsets of $V(\mathfrak{a})$, and define $\mathfrak{p}_{j}$ to be the ideal $\mathfrak{p}_{j}=I\left(E_{j}\right)$. Then each $\mathfrak{p}_{j}$ is a prime ideal by Corollary 10.4, and also

$$
\begin{equation*}
\mathfrak{p}_{d} \subseteq \cdots \subseteq \mathfrak{p}_{1} \subseteq \mathfrak{p}_{0} \tag{**}
\end{equation*}
$$

because $I(\cdot)$ is inclusion reversing. If $(*)$ is strictly increasing, then so is $(* *)$; in fact, if $\mathfrak{p}_{j}$ were to equal $\mathfrak{p}_{j-1}$ for some $j$, then we would have $E_{j}=V\left(I\left(E_{j}\right)\right)=$ $V\left(\mathfrak{p}_{j}\right)=V\left(\mathfrak{p}_{j-1}\right)=V\left(I\left(E_{j-1}\right)\right)=E_{j-1}$, contradiction. In $(*)$, we have $E_{d} \subseteq$ $V(\mathfrak{a})$, and thus Proposition 10.3a gives $\sqrt{\mathfrak{a}}=I(V(\mathfrak{a})) \subseteq I\left(E_{d}\right)=\mathfrak{p}_{d}$. In other words, any strictly increasing sequence $(*)$ of irreducible closed subsets of $V(\mathfrak{a})$ yields a strictly increasing sequence $(* *)$ of prime ideals of $A$ that contain $\sqrt{\mathfrak{a}}$.

Conversely if $(* *)$ is a strictly increasing sequence of prime ideals of $A$ containing $\sqrt{\mathfrak{a}}$, and if we define $E_{j}=V\left(\mathfrak{p}_{j}\right)$ for $0 \leq j \leq d$, then we obtain the sequence $(*)$ of irreducible closed subsets of $V(\sqrt{\mathfrak{a}})=V(\mathfrak{a})$, and $(*)$ is strictly increasing, since an equality $E_{j}=E_{j-1}$ would imply that $\mathfrak{p}_{j}=I\left(V\left(\mathfrak{p}_{j}\right)\right)=$ $I\left(E_{j}\right)=I\left(E_{j-1}\right)=I\left(V\left(\mathfrak{p}_{j-1}\right)\right)=\mathfrak{p}_{j-1}$ because of Proposition 10.3a.

Thus the strictly increasing sequences $(*)$ of irreducible closed subsets of $V(\mathfrak{a})$ are in one-one correspondence with the strictly increasing sequences $(* *)$ of prime ideals of $A$ containing $\sqrt{\mathfrak{a}}$. Let $\varphi: A \rightarrow A / \sqrt{\mathfrak{a}}$ be the quotient homomorphism. Application of $\varphi$ to $(* *)$ yields a strictly increasing sequence of ideals of $A / \sqrt{\mathfrak{a}}$ by the First Isomorphism Theorem, and prime ideals map to prime ideals under this correspondence. Thus the existence of a strictly increasing sequence as in $(* *)$ implies that the Krull dimension of $A / \sqrt{\mathfrak{a}}$ is $\geq d$. Meanwhile, the existence of a strictly increasing sequence as in $(*)$ implies that the geometric dimension of $V(\mathfrak{a})$ is $\geq d$. We have seen that these sequences are in one-one correspondence, and therefore the equality of (a) and (b) in the theorem follows.

In (c) certainly the geometric dimension of any $V_{j}$ is $\leq$ the geometric dimension of $V(\mathfrak{a})$. If $d_{0}$ denotes the geometric dimension of $V(\mathfrak{a})$, then we can find a strictly increasing chain as in $(*)$ with $d=d_{0}$ and with all the sets contained in $V(\mathfrak{a})$. Corollary 10.4 shows that $E_{d_{0}}$ is an affine variety contained in $V(\mathfrak{a})$, and the sequence $(*)$ shows that the geometric dimension of $E_{d_{0}}$ is at least $d_{0}$. Thus $V_{j}=E_{d_{0}}$ is an affine variety contained in $V(\mathfrak{a})$ whose geometric dimension equals that of $V(\mathfrak{a})$.

To complete the proof, we show the equality of (b) and (d), i.e., we show that $A / \mathfrak{a}$ and $A / \sqrt{\mathfrak{a}}$ have the same Krull dimension. Since $\mathfrak{a} \subseteq \sqrt{\mathfrak{a}}$, it is enough to show that in any strictly increasing sequence of prime ideals as in $(* *)$ such that all the ideals contain $\mathfrak{a}$, all the ideals actually contain $\sqrt{\mathfrak{a}}$. (Then the sequences $(* *)$ for $\mathfrak{a}$ will be in one-one correspondence with the sequences for $\sqrt{\mathfrak{a}}$, and we can argue using the First Isomorphism Theorem as in the third paragraph of the proof.) Thus let $x$ be in $\sqrt{\mathfrak{a}}$. By definition of radical, $x^{k}$ lies in $\mathfrak{a}$ for some $k$. Since $\mathfrak{a} \subseteq \mathfrak{p}_{d}, x^{k}$ lies in $\mathfrak{p}_{d}$. But $\mathfrak{p}_{d}$ is prime, and therefore $x$ lies in $\mathfrak{p}_{d}$. Thus every ideal in the sequence $(* *)$ for $\mathfrak{a}$ occurs in the sequence $(* *)$ for $\sqrt{\mathfrak{a}}$, and the theorem follows.

The dimension of an irreducible hypersurface in $A=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ is $n-1$, as was observed in Section VII.5. Proposition 10.9 below will prove a converse.

Lemma 10.8. Every minimal nonzero prime ideal in $A$ is principal.
Proof. Let $\mathfrak{p}$ be a minimal nonzero prime ideal, let $f \neq 0$ be a nonzero member, and write $f$ as the product of irreducible elements. Since $\mathfrak{p}$ is prime, one of the irreducible elements, say $g$, lies in $\mathfrak{p}$. Since $A$ is a unique factorization domain, $g$ is prime. Consequently $(g)$ is a prime ideal of $A$ lying in $\mathfrak{p}$. By minimality of $\mathfrak{p}, \mathfrak{p}=(g)$.

Proposition 10.9. Suppose that $\mathfrak{p}$ is a prime ideal of $A$ and $V(\mathfrak{p})$ is the corresponding affine variety. If $\operatorname{dim} V(\mathfrak{p})=n-1$, then $\mathfrak{p}$ is principal, and hence $V(\mathfrak{p})$ is an irreducible hypersurface.

Proof. For any $n \geq 1, \operatorname{dim} V(\mathfrak{p})=n-1<n=\operatorname{dim} V(0)$ implies $\mathfrak{p} \neq 0$. Since $\operatorname{dim} V(\mathfrak{p})=n-1$, there exists a chain

$$
0=\mathfrak{q}_{0} \varsubsetneqq \mathfrak{q}_{1} \varsubsetneqq \cdots \varsubsetneqq \mathfrak{q}_{n-1}
$$

of prime ideals in $A / \mathfrak{p}$. If $\varphi: A \rightarrow A / \mathfrak{p}$ denotes the quotient homomorphism, then this chain lifts to $A$ as

$$
0 \varsubsetneqq \mathfrak{p} \varsubsetneqq \varphi^{-1}\left(\mathfrak{q}_{1}\right) \varsubsetneqq \cdots \varsubsetneqq \varphi^{-1}\left(\mathfrak{q}_{n-1}\right) .
$$

This chain has $n$ members after the 0 at the left, and $A$ has Krull dimension $n$. Consequently the first nonzero element, which is $\mathfrak{p}$, is a minimal nonzero prime ideal of $A$. By Lemma $10.8, \mathfrak{p}$ is principal.

A quasi-affine variety is any nonempty Zariski open subset of an affine variety. These sets and their projective analogs, which will be defined in Section 3, will be the main objects of interest geometrically in Sections $1-6$. If $Y$ is a quasi-affine variety, then the closure $\bar{Y}$ is the affine variety in question because any nonempty relatively open subset of an affine variety is dense in the variety. ${ }^{7}$

Let us see that the relative Zariski topology on a quasi-affine variety $Y$ makes $Y$ into a Noetherian topological space. In fact, if $X$ is a Noetherian topological space and $Y$ is a topological subspace, then $Y$ is Noetherian. To see this, we argue by contradiction, letting $E_{1} \supseteq E_{2} \supseteq \cdots$ be a strictly decreasing sequence of relatively closed sets in $Y$. Then the sequence of closures in $X$ forms a decreasing sequence of closed sets in $X$ with the property that $E_{j}=Y \cap \overline{E_{j}}$ for each $j$ because $E_{j}$ is assumed to be relatively closed in $Y$. It follows that the sequence of closures is strictly decreasing, contradiction.

Consequently any quasi-affine variety $Y$ is Noetherian in the relative Zariski topology and has a meaningful geometric dimension. We write $\operatorname{dim} Y$ for this dimension.

[^110]Lemma 10.10. If $Y$ is a quasi-affine variety in $\mathbb{A}^{n}$ and if $E$ is a nonempty relatively closed subset of $Y$, then $E$ is irreducible ${ }^{8}$ for $Y$ if and only if $\bar{E}$ is irreducible for $\mathbb{A}^{n}$.

REMARKS. We shall actually prove the stronger result that if $Y$ is a nonempty open subset of a Noetherian topological space $X$ (such as $\mathbb{A}^{n}$ ) and if $E$ is a nonempty relatively closed subset of $Y$, then $E$ is irreducible for $Y$ if and only if $\bar{E}$ is irreducible for $X$. This stronger result will be used in Section 3.

Proof. First we check that $E$ reducible implies $\bar{E}$ reducible. If $E$ is reducible, say is a union $E=E_{1} \cup E_{2}$ with $E_{1}$ and $E_{2}$ relatively closed proper subsets of $E$, then $\bar{E}=\overline{E_{1}} \cup \overline{E_{2}}$. Each of $\overline{E_{1}}$ and $\overline{E_{2}}$ is a closed subset of $\bar{E}$. To see that $\overline{E_{1}}$ is proper, we argue by contradiction. If $\overline{E_{1}}=\bar{E}$, then intersecting both sides with $Y$ gives the contradiction $E_{1}=Y \cap \overline{E_{1}}=Y \cap \bar{E}=E$ because $E_{1}$ and $E$ are both relatively closed. Similarly $\overline{E_{2}}$ is proper, and thus $\bar{E}$ is reducible.

Conversely suppose that $\bar{E}$ is reducible, say is a union $\bar{E}=F_{1} \cup F_{2}$ with $F_{1}$ and $F_{2}$ closed in $X$ and properly contained in $\bar{E}$. Intersecting both sides with $Y$ gives $E=Y \cap \bar{E}=Y \cap\left(F_{1} \cup F_{2}\right)=\left(Y \cap F_{1}\right) \cup\left(Y \cap F_{2}\right)$ because $E$ is relatively closed. The sets $Y \cap F_{1}$ and $Y \cap F_{2}$ are relatively closed, and their union is $E$. To see that $E$ is reducible, we argue by contradiction. If $Y \cap F_{1}=E$, then $E \subseteq F_{1}$. Since $F_{1}$ is closed in $X, \bar{E} \subseteq F_{1}$. Thus $F_{1}$ is not a proper subset of $\bar{E}$, contradiction. Similarly we cannot have $Y \cap F_{2}=E$, and therefore $E$ is exhibited as the union of the two proper relatively closed subsets $Y \cap F_{1}$ and $Y \cap F_{2}$.

Proposition 10.11. If $Y$ is a quasi-affine variety in $\mathbb{A}^{n}$, then $\operatorname{dim} Y=\operatorname{dim} \bar{Y}$. Here $\operatorname{dim} \bar{Y}$ refers to the dimension of the affine variety $\bar{Y}$ in any of the senses of Theorem 10.7.

REMARKS. This proposition is a formal consequence of Lemma 10.10. The stronger statement that we actually prove is that if $Y$ is a nonempty open subset of a Noetherian topological space $X$, then the geometric dimension of $Y$ as a Noetherian space equals the geometric dimension of $X$ as a Noetherian space.

PROOF. Let $E_{0} \subseteq E_{1} \subseteq \cdots \subseteq E_{d}$ be a strictly increasing sequence of relatively closed irreducible subsets of $Y$. Then $\bar{E}_{0} \subseteq \bar{E}_{1} \subseteq \cdots \subseteq \bar{E}_{d}$ is an increasing sequence of closed subsets of $\mathbb{A}^{n}$, each of which is irreducible by Lemma 10.10. Since $E_{j}=Y \cap \overline{E_{j}}$ for each $j$, the sets $\overline{E_{j}}$ are strictly increasing. Since the given sequence of sets $E_{j}$ is arbitrary, it follows that $\operatorname{dim} Y \leq \operatorname{dim} \bar{Y}$.

For the reverse inequality, let $F_{0} \subseteq F_{1} \subseteq \cdots \subseteq F_{d}$ be a strictly increasing sequence of irreducible closed subsets of $\bar{Y}$. If $E_{j}$ denotes $F_{j} \cap Y$, then $E_{0} \subseteq$
$8 \ldots$ in the sense of not being the union of two relatively closed proper subsets.
$E_{1} \subseteq \cdots \subseteq E_{d}$ is an increasing sequence of relatively closed subsets of $Y$, each of which is irreducible by Lemma 10.10. Since $F_{j}=\overline{E_{j}}$, the sets $E_{j}$ are strictly increasing. Since the given sequence of sets $F_{j}$ is arbitrary, it follows that $\operatorname{dim} \bar{Y} \leq \operatorname{dim} Y$.

## 3. Projective Algebraic Sets and Projective Varieties

We continue to assume that $\mathbb{k}$ is an algebraically closed field and to write $A$ for $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. In Section VIII. 3 we studied the projective analogs of affine plane curves, and the task for the present section is to study similarly the projective analogs of general affine algebraic sets, affine varieties, and quasi-affine varieties.

As in Section VIII.3, projective $n$-space over $\mathbb{k}$ is defined set theoretically as the quotient

$$
\mathbb{P}^{n}=\left\{\left(x_{0}, \ldots, x_{n}\right) \in \mathbb{k}^{n+1}-\{0\}\right\} / \sim,
$$

where $\left(x_{0}^{\prime}, \ldots, x_{n}^{\prime}\right) \sim\left(x_{0}, \ldots, x_{n}\right)$ if $\left(x_{0}^{\prime}, \ldots, x_{n}^{\prime}\right)=\lambda\left(x_{0}, \ldots, x_{n}\right)$ for some $\lambda \in \mathbb{k}^{\times}$. We write $\left[x_{0}, \ldots, x_{n}\right]$ for the class of $\left(x_{0}, \ldots, x_{n}\right)$ in $\mathbb{P}^{n}$.

Put $\widetilde{A}=\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$. The polynomials of interest for algebraic geometry relative to $\mathbb{P}^{n}$ are the homogeneous polynomials in $\widetilde{A}$. The definitions of "monomial," "total degree" of a monomial, "homogeneous polynomial," and "degree" of a homogeneous polynomial all appear in Section VIII.3; monomials are defined so as to have coefficient 1 . By convention the 0 polynomial is homogeneous of every degree. We write $\widetilde{A}_{d}=\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{d}$ for the $\mathbb{k}$ vector space of homogeneous polynomials of degree $d$. Each member $F$ of $\widetilde{A}_{d}$ satisfies

$$
F\left(\lambda x_{0}, \ldots, \lambda x_{n}\right)=\lambda^{d} F\left(x_{0}, \ldots, x_{n}\right)
$$

for all $\left(x_{0}, \ldots, x_{n}\right) \in \mathbb{k}^{n+1}$ and $\lambda \in \mathbb{k}^{\times}$. Conversely the fact that the mapping of polynomials into polynomial functions is one-one for an infinite field implies that a member $F$ of $A$ is homogeneous of degree $d$ if it satisfies the above displayed property. Four further properties of $\widetilde{A}_{d}$ from Section VIII. 3 are that

- the zero locus of a member of $\widetilde{A}_{d}$ is well defined as a subset of $\mathbb{P}^{n}$,
- the monomials of total degree $d$ form a $\mathbb{k}$ basis of the vector space $\widetilde{A}_{d}$,
- $\operatorname{dim}_{\mathrm{k}} \widetilde{A}_{d}=\binom{d+n}{n}$,
- any polynomial factor of a homogeneous polynomial over a field $\mathbb{k}$ is homogeneous.
An ideal $\mathfrak{a}$ in $\widetilde{A}$ is called a homogeneous ideal if it is the vector-space sum over $d \geq 0$ of its intersections with $\widetilde{A}_{d}: \mathfrak{a}=\bigoplus_{d=0}^{\infty}\left(\mathfrak{a} \cap \widetilde{A}_{d}\right)$. Any ideal in $\widetilde{A}$ that is generated by homogeneous polynomials is a homogeneous ideal. A special case of this fact is that if a $\mathbb{k}$ vector subspace $\mathfrak{a}_{d}$ of $\widetilde{A}_{d}$ is specified for each
integer $d \geq 0$, then $\mathfrak{a}=\bigoplus_{d=0}^{\infty} \mathfrak{a}_{d}$ is a homogeneous ideal if and only if for each $d \geq 0$ and $e \geq 0$, the inclusion $F \widetilde{A}_{d} \subseteq \widetilde{A}_{d+e}$ holds for each $F$ in $\widetilde{A}_{e}$.

We can now imitate some of the development of Sections 1 and 2 for the present context as long as we stick to homogeneous polynomials in $\widetilde{A}$ and to homogeneous ideals. For any homogeneous polynomial $F$ in $\widetilde{A}$, the set

$$
V(F)=\left\{P=\left[x_{0}, \ldots, x_{n}\right] \in \mathbb{P}^{n} \mid F\left(x_{0}, \ldots, x_{n}\right)=0\right\}
$$

is well defined by the first bulleted property above. Thus if $S$ is any set of homogeneous elements in $\widetilde{A}$, we can associate the locus of common zeros in $\mathbb{P}^{n}$, or zero locus, of the members of $S$ by the formula

$$
V(S)=\bigcap_{F \in S} V(F)
$$

If $\mathfrak{a}$ is a homogeneous ideal, then $V(\mathfrak{a})$ by convention means $V(S)$, where $S$ is the subset of all homogeneous members of $\mathfrak{a}$. Any such set $V(S)$ is called a projective algebraic set in $\mathbb{P}^{n}$. The function $S \mapsto V(S)$ is inclusion reversing. The analog of Proposition 10.1 in the present context is that projective algebraic sets have the following properties:
(i) $V(\varnothing)=V(0)=\mathbb{P}^{n}$ and $V(\tilde{A})=\varnothing$,
(ii) $V\left(\bigcup_{\alpha} S_{\alpha}\right)=\bigcap_{\alpha} V\left(S_{\alpha}\right)$ if the $S_{\alpha}$ 's are arbitrary sets of homogeneous elements in $\widetilde{A}$,
(iii) $V(\underset{\sim}{S})=V\left(S_{1}\right) \cup V\left(S_{2}\right)$ if $S_{1}$ and $S_{2}$ are sets of homogeneous elements in $A$ and if $S$ is defined as the set of all products $F_{1} F_{2}$ with $F_{1} \in S_{1}$ and $F_{2} \in S_{2}$.
Consequently the projective algebraic sets in $\mathbb{P}^{n}$ form the closed sets for a topology on $\mathbb{P}^{n}$ called the Zariski topology on $\mathbb{P}^{n}$.

Next we associate to each point $P$ of $\mathbb{P}^{n}$ a homogeneous ideal $I(P)$ in $\tilde{A}$ by the definition

$$
I(P)=\left\{F \in \widetilde{A} \mid F\left(x_{0}, \ldots, x_{n}\right)=0 \text { whenever }\left[x_{0}, \ldots, x_{n}\right]=P\right\}
$$

Problem 1 at the end of the chapter shows that $I(P)$ is indeed a homogeneous ideal. In terms of the ideals $I(P)$, we define $I(E)=\bigcap_{P \in E} I(P)$ for each subset $E$ of $\mathbb{P}^{n}$. The result $E \mapsto I(E)$ is a function carrying subsets $E$ of $\mathbb{P}^{n}$ to homogeneous ideals $I(E)$ in $\widetilde{A}^{n}$. The function $E \mapsto I(E)$ is inclusion reversing, and the same argument as for Proposition 10.2 shows that for each $n$ it satisfies
(i) $I(\varnothing)=\tilde{A}$ and $I\left(\mathbb{P}^{n}\right)=0$,
(ii) $I\left(E_{1} \cup E_{2}\right)=I\left(E_{1}\right) \cap I\left(E_{2}\right)$ if $E_{1}$ and $E_{2}$ are subsets of $\mathbb{P}^{n}$,
(iii) $I\left(E_{1} \cap E_{2}\right) \supseteq I\left(E_{1}\right)+I\left(E_{2}\right)$ if $E_{1}$ and $E_{2}$ are subsets of $\mathbb{P}^{n}$.

If $S$ is any set of homogeneous elements in $\widetilde{A}$ and if $V=V(S)$ is the corresponding projective algebraic set in $\mathbb{P}^{n}$, then we define the cone over $V$ to be the subset of $\mathbb{A}^{n+1}$ given by

$$
C(V)=(0, \ldots, 0) \cup\left\{\left(x_{0}, \ldots, x_{n}\right) \in \mathbb{A}^{n+1} \mid\left[x_{0}, \ldots, x_{n}\right] \in V\right\} .
$$

This kind of set has the following two properties:
(i) $V$ nonempty implies that the ideals $I(C(V))$ and $I(V)$ in $\tilde{A}$ are equal,
(ii) any homogeneous ideal $\mathfrak{a}$ in $\widetilde{A}$ with $V(\mathfrak{a})$ nonempty in $\mathbb{P}^{n}$ has $C(V(\mathfrak{a}))$ equal to the subset $V(\mathfrak{a})$ in affine $(n+1)$-space.
Use of this device reduces a number of questions about $\mathbb{P}^{n}$ to questions about $\mathbb{A}^{n+1}$. An example is a projective analog of Proposition 10.3, which appears as the next proposition.

Proposition 10.12. For fixed $n$,
(a) (homogeneous Nullstellensatz) a homogeneous ideal $\mathfrak{a}$ in $\widetilde{A}$ has $V(\mathfrak{a})$ empty in $\mathbb{P}^{n}$ if and only if there is an integer $N$ such that $\mathfrak{a}$ contains $\widetilde{A}_{k}$ for $k \geq N$,
(b) $I(V(\mathfrak{a}))=\sqrt{\mathfrak{a}}$ for each homogeneous ideal $\mathfrak{a}$ in $\widetilde{A}$ for which $V(\mathfrak{a})$ is nonempty in $\mathbb{P}^{n}$,
(c) $V(I(E))=\bar{E}$ for each subset $E$ of $\mathbb{P}^{n}$, where $\bar{E}$ is the Zariski closure of $E$ in $\mathbb{P}^{n}$.

REMARK. For clarity in the proof, let us write $V_{a}(\cdot)$ and $V_{p}(\cdot)$ to distinguish zero loci in $\mathbb{A}^{n+1}$ from zero loci in $\mathbb{P}^{n}$.

Proof. For (a), $V_{p}(\mathfrak{a})$ is empty in $\mathbb{P}^{n}$ if and only if $V_{a}(\mathfrak{a})$ is contained in $\{0\}$ in $\mathbb{A}^{n+1}$, if and only if $\sqrt{\mathfrak{a}}=I\left(V_{a}(\mathfrak{a})\right)$ contains $\left(X_{0}, \ldots, X_{n}\right)$ by the affine Nullstellensatz. In this case if $f_{1}, \ldots, f_{r}$ are generators of $\sqrt{\mathfrak{a}}$, then the elements $f_{1}^{m}, \ldots, f_{r}^{m}$ are in $\mathfrak{a}$ for some $m$, and it follows that $\left(\sum_{j=1}^{r} c_{r} f_{j}\right)^{k}$ lies in $\mathfrak{a}$ for all scalars $c_{j}$ whenever $k \geq r m$; hence $\widetilde{A}_{k} \subseteq \mathfrak{a}$ for $k \geq r m$. Conversely if $\sqrt{\mathfrak{a}}$ fails to contain some $X_{j}$, then $X_{j}^{k}$ is not in $\mathfrak{a}$ for any $k \geq 1$, and $\widetilde{A}_{k}$ cannot be contained in $\mathfrak{a}$.

For $(\mathfrak{b}), I_{p}\left(V_{p}(\mathfrak{a})\right)=I_{a}\left(C\left(V_{p}(\mathfrak{a})\right)\right)=I_{a}\left(V_{a}(\mathfrak{a})\right)=\sqrt{\mathfrak{a}}$ by (i) of cones, (ii) of cones, and the affine Nullstellensatz.

Conclusion (c) is proved by the same argument as for Proposition 10.3b.
A projective variety is any nonempty ${ }^{9}$ projective algebraic set of the form $V(\mathfrak{p})$, where $\mathfrak{p}$ is a prime homogeneous ideal in $\widetilde{A}$. If the ideal $\mathfrak{p}$ is the principal

[^111]ideal generated by an irreducible homogeneous polynomial, then the ideal or the variety is called an irreducible projective hypersurface. ${ }^{10}$

Corollary 10.13. The projective varieties in $\mathbb{P}^{n}$ are characterized as those nonempty Zariski closed sets that cannot be written as the union of two proper closed subsets.

REMARK. Such a subset of $\mathbb{P}^{n}$ is said to be irreducible. As in the affine case, irreducible sets are understood to be nonempty.

Proof. If $V(\mathfrak{p})$ is a projective variety, then the union of $\{0\}$ and the subset of $\mathbb{K}^{n+1}$ whose equivalence classes are in $V(\mathfrak{p})$ is an affine variety in $\mathbb{A}^{n+1}$. It is irreducible in $\mathbb{A}^{n+1}$, and this irreducibility in $\mathbb{A}^{n+1}$ implies irreducibility within $\mathbb{P}^{n}$.

Conversely if $E$ is an irreducible closed subset of $\mathbb{P}^{n}$ and if $F$ and $G$ are homogeneous members of $\widetilde{A}$ with $F G$ in $I(E)$, then we can argue as in the proof of Corollary 10.4 to see that one of $F$ and $G$ lies in $I(E)$ and that $I(E)$ is proper. Since $I(E)$ is a homogeneous ideal, this fact implies that $I(E)$ is prime.

Since $\tilde{A}$ is a Noetherian ring, it follows that $\mathbb{P}^{n}$ is a Noetherian topological space in the sense of Section 2. Consequently Proposition 10.5 is applicable. Combining this result with Corollary 10.13, we obtain the following corollary.

Corollary 10.14. Every projective algebraic set in $\mathbb{P}^{n}$ can be expressed uniquely as the finite (possibly empty) union of projective varieties in such a way that none of the varieties contains another of the varieties.

Geometric dimension is therefore meaningful for nonempty projective algebraic sets, and each such set in $\mathbb{P}^{n}$ has geometric dimension $\leq n$.

A quasiprojective variety is any nonempty Zariski open subset of a projective variety. Quasi-affine varieties and quasiprojective varieties will be the main objects of interest geometrically in Sections $1-7$. If $Y$ is a quasiprojective variety, then the relative Zariski topology on $Y$ makes $Y$ into a Noetherian topological space, just as in the quasi-affine case. Consequently $Y$ has a meaningful geometric dimension. The arguments in Lemma 10.10 and Proposition 10.11 concerning quasi-affine varieties are arguments in point-set topology and valid proofs of facts about quasiprojective varieties. Therefore we obtain the following result.

Proposition 10.15. If $Y$ is a quasiprojective variety in $\mathbb{P}^{n}$, then the closure $\bar{Y}$ in the Zariski topology of $\mathbb{P}^{n}$ is a projective variety, and the geometric dimensions of $Y$ and $\bar{Y}$ are equal.

[^112]We can identify $\mathbb{A}^{n}$ as a subset of $\mathbb{P}^{n}$ by the formula

$$
\beta_{0}\left(x_{1}, \ldots, x_{n}\right)=\left[1, x_{1}, \ldots, x_{n}\right]
$$

for $\left(x_{1}, \ldots, x_{n}\right)$ in $\mathbb{A}^{n}$. The complement of $\beta_{0}\left(\mathbb{A}^{n}\right)$ in $\mathbb{P}^{n}$ is the zero locus of the homogeneous polynomial $X_{0}$, and consequently $\beta_{0}\left(\mathbb{A}^{n}\right)$ is open in $\mathbb{P}^{n}$. Since the equality $\mathbb{P}^{n}=V(0)$ exhibits $\mathbb{P}^{n}$ as a projective variety, $\beta_{0}\left(\mathbb{A}^{n}\right)$ is a quasiprojective variety. We are going to show that $\beta_{0}$ respects topologies in that the Zariski topology of $\mathbb{A}^{n}$ is carried to the Zariski topology of the quasiprojective variety $\beta_{0}\left(\mathbb{A}^{n}\right)$. To do so, we make use of the corresponding transpose mapping $\beta_{0}^{t}: \widetilde{A} \rightarrow A$ on polynomials given by $\beta_{0}^{t} F=f$ with

$$
f\left(X_{1}, \ldots, X_{n}\right)=F\left(\beta_{0}\left(X_{1}, \ldots, X_{n}\right)\right)=F\left(1, X_{1}, \ldots, X_{n}\right)
$$

This is the substitution homomorphism that fixes $\mathbb{k}$, fixes $X_{1}, \ldots, X_{n}$, and carries $X_{0}$ to 1 . Being an algebra homomorphism onto, $\beta_{0}^{t}$ carries ideals of $\widetilde{A}$ to ideals of $A$. In particular, it carries homogeneous ideals of $\widetilde{A}$ to ideals of $A$.

Lemma 10.16. If $\mathfrak{a}$ is a homogeneous ideal in $\widetilde{A}$ and $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$ is its image under $\beta_{0}^{t}$, then $\beta_{0}^{t}$ carries the set of homogeneous elements of $\mathfrak{a}$ onto $\mathfrak{b}$.

Proof. Every member of $\mathfrak{b}$ is the sum of the images under $\beta_{0}^{t}$ of finitely many homogeneous members of $\mathfrak{a}$. If $F_{1}, \ldots, F_{k}$ are these homogeneous members, then it is enough to produce $G_{1}, \ldots, G_{k}$ in $\mathfrak{a}$ all homogeneous of the same degree such that $\beta_{0}^{t}\left(F_{j}\right)=\beta_{0}^{t}\left(G_{j}\right)$ for all $j$. If $d_{1}, \ldots, d_{k}$ are the respective degrees of $F_{1}, \ldots, F_{k}$ and if $d=\max \left(d_{1}, \ldots, d_{k}\right)$, then the elements $G_{j}=X_{0}^{d-d_{j}} F_{j}$ have the required properties.

Lemma 10.17. Let $\mathfrak{a}$ be a homogeneous ideal of $\widetilde{A}$, and let $\mathfrak{b}$ be the ideal of $A$ given by $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$. Then $\beta_{0}(V(\mathfrak{b}))=V(\mathfrak{a}) \cap \beta_{0}\left(\mathbb{A}^{n}\right)$.

PROOF. If $\left(x_{1}, \ldots, x_{n}\right)$ is in $V(\mathfrak{b})$ and if $F$ is a homogeneous member of $\mathfrak{a}$, then $f=\beta_{0}^{t}(F)$ is in $\mathfrak{b}$ with $0=f\left(x_{1}, \ldots, x_{n}\right)=F\left(\beta_{0}\left(x_{1}, \ldots, x_{n}\right)\right)$. Since $F$ is arbitrary, $\beta_{0}\left(x_{1}, \ldots, x_{n}\right)$ is in $V(\mathfrak{a})$. Thus $\beta_{0}(V(\mathfrak{b})) \subseteq V(\mathfrak{a}) \cap \beta_{0}\left(\mathbb{A}^{n}\right)$.

For the reverse inclusion, let $\left[1, x_{1}, \ldots, x_{n}\right]$ be in $V(\mathfrak{a}) \cap \beta_{0}\left(\mathbb{A}^{n}\right)$. If $f$ is in $\mathfrak{b}$, find by Lemma 10.16 a homogeneous $F$ in $\mathfrak{a}$ with $\beta_{0}^{t} F=f$. Since $\left[1, x_{1}, \ldots, x_{n}\right]$ is in $V(\mathfrak{a}), F\left(1, x_{1}, \ldots, x_{n}\right)=0$. Therefore $f\left(x_{1}, \ldots, x_{n}\right)=$ $F\left(\beta_{0}\left(x_{1}, \ldots, x_{n}\right)\right)=F\left(1, x_{1}, \ldots, x_{n}\right)=0$. Since $f$ is arbitrary in $\mathfrak{b}$, the point $\left(x_{1}, \ldots, x_{n}\right)$ is in $V(\mathfrak{b})$, and $\beta_{0}(V(\mathfrak{b})) \supseteq V(\mathfrak{a}) \cap \beta_{0}\left(\mathbb{A}^{n}\right)$.

Proposition 10.18. Under the inclusion $\beta_{0}: \mathbb{A}^{n} \rightarrow \mathbb{P}^{n}$, the Zariski topology of affine $n$-space $\mathbb{A}^{n}$ coincides with the relative topology from $\mathbb{P}^{n}$.

Proof. If we start from an affine algebraic set $V(\mathfrak{b})$ in $\mathbb{A}^{n}$, then Lemma 10.17 shows that $\beta_{0}(V(\mathfrak{b}))=V(\mathfrak{a}) \cap \beta_{0}\left(\mathbb{A}^{n}\right)$ for the homogeneous ideal $\mathfrak{a}=\left(\beta_{0}^{t}\right)^{-1}(\mathfrak{b})$ in $\widetilde{A}$. Since $V(\mathfrak{a})$ is Zariski closed in $\mathbb{P}^{n}, \beta_{0}(V(\mathfrak{b}))$ is exhibited as closed in the relative topology on $\beta_{0}\left(\mathbb{A}^{n}\right)$.

Conversely suppose that $C$ is closed in the relative topology on $\beta_{0}\left(\mathbb{A}^{n}\right)$. Then it is of the form $\widetilde{C} \cap \beta_{0}\left(\mathbb{A}^{n}\right)$ for some projective algebraic set $\widetilde{C}$. The set $\widetilde{C}$ is of the form $V(\mathfrak{a})$ for some homogeneous ideal $\mathfrak{a}$. If $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$, then Lemma 10.17 shows that

$$
\beta_{0}(V(\mathfrak{b}))=V(\mathfrak{a}) \cap \beta_{0}\left(\mathbb{A}^{n}\right)=\widetilde{C} \cap \beta_{0}\left(\mathbb{A}^{n}\right)=C
$$

and $C$ is exhibited as $\beta_{0}^{t}$ of an affine algebraic set in $\mathbb{A}^{n}$.
Corollary 10.19. If $V$ is a quasi-affine variety in $\mathbb{A}^{n}$, then $\beta_{0}(V)$ is a quasiprojective variety in $\mathbb{P}^{n}$. Moreover, the geometric dimension of $V$ as a quasi-affine variety equals the geometric dimension of $\beta_{0}(V)$ as a quasiprojective variety.

REMARKS. In other words, the closure $\overline{\beta_{0}(V)}$ is a projective variety. It is called the projective closure of the quasi-affine variety $V$. If $V$ is actually an affine variety, then it has an associated prime ideal in $A$, and the projective variety $\overline{\beta_{0}(V)}$ has an associated homogeneous prime ideal in $\widetilde{A}$. The correspondence between the prime ideal in $A$ and the homogeneous prime ideal in $\widetilde{A}$ will be examined shortly.

Proof. Because of the homeomorphism given by Proposition 10.18, Lemma 10.10 as restated in the lemma's remarks applies with $Y=\beta_{0}\left(\mathbb{A}^{n}\right), X=\mathbb{P}^{n}$, and $E$ equal to the closure of $V$ in $\mathbb{A}^{n}$. The conclusion is that the closure of $E$ in $\mathbb{P}^{n}$ is a projective variety, and the first conclusion of the corollary is proved. The second conclusion is immediate from the version of Proposition 10.11 mentioned in the remarks with that proposition.

To each index $i$ with $0 \leq i \leq n$, we can associate in a similar way a function $\beta_{i}: \mathbb{A}^{n} \rightarrow \mathbb{P}^{n}$. The formula for $\beta_{i}$ is $\beta_{i}\left(x_{1}, \ldots, x_{n}\right)=\left[y_{0}, \ldots, y_{n}\right]$, where $y_{j}=x_{j+1}$ for $j<i, y_{i}=1$, and $y_{j}=x_{j}$ for $j>i$. Just as in Proposition 10.18, under each $\beta_{i}$, the Zariski topology of affine $n$-space $\mathbb{A}^{n}$ coincides with the relative topology from $\mathbb{P}^{n}$. One consequence is that the notion of projective closure is meaningful if formed relative to any $\beta_{i}$ in place of $\beta_{0}$. Another consequence is that $\mathbb{P}^{n}$ has a covering by $n+1$ open sets $\beta_{i}\left(\mathbb{A}^{n}\right)$ that are each Zariski homeomorphic to $\mathbb{A}^{n}$. The functions $\beta_{i}$ may be viewed as playing a role similar to the inverses of charts in the definition of a smooth manifold.

Having used $\beta_{0}$ to associate a projective variety in $\mathbb{P}^{n}$ to each affine variety in $\mathbb{A}^{n}$ by passage to the topological closure, we turn to what happens with ideals.

Distinct homogeneous ideals in $\widetilde{A}$ can map under $\beta_{0}^{t}$ to the same ideal in $A$; for example the principal ideals (1) and ( $X_{0}$ ) in $\widetilde{A}$ both map to (1) in $A$. Theorem 10.20 will show that we can associate a particularly nice ideal of $\tilde{A}$ to each ideal of $A$ in such a way that prime ideals of $A$ correspond to those nice ideals of $\widetilde{A}$ that are prime. Under this correspondence the ideals for an affine variety and its projective closure will match. It will be apparent from the construction in the proof that the ideal of $\widetilde{A}$ is generated by all homogeneous polynomials $F=F(f)$ of the form

$$
F\left(X_{0}, \ldots, X_{n}\right)=X_{0}^{d} f\left(X_{1} / X_{0}, \ldots, X_{n} / X_{0}\right)
$$

whenever $f \neq 0$ is in the ideal of $A$ and $\operatorname{deg} f=d$.
Theorem 10.20. As a mapping of ideals in $\widetilde{A}$ to ideals in $A, \beta_{0}^{t}$ is one-one from the set $\tilde{\mathcal{I}}$ of all homogeneous ideals $\mathfrak{a}$ of $\tilde{A}$ such that $X_{0} F \in \mathfrak{a}$ implies $F \in \mathfrak{a}$ onto the set $\mathcal{I}$ of all ideals of $A$. Under this one-one correspondence prime ideals correspond to prime ideals.

Proof. We are going to construct a two-sided inverse to the mapping induced by $\beta_{0}^{t}$ from ideals in $\widetilde{\mathcal{I}}$ to ideals in $\mathcal{I}$.

Let $A_{\leq d}$ be the $\mathbb{k}$ vector space of all members of $A$, including the 0 polynomial, of degree $\leq d$. The homomorphism $\beta_{0}^{t}$ carries $\widetilde{A}_{d}$ linearly into $A_{\leq d}$, and it carries the basis of homogeneous monomials in $\widetilde{A}$ of total degree $d$ onto the basis of all monomials in $A$ of total degree $\leq d$. Thus $\beta_{0}^{t}: \widetilde{A}_{d} \rightarrow A_{\leq d}$ is one-one onto. Observe for any $f$ in $A_{\leq d}$ that the formula

$$
F\left(X_{0}, \ldots, X_{n}\right)=X_{0}^{d} f\left(X_{1} / X_{0}, \ldots, X_{n} / X_{0}\right)
$$

defines a member of $\widetilde{A}_{d}$. If we write $F=\varphi_{d}(f)$ when $f$ and $F$ are related in this way, then the function $\varphi_{d}$ is a one-one $\mathbb{k}$ linear map from $A_{\leq d}$ into $\widetilde{A}_{d}$ such that $\varphi_{d} \beta_{0}^{t}$ is the identity on $\widetilde{A}_{d}$. Because of finite dimensionality, $\beta_{0}^{t}: \widetilde{A}_{d} \rightarrow A_{\leq d}$ and $\varphi_{d}: A_{\leq d} \rightarrow \widetilde{A}_{d}$ are two-sided inverses of one another.

Suppose that an ideal $\mathfrak{b}$ in $A$ is given. Define $\mathfrak{a}_{d}=\varphi_{d}\left(\mathfrak{b} \cap A_{\leq d}\right)$, and put $\mathfrak{a}=\bigoplus_{d=0}^{\infty} \mathfrak{a}_{d}$. According to remarks in the paragraph with the definition of homogeneous ideal, $\mathfrak{a}$ is a homogeneous ideal if $G \mathfrak{a}_{d} \subseteq \mathfrak{a}_{d+e}$ whenever $G$ is in $\widetilde{A}_{e}$. Define $g=\beta_{0}^{t}(G)$. This polynomial has $\operatorname{deg} g \leq e$ and $\varphi_{e}(g)=G$, since $\varphi_{e}: A_{\leq e} \rightarrow \widetilde{A}_{e}$ is a two-sided inverse of $\beta_{0}^{t}: \widetilde{A}_{e} \rightarrow A_{\leq e}$. If $f$ is in $\mathfrak{b} \cap A_{\leq d}$, then $g f$ is in $\mathfrak{b} \cap A_{\leq(d+e)}$, and thus $G \varphi_{d}(f)=\varphi_{e}(g) \varphi_{d}(f)=\varphi_{d+e}(g f)$ is in $\mathfrak{a}_{d+e}$. This proves that $\mathfrak{a}$ is a homogeneous ideal in $\widetilde{A}$.

Under the construction $\mathfrak{b} \mapsto \mathfrak{a}$, let us see that $\mathfrak{a}$ is in $\widetilde{\mathcal{I}}$. If $X_{0} F$ is in $\mathfrak{a}_{d+1}$, then we can write $X_{0} F=\varphi_{d+1}(g)$ for some $g$ in $\mathfrak{b} \cap A_{\leq d+1}$. That is, $X_{0} F\left(X_{0}, \ldots, X_{n}\right)=X_{0}^{d+1} g\left(X_{1} / X_{0}, \ldots, X_{n} / X_{0}\right)$. Then $F\left(X_{0}, \ldots, X_{n}\right)=$ $X_{0}^{d} g\left(X_{1} / X_{0}, \ldots, X_{n} / X_{0}\right)$. This formula shows that $g$ is in $A_{\leq d}$ and that $F=$
$\varphi_{d}(g)$. Hence $F$ is in $\mathfrak{a}_{d}$. In other words, the construction $\mathfrak{b} \mapsto \mathfrak{a}$ carries members of $\mathcal{I}$ to members of $\widetilde{\mathcal{I}}$.

Under the construction $\mathfrak{b} \mapsto \mathfrak{a}$, the homogeneous ideal $\mathfrak{a}$ has the property that

$$
\beta_{0}^{t}(\mathfrak{a})=\beta_{0}^{t}\left(\bigoplus_{d=0}^{\infty} \mathfrak{a}_{d}\right)=\sum_{d=0}^{\infty} \beta_{0}^{t}\left(\mathfrak{a}_{d}\right)=\sum_{d=0}^{\infty}\left(\mathfrak{b} \cap A_{\leq d}\right)=\mathfrak{b}
$$

Thus our construction starting from an ideal of $A$, passing to an ideal in the set $\widetilde{\mathcal{I}}$, and passing back to an ideal of $A$ recovers the original ideal of $A$.

Now suppose that $\mathfrak{a}$ is in $\widetilde{\mathcal{I}}$. Put $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$. To see that the above passage to a member of $\widetilde{\mathcal{I}}$ recovers $\mathfrak{a}$ from $\mathfrak{b}$, we are to show that

$$
\begin{equation*}
\mathfrak{a} \cap \tilde{A}_{d}=\varphi_{d}\left(\mathfrak{b} \cap A_{\leq d}\right) \tag{*}
\end{equation*}
$$

First we establish that

$$
\begin{equation*}
\beta_{0}^{t}\left(\mathfrak{a} \cap \tilde{A}_{d}\right)=\beta_{0}^{t}(\mathfrak{a}) \cap A_{\leq d} . \tag{**}
\end{equation*}
$$

The inclusion $\subseteq$ in $(* *)$ is easy because $\beta_{0}^{t}\left(\mathfrak{a} \cap \widetilde{A}_{d}\right) \subseteq \beta_{0}^{t}(\mathfrak{a})$ and $\beta_{0}^{t}\left(\widetilde{A}_{d}\right) \subseteq A_{\leq d}$. For the reverse inclusion, let $f$ be in $\beta_{0}^{t}\left(\mathfrak{a} \cap \widetilde{A}_{k}\right) \cap \mathcal{\sim}_{\leq d}$ for some $k$. This means that $\operatorname{deg} f \leq d$ and that $f=\beta_{0}^{t}(G)$ with $G \in \mathfrak{a} \cap \widetilde{A}_{k}$. Without loss of generality, we may assume that $k \geq d$. Let $F$ be the element $F=\varphi_{\operatorname{deg} f}(f)$ of $\widetilde{A}_{\operatorname{deg} f}$. Then $X_{0}^{k-\operatorname{deg} f} F=\varphi_{k}(f)$, and $\beta_{0}^{t}\left(X_{0}^{k-\operatorname{deg} f} F\right)=\beta_{0}^{t} \varphi_{k}(f)=f=\beta_{0}^{t}(G)$. Hence $X_{0}^{k-\operatorname{deg} f} F$ and $G$ are members of $\widetilde{A}_{k}$ with the same value under $\beta_{0}^{t}$. Since $\beta_{0}^{t}$ is one-one on $\widetilde{A}_{k}, G=X_{0}^{k-\operatorname{deg} f} F$. Since $G$ is in $\mathfrak{a}$ and since the ideal $\mathfrak{a}$ is in $\widetilde{\mathcal{I}}, F$ is in $\mathfrak{a}$. Hence the element $X_{0}^{d-\operatorname{deg} f} F$ is in $\mathfrak{a} \cap \tilde{A}_{d}$, and it has $\beta_{0}^{t}\left(X_{0}^{d-\operatorname{deg} f} F\right)=f$. This proves the inclusion $\supseteq$ in $(* *)$. Application of $\varphi_{d}$ to both sides of $(* *)$ proves $(*)$ and completes the proof of the first statement of the theorem.

We are to show that prime ideals correspond to prime ideals. Let $\mathfrak{b}$ in $\mathcal{I}$ be prime, and let $\mathfrak{a}$ be the ideal in $\widetilde{\mathcal{I}}$ with $\beta_{0}^{t}(\mathfrak{a})=\mathfrak{b}$. Let $F$ and $G$ be homogeneous elements in $\tilde{A}$ of respective degrees $d$ and $e$ with $F G$ in $\mathfrak{a}$. Then $f g$ lies in $\mathfrak{b}$, where $f=\beta_{0}^{t}(F)$ and $g=\beta_{0}^{t}(G)$, and one of $f$ and $g$ lies in $\mathfrak{b}$ because $\mathfrak{b}$ is prime. Say $f$ is in $\mathfrak{b}$. Then $F=\varphi_{d}(f)$ lies in the right side of $(*)$ and hence lies in the left side. Consequently $F$ is in $\mathfrak{a}$, and $\mathfrak{a}$ is prime.

Conversely let $\mathfrak{a}$ in $\widetilde{\mathcal{I}}$ be prime, and let $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$. Suppose that $f$ and $g$ are members of $A$ with $f g$ in $\mathfrak{b}$. Put $d=\operatorname{deg} f$ and $e=\operatorname{deg} g$, and define $F=\varphi_{d}(f)$ and $G=\varphi_{e}(g)$. Then $F G=\varphi_{d+e}(f g)$ is in $\varphi_{d+e}\left(\mathfrak{b} \cap A_{\leq d+e}\right)$, and (*) shows that $F G$ is in $\mathfrak{a} \cap \widetilde{A}_{d+e}$. Since $\mathfrak{a}$ is prime, one of $F$ and $G$ is in $\mathfrak{a}$. Say that $F$ is in $\mathfrak{a}$. Then $f=\beta_{0}^{t}(F)$ is in $\mathfrak{b}$, and $\mathfrak{b}$ is prime.

Corollary 10.21. The inclusion $\beta_{0}: \mathbb{A}^{n} \rightarrow \mathbb{P}^{n}$ sets up a one-one correspondence between the prime ideals in $A$ and those prime homogeneous ideals in $\widetilde{A}$ that do not contain $X_{0}$.

Proof. If $\mathfrak{a}$ is a prime homogeneous ideal in $\tilde{A}$ and $X_{0} F$ is in $\mathfrak{a}$, then either $X_{0}$ or $F$ is in $\mathfrak{a}$. If we can always exclude $X_{0}$ from being in $\mathfrak{a}$, then $F$ is in $\mathfrak{a}$, and the condition in the proposition for $\mathfrak{a}$ to be in $\widetilde{\mathcal{I}}$ is satisfied. The rest follows from Theorem 10.20.

Corollary 10.22. Let $\mathfrak{a}$ be a prime homogeneous ideal of $\widetilde{A}$ not containing $X_{0}$, and let $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$ be the corresponding prime ideal of $A$. Then the Zariski closure in $\mathbb{P}^{n}$ of $\beta_{0}(V(\mathfrak{b}))$ is $V(\mathfrak{a})$.

REMARKS. In other words, if an affine variety $V$ has $\mathfrak{b}$ as its ideal in $A$, then the projective closure of $V$ has the corresponding $\mathfrak{a}$ from Theorem 10.20 as its ideal in $\widetilde{A}$.

Proof. Corollary 10.19 shows that $\overline{\beta_{0}(V(\mathfrak{b}))}=V\left(\mathfrak{a}^{\prime}\right)$ for some prime homogeneous ideal of $\widetilde{A}$. Since $\beta_{0}(V(\mathfrak{b})) \subseteq V(\mathfrak{a})$ by Lemma 10.17 and since $V(\mathfrak{a})$ is closed in $\mathbb{P}^{n}, V\left(\mathfrak{a}^{\prime}\right) \subseteq V(\mathfrak{a})$. Arguing by contradiction, suppose that the inclusion is strict. Applying $I(\cdot)$ and using Proposition 10.12 b , we obtain $\mathfrak{a}^{\prime} \supseteq \mathfrak{a}$. Since application of $V(\cdot)$ to both sides of $\mathfrak{a}^{\prime} \supseteq \mathfrak{a}$ has to yield a strict inclusion, we must have $\mathfrak{a}^{\prime} \supsetneqq \mathfrak{a}$. Choose $G$ homogeneous in $\mathfrak{a}^{\prime}$ that is not in $\mathfrak{a}$, and put $f=\beta_{0}^{t} G$. If $\left(x_{1}, \ldots, x_{n}\right)$ is in $V(\mathfrak{b})$, then $\left[1, x_{1}, \ldots, x_{n}\right]$ is in $\beta_{0}(V(\mathfrak{b})) \subseteq V\left(\mathfrak{a}^{\prime}\right)$, and hence $f\left(x_{1}, \ldots, x_{n}\right)=G\left(1, x_{1}, \ldots, x_{n}\right)=0$. Thus $f$ is in $I(V(\mathfrak{b}))=\mathfrak{b}$. Since $\operatorname{deg} f \leq \operatorname{deg} G$, the construction of $\mathfrak{a}$ from $\mathfrak{b}$ in the proof of Theorem 10.20 shows that $F=\varphi_{\operatorname{deg} G}(f)$ is in $\mathfrak{a}$. Then $G$ and $F$ are members of $\widetilde{A}_{\operatorname{deg} G}$ with $\beta_{0}^{t}(G)=f=\beta_{0}^{t}(F)$, and we obtain $G=F$, contradiction.

Example. Twisted cubic from the example in Section 1 and Example 2 in Section 2. The prime ideal $\mathfrak{b} \subseteq \mathbb{k}[X, Y, Z]$ is $\left(Y-X^{2}, Z-X^{3}\right)$, and we want to find the corresponding ideal $\mathfrak{a}$ given by Corollary 10.21. Let the additional indeterminate in $\widetilde{A}$ be $W$. Applying $\varphi_{2}$ and $\varphi_{3}$ to the respective generators $Y-X^{2}$ and $Z-X^{3}$ yields $W Y-X^{2}$ and $W^{2} Z-X^{3}$. These must be in $\mathfrak{a}$. So must

$$
\left(W^{2} Z-X^{3}\right)-X\left(W Y-X^{2}\right)=W(W Z-X Y)
$$

and

$$
X\left(W^{2} Z-X^{3}\right)-\left(W Y+X^{2}\right)\left(W Y-X^{2}\right)=W^{2}\left(X Z-Y^{2}\right)
$$

Since we seek a prime ideal for $\mathfrak{a}$ and $W$ is not to be in $\mathfrak{a}, W Z-X Y$ and $X Z-Y^{2}$ are in $\mathfrak{a}$. Thus $\mathfrak{a} \supseteq\left(W Y-X^{2}, W Z-X Y, X Z-Y^{2}\right)$. If $\mathfrak{c}$ denotes the ideal on the right, then $\mathfrak{a} \supseteq \mathfrak{c}$ and

$$
\begin{aligned}
\beta_{0}^{t}(\mathfrak{c}) & =\left(Y-X^{2}, Z-X Y, X Z-Y^{2}\right) \\
& =\left(Y-X^{2}, Z-X^{3}, X Z-X^{4}\right)=\left(Y-X^{2}, Z-X^{3}\right)=\beta_{0}^{t}(\mathfrak{a})
\end{aligned}
$$

To show that $\mathfrak{a}=\mathfrak{c}$, it is enough according to Theorem 10.20 to show that if $F$ is homogeneous and $W F$ is in $\mathfrak{c}$, then $F$ is in $\mathfrak{c}$. The three generators of $\mathfrak{c}$ are $\underset{\sim}{\mathcal{A}}$ in $\widetilde{A}_{2}$, and thus $\mathfrak{c} \cap \widetilde{A}_{d}=\widetilde{A}_{d-2}\left(\mathfrak{c} \cap \widetilde{A}_{2}\right)$. Hence it is enough to show that $\mathfrak{c} \cap \widetilde{A}_{2}$ contains no nonzero element divisible by $W$. Since $\mathfrak{c} \cap \widetilde{A}_{2}$ consists of all linear combinations of the three generators, we can check this fact by inspection. The result is that $\mathfrak{a}=\mathfrak{c}$. Once we know $\mathfrak{a}$, we can compute the projective closure of the twisted cubic from Corollary 10.22. We find that it consists of all $[w, x, y, z]$ of the form $\left[1, x, x^{2}, x^{3}\right]$ together with $[0,0,0,1]$. We might have guessed this form for the projective closure from the parametric realization of the twisted cubic in $\mathbb{A}^{3}$ and from a passage to the limit, but proceeding in that fashion requires operations that we have certainly not justified.

## 4. Rational Functions and Regular Functions

We continue to assume that $\mathbb{k}$ is an algebraically closed field and to write $A$ for $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ and $\widetilde{A}$ for $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$. In this section we investigate certain classes of $\mathbb{k}$-valued functions on quasiprojective varieties, specifically the "rational" functions, the "regular" functions, and the local ring of functions regular at a particular point. For each kind of variety that we have introduced (affine, quasi-affine, projective, and quasiprojective), there are simple global definitions and there are complicated but equivalent local definitions for these notions. The complicated definitions have three advantages over the simple ones: they are virtually the same for all four kinds of varieties and therefore make it possible to work with all kinds of varieties uniformly, they make it possible in practice to construct a function by constructing only a local part of it, and they prepare the way better for a definition of isomorphism of varieties that does not insist on a particular dimension for the ambient affine or projective space.

In this section we shall first give the simple definitions in the affine and quasi-affine cases and then prove results saying that certain more complicated local-sounding versions of these definitions amount to the same thing as the simple definitions. Then we shall give the simple definitions in the projective and quasiprojective cases. Finally we shall relate the quasi-affine and quasiprojective cases and show that certain more complicated local-sounding definitions in the quasiprojective case amount to the same thing as the simple definitions.

We begin with affine varieties. Suppose that $V=V(\mathfrak{p})$ is an affine variety in $\mathbb{A}^{n}, \mathfrak{p}$ being a prime ideal in $A$. The affine coordinate ring of $V$ is $A(V)=A / \mathfrak{p}$, which is an integral domain. Let us write the quotient homomorphism $A \rightarrow A(V)$ as $a \mapsto \bar{a}$. Because of the Nullstellensatz, $A(V)$ can be identified with the ring of all restrictions of polynomials to $V$; in particular, $\bar{a}(P)$ is meaningful for every $\bar{a} \in A(V)$ and $P \in V$.

Proposition 10.23. If $V$ is an affine variety in $\mathbb{A}^{n}$, then the points $P$ of $V$ are in one-one correspondence with the maximal ideals $\mathfrak{m}_{P}$ of the affine coordinate ring $A(V)$, the correspondence being that $\mathfrak{m}_{P}$ is the maximal ideal of all members $\bar{a}$ of $A(V)$ with $\bar{a}(P)=0$.

Proof. Each $\mathfrak{m}_{P}$ is a maximal ideal, being the kernel of a multiplicative linear functional. In the reverse direction, if $\mathfrak{m}$ is a maximal ideal of $A(V)$, then its inverse image in $A$ under the homomorphism $A \rightarrow A / \mathfrak{p}=A(V)$ is a maximal ideal $M$ of $A$ containing $\mathfrak{p}$, by the First Isomorphism Theorem. The Nullstellensatz shows that $M$ consists of all polynomials vanishing at some point $P$. Applying $V(\cdot)$ to the inclusion $M \supseteq \mathfrak{p}$ gives $\{P\}=V(M) \subseteq V(\mathfrak{p})=V$. Thus $P$ is in $V$.

Members of the field of fractions $\mathbb{k}(V)$ of $A(V)$ are called rational functions on $V$, and $\mathbb{k}(V)$ is called the function field on $V$. Rational functions on $V$ are not really functions on $V$ in the traditional sense, since their denominators can vanish here and there. By way of compensation, an allowable denominator never vanishes identically; the reason is that the construction of a field of fractions of an integral domain does not involve using the zero element of the integral domain in a denominator. If $f$ is a rational function on $V$ and $P$ is in $V$, one says that $f$ is regular at $P$, or defined at $P$, if there exist $\bar{a}$ and $\bar{b}$ in $A(V)$ with $\bar{b}(P) \neq 0$ such that $f=\bar{a} / \bar{b}$. In this case, an equality $\bar{a} / \bar{b}=\bar{a}^{\prime} / \bar{b}^{\prime}$ with $\bar{b}(P) \neq 0$ and $\bar{b}^{\prime}(P) \neq 0$ implies that $\bar{a} \bar{b}^{\prime}=\bar{a}^{\prime} \bar{b}$, from which we see that $\bar{a}(P) \bar{b}^{\prime}(P)=\bar{a}^{\prime}(P) \bar{b}(P)$ and that $\bar{a}(P) / \bar{b}(P)=\bar{a}^{\prime}(P) / \bar{b}^{\prime}(P)$. Hence $f(P)$ can be defined unambiguously as $f(P)=\bar{a}(P) / \bar{b}(P)$. For $P$ in $V$, the set of rational functions on $V$ that are regular at $P$ is a $\mathbb{k}$ algebra, as we see by carrying out the usual manipulations to add or multiply fractions. This $\mathbb{k}$ algebra is denoted by $\mathcal{O}_{P}(V)$. It has $A(V) \subseteq \mathcal{O}_{P}(V) \subseteq \mathbb{k}(V)$.

As in Proposition 10.23, let $\mathfrak{m}_{P}$ be the maximal ideal of all members $\bar{a}$ of $A(V)$ with $\bar{a}(P)=0$. The localization of $A(V)$ with respect to this maximal ideal is exactly $\mathcal{O}_{P}(V)$. In fact, the localization is a subring of $\mathbb{k}(V)$ because $A(V)$ is an integral domain. The members of $\mathcal{O}_{P}(V)$ are exactly the quotients $f=\bar{a} / \bar{b}$ with $\bar{a}$ and $\bar{b}$ in $A(V)$ and with $\bar{b}$ not in $\mathfrak{m}_{P}$. Hence $\mathcal{O}_{P}(V)=S^{-1} A(V)$, where $S$ is the set-theoretic complement of $\mathfrak{m}_{P}$. Thus $\mathcal{O}_{P}(V)$ is the asserted localization. It has a unique maximal ideal and is called the local ring of $V$ at $P$.

A rational function is said to be regular on an open subset $U$ of $V$ if it is regular at every point of $U$. The regular functions on $U$ form $\mathfrak{a k}$ algebra denoted by $\mathcal{O}(U)$. In symbols the definition of $\mathcal{O}(U)$ is $\mathcal{O}(U)=\bigcap_{P \in V} \mathcal{O}_{P}(V)$.

When $A(V)$ is a unique factorization domain, the definition of regular at a point is simple enough to implement globally: we write $f=\bar{a} / \bar{b}$ in some fashion, reduce the fraction to lowest terms, and then read off all the points $P$ for which $f$ is defined from the single expression of $f$ as a quotient. Ordinarily,
however, $A(V)$ is not a unique factorization domain, and then the definition is more subtle, as the following example shows.

Example. $V=V(\mathfrak{p})$ with $\mathfrak{p}=(X W-Y Z)$ and $n=4$. The polynomial $X W-Y Z$ is irreducible, and thus $V$ is an affine variety in $\mathbb{A}^{4}$. The affine coordinate ring is $A(V)=\mathbb{k}[W, X, Y, Z] /(X W-Y Z)$. The quotient $f=\bar{X} / \bar{Y}$ is a rational function on $V$, since $\bar{Y}$ is not the 0 element of $A(V)$, and the definition shows that $f$ is regular at all points $(w, x, y, z)$ of $V$ having $y \neq 0$. From $\bar{X} \bar{W}-\bar{Y} \bar{Z}=0$, we have $\bar{X} / \bar{Y}=\bar{Z} / \bar{W}$, and thus $f$ is defined also at all points ( $w, x, y, z$ ) of $V$ having $w \neq 0$. For example it is defined at the additional point $(w, x, y, z)=(1,0,0,0)$. Actually, there exist no members $\bar{a}$ and $\bar{b}$ of $A(V)$ with $f=\bar{a} / \bar{b}$ and $\bar{b}(w, x, y, z) \neq 0$ whenever $x w=y z$ and one or both of $w$ and $y$ are nonzero. The details are carried out in Problem 8 at the end of the chapter.

The set of points $P$ in the affine variety $V$ at which a rational function $f$ on $V$ fails to be regular is called the pole set of $f$.

Proposition 10.24. If $f$ is a rational function on the affine variety $V=V(\mathfrak{p})$, then the pole set of $f$ is the affine algebraic set $V(\mathfrak{a}) \subseteq V(\mathfrak{p})$ corresponding to the ideal $\mathfrak{a} \supseteq \mathfrak{p}$ of all $b \in A$ such that $\bar{b} f$ is in $A(V)$.

Proof. The set $\mathfrak{a}$ in the statement is an ideal in $A$ that contains $\mathfrak{p}$. Hence $V(\mathfrak{a}) \subseteq V(\mathfrak{p})$. If $P$ is in $V(\mathfrak{p})$ and $f$ is defined at $P$, then there are members $\bar{a}$ and $\bar{b}$ of $A(V)$ with $\bar{b}(P) \neq 0$ such that $\bar{b} f=\bar{a}$; any representative of this $\bar{b}$ in $A$ lies in $\mathfrak{a}$, and consequently $P$ is not in $V(\mathfrak{a})$. Conversely if $f$ is not defined at $P$, then no $\bar{b}$ such that $\bar{b} f$ is in $A(V)$ has $\bar{b}(P) \neq 0$. That is, no member $b$ of $\mathfrak{a}$ has $\bar{b}(P) \neq 0$. So $P$ is in $V(\mathfrak{a})$. This proves that the pole set of $f$ is exactly $V(\mathfrak{a})$.

Corollary 10.25. If $V=V(\mathfrak{p})$ is an affine variety, then

$$
A(V)=\bigcap_{P \in V} \mathcal{O}_{P}(V)
$$

REMARKS. In the notation introduced above, the corollary says that $A(V)=$ $\mathcal{O}(V)$.

Proof. The inclusion $\subseteq$ follows from the fact that $A(V) \subseteq \mathcal{O}_{P}(V)$ for each $P$. For the reverse inclusion, suppose that $f$ lies in $\bigcap_{P \in V} \mathcal{O}_{P}(V)$. Then the pole set of $f$ in $V$ is empty. The pole set for $f$ is the set $V(\mathfrak{a})$ for the ideal $\mathfrak{a}$ in Proposition 10.24 , and it follows from the Nullstellensatz that $\mathfrak{a}=A$. Then 1 is in $\mathfrak{a}$, and the definition of $\mathfrak{a}$ shows that $f$ is in $A(V)$.

If we consider the complement of the pole set of $f$, then we see from Proposition 10.24 that the subset of $V$ at which $f$ is regular is (relatively) open in $V$. Hence it is empty or dense in $V$. On the set where $f$ is regular, $f$ is continuous into $\mathbb{A}^{1}$, according to the following proposition.

Proposition 10.26. If a rational function $f$ on the affine variety $V$ is regular on the nonempty open set $U$ of $V$, then it is continuous from $U$ into $\mathbb{A}^{1}$ with the Zariski topology (in which the proper closed sets are the finite sets).

Proof. It is to be proved that $f^{-1}$ of any finite subset of $\mathbb{A}^{1}$ is relatively closed in $U$. Since the finite union of closed sets is closed, it is enough to consider $f^{-1}(\{c\})$ for an element $c$ of $\mathbb{k}$. This is the intersection with $U$ of the pole set of $1 /(f-c)$, which is relatively closed in $U$ by Proposition 10.24.

Now we can give the simple definitions in the quasi-affine case. Let the quasiaffine variety $U$ in $\mathbb{A}^{n}$ have closure the affine variety $V$. If $f$ is a rational function on $V$, then Proposition 10.24 shows that $f$ is regular on a nonempty open subset of $V$. Since the intersection of any two nonempty open subsets is nonempty, $f$ is regular on a nonempty open subset of $U$. Therefore it is meaningful to view $f$ as a rational function on $U$. We define the function field of rational functions on $U$ to be the same as the function field of $V: \mathbb{k}(U)=\mathbb{k}(V)$. The definition of regular function at $P$ is the same for the quasi-affine variety $U$ as for its Zariski closure $V$, and thus the local ring of $U$ at $P$ is given by $\mathcal{O}_{P}(U)=\mathcal{O}_{P}(V)$. A rational function is said to be regular on the quasi-affine variety $U$ if it is regular at every point of $U$. Since $\mathbb{k}(U)=\mathbb{k}(V)$, the set of regular functions on $U$ is the $\mathbb{k}$ algebra $\mathcal{O}(U)=\bigcap_{P \in U} \mathcal{O}_{P}(U)$.

The next step is to prove results saying that certain more complicated localsounding definitions of the above notions amount to the same thing.

Lemma 10.27. If $V$ is an affine variety, then any two members of the affine coordinate ring $A(V)$ that are equal on a nonempty open subset of $V$ are the same.

Proof. Subtracting, we may suppose that $\bar{a} \in A(V)$ is 0 on the nonempty open subset $U$ of $V$. By Proposition 10.26, $\bar{a}$ is continuous from $V$ into $\mathbb{A}^{1}$. The complement of $\bar{a}^{-1}(\{0\})$ has to be open in $V$ and disjoint from $U$, and therefore it is empty. So $\bar{a}$ is everywhere 0 and is the 0 element of $A(V)$.

Proposition 10.28. Let $U$ be a nonempty open subset of the affine variety $V$ in $\mathbb{A}^{n}$. Suppose that $f_{0}: U \rightarrow \mathbb{k}$ is a function with the following property: for each $P$ in $U$, there exist an open subset $W$ of $U$ containing $P$ and polynomials $a$ and $b$ in $A$ such that $b$ is nowhere vanishing on $W$ and $f_{0}=a / b$ on $W$. Then there exists one and only one member $f$ of $\mathbb{k}(V)$ such that $f$ is regular on $U$ and agrees with $f_{0}$ at every point of $U$.

REMARKS. For the quasi-affine case the more complicated local-sounding definition of "regular function" on $U$, mentioned in the first paragraph of this section, is what is assumed of $f_{0}$ in the statement of this proposition. The proposition says that such an $f_{0}$ necessarily comes from a global rational function on $V$ that is regular on $U$ in the sense just above.

Proof of uniqueness. If there are two such members of $\mathbb{k}(V)$, then subtracting them gives a member $g$ of $\mathbb{k}(V)$ that is 0 on $U$. By definition of $\mathbb{k}(V)$, $g=\bar{a} / \bar{b}$ with $\bar{a}$ and $\bar{b}$ in $A(V)$ with with $\bar{b} \neq 0$. Then $\bar{a}=g \bar{b}$ is a member of $A(V)$ that is 0 on $U$. By Lemma $10.27, \bar{a}=0$ in $A(V)$. Thus $g \bar{b}=0$ in $\mathbb{k}(V)$. Since $\mathbb{k}(V)$ is a field and $\bar{b} \neq 0, g=0$.

Proof of existence. If $P$ is in $U$, then the hypothesis supplies some open subset $W$ of $U$ containing $P$ and members $a$ and $b$ of $A$ with $b$ nowhere 0 on $W$ and with $f_{0}=a / b$ on $W$. Let $\bar{a}$ and $\bar{b}$ be the images of $a$ and $b$ in $A(V)$. Since $b$ is not identically 0 on $U, \bar{b}$ is not the 0 element of $A(V)$. Therefore $f=\bar{a} / \bar{b}$ is a well-defined member of $\mathbb{k}(V)$, and it is regular on $W$ and agrees with $f_{0}$ there. If we start with another point $P^{\prime}$ and an open subset $W^{\prime}$ of $U$ containing $P^{\prime}$, then we similarly obtain $f^{\prime}=\bar{a}^{\prime} / \bar{b}^{\prime}$ in $\mathbb{k}(V)$ that is regular on $W^{\prime}$ and agrees with $f_{0}$ there. The open subset $W \cap W^{\prime}$ is nonempty, and $\bar{a} / \bar{b}=\bar{a}^{\prime} / \bar{b}^{\prime}$ on $W \cap W^{\prime}$. Therefore $\bar{b}^{\prime} \bar{a}=\bar{b} \bar{a}^{\prime}$ on $W \cap W^{\prime}$. By Lemma 10.27, $\bar{b}^{\prime} \bar{a}=\bar{b} \bar{a}^{\prime}$ as members of $A(V)$. Dividing, we obtain $f=f^{\prime}$. Since the member $f$ of $\mathbb{k}(V)$ is regular on an open neighborhood of each point of $U$, it is regular on $U$.

Proposition 10.28 allows us also to give a local-sounding definition of rational function and see that it reduces to the original definition. Specifically we consider pairs ( $U_{0}, f_{0}$ ) with $U_{0}$ nonempty open in the quasi-affine variety $U$ and with $f_{0}$ satisfying the regularity condition on $U_{0}$ in the proposition. ${ }^{11}$ Say that the pair ( $U_{0}, f_{0}$ ) is equivalent to the pair $\left(U_{1}, f_{1}\right)$ if $f_{0}=f_{1}$ on $U_{0} \cap U_{1}$. This relation is reflexive and symmetric. Let us see from the proposition why it is transitive. If ( $U_{0}, f_{0}$ ) is equivalent to $\left(U_{1}, f_{1}\right)$, then the existence part of the proposition yields three members of $\mathbb{k}(V)$-one for $\left(U_{0}, f_{0}\right)$, one for $\left(U_{0} \cap U_{1}, f_{0}\right)=\left(U_{0} \cap U_{1}, f_{1}\right)$, and one for $\left(U_{1}, f_{1}\right)$. The uniqueness part shows that the first two members of $\mathbb{k}(V)$ are equal and the last two are equal. Hence they are all equal. Now if ( $U_{0}, f_{0}$ ) is equivalent to $\left(U_{1}, f_{1}\right)$ and $\left(U_{1}, f_{1}\right)$ is equivalent to $\left(U_{2}, f_{2}\right)$, then we routinely find that ( $U_{0} \cap U_{1}, f_{0}$ ) is equivalent to ( $U_{1} \cap U_{2}, f_{2}$ ). From what we have just seen, $\left(U_{0}, f_{0}\right)$ is equivalent to $\left(U_{2}, f_{2}\right)$, and the relation is therefore transitive. We could take the union of all the sets $U_{0}$ appearing in the pairs within an equivalence class and obtain the largest domain within $U$ on which the rational function in question is regular. This notion for a rational function will not be too useful for us, but an analogous notion for rational maps in Section 6 will be quite handy.

In similar fashion the local ring $\mathcal{O}_{P}(U)$ can be formulated in terms of "germs" of regular functions as follows. Fix $P$ in $U$, and consider all pairs $\left(U_{0}, f_{0}\right)$ such that $U_{0}$ is an open subset of $U$ containing $P$ and $f_{0}$ is a scalar-valued function on

[^113]$U_{0}$ satisfying the regularity condition on $U_{0}$ in the proposition. ${ }^{12}$ Say that $\left(U_{0}, f_{0}\right)$ is equivalent to $\left(U_{1}, f_{1}\right)$ if $f_{0}=f_{1}$ on some open neighborhood of $U$ containing $P$. It is easy to see that the result is an equivalence relation. An equivalence class is called a germ of regular functions at $P$. Germs inherit a natural addition, scalar multiplication, and multiplication, and the set of germs at $P$ is therefore a $\mathbb{k}$ algebra. The use of germs is the traditional device in mathematics for isolating local behavior of functions in arbitrarily small neighborhoods of points.

Corollary 10.29. Let $U$ be a nonempty open subset of the affine variety $V$ in $\mathbb{A}^{n}$, and let $P$ be in $U$. To each germ $\left\{\left(U_{0}, f_{0}\right)\right\}$ of regular functions at $P$ corresponds one and only one member $f$ of $\mathbb{k}(V)$ that is associated via Proposition 10.28 to each pair $\left(U_{0}, f_{0}\right)$. Moreover, this correspondence is a $\mathbb{k}$ algebra isomorphism of the ring of germs onto the local ring $\mathcal{O}_{P}(U)$.

Proof. If $\left(U_{0}, f_{0}\right)$ and $\left(U_{0}^{\prime}, f_{0}^{\prime}\right)$ are two pairs in a germ at $P$, then the definition of germ gives a pair $\left(W, g_{0}\right)$ such that $W$ is a neighborhood of $P$ contained in $U_{0} \cap U_{0}^{\prime}$ and $g$ agrees with $f_{0}$ and $f_{0}^{\prime}$ on $W$. Proposition 10.28 supplies unique members $f, f^{\prime}$, and $g$ of $\mathbb{k}(V)$ such that $f$ is regular on $U_{0}$ and agrees with $f_{0}$ there, such that $f^{\prime}$ is regular on $U_{0}^{\prime}$ and agrees with $f_{0}^{\prime}$ there, and such that $g$ is regular on $W$ and agrees with $g_{0}$ there. The uniqueness in the proposition shows that $f=g$ and that $g=f^{\prime}$. Therefore $f=f^{\prime}$. So we have a well-defined map of germs into $\mathbb{k}(V)$.

The image $f$ of the pair $\left(U_{0}, f_{0}\right)$ is a member of $\mathbb{k}(V)$ that is regular on $U_{0}$, hence is defined at $P$. Thus the map on germs is into $\mathcal{O}_{P}(U)$. It is a $\mathbb{k}$ algebra homomorphism because of the definitions of the operations on germs. If the germ of ( $U_{0}, f_{0}$ ) maps to 0 , then $f_{0}$ is the 0 function on $U_{0}$, and any representative ( $W, g_{0}$ ) of the germ with $W \subseteq U_{0}$ has $g_{0}$ equal to the 0 function on $W$. Thus the germ is the 0 germ, and the $\mathbb{k}$ algebra homomorphism is one-one. Finally if $f$ is a member of $\mathcal{O}_{P}(U)$, then $f=\bar{a} / \bar{b}$ with $\bar{a}$ and $\bar{b}$ in $A(V)$ and with $\bar{b}$ nonvanishing at $P$. By Proposition $10.26, \bar{b}$ is nonvanishing on some open neighborhood $U_{0}$ of $P$. Then the germ of $\left(U_{0}, f_{0}\right)$ maps to $f$ if $f_{0}$ is defined as the restriction of $\bar{a} / \bar{b}$ to $U_{0}$. Therefore the $\mathbb{k}$ algebra homomorphism is onto $\mathcal{O}_{P}(U)$.

This completes the discussion of the definitions in the cases of affine and quasiaffine varieties. Next we consider projective varieties, beginning with the simple definitions. Let $V=V(\mathfrak{p})$ be a projective variety, $\mathfrak{p}$ being a prime homogeneous ideal in $\widetilde{A}$ different from $\bigoplus_{d \geq 1} \widetilde{A}_{d}$. The integral domain $\widetilde{A}(V)=\widetilde{A} / \mathfrak{p}$ is called the homogeneous coordinate ring of $V$. Since $\mathfrak{p}$ is homogeneous, we can write $\widetilde{A}(V)$ as

$$
\widetilde{A}(V)=\bigoplus_{d=0}^{\infty} \tilde{A}_{d} /\left(\tilde{A}_{d} \cap \mathfrak{p}\right)=\bigoplus_{d=0}^{\infty} \widetilde{A}(V)_{d}
$$

[^114]Let us write the quotient homomorphism $\underset{\sim}{\mathcal{A}} \rightarrow \widetilde{A}(V)$ as $\underset{\sim}{F} \mapsto \bar{F}$. We say that $\bar{F}$ is homogeneous of degree $d$ if it lies in $\widetilde{A}(V)_{d}=\widetilde{A}_{d} /\left(\widetilde{A}_{d} \cap \mathfrak{p}\right)$.

Despite Proposition 10.12, homogeneous members of $\widetilde{A}(V)$ do not yield welldefined functions on $V$, and we cannot simply imitate the affine case in defining the function field of $V$. The function field $\mathbb{k}(V)$ of $V$ is a certain proper subfield of the field of fractions of $\widetilde{A}(V)$, namely the set of all quotients $\bar{F} / \bar{G}$ with $\bar{F}$ and $\bar{G}$ homogeneous of the same degree and with $\bar{G} \neq 0$. If the common degree of $\bar{F}$ and $\bar{G}$ is $d$, then the quotient $\bar{F} / \bar{G}$ is homogeneous of degree 0 in $\left(x_{0}, \ldots, x_{n}\right)$ and is therefore well-defined on the equivalence class $\left[x_{0}, \ldots, x_{n}\right]$ in $\mathbb{P}^{n}$. Such quotients form a field because if $\bar{F}_{1}$ and $\bar{G}_{1}$ are homogeneous of degree $d$ and $\bar{F}_{2}$ and $\bar{G}_{2}$ are homogeneous of degree $e$, then $\bar{F}_{1} / \bar{G}_{1}+\bar{F}_{2} / \bar{G}_{2}=\left(\bar{F}_{1} \bar{G}_{2}+\bar{G}_{1} \bar{F}_{2}\right) /\left(\bar{G}_{1} \bar{G}_{2}\right)$ and $\left(\bar{F}_{1} \bar{F}_{2}\right) /\left(\bar{G}_{1} \bar{G}_{2}\right)$ are each the quotient of two members of $\widetilde{A}(V)$ that are homogeneous of degree $d+e$, the denominator not being the zero element, and because the inverse of $\bar{F} / \bar{G}$ is $\bar{G} / \bar{F}$. Elements of $\mathbb{k}(V)$ are called rational functions on $V$.

Although the values of homogeneous members of $\tilde{A}$ are not meaningful on $\mathbb{P}^{n}$, the zero locus of such a polynomial is well defined. If $\bar{F}$ is a member of the quotient $\widetilde{A}(V)$ homogeneous of degree $d$, then its set of preimages in $\widetilde{A}_{d}$ is $F+\left(\widetilde{A}_{d} \cap \mathfrak{p}\right)$. The members of $\widetilde{A}_{d} \cap \mathfrak{p}$ all vanish at every point of $V$, and therefore whether $F$ vanishes at a point $P$ of $V$ depends only on the coset of $F$ in $\widetilde{A}(V)$. Accordingly, a member $h$ of $\mathbb{k}(V)$ is said to be regular at the point $P=$ $\left[x_{0}, \ldots, x_{n}\right]$ of $V$, or defined at $P$, if $h$ can be written as a quotient $h=\bar{F} / \bar{G}$ of homogeneous members of $\widetilde{A}(V)$ of the same degree in such a way that $\bar{G}(P) \neq 0$. In this case, $h(P)$ is well defined as the quotient $F\left(x_{0}, \ldots, x_{n}\right) / G\left(x_{0}, \ldots, x_{n}\right)$ for any $\left(x_{0}, \ldots, x_{n}\right)$ representing the point $P=\left[x_{0}, \ldots, x_{n}\right]$.

The set of points $P$ in the projective variety $V$ at which a rational function $h$ on $V$ fails to be regular is called the pole set of $h$. The proof of the following result is similar to the proof of Proposition 10.24 and is therefore omitted.

Proposition 10.30. If $h$ is a rational function on the projective variety $V=$ $V(\mathfrak{p})$, then the pole set of $h$ is the projective algebraic set $V(\mathfrak{a}) \subseteq V(\mathfrak{p})$ corresponding to the homogeneous ideal $\mathfrak{a} \supseteq \mathfrak{p}$ generated by all homogeneous $G \in \widetilde{A}$ such that $\bar{G} h$ is in $\widetilde{A}(V)$.

As in the case of affine varieties, the set of members of $\mathbb{k}(V)$ regular at $P$ in $V$ is a $\mathbb{k}$ subalgebra of $\mathbb{k}(V)$ called the local ring of $V$ at $P$ and denoted by $\mathcal{O}_{P}(V)$.

Corollary 10.31. If $V=V(\mathfrak{p})$ is a projective variety, then

$$
\mathbb{k}=\bigcap_{P \in V} \mathcal{O}_{P}(V)
$$

REMARKS. The classical prototype of this corollary is that a rational function without poles on the Riemann sphere is constant. A direct proof of this fact for the Riemann sphere in the style of this book follows by applying Proposition 6.9 to the sum of the given rational function and any constant function. A generalization appears as Corollary 9.4.

Proof. The inclusion $\subseteq$ is automatic. For the reverse inclusion, suppose that the rational function $h$ on $V$ lies in $\bigcap_{P \in V} \mathcal{O}_{P}(V)$. Then the pole set of $h$ in $V$ is empty. The pole set for $h$ is the set $V(\mathfrak{a})$ for the ideal $\mathfrak{a}$ in Proposition 10.30, ${\underset{\sim}{\sim}}^{\text {and }}$ it follows from the homogeneous Nullstellensatz (Proposition 10.12a) that $\widetilde{A}_{N} \subseteq \mathfrak{a}$ for all $N$ sufficiently large. For any such $N, \widetilde{A}(V)_{N} h$ lies in $\widetilde{A}(V)$. It is homogeneous of degree $N$ and hence is in $\widetilde{A}(V)_{N}$. Iterating this inclusion gives

$$
\begin{equation*}
\widetilde{A}(V)_{N} h^{k} \subseteq \tilde{A}(V)_{N} \quad \text { for all } k \geq 0 \tag{*}
\end{equation*}
$$

Since $V$ is nonempty, some $X_{j}$ is not in $\mathfrak{p}$; to fix the notation, let us suppose that $X_{0}$ is not in $\mathfrak{p}$. Then $\overline{X_{0}} \neq 0$. Inclusion (*) shows that ${\overline{X_{0}}}^{N} h^{k}$ lies in $\widetilde{A}(V)$ for all $k \geq 0$. Thus ${\underset{\sim}{A}}^{k}$ lies in the subset $\bar{X}_{0}{ }^{-N} \widetilde{A}(V)$ of the field of fractions of $\widetilde{A}(V)$, and the ring $\widetilde{A}(V)[h]$, given by the substitution homomorphism $X \mapsto h$ applied to the polynomial ring $\widetilde{A}(V)[X]$, is exhibited as an $\widetilde{A}(V)$ submodule of the finitely generated $\widetilde{A}(V)$ module $\bar{X}_{0}{ }^{-N} \widetilde{A}(V)$ of the field of fractions of $\widetilde{A}(V)$. Since $\widetilde{A}(V)$ is Noetherian as a homomorphic image of $\widetilde{A}, \widetilde{A}(V)[h]$ is a finitely generated $\widetilde{A}(V)$ module. By Proposition 8.35 of Basic Algebra, $h$ is a root of some monic polynomial in $\widetilde{A}(V)[X]$. Say that $h$ satisfies

$$
h^{l}+c_{l-1} h^{l-1}+\cdots+c_{1} h+c_{0}=0
$$

with each $c_{j}$ in $\tilde{A}(V)$. Decomposing each term into homogeneous parts and equating to 0 the sum of the terms homogeneous of degree 0 shows that we can assume each $c_{j}$ to be in $\widetilde{A}(V)_{0}=\mathbb{k}$. That is, we may assume that $h$ is algebraic over $\mathbb{k}$. Since $\mathbb{k}$ is algebraically closed, $h$ is in $\mathbb{k}$.

If we consider the complement of the pole set of $h$, then we see from Proposition 10.30 that the subset of $V$ at which $h$ is regular is open in $V$. Hence it is empty or dense in $V$. On the set where $h$ is regular, $h$ is continuous into $\mathbb{A}^{1}$, according to the following proposition, whose proof is the same as for Proposition 10.26.

Proposition 10.32. If a rational function $h$ on the projective variety $V$ is regular on the nonempty open set $U$ of $V$, then it is continuous from $U$ into $\mathbb{A}^{1}$ with the Zariski topology (in which the proper closed sets are the finite sets).

The procedure for extending the above remarks from projective varieties to quasiprojective varieties is the same as for extending the earlier remarks from affine varieties to quasi-affine varieties. Let the quasiprojective variety $U$ in $\mathbb{P}^{n}$ have closure the projective variety $V$. If $h$ is a rational function on $V$, then Proposition 10.32 shows that $h$ is regular on a nonempty open subset of $V$. Since the intersection of any two nonempty open subsets is nonempty, $h$ is regular on a nonempty open subset of $U$. Therefore it is meaningful to view $h$ as a rational function on $U$. Thus we define the function field of $U$ to be the same as the function field of $V: \mathbb{k}(U)=\mathbb{k}(V)$. The definition of regular function at $P$ is the same for the quasiprojective variety $U$ as for its Zariski closure $V$, and thus the local ring of $U$ at $P$ is given by $\mathcal{O}_{P}(U)=\mathcal{O}_{P}(V)$. A rational function is said to be regular on the quasiprojective variety $U$ if it is regular at every point of $U$. The set of regular functions on $U$ is a $\mathbb{k}$ algebra denoted by $\mathcal{O}(U)$. Thus

$$
\mathcal{O}(U)=\bigcap_{P \in U} \mathcal{O}_{P}(U)
$$

For the special case that $U=V$, Corollary 10.31 shows that $\mathcal{O}(V)$ reduces to the constants.

The next step is to check that the simple definitions in this section in the affine and quasi-affine cases are consistent with the simple definitions in the projective and quasi-projective cases. Proposition 10.18 and Corollary 10.19 tell us the extent of the overlap - that any of the mappings $\beta_{j}: \mathbb{A}^{n} \rightarrow \mathbb{P}^{n}$ with $0 \leq j \leq n$ allows us to identify any quasi-affine variety with a quasiprojective variety. Thus what we need to show is that the definitions of function field, functions regular at a point, and functions regular on a variety amount to the same thing for a quasiaffine variety $U$ and for the quasiprojective variety $\beta_{j}(U)$. For concreteness we shall take $j=0$.

Corollaries 10.21 and 10.22 tell us exactly what we are to compare. The prime ideals $\mathfrak{a}$ of $\widetilde{A}$ not containing $X_{0}$ are in one-one correspondence with the prime ideals $\mathfrak{b}$ of $A$, the correspondence being $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$, and the Zariski closure of $V\left(\beta_{0}^{t}(\mathfrak{b})\right)$ in $\mathbb{P}^{n}$ is $V(\mathfrak{a})$. The correspondence does not yield a natural map of $\mathfrak{b}$ into $\mathfrak{a}$. Instead, the system of linear mappings $\varphi_{d}: A_{\leq d} \rightarrow \widetilde{A}_{d}$ given by

$$
F\left(X_{0}, \ldots, X_{n}\right)=\varphi_{d}(f)\left(X_{0}, \ldots, X_{n}\right)=X_{0}^{d} f\left(X_{1} / X_{0}, \ldots, X_{n} / X_{0}\right)
$$

is a system of inverses to the system of restrictions $\left.\beta_{0}^{t}\right|_{\widetilde{A}_{d}}: \widetilde{A}_{d} \rightarrow A_{\leq d}$ of the homomorphism $\beta_{0}^{t}: \widetilde{A} \rightarrow A$ given by

$$
f\left(X_{1}, \ldots, X_{n}\right)=\beta_{0}^{t}(F)\left(X_{1}, \ldots, X_{n}\right)=F\left(1, X_{0}, \ldots, X_{n}\right)
$$

and these systems have the properties that

$$
\mathfrak{a} \cap \widetilde{A}_{d}=\varphi_{d}\left(\mathfrak{b} \cap A_{\leq d}\right) \quad \text { and } \quad \beta_{0}^{t}\left(\mathfrak{a} \cap \widetilde{A}_{d}\right)=\mathfrak{b} \cap A_{\leq d}
$$

Proposition 10.33. Let a prime ideal $\mathfrak{a}$ of $\widetilde{A}$ not containing $X_{0}$ correspond to the prime ideal $\mathfrak{b}$ of $A$ under the formula $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$ as in Theorem 10.20, and let $U=V(\mathfrak{b})$ and $V=V(\mathfrak{a})$ be the respective affine and projective varieties for $\mathfrak{b}$ and $\mathfrak{a}, V$ being the Zariski closure of $\beta_{0}(U)$ in $\mathbb{P}^{n}$. Then $\beta_{0}^{t}$ descends to a ring homomorphism $\psi$ of $\widetilde{A}(V)$ onto $A(U)$, and $\psi$ in turn induces a canonical field isomorphism $\Psi: \mathbb{k}(V) \rightarrow \mathbb{k}(U)$. Under the field isomorphism $\Psi$, the image of the local ring $\mathcal{O}_{\beta_{0}(P)}(V)$ is $\mathcal{O}_{P}(U)$ for each $P$ in $U$.

Proof. Since $\beta_{0}^{t}$ carries $\tilde{A}$ onto $A$ and carries $\mathfrak{a}$ into $\mathfrak{b}, \beta_{0}^{t}$ descends to a homomorphism $\psi$ of $\widetilde{A} / \mathfrak{a}=\widetilde{A}(V)$ onto $A / \mathfrak{b}=A(U)$. If $\bar{F}$ and $\bar{G}$ are in the same homogeneous summand $\widetilde{A}(V)_{d}$ of $\widetilde{A}(V)$, then we define $\Psi(\bar{F} / \bar{G})=$ $\psi(\bar{F}) / \psi(\bar{G})$ as a member of the field of fractions $\mathbb{k}(U)$ of $A(U)$. If $\bar{F} / \bar{G}=$ $\bar{F}^{\prime} / \bar{G}^{\prime}$, then $\bar{F} \bar{G}^{\prime}=\bar{F}^{\prime} \bar{G}$. Applying $\psi$, using that $\psi$ is a homomorphism, and reinterpreting matters in $\mathbb{k}(U)$, we see that $\Psi(\bar{F} / \bar{G})=\Psi\left(\bar{F}^{\prime} / \bar{G}^{\prime}\right)$, i.e., that $\Psi$ is well defined. A similar argument that involves clearing fractions and applying $\psi$ shows that $\Psi$ respects addition and multiplication. Therefore $\Psi$ is a field mapping of $\mathbb{k}(V)$ into $\mathbb{k}(U)$.

Let $A(U)_{\leq d}$ be the image of $A_{\leq d}$ in $A / \mathfrak{b}=A(U)_{\mathcal{A}}$. Since $\beta_{0}^{t}$ carries $\widetilde{A}_{d}$ onto $A_{\leq d}$ and carries $\mathfrak{a} \cap \widetilde{A}_{d}$ onto $\mathfrak{b} \cap A_{\leq d}$, $\psi$ carries $\widetilde{A}(V)_{d}$ onto $A(U)_{\leq d}$. Any member of $\mathbb{k}(U)$ is the quotient of two members of $A(U)_{\leq d}$ for some $\underset{\sim}{d}$, and it is consequently $\Psi$ of the quotient of the corresponding members of $\widetilde{A}(V)_{d}$. Therefore $\Psi$ carries $\mathbb{k}(V)$ onto $\mathbb{k}(U)$ and is a field isomorphism.

Let $\bar{F}$ and $\bar{G}$ in $\widetilde{A}(V)$ be the cosets $F+\mathfrak{a}$ and $G+\mathfrak{a}$, let $f=\beta_{0}^{t}(F)$ and $g=$ $\beta_{0}^{t}(G)$, and let $\bar{f}$ and $\bar{g}$ in $A(U)$ be the cosets of $f+\mathfrak{b}$ and $g+\mathfrak{b}$. Then $\psi(\bar{F})=\bar{f}$ and $\psi(\bar{G})=\bar{g}$, and hence $\Psi(\bar{F} / \bar{G})=\bar{f} / \bar{g}$. Let $P=\left(x_{1}, \ldots, x_{n}\right)$ be in $U$, so that $\beta_{0}(P)=\left[1, x_{1}, \ldots, x_{n}\right]$ is in $\beta_{0}(U)$. Define $\beta_{0}^{\#}(P)=\left(1, x_{1}, \ldots, x_{n}\right)$ in $\mathbb{A}^{n+1}$, so that the class of $\beta_{0}^{\#}(P)$ in $\mathbb{P}^{n}$ is $\beta_{0}(P)$. Then $\bar{g}(P)=g(P)=\left(\beta_{0}^{t} G\right)(P)=$ $G\left(\beta_{0}^{\#}(P)\right)=\bar{G}\left(\beta_{0}^{\#}(P)\right)$. Therefore $\bar{f} / \bar{g}$ lies in $\mathcal{O}_{P}(U)$ if and only if $\bar{F} / \bar{G}$ lies in $\mathcal{O}_{\beta_{0}(P)}(V)$. So $\Psi$ carries $\mathcal{O}_{\beta_{0}(P)}(V)$ onto $\mathcal{O}_{P}(U)$.

Corollary 10.34. Let $V$ be a projective variety, and let $U$ be a nonempty open subset of $V$. Then each member of $\mathcal{O}(U) \subseteq \mathbb{k}(V)$ is determined as an element in $\mathbb{k}(V)$ by its restriction to $U$.

Proof. Subtracting two such members, we may assume that their difference $h$ is 0 on $U$. We are to prove that $h=0$ in $\mathbb{k}(V)$. For some $j$ with $0 \leq j \leq n$, $\beta_{j}\left(\mathbb{A}^{n}\right) \cap V$ is nonempty, and we may assume that this is the case for $j=0$. The subset $V_{0}=\beta_{0}^{-1}(V)$ of $\mathbb{A}^{n}$ is an affine variety. Since $U$ and $\beta_{0}\left(\mathbb{A}^{n}\right) \cap V$ are
nonempty open subsets of $V$, their intersection is nonempty, and $U_{0}=\beta_{0}^{-1}(U)$ is a nonempty open subset of $V_{0}$. Let $\Psi: \mathbb{k}(V) \rightarrow \mathbb{k}\left(V_{0}\right)$ be the field isomorphism in Proposition 10.33. By assumption, $h$ is in $\mathcal{O}_{\beta_{0}(P)}(V)$ for every $P$ in $U_{0}$. Since the value of $h$ at $P$ is $0, h$ is actually in the maximal ideal of $\mathcal{O}_{\beta_{0}(P)}(V)$ for $P$ in $U_{0}$. Proposition 10.33 shows that $\Psi(h)$ is in the maximal ideal of $\mathcal{O}_{P}\left(V_{0}\right)$ for all $P$ in $U_{0}$. Fix $P_{0}$ in $U_{0}$. Then we can write the member $\Psi(h)$ of $\mathbb{k}\left(V_{0}\right)$ as $\Psi(h)=\bar{a} / \bar{b}$ with $\bar{b}\left(P_{0}\right) \neq 0$. Since $\bar{b}$ is continuous on $V_{0}$ by Proposition 10.26, $\bar{b}(P)$ is nonzero for all $P$ in some neighborhood $W$ of $P_{0}$ contained in $U_{0}$. Then the formula $\Psi(h)=\bar{a} / \bar{b}$ shows explicitly that $\Psi(h)$ is defined at such points $P$ and satisfies $\Psi(h)(P)=\bar{a}(P) / \bar{b}(P)$. Since $\Psi(h)$ is in the maximal ideal of $\mathcal{O}_{P}\left(V_{0}\right)$ for all $P$ in $U_{0}, \Psi(h)(P)=0$ for $P$ in $W$. Hence $\bar{a}(P)=0$ for $P$ in $W$. Consequently $\bar{a}$ and 0 are two members of $A(V)$ that are equal on $W$, and Lemma 10.27 allows us to conclude that $\bar{a}=0$. Therefore $h=0$.

Proposition 10.35. Let $U$ be a nonempty open subset of the projective variety $V$ in $\mathbb{P}^{n}$. Suppose that $h_{0}: U \rightarrow \mathbb{k}$ is a function with the following property: for each $P$ in $U$, there exist an open subset $W$ of $U$ containing $P$ and homogeneous polynomials $F$ and $G$ in $\widetilde{A}$ of the same degree such that $G$ is nowhere vanishing on $W$ and $h_{0}=F / G$ on $W$. Then there exists one and only one member $h$ of $\mathbb{k}(V)$ such that $h$ is regular on $U$ and agrees with $h_{0}$ at every point of $U$.

REMARKS. For the quasiprojective case the more complicated local-sounding definition of "regular function" on $U$, mentioned in the first paragraph of this section, is what is assumed of $h_{0}$ in the statement of this proposition. The proposition says that such an $h_{0}$ necessarily comes from a global rational function on $V$ that is regular on $U$ in the sense just above.

Proof. For each $j$ with $0 \leq j \leq n$ such that $V_{j}=\beta_{j}\left(\mathbb{A}^{n}\right) \cap V$ is nonempty, $\beta_{j}^{-1}\left(V_{j}\right)$ is an affine variety, and $U_{j}=U \cap V_{j}$ is a nonempty open subset such that $h_{j, 0}=\left.h_{0}\right|_{U_{j}}$ is a function on $U_{j}$ with the following property: for each $P$ in $U_{j}$, there exist an open subset $W$ of $U_{j}$ containing $P$ and homogeneous polynomials $F$ and $G$ in $\widetilde{A}$ of the same degree such that $G$ is nowhere vanishing on $W$ and $h_{j, 0}=F / G$ on $W$. We pull back this situation by $\beta_{j}^{-1}$, writing $\beta_{j}^{t} h_{j, 0}$ for the function on $\beta_{j}^{-1}(W)$ given by $\left(\beta_{j}^{t} h_{j, 0}\right)(Q)=h_{j, 0}\left(\beta_{j}(Q)\right)$. The set $\beta_{j}^{-1}\left(V_{j}\right)$ is an affine variety, and the Zariski closure of $V_{j}$ in $\mathbb{P}^{n}$ is $V$. The homomorphism $\beta_{j}^{t}$ on $\widetilde{A}$ descends to a ring homomorphism $\psi_{j}: \widetilde{A}(V) \rightarrow A\left(\beta_{j}^{-1}\left(V_{j}\right)\right)$, and $\psi_{j}$ induces a field isomorphism $\Psi_{j}: \mathbb{k}(V) \rightarrow \mathbb{k}\left(\beta_{j}^{-1}\left(V_{j}\right)\right)$, according to Proposition 10.33.

The set $\beta_{j}^{-1}\left(U_{j}\right)$ is a nonempty open subset of the affine variety $\beta_{j}^{-1}\left(V_{j}\right)$, and $\beta_{j}^{t} h_{j, 0}$ is a function on $\beta_{j}^{-1}\left(U_{j}\right)$ with the following property: for each $P$ in $\beta_{j}^{-1}\left(U_{j}\right)$, there exist an open subset $W$ of $\beta_{j}^{-1}\left(U_{j}\right)$ containing $P$ and homogeneous
polynomials $F$ and $G$ in $\widetilde{A}$ of the same degree such that their images $\bar{F}$ and $\bar{G}$ in $\widetilde{A}(V)$ have $\bar{G}$ nowhere vanishing on $W$ and have $\beta_{j}^{t} h_{j, 0}=\psi_{j}(\bar{F}) / \psi_{j}(\bar{G})=$ $\Psi(\bar{F} / \bar{G})$ on $W$. Proposition 10.33 says that $\psi_{j}(\bar{F})=\bar{a}$ and $\psi_{j}(\bar{G})=\bar{b}$ for members $\bar{a}$ and $\bar{b}$ of $A\left(\beta_{j}^{-1}\left(V_{j}\right)\right)$. We are in the situation of Proposition 10.28 with $f_{0}=\beta_{j}^{t} h_{j, 0}$, and that proposition produces a unique member $h_{j}$ of $\mathbb{k}\left(\beta_{j}^{-1}\left(V_{j}\right)\right)$ that is regular on $\beta_{j}^{-1}\left(U_{j}\right)$ and agrees with $\beta_{j}^{t} h_{j, 0}$ at every point of $\beta_{j}^{-1}\left(U_{j}\right)$.

The member $h$ of $\mathbb{k}(V)$ that we seek is $h=\Psi_{j}^{-1}\left(h_{j}\right)$. To verify this assertion, we are to show that $\Psi_{j}^{-1}\left(h_{j}\right)$ is independent of $j$. Thus suppose that $V_{i} \cap V_{j} \neq \varnothing$. Fix $P$ in $U_{i} \cap U_{j}=U \cap V_{i} \cap V_{j}$, and choose the above open neighborhood $W$ of $P$ small enough for the above construction to apply for both indices $i$ and $j$. By the uniqueness in Proposition 10.28, $h_{j}$ is the unique member of $\mathbb{k}\left(\beta_{j}^{-1}\left(V_{j}\right)\right)$ that is regular on $\beta_{j}^{-1}(W)$ and agrees with $\beta_{j}^{t} h_{j, 0}=\beta_{j}^{t}\left(\left.h_{0}\right|_{U_{j}}\right)$ at every point of $\beta_{j}^{-1}(W)$. Thus $\Psi_{j}^{-1}\left(h_{j}\right)=\bar{F} / \bar{G}$ on $W$, where $\bar{F}$ and $\bar{G}$ are as in the previous paragraph. By the same uniqueness argument, $\Psi_{i}^{-1}\left(h_{i}\right)=\bar{F} / \bar{G}$ on $W$. The difference $\Psi_{i}^{-1}\left(h_{i}\right)-\Psi_{j}^{-1}\left(h_{j}\right)$ is a member of $\mathbb{k}(V)$ that is regular on $W$ and vanishes there. By Corollary 10.34 , the difference is 0 as an element of $\mathbb{k}(V)$. Therefore $\Psi_{j}^{-1}\left(h_{j}\right)$ is independent of $j$, and we can take $h$ to be this member of $\mathbb{k}(V)$.

Just as in the quasi-affine case, it is possible in the quasiprojective case to give a local-sounding definition of rational function and a formulation of $\mathcal{O}_{P}(U)$ in terms of germs. We shall not use these notions, and we omit any further discussion of them.

## 5. Morphisms

The goal of this section and the next is to introduce maps that make the collection of all quasiprojective varieties over an algebraically closed field $\mathbb{k}$ into the objects of a category in a way that does not depend on the ambient space $\mathbb{A}^{n}$ or $\mathbb{P}^{n}$ of the variety. These maps will all be algebraic in nature, and there will be two choices of which class of maps to use, one involving good denominators and one allowing occasional bad denominators. The first kind of map will be called a "morphism," and the second kind of map will be called a "dominant rational map." The relationships between these two kinds of maps and the interpretation of these maps in terms of function fields will be of great importance in applying this theory.

A variety over the algebraically closed field $\mathbb{k}$ henceforth will be any affine, quasi-affine, projective, or quasiprojective variety as in the previous sections. To
each such variety $V$, Section 4 associates a function field $\mathbb{k}(V)$, a local ring $\mathcal{O}_{P}(V) \subseteq \mathbb{k}(V)$ of regular functions at each point $P$, and a ring $\mathcal{O}(E)=$ $\bigcap_{P \in E} \mathcal{O}_{P}(V) \subseteq \mathbb{k}(V)$ of regular functions on each nonempty open subset $E$ of $V$. We have observed that each rational function on a variety $V$ is regular on some nonempty open subset of $V$, namely the complement of the pole set. One further fact that we shall use about rational functions is the following.

Proposition 10.36. If $P$ and $Q$ are distinct points of a variety $V$, then there exists a rational function $h \in \mathbb{k}(V)$ such that $h$ is defined at both $P$ and $Q$, has $h(P)=0$, and has $h(Q) \neq 0$.

Proof. Without loss of generality, we may assume that $V$ is projective. Say that $V \subseteq \mathbb{P}^{n}$. Let $\mathfrak{p}$ be the prime homogeneous ideal in $\widetilde{A}=\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$ such that $\widetilde{A}(V)=\widetilde{A} / \mathfrak{p}$, and let $F \mapsto \bar{F}$ be the quotient homomorphism $\widetilde{A} \mapsto \widetilde{A}(V)$. Let $P=\left[x_{0}, \ldots, x_{n}\right]$ and $Q=\left[y_{0}, \ldots, y_{n}\right]$. Choose a homogeneous polynomial $F$ in $\widetilde{A}$ such that $F\left(x_{0}, \ldots, x_{n}\right)=0$ and $F\left(y_{0}, \ldots, y_{n}\right) \neq 0$, and choose a homogeneous polynomial $G$ with $\operatorname{deg} G=\operatorname{deg} F$ such that $G\left(x_{0}, \ldots, x_{n}\right) \neq 0$ and $G\left(y_{0}, \ldots, y_{n}\right) \neq 0$. Then $\bar{G}$ is not 0 , and $h=\bar{F} / \bar{G}$ has the required properties.

If $U$ and $V$ are varieties, then a continuous function $\varphi: U \rightarrow V$ relative to the Zariski topology is called a morphism if for each nonempty open subset $E$ of $V$ and each regular function $f$ on $E$, the composition $f \circ \varphi$ is a regular function on the open subset $\varphi^{-1}(E)$ of $U$. Thus $\varphi$ is to be continuous and is to induce by composition a function from $\mathcal{O}(E)$ into $\mathcal{O}\left(\varphi^{-1}(E)\right)$ for each open subset $E$ of $V$. An isomorphism of varieties is a morphism having an inverse function that is a morphism.

It is immediate that the composition of two morphisms is a morphism and that the identity function is a morphism. Thus the varieties over $\mathbb{k}$ form a category if morphisms are used as the maps.

EXAMPLES OF MORPHISMS. Suppose that $\mathbb{k}$ has characteristic different from 2. Let $U$ be $\mathbb{P}^{1}$, written as

$$
\mathbb{P}^{1}=\{[s, t] \mid(s, t) \neq(0,0)\},
$$

and let $V$ be the projective variety in $\mathbb{P}^{2}$ defined by the irreducible homogeneous polynomial $X^{2}+Y^{2}-Z^{2}$, i.e.,

$$
V=\left\{[x, y, z] \mid x^{2}+y^{2}=z^{2} \text { and }(x, y, z) \neq(0,0,0)\right\}
$$

Let $\varphi: U \rightarrow V$ be the function given by

$$
\varphi([s, t])=\left[s^{2}-t^{2}, 2 s t, s^{2}+t^{2}\right]
$$

This is well defined, and it is continuous because the Zariski closed proper subsets of $V$ are the finite sets, whose inverse images are finite sets. If $F$ and $G$ are two homogeneous members of $\mathbb{k}[X, Y, Z]$ and if $\bar{F}$ and $\bar{G}$ are the images in $\widetilde{A}(V)=\mathbb{k}[X, Y, Z] /\left(X^{2}+Y^{2}-Z^{2}\right)$, we are to assume that $\bar{G}$ is not 0 , i.e., that $G$ is not divisible by $X^{2}+Y^{2}-Z^{2}$, and then $h=\bar{F} / \bar{G}$ is a typical rational function on $V$. We are to show that if $h$ is regular on an open subset $E$ of $V$, then $h \circ \varphi$ is regular on $\varphi^{-1}(E) \subseteq \mathbb{P}^{1}$. The expression $h=\bar{F} / \bar{G}$ exhibits $h$ as regular on the open set $E$ of points $[x, y, z]$ of $V$ with $G(x, y, z) \neq 0$. The set $\varphi^{-1}(E)$ is the set of points $[s, t]$ in $\mathbb{P}^{1}$ with $G\left(s^{2}-t^{2}, 2 s t, s^{2}+t^{2}\right) \neq 0$. At such points the function $h \circ \varphi$ is given by

$$
(h \circ \varphi)(s, t)=F\left(s^{2}-t^{2}, 2 s t, s^{2}+t^{2}\right) / G\left(s^{2}-t^{2}, 2 s t, s^{2}+t^{2}\right),
$$

and it is given by a rational expression with nonvanishing denominator. Thus $\varphi$ is a morphism.

Let us see that $\psi: V \rightarrow \mathbb{P}^{1}$ given by

$$
\psi[x, y, z]= \begin{cases}{[x+z, y]} & \text { if }[x, y, z] \neq[1,0,-1] \\ {[-y, x-z]} & \text { if }[x, y, z] \neq[1,0,1]\end{cases}
$$

consistently defines another morphism. For the consistency we observe that $x^{2}+y^{2}=z^{2}$ implies that $(x+z)(x-z)=-y^{2}$; hence on the common domain of the two expressions, $[x+z, y]=\left[-y^{2} /(x-z), y\right]=[-y /(x-z), 1]=$ [ $-y, x-z]$. Continuity of $\psi$ follows because the inverse image of any finite set is a finite set. For the regularity we observe that if $F$ and $G$ are homogeneous members of the same degree in $\tilde{A}\left(\mathbb{P}^{1}\right)=\mathbb{k}[S, T]$ with $G \neq 0$ and if $h=F / G$, then the expression $h=F / G$ exhibits $h$ as regular on the open set $E$ of points [ $s, t]$ in $\mathbb{P}^{1}$ with $G(s, t) \neq 0$. The set $\psi^{-1}(E)$ is the set of points $[x, y, z]$ on $V$ with $G(x+z, y) \neq 0$. At such points the function $h \circ \psi$ is given by

$$
(h \circ \psi)[x, y, z]=F(x+z, y) / G(x+z, y),
$$

and it is given by a rational expression with a nonvanishing denominator. Thus $\psi$ is a morphism. In other words, $\varphi$ is an isomorphism.

Proposition 10.37. Let $\beta_{0}: \mathbb{A}^{n} \rightarrow \mathbb{P}^{n}$ be the usual inclusion. If $U$ is a quasi-affine variety in $\mathbb{A}^{n}$, then $\beta_{0}$ is an isomorphism of the quasi-affine variety $U$ onto the quasiprojective variety $\beta_{0}(U)$.

Proof. Proposition 10.18 shows that $\beta_{0}$ is a homeomorphism of $U$ onto its image. The last conclusion of Proposition 10.33 implies that the regular functions for $U$ match those for $\beta_{0}(U)$ under $\beta_{0}$, and the result follows.

Theorem 10.38. Let $U$ be any variety, let $V$ be any affine variety, and let $A(V)$ be the affine coordinate ring of $V$. Then the morphisms $\varphi: U \rightarrow V$ are in one-one correspondence with the $\mathbb{k}$ algebra homomorphisms $\widetilde{\varphi}: A(V) \rightarrow \mathcal{O}(U)$ via the formula

$$
\widetilde{\varphi}(f)=f \circ \varphi \quad \text { for } f \in A(V)
$$

REMARKS. Members $f$ of $A(V)$ lie in $\mathcal{O}(V)$. The $\mathbb{k}$ algebra homomorphism $\tilde{\varphi}$ is meaningful because the fact that $\varphi$ is a morphism implies that $f \circ \varphi$ is in $\mathcal{O}\left(\varphi^{-1}(E)\right)$ for every open $E$ in $V$; here we take $E=V$ and $\varphi^{-1}(E)=U$. The proof of Theorem 10.38 will be preceded by a lemma.

Lemma 10.39. If $U$ is a variety and $V$ is an affine variety in $\mathbb{A}^{n}$, then a function $\psi: U \rightarrow V$ is a morphism if and only if $\overline{X_{i}} \circ \psi$ is a regular function on $U$ for the image $\overline{X_{i}}$ in $A(V)$ of each coordinate function $X_{i}$ with $1 \leq i \leq n$.

Proof. If $\psi$ is a morphism, then the definition of morphism forces $\overline{X_{i}} \circ \psi$ to be a regular function.

Conversely suppose $\psi$ has the property that each $\overline{X_{i}} \circ \psi$ is a regular function. Then $f \circ \psi$ is a regular function on $U$ for each $f$ in $A(V)$, since every member of $A(V)$ is a polynomial in the elements $\overline{X_{i}}$. If $E$ is a closed set in $V$, then $E$ is the locus of common zeros of some set $\left\{f_{\alpha}\right\}$ of polynomials, and $\psi^{-1}(E)$ is the set of points $P$ such that $f_{\alpha}(\psi(P))=0$ for all $\alpha$. Hence $\psi^{-1}(E)$ is the locus of common zeros of a subset $\left\{f_{\alpha} \circ \psi\right\}$ of regular functions on $U$ and is relatively closed in $U$. Thus $\psi$ is continuous.

If $E$ is nonempty open in $V$, then $\mathbb{k}(E)=\mathbb{k}(V)$ shows that each regular function $h$ on $E$ is locally the quotient of members of $A(V)$ with nonvanishing denominator. Let us write $h=f / g$ with $g$ nonvanishing near a point of interest. Then $h \circ \psi=(f \circ \psi) /(g \circ \psi)$ is exhibited locally as a rational function with nonvanishing denominator.

Proof of Theorem 10.38. Suppose that $\alpha: A(V) \rightarrow \mathcal{O}(U)$ is a $\mathbb{k}$ algebra homomorphism. Define $\psi: U \rightarrow V$ by $\psi(P)=\left(\alpha\left(\overline{X_{1}}\right)(P), \ldots, \alpha\left(\overline{X_{n}}\right)(P)\right)$. Then $\overline{X_{i}} \circ \psi=\alpha\left(\overline{X_{i}}\right)$ is in $\mathcal{O}(U)$ by definition of $\alpha$, and Lemma 10.39 shows that $\psi$ is a morphism.

The $\mathbb{k}$ algebra homomorphism $\tilde{\psi}$ defined by $\tilde{\psi}(f)=f \circ \psi$ has $\tilde{\psi}\left(\overline{X_{i}}\right)=$ $\overline{X_{i}} \circ \psi=\alpha\left(\overline{X_{i}}\right)$. Since the elements $\overline{X_{i}}$ generate $A(V), \widetilde{\psi}=\alpha$. Thus starting from $\alpha$, forming $\psi$, and obtaining $\widetilde{\psi}$ recovers $\alpha$. In the reverse direction if we start from $\varphi$, form $\widetilde{\varphi}$, and use the construction of the previous paragraph to obtain $\psi$, then $\psi(P)=\left(\widetilde{\varphi}\left(\overline{X_{1}}\right)(P), \ldots, \widetilde{\varphi}\left(\overline{X_{n}}\right)(P)\right)=\left(\overline{X_{1}}(\varphi(P)), \ldots \overline{X_{n}}(\varphi(P))\right)=$ $\varphi(P)$ for $P$ in $U$. Hence $\psi=\varphi$. Thus the function $\alpha \mapsto \psi$ is a two-sided inverse of the function $\varphi \mapsto \widetilde{\varphi}$.

Corollary 10.40. If $U$ and $V$ are affine varieties, then the morphisms $\varphi: U \rightarrow V$ are in one-one correspondence with the $\mathbb{k}$ algebra homomorphisms $\widetilde{\varphi}: A(V) \rightarrow A(U)$ via the formula

$$
\widetilde{\varphi}(f)=f \circ \varphi \quad \text { for } f \in A(V)
$$

Proof. This is immediate from Theorem 10.38 , since Corollary 10.25 shows that $\mathcal{O}(U)=A(U)$.

Proposition 10.41. If $U$ and $V$ are varieties and if $\varphi: U \rightarrow V$ and $\psi: U \rightarrow V$ are morphisms such that $\left.\varphi\right|_{E}=\left.\psi\right|_{E}$ for some nonempty open set $E$ in $U$, then $\varphi=\psi$.

Proof. Let $h$ be a rational function on $V$, and let $E^{\prime}$ be the nonempty open subset of $V$ on which $h$ is regular. Since $\varphi$ and $\psi$ are morphisms, $h \circ \varphi$ and $h \circ \psi$ are regular on the respective nonempty open subsets $\varphi^{-1}\left(E^{\prime}\right)$ and $\psi^{-1}\left(E^{\prime}\right)$ of $U$. The equality $\left.\varphi\right|_{E}=\left.\psi\right|_{E}$ shows that $h \circ \varphi$ and $h \circ \psi$ are equal on the nonempty open subset $E \cap \varphi^{-1}\left(E^{\prime}\right) \cap \psi^{-1}\left(E^{\prime}\right)$ of $U$. The function $h \circ \varphi-h \circ \psi$ is therefore a rational extension from $E \cap \varphi^{-1}\left(E^{\prime}\right) \cap \psi^{-1}\left(E^{\prime}\right)$ to $U$ of the 0 function, and Proposition 10.34 shows that $h \circ \varphi-h \circ \psi=0$ on $U$. Therefore $h \circ \varphi=h \circ \psi$ as elements of $\mathbb{k}(U)$ for every $h$ in $\mathbb{k}(V)$.

Arguing by contradiction, suppose that $P$ is a point in $U$ for which $\varphi(P) \neq$ $\psi(P)$. Then Proposition 10.36 produces $h$ in $\mathbb{k}(U)$ such that $h$ is regular on an open subset $F$ of $V$ containing $\varphi(P)$ and $\psi(P)$ and has $h(\varphi(P))=0$ and $h(\psi(P)) \neq 0$. Since $\varphi$ and $\psi$ are morphisms, $h \circ \varphi$ and $h \circ \psi$ are regular on the open set $\varphi^{-1}(F) \cap \psi^{-1}(F)$. Their respective values at $P$ are $h(\varphi(P))=0$ and $h(\psi(P)) \neq 0$. Since $h \circ \varphi=h \circ \psi$ as rational functions, this is a contradiction.

Proposition 10.42. Suppose that $U$ and $V$ are varieties and that $\varphi: U \rightarrow V$ is a morphism. If $P$ is in $U$, then $\varphi$ induces a $\mathbb{k}$ algebra homomorphism $\varphi_{P}^{*}: \mathcal{O}_{\varphi(P)}(V) \rightarrow \mathcal{O}_{P}(U)$. Composition of morphisms goes to composition of these homomorphisms in the reverse order.

Proof. Propositions 10.33 and 10.37 together imply that we may assume $U$ and $V$ to be quasi-affine. Let $f$ in $\mathbb{k}(V)$ be defined at $\varphi(P)$. Proposition 10.24 shows that the set $E$ on which $f$ is regular is open in $V$. Since $\varphi$ is a morphism and $f$ is regular on $E, f \circ \varphi$ is regular on the open subset $\varphi^{-1}(E)$ of $U$. Proposition 10.28, applied to $\varphi^{-1}(E) \subseteq U$, shows that there exists a unique member $F$ of $\mathbb{k}(U)$ that is regular on $\varphi^{-1}(E)$ and agrees with $f \circ \varphi$ on $\varphi^{-1}(E)$. We put $\varphi_{P}^{*}(f)=F$. It is a routine matter to check that $\varphi_{P}^{*}$ is a $\mathbb{k}$ algebra homomorphism and that compositions go to compositions in the reverse order.

## 6. Rational Maps

This section will introduce a second kind of map that makes the collection of all (quasiprojective) varieties over the algebraically closed field $\mathbb{k}$ into a category. These maps will not be ordinary functions, and the definition requires some care.

If $U$ and $V$ are varieties over the algebraically closed field $\mathbb{k}$, then a rational $\operatorname{map} \varphi: U \rightarrow V$ is an equivalence class of pairs $\left(E, \varphi_{E}\right)$, where $E$ is a nonempty open set of $U$ and $\varphi_{E}$ is a morphism of $E$ into $V$. The equivalence relation on two such pairs is that $\left(E, \varphi_{E}\right) \sim\left(E^{\prime}, \varphi_{E^{\prime}}\right)$ if $\left.\varphi_{E}\right|_{E \cap E^{\prime}}=\left.\varphi_{E^{\prime}}\right|_{E \cap E^{\prime}}$. This is meaningful, since the intersection of any two nonempty open sets is nonempty. The relation $\sim$ is certainly reflexive and symmetric, and Proposition 10.41 shows that it is transitive. We can therefore take the union of the open subsets $E$ such that some pair $\left(E, \varphi_{E}\right)$ is in the equivalence class, and $\varphi$ will be definable as a morphism on this union. This union is called the largest domain on which $\varphi$ is a morphism.

A morphism from $U$ to $V$ defines a rational map. But a rational map need not be an everywhere-defined function, and forming the composition of two rational maps is problematic. For example, if $E$ is the open subset of $U$ on which a rational map $\varphi: U \rightarrow V$ is defined and $F$ is the open subset of $V$ on which a rational map $\psi: V \rightarrow W$ is defined, then it may happen that $\varphi(E)$ is disjoint from $F$. In this case the composition $\psi \circ \varphi$ makes no sense.

A rational map $\varphi: U \rightarrow V$ is said to be dominant if $\varphi_{E}$ has dense image in $V$ for some (and hence every) pair $\left(E, \varphi_{E}\right)$ in the equivalence class. It is evident that the composition of two dominant rational maps makes sense as a rational map. The identity mapping is a dominant rational map, and thus the collection of all varieties over $\mathbb{k}$ becomes a category if the dominant rational maps are used as the maps of the category.

A birational map is a dominant rational map $\varphi: U \rightarrow V$ that has a dominant rational map $\psi: V \rightarrow U$ as a two-sided inverse. Two varieties admitting a birational map from the one to the other are said to be birationally equivalent varieties, or to be birational.

EXAMPLE. The irreducible affine plane curves defined by $T^{2}-\left(S^{4}+1\right)$ and $Y^{2}-\left(X^{3}-4 X\right)$ are birationally equivalent if $\mathbb{k}$ has characteristic different from 2. Birational mappings in the two directions are given by

$$
\left.\begin{array}{rl}
S & =\frac{Y}{2 X} \\
T & =\frac{Y^{2}+8 X}{4 X^{2}}
\end{array}\right\} \quad \text { and } \quad\left\{\begin{aligned}
X & =\frac{2}{T-S^{2}} \\
Y & =\frac{4 S}{T-S^{2}}
\end{aligned}\right.
$$

The rational map from $(X, Y)$ to $(S, T)$ is a morphism on the complement of $(0,0)$ in the locus $y^{2}=x^{3}-4 x$ in $\mathbb{A}^{2}$. The rational map from $(S, T)$ to $(X, Y)$ is a morphism on the entire locus $t^{2}=s^{4}+1$ in $\mathbb{A}^{2}$.

Let $\varphi: U \rightarrow V$ be a dominant rational map, and let $\left(E, \varphi_{E}\right)$ be any pair in the equivalence class $\varphi$. If $f \in \mathbb{k}(V)$ is a rational function on $V$, then the subset $F$ of $V$ on which $f$ is defined is open and nonempty. So $\left.f\right|_{F}$ is a regular function on $F$. Since $\varphi_{E}$ is continuous and has dense image, $E^{\prime}=\varphi_{E}^{-1}(F)$ is a nonempty open set in $E \subseteq U$. The function $\varphi_{E^{\prime}}$ is a morphism from $E^{\prime}$ into $F$, and thus $\left.f\right|_{F} \circ \varphi_{E^{\prime}}$ is a regular function on $E^{\prime}$. We can therefore regard it as a rational function on $U$, i.e., a member of $\mathbb{k}(U)$. Consequently the dominant rational map $\varphi: U \rightarrow V$ induces a function $\widetilde{\varphi}: \mathbb{k}(V) \rightarrow \mathbb{k}(U)$ that is easily seen to be a field mapping respecting $\mathbb{k}$. Compositions of dominant rational maps lead to compositions of such field mappings in the reverse order.

EXAMPLE, CONTINUED. The two irreducible affine plane curves in the example earlier in this section have been observed to be birationally equivalent. In view of the previous paragraph, their function fields must be isomorphic. Taking into account that the genus of a curve, as defined in Section IX.3, depends only on the function field, we see that the two curves must have the same genus. This equality is confirmed by Example 3 of genus in Section IX.3, which shows that the genus of $\mathbb{k}[x, y] /\left(y^{2}-p(x)\right)$, where $p(x)$ is a square-free polynomial of degree $m$ in characteristic different from 2, is $\frac{1}{2} m-1$ if $m$ is even and is $\frac{1}{2}(m-1)$ if $m$ is odd. The two curves under study have $m=4$ and $m=3$, and the genus is 1 in both cases.

The main result of this section will be a converse to the construction just made, showing how to pass from $a \mathbb{k}$ algebra homomorphism between function fields to a dominant rational map in the reverse order. We require two lemmas.

Lemma 10.43. Let $V=V(f)$ be the hypersurface ${ }^{13}$ in $\mathbb{A}^{n}$ defined by a nonconstant polynomial $f$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. Then the open set $\mathbb{A}^{n}-V$ is isomorphic to an affine variety, specifically to the hypersurface in $\mathbb{A}^{n+1}$ corresponding to the irreducible polynomial $X_{n+1} f\left(X_{1}, \ldots, X_{n}\right)-1$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n+1}\right]$.

REMARKS. Even though $f$ is not assumed irreducible, $X_{n+1} f-1$ is irreducible. In fact, consideration of the degree in $X_{n+1}$ shows that the only possible nontrivial factorization is of the form $\left(X_{n+1} a-b\right)(c)$ with $a, b, c$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. Then $b c=1$, and $c$ has to be scalar. The open set $\mathbb{A}^{n}-V$ is a quasi-affine variety (having closure $\mathbb{A}^{n}$ ), and the lemma therefore asserts that this quasi-affine variety is isomorphic to a certain affine variety in $\mathbb{A}^{n+1}$.

Proof. Let $W=V\left(X_{n+1} f-1\right)$. Let $\varphi: W \rightarrow \mathbb{A}^{n}$ be the map defined by $\varphi\left(x_{1}, \ldots, x_{n+1}\right)=\left(x_{1}, \ldots, x_{n}\right)$ for $\left(x_{1}, \ldots, x_{n+1}\right)$ in $W$. Then $X_{j} \circ \varphi$ is projection

[^115]to the $j^{\text {th }}$ coordinate for $1 \leq j \leq n$, which is a regular function on $W$. Lemma 10.39 shows that $\varphi$ is a morphism, and $\varphi$ is one-one onto by inspection. The inverse function is given by $\varphi^{-1}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}, \ldots, x_{n}, 1 / f\left(x_{1}, \ldots, x_{n}\right)\right)$. Let $\overline{X_{j}}$ be the image of $X_{j}$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n+1}\right] /\left(X_{n+1} f-1\right)$ for $1 \leq j \leq n+1$. Then $\left(\overline{X_{j}} \circ \varphi^{-1}\right)\left(x_{1}, \ldots, x_{n}\right)$ equals $x_{j}$ for $j \leq n$ and equals $1 / f\left(x_{1}, \ldots, x_{n}\right)$ for $j=n+1$, and these are regular functions on the complement of $V(f)$ in $\mathbb{A}^{n}$. By Lemma $10.39, \varphi^{-1}$ is a morphism.

Lemma 10.44. If $V$ is a variety, then there is a base for the Zariski topology on $V$ consisting of open sets that are isomorphic to affine varieties.

Proof. Let $P$ be in $V$, and let $U$ be an open subset of $V$ containing $P$. We are to produce an open subset $W$ of $U$ containing $P$ that is isomorphic to an affine variety. Since any nonempty open set of a quasiprojective variety is a quasiprojective variety, $U$ is a variety. Thus we may assume that $U=V$. Since any projective variety in $\mathbb{P}^{n}$ is covered by the affine varieties isomorphic via Proposition 10.37 to nonempty intersections with $\beta_{j}\left(\mathbb{A}^{n}\right)$, any quasiprojective variety is covered by quasi-affine varieties. Thus we may assume that $U=V$ is quasi-affine in $\mathbb{A}^{n}$. Let $X$ be the closed subset $X=\bar{V}-V$ in $\mathbb{A}^{n}$, and let $\mathfrak{a}=I(X)$. Since $P$ is in $V$, it is not in $X$, and there exists some $f$ in $\mathfrak{a}$ with $f(P) \neq 0$. Let $Y=V(f)$. The point $P$ is not in $Y$, and thus $W=V-V(f)$ is relatively open in $V$ and contains $P$.

Being relatively open in $V, W$ is a quasi-affine variety. Since $f$ vanishes on $X$, $V(f)$ contains $X=\bar{V}-V$. Thus the equality $W=\bar{V}-V(f)$ exhibits $W$ as a relatively closed subset of $\mathbb{A}^{n}-V(f)$, which Lemma 10.43 shows is isomorphic to an affine variety. Hence $W$ itself is isomorphic to a quasi-affine variety that is closed in an affine variety. That is, $W$ is isomorphic to an affine variety.

Theorem 10.45. Let $U$ and $V$ be varieties, and let $\varphi \mapsto \widetilde{\varphi}$ be the function carrying dominant rational maps $\varphi: U \rightarrow V$ to field mappings $\widetilde{\varphi}: \mathbb{k}(V) \rightarrow \mathbb{k}(U)$ respecting the operations by $\mathbb{k}$ and given by

$$
\widetilde{\varphi}(f)=\left(\text { class of }\left.f\right|_{F} \circ \varphi_{E^{\prime}}\right),
$$

where $f$ is in $\mathbb{k}(V), f$ is regular on $F,\left(E, \varphi_{E}\right)$ is a pair in the class $\varphi$, and $E^{\prime}=\varphi_{E}^{-1}(F)$. Then $\varphi \mapsto \tilde{\varphi}$ is one-one onto the set of all field mappings from $\mathbb{k}(V)$ into $\mathbb{k}(U)$ respecting $\mathbb{k}$. Furthermore, if $P \in U$ and $Q \in V$ are points, then the maximal ideal of $\widetilde{\varphi}\left(\mathcal{O}_{Q}(V)\right)$ is contained in the maximal ideal of $\mathcal{O}_{P}(U)$ if and only if $P$ is in the largest domain on which $\varphi$ is a morphism and has $\varphi(P)=Q$.

REMARK. The ring $\mathcal{O}_{P}(U)$ is the $\mathbb{k}$ vector space sum of its maximal ideal and the constants, since evaluation at $P$ is a well-defined multiplicative linear functional on $\mathcal{O}_{P}(U)$, and a similar comment applies to $\mathcal{O}_{Q}(V)$. Whatever $\widetilde{\varphi}$
does, it certainly carries 1 to 1 , and hence if $\widetilde{\varphi}$ carries the maximal ideal of $\mathcal{O}_{Q}(V)$ to the maximal ideal of $\mathcal{O}_{P}(U)$, then it carries $\mathcal{O}_{Q}(V)$ to $\mathcal{O}_{P}(U)$ also.

Proof. We begin by inverting $\varphi \mapsto \widetilde{\varphi}$. Lemma 10.44 shows that any variety is covered by open subvarieties isomorphic to affine varieties, and the function fields of the variety and the subvarieties may all be identified with one another. Thus there is no loss in generality in assuming that $V$ is an affine variety in $\mathbb{A}^{n}$. Let $\overline{X_{1}}, \ldots, \overline{X_{n}}$ be the images in $A(V)$ of $X_{1}, \ldots, X_{n}$, and suppose that a $\mathbb{k}$ algebra homomorphism $\gamma: \mathbb{k}(V) \rightarrow \mathbb{k}(U)$ is given. Then $\gamma\left(\overline{X_{1}}\right), \ldots, \gamma\left(\overline{X_{n}}\right)$ are rational functions on $U$, and we can find a nonempty open subset $E$ of $U$ on which all these functions are regular. Since $\gamma$ is a homomorphism, $\gamma$ yields by restriction of the images a homomorphism $\gamma: A(V) \rightarrow \mathcal{O}(E)$. Moreover, this version of $\gamma$ is one-one on $A(V)$ because $\gamma$ as a field mapping is one-one and because Proposition 10.34 shows that each member of $\mathcal{O}(E)$ extends in only one way to a member of $\mathbb{k}(U)$. Theorem 10.38 produces a morphism $\psi: E \rightarrow V$ such that $\widetilde{\psi}=\gamma$ for this restricted version of $\gamma$. Then the equivalence class $\varphi$ of the pair $(\psi, E)$ is a rational map of $U$ into $V$.

To see that $\varphi$ is dominant, suppose on the contrary that $\overline{\psi(E)}$ is a proper closed subset of $V$. Then we can find a polynomial $f$ that is 0 on $\overline{\psi(E)}$ but is not identically 0 on $V$. The image $\bar{f}$ of $f$ in $A(V)$ is nonzero. Since the restricted version of $\gamma$ is one-one, $\gamma(\bar{f})$ is nonzero in $\mathcal{O}(E)$. However, $\gamma(\bar{f})=\widetilde{\psi}(\bar{f})=$ $\bar{f} \circ \psi$, and the right side is 0 on $E$, contradiction.

The construction is arranged in such a way that if we start from $\varphi$, form $\widetilde{\varphi}$, and go through the construction to produce a rational map of $U$ into $V$, then the resulting rational map is $\varphi$. In the reverse direction, suppose that we start from $\gamma$, produce $\varphi$, and then form $\widetilde{\varphi}$, and suppose that $\bar{f}$ in $\mathbb{k}(V)$ is in $A(V)$. If $E \subseteq U$ is as in the first paragraph of the proof, then a representative of $\varphi$ is the pair $\left(E, \varphi_{E}\right)$, where $\varphi_{E}$ is the morphism such that $\left(\varphi_{E}\right)^{\sim}=\gamma$. Then $\gamma_{\varphi}(\bar{f})$ is the class of $\bar{f} \circ \varphi_{E}$, which equals $\widetilde{\varphi}(f)$ and hence $\gamma(\bar{f})$. In other words, $\gamma$ and $\widetilde{\varphi}$ agree on $A(V)$; being field mappings, they agree on $\mathbb{k}(V)$. This completes the proof of the first conclusion of the theorem.

Now suppose that $\varphi$ is a dominant rational map from $U$ to $V$ and that $\widetilde{\varphi}$ is the corresponding field map of $\mathbb{k}(V)$ to $\mathbb{k}(U)$. Let $P \in U$ and $Q \in V$ be points, suppose that there is an open neighborhood $E$ of $P$ such that $\left(E, \varphi_{E}\right)$ is in the equivalence class $\varphi$, and suppose that $\varphi_{E}(P)=Q$. Lemma 10.44 shows that there is a base of open neighborhoods of $Q$ in $V$ consisting of open sets that are isomorphic to affine varieties. Since $\varphi_{E}$ is by assumption continuous, we can select any such open neighborhood and assume that $\varphi_{E}$ carries $E$ into it. Thus there is no loss of generality in assuming that $V$ is isomorphic to an affine variety. We associate to $\varphi_{E}$ the $\mathbb{k}$ algebra homomorphism $\left(\varphi_{E}\right)^{\sim}: \mathcal{O}(V) \rightarrow \mathcal{O}(E)$ given by $\left(\varphi_{E}\right)^{\sim}(f)=f \circ \varphi_{E}$ for $f \in \mathcal{O}(V)$. This formula shows that the members $f$ of $\mathcal{O}(V)$ that vanish at $Q$ are carried to members of $\mathcal{O}(E)$ that vanish at $P$ and
that members of $\mathcal{O}(V)$ that do not vanish at $Q$ go to members of $\mathcal{O}(E)$ that do not vanish at $P$. Therefore $\left(\varphi_{E}\right)^{\sim}$ carries $\mathcal{O}_{Q}(V)$ into $\mathcal{O}_{P}(E)=\mathcal{O}_{P}(U)$.

Conversely suppose that the field map $\widetilde{\varphi}$ has the property that the maximal ideal of $\widetilde{\varphi}\left(\mathcal{O}_{Q}(V)\right)$ is contained in the maximal ideal of $\mathcal{O}_{P}(U)$. Possibly by passing to an open subneighborhood from the outset, we may assume by Lemma 10.44 that $U$ and $V$ are isomorphic to affine varieties. Dropping the isomorphism from the notation, we can write $\mathcal{O}(V)=A(V)=\mathbb{k}\left[y_{1}, \ldots, y_{m}\right]$ by Corollary 10.25. Each $\widetilde{\varphi}\left(y_{j}\right)$ is a rational function on $U$, which we can write as $\widetilde{\varphi}\left(y_{j}\right)=$ $a_{j} / b_{j}$ with $a_{j}$ and $b_{j}$ in $\mathcal{O}(U)=A(U)$. The hypothesis on $\widetilde{\varphi}$ implies that $\widetilde{\varphi}\left(\mathcal{O}_{Q}(V)\right) \subseteq \mathcal{O}_{P}(U)$, hence that each $\widetilde{\varphi}\left(y_{j}\right)$ is regular at $P$. Thus we may take each denominator $b_{j}$ to have $b_{j}(P) \neq 0$. Choose an open neighborhood of $P$ on which all $b_{j}$ are nonvanishing and an open subneighborhood $E$ that is isomorphic to an affine variety. Since $\widetilde{\varphi}$ respects the field operations, it carries any polynomial in $y_{1}, \ldots, y_{m}$ to a quotient $c / d$ with $c$ and $d$ in $\mathcal{O}(E)$ and with $d$ nowhere 0 on $E$. Therefore $c / d$ is in $\bigcap_{P^{\prime} \in E} \mathcal{O}_{P^{\prime}}(E)=\mathcal{O}(E)$. That is, $\widetilde{\varphi}$ carries $\mathcal{O}(V)$ into $\mathcal{O}(E)$. Since $V$ is isomorphic to an affine variety, Corollary 10.25 and Theorem 10.38 show that $\widetilde{\varphi}: \mathcal{O}(V) \rightarrow \mathcal{O}(E)$ is given by the formula

$$
\begin{equation*}
\widetilde{\varphi}(h)(u)=h\left(\varphi_{E}(u)\right) \tag{*}
\end{equation*}
$$

for some morphism $\varphi_{E}: E \rightarrow V$ and all $h \in \mathcal{O}(V)$ and $u \in E$. The first part of the proof shows that the pair $\left(E, \varphi_{E}\right)$ is in the equivalence class $\varphi$. Hence $P$ is in the largest domain on which $\varphi$ is a morphism. Arguing by contradiction, suppose that $\varphi_{E}(P)=Q^{\prime} \neq Q$. Choose by Proposition 10.36 a rational function $h$ on $V$ that is defined at both $Q$ and $Q^{\prime}$ and has $h(Q)=0$ and $h\left(Q^{\prime}\right) \neq 0$. Then $\widetilde{\varphi}$ carries $\mathcal{O}_{Q}(V)$ and its maximal ideal into $\mathcal{O}_{P}(U)$ and its maximal ideal, and we obtain $0=\widetilde{\varphi}(h)(P)=h\left(\varphi_{E}(P)\right)=h\left(Q^{\prime}\right) \neq 0$, contradiction. We therefore conclude that $\varphi_{E}(P)=Q$, and the proof of the second conclusion of the theorem is complete.

Corollary 10.46. If $U$ and $V$ are varieties, then the following conditions are equivalent:
(a) $U$ and $V$ are birationally equivalent,
(b) $\mathbb{k}(U)$ and $\mathbb{k}(V)$ are isomorphic as $\mathbb{k}$ algebras,
(c) there are nonempty open subsets $E$ of $U$ and $F$ of $V$ such that $E$ and $F$ are isomorphic as varieties.

Proof. The equivalence of (a) and (b) follows from Theorem 10.45 and the fact that composition of dominant rational maps corresponds to composition of homomorphisms of $\mathbb{k}$ algebras in the reverse order.

Let us check that (c) implies (a). If (c) holds, let $\varphi: E \rightarrow F$ and $\psi: F \rightarrow E$ be morphisms that are inverse to each other. Then the equivalence classes of
$(E, \varphi)$ and $(F, \psi)$ are rational maps from $U$ to $V$ and from $V$ to $U$, respectively. The equivalence class of $(E, \psi \circ \varphi)=\left(E, 1_{E}\right)$ is the identity rational map on $U$, and the equivalence class of $(F, \varphi \circ \psi)=\left(F, 1_{F}\right)$ is the identity rational map on $V$. Hence the rational maps are inverses of one another. This proves (a).

Finally let us check that (a) implies (c). If (a) holds, let $\varphi: U \rightarrow V$ and $\psi: V \rightarrow U$ be rational maps that are inverse to each other. Let $\left(E_{1}, \varphi\right)$ and $\left(F_{1}, \psi\right)$ be pairs representing $\varphi$ and $\psi$. Then a pair representing $\psi \circ \varphi$ is $\left(\varphi^{-1}\left(F_{1}\right), \psi \circ \varphi\right)$ because $\varphi$ is a morphism on the open subset $\varphi^{-1}\left(F_{1}\right)$ of $E_{1}$ and $\psi$ is a morphism on the open set $F_{1}$ containing $\varphi\left(\varphi^{-1}\left(F_{1}\right)\right)$. Since $\psi \circ \varphi$ is the identity on $U$ as a rational map, $\psi \circ \varphi$ is the identity morphism on $\varphi^{-1}\left(F_{1}\right)$. Put $E=\varphi^{-1}\left(F_{1}\right) \subseteq E_{1}$. Similarly $\varphi \circ \psi$ is the identity morphism on $\psi^{-1}\left(E_{1}\right)$, and we put $F=\psi^{-1}\left(E_{1}\right) \subseteq F_{1}$. Let us see that $\varphi(E) \subseteq F$. If $e$ is in $E$, we are to exhibit some $e_{1} \in E_{1}$ with $\psi(\varphi(e))$ in $E_{1}$, and then $\varphi(e)$ will be in $F=\psi^{-1}\left(E_{1}\right)$; for this purpose we can take $e_{1}=e$, since $\psi \circ \varphi$ is the identity morphism on $E$. Similarly $\psi(F) \subseteq E$. Thus $\varphi$ and $\psi$ exhibit $E$ and $F$ as isomorphic varieties. This proves (c).

## 7. Zariski's Theorem about Nonsingular Points

Sections 1-6 have established the definitions and elementary properties of varieties, maps between varieties, and dimension. The present section concerns singularities, which are a fundamental topic of interest in algebraic geometry. ${ }^{14}$ This topic was introduced in Section VII. 5 in a context that we now recognize as affine varieties.

The definition of "nonsingular" was motivated by the classical Implicit Function Theorem. Let $\mathbb{k}$ be an algebraically closed field, let the affine space in question be $\mathbb{A}^{n}$, and let $\mathfrak{p}$ be the prime ideal such that the affine variety to study in $\mathbb{A}^{n}$ is $V(\mathfrak{p})$. If $\left\{f_{i}\right\}$ is a finite set of generators of $\mathfrak{p}$ and if $P$ is in $V(\mathfrak{p})$, then $P$ is said to be a nonsingular point of $V(\mathfrak{p})$ if $\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}(P)\right]=n-\operatorname{dim} V(\mathfrak{p})$, and otherwise it is singular. Zariski's Theorem, which was formulated as Theorem 7.23 but only partially proved in Chapter VII, addressed this situation. In order to rephrase the theorem in our current notation, let $A(V)$ be the affine coordinate ring of $V$, and let $\mathbb{k}(V)$ be the field of fractions of $A(V)$, i.e., the function field of $V$. Let $\mathfrak{m}_{P}$ be the maximal ideal of all members of $A(V)$ vanishing at $P$, and let $\mathcal{O}_{P}(V)$ be the local ring at $P$; this is the localization of $A(V)$ with respect to the maximal ideal $\mathfrak{m}_{P}$ and is a subring of $\mathbb{k}(V)$. The maximal ideal of $\mathcal{O}_{P}(V)$, consisting of all members of $\mathbb{k}(V)$ defined and vanishing at $P$, will be denoted by $M_{P}$. Theorem 7.23, translated into this notation, is as follows.

[^116]Theorem 10.47 (Zariski's Theorem, rephrased). In the above notation,

$$
\operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right)=\operatorname{dim}_{\mathbb{k}}\left(\mathfrak{m}_{P} / \mathfrak{m}_{P}^{2}\right) \geq \operatorname{dim} V(\mathfrak{p})
$$

and $P$ is nonsingular if and only if equality holds. The set of nonsingular points of $V(\mathfrak{p})$ is nonempty and open.

Toward the proof of this theorem, we showed in Section VII. 5 for all $P \in V(\mathfrak{p})$ that
(a)

$$
\operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right)=\operatorname{dim}_{\mathbb{k}}\left(\mathfrak{m}_{P} / \mathfrak{m}_{P}^{2}\right)
$$

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{k}}\left(\mathfrak{m}_{P} / \mathfrak{m}_{P}^{2}\right)+\operatorname{rank}\left[\frac{\partial f_{i}}{\partial X_{j}}(P)\right]=n \tag{b}
\end{equation*}
$$

(c) $\quad P$ is a nonsingular point if and only if $\operatorname{dim}_{\mathfrak{k}}\left(\mathfrak{m}_{P} / \mathfrak{m}_{P}^{2}\right)=\operatorname{dim} V(\mathfrak{p})$.

In addition, we completed most of the proof in the special case that $V(\mathfrak{p})$ is an irreducible affine hypersurface by showing that

$$
\begin{align*}
\operatorname{dim}_{\mathbb{k}}\left(\mathfrak{m}_{P} / \mathfrak{m}_{P}^{2}\right) \geq \operatorname{dim} V(\mathfrak{p}) & \text { for all } P \in V(\mathfrak{p})  \tag{d}\\
\operatorname{dim}_{\mathbb{k}}\left(\mathfrak{m}_{P} / \mathfrak{m}_{P}^{2}\right)=\operatorname{dim} V(\mathfrak{p}) & \text { for some } P \in V(\mathfrak{p}) \tag{e}
\end{align*}
$$

Our goal in this section is to complete the proof of Zariski's Theorem in the general case as stated by reducing (d) and (e) for the general case to what has already been proved for the special case that $V(\mathfrak{p})$ is an irreducible affine hypersurface. We need also to see in all cases that the set of nonsingular points is Zariski open.

Before proceeding, let us mention the significance of Theorem 10.47. The definition above of nonsingular and singular points extends immediately to quasi-affine varieties, using the same defining polynomials, and the theorem is then applicable because the open set of nonsingular points in an affine variety meets any nonempty open subset of the variety. In the projective case we can pull matters back to affine space by means of one of the maps $\beta_{i}: \mathbb{A}^{n} \rightarrow \mathbb{P}^{n}$. In this way we obtain definitions of nonsingular and singular point for quasiprojective varieties, and the theorem remains valid. ${ }^{15}$ What is far from obvious with such a definition is that the decision nonsingular vs. singular for a point is unaffected by isomorphisms of varieties. On the other hand, the equivalent condition on $M_{P} / M_{P}^{2}$ as stated in Zariski's Theorem is manifestly unaffected by isomorphisms of varieties because of Proposition 10.42.

[^117]Proposition 10.48. Any $m$-dimensional variety is birationally equivalent to an irreducible affine hypersurface $H$ in $\mathbb{A}^{m+1}$.

Proof. Let $V$ be the variety in question. By definition of $\operatorname{dim} V$, the function field $\mathbb{k}(V)$ is a finitely generated extension field of $\mathbb{k}$ of transcendence degree $m$ over $\mathbb{k}$. Since algebraically closed fields are perfect, Theorem 7.20 shows that $\mathbb{k}(V)$ is "separably generated" over $\mathbb{k}$, and Theorem 7.18 shows as a consequence that $\mathbb{k}(V)$ has a "separating transcendence basis," i.e., a transcendence basis $\left\{x_{1}, \ldots, x_{m}\right\}$ such that $\mathbb{k}(V)$ is a finite separable algebraic extension of $\mathbb{k}\left(x_{1}, \ldots, x_{m}\right)$. By the Theorem of the Primitive Element, there exists an element $x_{m+1}$ of $\mathbb{k}(V)$ such that $\mathbb{k}(V)=\mathbb{k}\left(x_{1}, \ldots, x_{m}\right)\left[x_{m+1}\right]$. Let $P\left(X_{m+1}\right)$ be the minimal polynomial of $x_{m+1}$ over $\mathbb{k}\left(x_{1}, \ldots, x_{m}\right)$. Writing out the equation $P\left(x_{m+1}\right)=0$ and clearing fractions, we see that $x_{m+1}$ satisfies a polynomial equation

$$
a_{r}\left(x_{1}, \ldots, x_{m}\right) x_{m+1}^{r}+\cdots+a_{1}\left(x_{1}, \ldots, x_{m}\right) x_{m+1}+a_{0}\left(x_{1}, \ldots, x_{m}\right)=0
$$

in which the coefficient polynomials $a_{j}\left(X_{1}, \ldots, X_{m}\right) \in \mathbb{k}\left[X_{1}, \ldots, X_{m}\right]$ have no nontrivial common factor. In this case the polynomial $f\left(X_{1}, \ldots, X_{m+1}\right)$ equal to

$$
a_{r}\left(X_{1}, \ldots, X_{m}\right) X_{m+1}^{r}+\cdots+a_{1}\left(X_{1}, \ldots, X_{m}\right) X_{m+1}+a_{0}\left(X_{1}, \ldots, X_{m}\right)
$$

is irreducible in $\mathbb{k}\left[X_{1}, \ldots, X_{m+1}\right]$. Thus the principal ideal $(f)$ defines an irreducible affine hypersurface $H=V(f)$ in $\mathbb{A}^{m+1}$ whose affine coordinate ring is $\mathbb{k}\left[X_{1}, \ldots, X_{m+1}\right] /(f)$. The field of fractions $\mathbb{k}(H)$ is isomorphic to $\mathbb{k}(V)$, and $H$ is birationally equivalent to $V$ by the equivalence of (a) and (b) in Corollary 10.46 .

Lemma 10.49. Every point $P$ in $V(\mathfrak{p})$ has $0 \leq \operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right) \leq n$, and the set of points $P$ in $V(\mathfrak{p})$ with $\operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right) \geq r$ is a Zariski closed subset for each integer $r$.

Proof. The entries of the matrix $\left[\frac{\partial f_{i}}{\partial X_{j}}\right]$ are polynomials, and the set of points $P$ of $V(\mathfrak{p})$ for which the matrix $\left[\frac{\partial f_{i}}{\partial X_{j}}(P)\right]$ has rank $\leq s$ is a Zariski closed subset, being the set on which all $(s+1)$-by- $(s+1)$ minors of the matrix vanish. By display formula (b) above, the set of points $P$ for which $\operatorname{dim}_{\mathbb{k}}\left(\mathfrak{m}_{P} / \mathfrak{m}_{P}^{2}\right) \geq n-s$ is closed, and (a) therefore shows that the set with $\operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right) \geq n-s$ is closed.

PROOF OF THEOREM 10.47. Let $m=\operatorname{dim} V(\mathfrak{p})$, and let a birational mapping of $V(\mathfrak{p})$ to an affine hypersurface $H$ of $\mathbb{A}^{m+1}$ be given. By the equivalence of (a)
and (c) in Corollary 10.46, there exist nonempty open subsets $E$ of $V(\mathfrak{p})$ and $F$ of $H$ that are isomorphic as varieties, say by an isomorphism $\varphi: E \rightarrow F$. Since $m=\operatorname{dim} V(\mathfrak{p})=\operatorname{dim} H$, Proposition 10.11 shows that $m=\operatorname{dim} E=\operatorname{dim} F$ also. For each integer $r \geq 0$, let

$$
\begin{aligned}
S_{r} & =\left\{P \in V(\mathfrak{p}) \mid \operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right) \leq r\right\} \\
T_{r} & =\left\{P \in E \mid \operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right) \leq r\right\} \\
U_{r} & =\left\{P \in F \subseteq H \mid \operatorname{dim}_{\mathbb{k}}\left(M_{P} / M_{P}^{2}\right) \leq r\right\}
\end{aligned}
$$

Lemma 10.49 shows that

$$
\begin{equation*}
S_{r}, T_{r}, U_{r} \text { are relatively open in } V(\mathfrak{p}), E, F \text {, respectively, for each } r . \tag{*}
\end{equation*}
$$

Application of Proposition 10.42 to $\varphi$ and $\varphi^{-1}$ gives

$$
\begin{equation*}
\varphi\left(T_{r}\right)=U_{r} \quad \text { for all } r \geq 0 \tag{**}
\end{equation*}
$$

and the special case of Theorem 10.47 proved in Section VII. 5 shows that

$$
U_{m} \neq \varnothing \quad \text { and } \quad U_{m-1}=\varnothing
$$

Combining $(* *)$ and $(\dagger)$ yields

$$
T_{m} \neq \varnothing \quad \text { and } \quad T_{m-1}=\varnothing
$$

Since $S_{r} \supseteq T_{r}$, the first of these shows that

$$
\begin{equation*}
S_{m} \neq \varnothing \tag{†}
\end{equation*}
$$

If $S_{m-1} \neq \varnothing$, then $E \cap S_{m-1} \neq \varnothing$ because any two nonempty open subsets of $V(\mathfrak{p})$ have nonempty intersection; but $T_{m-1}=E \cap S_{m-1}$ would then be nonempty, in contradiction to $(\dagger \dagger)$. Thus

$$
\begin{equation*}
S_{m-1}=\varnothing \tag{†申}
\end{equation*}
$$

In view of $(\mathrm{a}),(\ddagger)$ proves $(\mathrm{e})$ for $V(\mathfrak{p})$, and $(\ddagger \ddagger)$ proves (d) for $V(\mathfrak{p})$. Because of ( $\ddagger \ddagger)$, Lemma 10.49 implies that $S_{m}$ is Zariski open; thus the set of nonsingular points is open.

## 8. Classification Questions about Irreducible Curves

Sections 1-7 give the fundamentals concerning (quasiprojective) varieties over the algebraically closed field $\mathbb{k}$. The remainder of the chapter will address aspects of three problems:
(i) What are all varieties, or in what senses can varieties be classified?
(ii) To what extent can one make computations in the subject?
(iii) What can be said when the algebraically closed field $\mathbb{k}$ is replaced by a general commutative ring with identity?
Algebraic geometry is an enormous subject, going well beyond these problems. For example the investigation of the nature of singularities is in itself a large subject, with striking applications to topology and differential equations. The use of homological methods ties algebraic geometry closely to topology and to number theory, and these methods have bearing on the extent to which compact complex manifolds admit the structure of projective varieties. Algebraic geometry is an ingredient in the subject of invariant theory, which studies classical varieties using representation theory. It is an ingredient also in the subject of algebraic groups, which concerns varieties with a group structure in which multiplication and inversion are morphisms.

The present section concerns the first of the three problems listed above, and we limit our discussion to irreducible curves, i.e., to varieties of dimension 1. We say that an irreducible curve is nonsingular if it is nonsingular at every point. We are going to show in this section that each birational equivalence class of irreducible curves over $\mathbb{k}$ contains a nonsingular projective curve and that any two nonsingular projective curves in the birational equivalence class are isomorphic as projective varieties. ${ }^{16}$ We also will get some information about how this nonsingular curve in the class is related to the other curves in the class. To a great extent the classification of irreducible curves will therefore have been reduced to the classification of the birational equivalence classes, which Corollary 10.46 says is the same thing as a classification of the function fields in one variable over $\mathbb{k}$. We will not have anything to say about classifying the function fields in one variable except to say that each class has a genus, according to Section IX.3, and that every nonnegative integer can arise as a genus, according to Example 3 of genus in Section IX.3. ${ }^{17}$

Chapter IX already contains clues about where to begin. Section IX. 1 mentioned the relevance of Dedekind domains to the study, and Problems 5-11 at the end of that chapter attached a discrete valuation to each nonsingular point of any irreducible affine plane curve. The notions of Dedekind domains, discrete

[^118]valuations, and nonsingular points are very closely related, and we begin with some equivalences concerning them. Recall from Sections 2 and 4 that the affine coordinate ring $A(C)$ of any irreducible affine curve $C$ has Krull dimension 1. That is, the Noetherian domain $A(C)$ has the property that every nonzero prime ideal is maximal. We have seen that the local ring $\mathcal{O}_{P}(C)$ at any point is a localization of $A(C)$, namely the localization of $A(C)$ with respect to the maximal ideal $\mathfrak{m}_{P}$ of functions vanishing at $P$. Furthermore, the proper ideals of such a localization are exactly the sets $S^{-1} \mathfrak{a}$ with $\mathfrak{a}$ equal to an ideal disjoint from the set-theoretic complement of $\mathfrak{m}_{P}$ in $A(C)$. It follows that every nonzero prime ideal in $\mathcal{O}_{P}(C)$ is maximal. This conclusion extends to the quasiprojective case as a consequence of Proposition 10.33. Zariski's Theorem in Section 7 shows that nonsingularity of the point $P$ of $C$ can be detected from $\mathcal{O}_{P}(C)$. Consequently the following proposition is relevant.

Proposition 10.50. Let $R$ be a Noetherian local ring that is an integral domain with the property that the only nonzero prime ideal is the maximal ideal. Let $M$ be the unique maximal ideal of $R$, let $K$ be the field of fractions of $R$, and let $F=R / M$ be the quotient field. Under the assumption that $M \neq 0$ and therefore that $R \neq K$, the following conditions on $R$ are equivalent:
(a) $R$ is integrally closed,
(b) $R$ is a Dedekind domain,
(c) $R$ is a principal ideal domain,
(d) $R$ is the valuation ring relative to some discrete valuation of $K$,
(e) $M$ is a principal ideal,
(f) $\operatorname{dim}_{F} M / M^{2}=1$.

REMARKS. Consider (f). To see how $M / M^{2}$ becomes an $F$ vector space in a natural way, let $r+M$ be a member of $F$, and let $m+M^{2}$ be a member of $M / M^{2}$. Then $(r+M)\left(m+M^{2}\right)=r m+M^{2}$ is a well-defined scalar multiplication of $F$ on $M / M^{2}$, and $M / M^{2}$ becomes a vector space over $F$. Nakayama's Lemma (Lemma 8.51 of Basic Algebra, restated in the present book on page xxiii) shows that an equality $M N=N$ for a finitely generated $R$ module $N$ is possible only if $N=0$; since $M$ itself is a finitely generated $R$ module, being an ideal in a Noetherian ring, and since $M \neq 0$ by assumption, $M^{2}=M$ is not possible. Therefore $\operatorname{dim}_{F} M / M^{2} \geq 1$.

PROOF. If (a) holds, then $R$ satisfies the three conditions (Noetherian, integrally closed, every nonzero prime ideal maximal) in the definition of Dedekind domain. Thus (a) implies (b). A Dedekind domain with only finitely many maximal ideals is a principal ideal domain by Corollary 8.62 of Basic Algebra, and thus (b) implies (c). A principal ideal domain is a unique factorization domain by Theorem 8.15 of Basic Algebra, and thus (c) implies (a) by Proposition 8.41 of Basic Algebra.

To see that (a) through (c) are equivalent to (d), first suppose that (a) through (c) hold. Then every fractional ideal in $K$ relative to $R$ is of the form $M^{k}$ for some integer $k$. If $x \neq 0$ is in $K$, then the principal fractional ideal $x R$ is of the form $x R=M^{k}$ for some $k$. Section VI. 2 shows that the formula $v(x)=k$ (with $v(0)=\infty$ ) defines a discrete valuation on $K$, and the definition of $v$ shows that the valuation ring of $v$ is $R$. Hence (d) holds. Conversely if (d) holds, then $R$ is a principal ideal domain by Proposition 6.2; thus (c) and necessarily (a) and (b) hold.

Let us prove that (e) and (f) are equivalent. If (e) holds, then we can write $M=(\pi)$ for some $\pi$ in $R$. If $m+M^{2}$ is a given element of $M / M^{2}$, then $m$ is of the form $m=r \pi$ for some $r$ in $R$. Hence $(r+M)\left(\pi+M^{2}\right)=r \pi+M^{2}=$ $m+M^{2}$, and $\operatorname{dim}_{F} M / M^{2} \leq 1$. Since the remarks before the proof show that $\operatorname{dim}_{F} M / M^{2} \geq 1$,(f) holds.

If (f) holds, let $\left\{\pi+M^{2}\right\}$ be an $F$ basis of $M / M^{2}$. If $m \in M$ is given, then $m+M^{2}=(r+M)\left(\pi+M^{2}\right)$ for some $r \in R$. Therefore $m=r \pi+m^{\prime}$ with $m^{\prime} \in M^{2}$, and we see that $(\pi)+M^{2}=M$. We shall apply Nakayama's Lemma in the local ring $R /(\pi)$ with maximal ideal $M /(\pi)$ and with module $N=M /(\pi)$ : Given $m \in M$, we expand $m=r \pi+m^{\prime}$ with $m^{\prime} \in M^{2}$ as $m=r \pi+\sum_{i, j} m_{i} m_{j}$. Then the equality $m+(\pi)=\sum_{i, j} m_{i} m_{j}$ in $M /(\pi)$ shows that $m \equiv \sum_{i} m_{i} \sum_{j} m_{j}$, hence that the coset $m+(\pi)$ lies in $\sum_{i}\left(m_{i}+(\pi)\right)(M /(\pi))$. In other words, $M /(\pi)=(M /(\pi))^{2}$. Nakayama's Lemma shows that $M /(\pi)=0$, and therefore $M=(\pi)$. Thus (e) holds.

Finally let us prove that (c) and (e) are equivalent. If (c) holds, then $M$ has to be principal, and hence (e) holds. Suppose that (e) holds, i.e., that $M=(\pi)$. Let $I$ be a nonzero proper ideal in $R$. The ideal $N=\bigcap_{k=1}^{\infty} M^{k}$ is a finitely generated $R$ module because $R$ is Noetherian, and it has $M N=N$. By Nakayama's Lemma, $N=0$. Since $I \subseteq M$ and since $I \neq 0$, there exists a largest integer $k \geq 1$ such that $I \subseteq M^{k}$. Choose $y \neq 0$ in $I$ with $y$ in $M^{k}=\left(\pi^{k}\right)$ but not in $M^{k+1}=\left(\pi^{k+1}\right)$. Let us write $y=a \pi^{k}$ for some $a \in R$. Since $y$ is not in $M^{k+1}$ and since $R$ is local, $a$ is a unit in $R$. Hence $a^{-1} y=\pi^{k}$ is in $I$, and therefore $M^{k}=\left(\pi^{k}\right) \subseteq I$. Since we arranged that $I \subseteq M^{k}$, we obtain $I=M^{k}=\left(\pi^{k}\right)$. Thus (c) holds.

Corollary 10.51. Let $C$ be an irreducible quasiprojective curve over $\mathbb{k}$, and let $\mathbb{k}(C)$ be its function field. If $P$ is a point of $C$, then the following conditions are equivalent:
(a) $P$ is a nonsingular point,
(b) $\mathcal{O}_{P}(C)$ is the valuation ring of some discrete valuation of $\mathbb{k}(C)$ defined over $\mathbb{k}$,
(c) $\mathcal{O}_{P}(C)$ is integrally closed.

Proof. Let $M_{P}$ be the unique maximal ideal of $\mathcal{O}_{P}(C)$. Zariski's Theorem (Theorem 10.47) shows that (a) holds if and only if $\operatorname{dim}_{\mathbb{k}} M_{P} / M_{P}^{2}=1$. The
corollary therefore follows from the equivalence of (f), (d), and (a) in Proposition 10.50, along with the observation that any discrete valuation produced by (d) has to be 0 on $\mathbb{k}^{\times}$.

Corollary 10.52. If $C$ is an irreducible affine curve over $\mathbb{k}$ with affine coordinate ring $A(C)$, then the following conditions on $C$ are equivalent:
(a) $A(C)$ is integrally closed,
(b) $\mathcal{O}_{P}(C)$ is integrally closed for each point $P$ of the curve,
(c) $C$ is nonsingular.

Proof. If $A(C)$ is integrally closed, then Corollary 8.48c of Basic Algebra shows that each localization $\mathcal{O}_{P}(C)$ is integrally closed. Conversely if each $\mathcal{O}_{P}(C)$ is integrally closed and if a member $f$ of the function field $\mathbb{k}(C)$ is given that is a root of a monic polynomial with coefficients in $A(C)$, then $f$ is a root of the same polynomial with coefficients in $\mathcal{O}_{P}(C)$ and is in $\mathcal{O}_{P}(C)$ because $\mathcal{O}_{P}(C)$ is integrally closed. Corollary 10.25 shows that $A(C)=\bigcap_{P} \mathcal{O}_{P}(C)$. Therefore $f$ lies in $A(C)$, and $A(C)$ is integrally closed. This proves that (a) and (b) are equivalent. The equivalence of (b) and (c) follows from Corollary 10.51.

We turn our attention to constructing a nonsingular irreducible projective curve whose field of rational functions is a given function field $\mathbb{K}$ in one variable over $\mathbb{k}$. If $C$ is any irreducible quasiprojective curve with $\mathbb{k}(C)=\mathbb{K}$, then Corollary 10.51 associates a discrete valuation of $\mathbb{K}$ over $\mathbb{k}$ to each nonsingular point of $C$. To get an idea what $C$ must be like if it is to be nonsingular at every point, we now prove a theorem in the converse direction, associating a point of the curve to each discrete valuation of $\mathbb{K}$ over $\mathbb{k}$.

Theorem 10.53. Let $C$ be an irreducible projective curve with function field $\mathbb{k}(C)$ equal to $\mathbb{K}$, and let $v$ be a discrete valuation of $\mathbb{K}$ defined over $\mathbb{k}$. If $R_{v}$ is the valuation ring of $v$ and $\mathfrak{p}_{v}$ is the valuation ideal, then there exists a unique point $P$ on the curve for which the maximal ideal $M_{P}$ of $\mathcal{O}_{P}(C)$ has $M_{P} \subseteq \mathfrak{p}_{v}$.

Proof of uniqueness. Assume the contrary. If $P$ and $Q$ are distinct points with $M_{P} \subseteq \mathfrak{p}_{v}$ and $M_{Q} \subseteq \mathfrak{p}_{v}$, then Proposition 10.36 constructs a function $h$ in $\mathbb{k}(C)$ with $h$ defined at $P$ and $Q, h(P)=0$, and $h(Q) \neq 0$. This function $h$ is in $M_{P}$, and $h-h(Q)$ is in $M_{Q}$. The assumed inclusions of maximal ideals imply that $v(h) \geq 1$ and that $v(h-h(Q)) \geq 1$. On the other hand, $h(Q) \neq 0$ implies that $v(h(Q))=0$. Thus $0=v(h(Q)) \geq \min (v(h(Q)-h), v(h)) \geq 1$, contradiction.

Proof of existence. It is shown in Problem 12 at the end of the chapter that any projective variety in $\mathbb{P}^{r}$ is isomorphic to a projective variety $V$ in some $\mathbb{P}^{n}$ with $n \leq r$ such that $V$ is not contained in any subvariety $\left\{\left[x_{0}, \ldots, x_{n}\right] \mid x_{j}=0\right\}$
with $0 \leq j \leq n$. That being so, we may assume that $C$ is a projective variety in $\mathbb{P}^{n}$ and that $C \cap \beta_{j}\left(\mathbb{A}^{n}\right) \neq \varnothing$ for $0 \leq j \leq n$, where $\beta_{j}: \mathbb{A}^{n} \rightarrow \mathbb{P}^{n}$ is the embedding defined after Proposition 10.18. Let $\widetilde{A}(C)=\mathbb{k}\left[X_{0}, \ldots, X_{n}\right] / I(C)$ be the homogeneous coordinate ring of $C$, and for each $j$, let $x_{j}$ be the image of $X_{j}$ in $\widetilde{A}(C)$. Since $I(C)$ does not contain $X_{j}, x_{j}$ is not the 0 element of $\widetilde{A}(C)$. Since $X_{i}$ and $X_{j}$ are homogeneous of the same degree, each function $x_{i} / x_{j}$ is a well-defined member of the function field $\mathbb{k}(C)$.

Let $N=\max _{i, j} v\left(x_{i} / x_{j}\right)$. Possibly by renaming some coordinate $x_{j_{0}}$ as $x_{0}$, we may assume that $v\left(x_{i_{0}} / x_{0}\right)=N$ for some $i_{0}$. Then we have $v\left(x_{i} / x_{0}\right)=$ $v\left(x_{i_{0}} / x_{0}\right)+v\left(x_{i} / x_{i_{0}}\right)=N-v\left(x_{i_{0}} / x_{i}\right) \geq 0$ for all $i$. Consequently each function $x_{i} / x_{0}$ lies in the subring $R_{v}$ of $\mathbb{k}(C)$.

Theorem 10.20 and Corollary 10.22 show that $C_{0}=\beta_{0}^{-1}(C)$ is an irreducible affine curve and that its prime ideal is $I\left(C_{0}\right)=\beta_{0}^{t}(I(C))$. Consequently the substitution homomorphism $\beta_{0}^{t}: \mathbb{k}\left[X_{0}, \ldots, X_{n}\right] \rightarrow \mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ descends to a homomorphism of $\widetilde{A}(C)=\mathbb{K}\left[X_{0}, \ldots, X_{n}\right] / I(C)$ onto $A\left(C_{0}\right)=$ $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right] / I\left(C_{0}\right)$ that carries $x_{0}$ in $\widetilde{A}(C)$ to 1 and carries the members $x_{1}, \ldots, x_{n}$ of $\tilde{A}(C)$ to the generators of $A\left(C_{0}\right)$. The members $x_{i} / x_{0}$ of $\mathbb{k}(C)$ therefore get identified with the generators of $A\left(C_{0}\right)$, and we conclude that $A\left(C_{0}\right) \subseteq R_{v}$.

Define $\mathfrak{q}=\mathfrak{p}_{v} \cap A\left(C_{0}\right)$. This is a prime ideal of $A\left(C_{0}\right)$, and it pulls back under the quotient homomorphism $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right] \rightarrow A\left(C_{0}\right)$ to a prime ideal $\tilde{\mathfrak{q}}$ containing $I\left(C_{0}\right)$. Then $V(\mathfrak{q})$ is an affine subvariety of $C_{0}$. Since $\operatorname{dim} C_{0}=1$, there are only two possibilities. One is that $\operatorname{dim} V(\widetilde{\mathfrak{q}})=1$, in which case $V(\widetilde{\mathfrak{q}})=$ $C_{0}, \tilde{\mathfrak{q}}=I\left(C_{0}\right)$, and $\mathfrak{q}=0$. The other is that $\operatorname{dim} V(\widetilde{\mathfrak{q}})=0$, in which case $V(\mathfrak{q})=\{P\}$ for some point $P$ that necessarily lies on $C_{0}$. In the first case, $v$ is 0 on every nonzero member of $A(C)$ and hence is 0 on $\mathbb{k}(C)^{\times}$, contradiction. Thus we are in the second case. Then $\tilde{\mathfrak{q}}$ is maximal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right], \mathfrak{q}$ is maximal in $A\left(C_{0}\right), \mathfrak{q}$ is the ideal $\mathfrak{m}_{P}$ of all members of $A\left(C_{0}\right)$ vanishing at $P$, and $A\left(C_{0}\right) / \mathfrak{q} \cong \mathbb{k}$. If $S$ denotes the set-theoretic complement of $\mathfrak{q}$ in $A\left(C_{0}\right)$, then no member of $S$ can be in $\mathfrak{p}_{v}$ because then $\mathfrak{q}+\mathbb{k} 1=A\left(C_{0}\right)$ would be in $\mathfrak{p}_{v}$, contradiction. Thus $v(s)=0$ for all $s \in S$, and $M_{P}=S^{-1} \mathfrak{m}_{P} \subseteq \mathfrak{p}_{v}$.

Corollary 10.54. If $\varphi$ is a rational map from an irreducible curve $C^{\prime}$ to an irreducible projective curve $C$, then the largest domain on which $\varphi$ is a morphism contains every nonsingular point of $C^{\prime}$. If $C^{\prime}$ is nonsingular, then $\varphi$ is a morphism from $C^{\prime}$ into $C$.

Proof. If $\varphi$ is not dominant, then Problem 6 at the end of the chapter shows that $\varphi$ is constant. Certainly the largest domain on which a constant $\varphi$ is a morphism is $C^{\prime}$.

Thus suppose that $\varphi$ is dominant. Using the notation introduced early in Section 6 , let $\widetilde{\varphi}: \mathbb{k}(C) \rightarrow \mathbb{k}\left(C^{\prime}\right)$ be the associated field map of function fields.

Since $\mathbb{k}(C)$ and $\mathbb{k}\left(C^{\prime}\right)$ both have transcendence degree 1 over $\mathbb{k}$ and since $\mathbb{k}(C)$ is finitely generated as a field over $\mathbb{k}$, the field $\mathbb{k}\left(C^{\prime}\right)$ is a finite algebraic extension of the field $\widetilde{\varphi}(\mathbb{k}(C))$. If $v$ is any discrete valuation of $\mathbb{k}\left(C^{\prime}\right)$, then it follows from the finiteness of this extension that $v$ cannot be identically 0 on $\widetilde{\varphi}(\mathbb{k}(C))^{\times}$; in fact, if it were identically 0 , then the expansion $x=\sum_{j=1}^{m} c_{j} x_{j}$ of a general element $x$ of $\mathbb{k}\left(C^{\prime}\right)$ in terms of a vector-space basis $\left\{x_{1}, \ldots, x_{m}\right\}$ of $\mathbb{k}\left(C^{\prime}\right)$ over $\widetilde{\varphi}(\mathbb{k}(C))$ would yield the inequality $v^{\prime}(x) \geq \min _{j} v\left(x_{j}\right)$, which cannot be true for all $x$.

Meanwhile, if $P$ is a nonsingular point of $C^{\prime}$, then Corollary 10.51 shows that $\mathcal{O}_{P}\left(C^{\prime}\right)$ is the valuation ring $R_{v}$ for some valuation $v$ of $\mathbb{k}\left(C^{\prime}\right)$ over $\mathbb{k}$. The maximal ideal $M_{P}$ of $\mathcal{O}_{P}\left(C^{\prime}\right)$ equals the valuation ideal $\mathfrak{p}_{v}$ of $v$. Since the restriction of $v$ to $\widetilde{\varphi}(\mathbb{k}(C))^{\times}$is not identically 0 , the restriction comes from some positive multiple $e$ of a discrete valuation on $\widetilde{\varphi}(\mathbb{k}(C))$. Let $v_{0}$ be the corresponding discrete valuation of $\mathbb{k}(C)$; this is given by $v_{0}(f)=e^{-1} v(\widetilde{\varphi}(f))$. Let $R_{0}$ be its valuation ring and $\mathfrak{p}_{0}$ be its valuation ideal in $\mathbb{k}(C)$; the latter is given by $\mathfrak{p}_{0}=\widetilde{\varphi}^{-1}\left(\mathfrak{p}_{v}\right)$. Theorem 10.53 shows that there exists a unique point $Q$ on the curve $C$ such that the maximal ideal $M_{Q}$ of $\mathcal{O}_{Q}(C)$ is contained in $\mathfrak{p}_{0}$. That is, $M_{Q} \subseteq \mathfrak{p}_{0}=\widetilde{\varphi}^{-1}\left(\mathfrak{p}_{v}\right)$. Application of $\widetilde{\varphi}$ gives $\widetilde{\varphi}\left(M_{Q}\right) \subseteq \widetilde{\varphi} \widetilde{\varphi}^{-1}\left(\mathfrak{p}_{v}\right) \subseteq \mathfrak{p}_{v}=M_{P}$. Theorem 10.45 shows that consequently $P$ is in the largest domain on which $\varphi$ is a morphism and that $\varphi(P)=Q$.

Corollary 10.55. If two nonsingular irreducible projective curves are birationally equivalent, then they are isomorphic as varieties.

Proof. This follows by applying Corollary 10.54 twice.
Corollary 10.56. If $C$ is a nonsingular irreducible projective curve with function field $\mathbb{K}=\mathbb{k}(C)$, then the points of $C$ are in one-one correspondence with the discrete valuations of $\mathbb{K}$ defined over $\mathbb{k}$.

Proof. This is the correspondence given in one direction by Corollary 10.51 and in the reverse direction by Theorem 10.53.

Corollary 10.56 has a remarkable conclusion, but the corollary assumes the existence of a nonsingular projective curve, which we have not yet proved. In more detail we now know that a nonsingular point $P$ of any irreducible projective curve $C$ picks out a unique discrete valuation $v$ of the function field $\mathbb{K}=\mathbb{k}(C)$, namely the one whose valuation ring is given by $R_{v}=\mathcal{O}_{P}(C)$, and that conversely when $C$ is projective, any discrete valuation $v^{\prime}$ defined over $\mathbb{k}$ picks out a certain point $P^{\prime}$ of $C$ with the property that $\mathcal{O}_{P^{\prime}}(C) \subseteq R_{v^{\prime}}$. If $P$ is nonsingular and we go through the first step and then the second, using $v^{\prime}=v$, we obtain $\mathcal{O}_{P^{\prime}}(C) \subseteq \mathcal{O}_{P}(C)$. Proposition 10.36 shows that $P^{\prime}=P$, and hence the second process inverts the first. That is what Corollary 10.56 says. Also, we know from Theorem 10.47 that many discrete valuations are involved in this process, since the set of nonsingular
points of a variety is Zariski open. What we do not know is that any given discrete valuation over $\mathbb{k}$ ever yields a nonsingular point for any curve with the function field $\mathbb{K}$. This missing piece of information will be supplied in Corollary 10.58 below. To prove Corollary 10.58 , we shall make use of the following theorem, which we need only in the case that the field $k$ is our algebraically closed field $\mathbb{k}$. We postpone the proof of the theorem for a moment, and when we give the proof, we shall give it only for the case that the field $k$ in the statement is algebraically closed.

Theorem 10.57. Let $k$ be a field, let $R=k\left[x_{1}, \ldots, x_{n}\right]$ be a finitely generated integral domain over $k$, let $K$ be the field of fractions of $R$, and let $L$ be a finite algebraic extension of $K$. Then the integral closure $T$ of $R$ in $L$ is a finitely generated $R$ module.

Corollary 10.58. Let $C$ be an irreducible projective curve with function field $\mathbb{K}=\mathbb{k}(C)$, let $P$ be a point of $C$, and let $M_{P}$ be the maximal ideal of $\mathcal{O}_{P}(C)$. Then there exists a discrete valuation $v$ of $\mathbb{K}$ defined over $\mathbb{k}$ whose valuation ideal $\mathfrak{p}_{v}$ has $M_{P} \subseteq \mathfrak{p}_{v}$.

REMARKS. This result is a supplement to Theorem 10.53. It says that the map of that theorem, carrying discrete valuations of $\mathbb{K}$ defined over $\mathbb{k}$ to points of $C$, is onto.

Proof. Without loss of generality, we may assume that $C$ is affine. Let $\mathfrak{m}_{P}$ be the maximal ideal in the affine coordinate ring $A(C)$ consisting of all functions vanishing at $P$, and let $S$ be the set-theoretic complement of $\mathfrak{m}_{P}$ in $A(C)$, so that $M_{P}=S^{-1} \mathfrak{m}_{P}$. Evaluation at $P$ is a linear functional on $A(C)$ with kernel $\mathfrak{m}_{P}$, and therefore $A(C)=\mathfrak{m}_{P}+\mathbb{k} 1$. In other words, $\mathfrak{m}_{P}$ and any element of $S$ together generate $A(C)$ as a $\mathbb{k}$ vector space.

If $T$ denotes the integral closure of $A(C)$ in $\mathbb{K}$, then Theorem 10.57 implies that $T$ is Noetherian, and Proposition 8.45 of Basic Algebra shows that every nonzero prime ideal of $T$ is maximal. Hence $T$ is a Dedekind domain. Proposition 8.53 of Basic Algebra shows that there exists a maximal ideal $\mathfrak{q}$ of $T$ such that $\mathfrak{m}_{P}=A(C) \cap \mathfrak{q}$. Since $T$ is a Dedekind domain, $\mathfrak{q}$ is contained in the valuation ideal $\mathfrak{p}_{v}$ of a unique discrete valuation $v$ of $\mathbb{K}$, and $T$ is contained in the valuation ring $T_{v}$ of $v$. Thus $\mathfrak{m}_{P} \subseteq \mathfrak{p}_{v}$, and $S \subseteq T$ implies that $v(s) \geq 0$ for all $s \in S$. On the other hand, 1 lies in $\mathfrak{m}_{P}+\mathbb{k} s$ for any $s$ in $S$, and hence $0=v(1) \geq \min (1, v(s))$. Therefore $v(s)=0$ for all $s \in S$, and $M_{P}=S^{-1} \mathfrak{m}_{P} \subseteq \mathfrak{p}_{v}$.

Corollary 10.59. If $\mathbb{K}$ is a function field in one variable over $\mathbb{k}$ and if $v$ is a discrete valuation of $\mathbb{K}$ defined over $\mathbb{k}$ with valuation ring $R_{v}$, then there exists an irreducible nonsingular affine curve $C$ over $\mathbb{k}$ with function field $\mathbb{K}$ and with a point $P$ such that $\mathcal{O}_{P}(C)=R_{v}$.

Proof. Choose an element $x$ of $\mathbb{K}$ such that $v(x)>0$. Define $R=\mathbb{k}[x]$. Since $v(x) \neq 0, x$ is transcendental over $\mathbb{k}$, and $\mathbb{K}$ is a finite algebraic extension of the field of fractions $\mathbb{k}(x)$ of $R$. Corollary 7.14 shows that the integral closure $T$ of $R$ in $\mathbb{K}$ is a Dedekind domain, and Theorem 10.57 shows that $T$ is a finitely generated $R$ module. Thus we can write $T$ as $T=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$ with $x_{1}=x$. The substitution homomorphism with $X_{j} \mapsto x_{j}$ for all $j$ carries $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ onto $T$ and has a prime ideal $\mathfrak{p}$ as kernel, since $T$ is an integral domain. Thus $V(\mathfrak{p})$ is an affine variety with $T$ as its affine coordinate ring. The dimension of $V(\mathfrak{p})$ is the transcendence degree of $\mathbb{K}$ over $\mathbb{k}$, which is 1 by assumption. Thus $C=V(\mathfrak{p})$ is an irreducible curve. Since $T$ is integrally closed by construction, Corollary 10.52 shows that $C$ is nonsingular.

Let $R_{v} \subseteq \mathbb{K}$ be the valuation ring of $v$, and let $\mathfrak{p}_{v}$ be the valuation ideal. The inequality $v(x)>0$ shows that $v$ is $\geq 0$ on $R=\mathbb{k}[x]$, and Proposition 6.7 says that $v$ is consequently $\geq 0$ on the integral closure $T$ of $R$ in $\mathbb{K}$. In other words, $T$ is contained in $R_{v}$. Since $T$ is a Dedekind domain and $\mathbb{K}$ is its field of fractions, Theorem 6.5 shows that $\mathfrak{q}=\mathfrak{p}_{v} \cap T$ is a nonzero prime (= maximal) ideal of $T$ and that the discrete valuation $v_{\mathfrak{q}}$ of $\mathbb{K}$ over $\mathbb{k}$ determined by $\mathfrak{q}$ coincides with $v$. The maximal ideals of the affine coordinate ring of an affine variety correspond to the points of the variety by Proposition 10.23, and thus there exists a point $P$ of $C$ such that $\mathfrak{q}$ is the maximal ideal of $T$ consisting of all functions vanishing at $P$. The localization of $T$ with respect to $\mathfrak{q}$ is $\mathcal{O}_{P}(C)$ by definition and is $R_{v}$ by Proposition 6.4. Therefore $\mathcal{O}_{P}(C)=R_{v}$.

Corollary 10.60. Let $C$ be the irreducible nonsingular affine curve constructed in Corollary 10.59 and having function field $\mathbb{K}=\mathbb{k}(C)$, and regard $C$ as a subvariety of its projective closure $\bar{C}$. Then there are only finitely many discrete valuations $v^{\prime}$ of $\mathbb{K}$ defined over $\mathbb{k}$ such that the unique point $P$ of $\bar{C}$ with $M_{P} \subseteq \mathfrak{p}_{v^{\prime}}$, where $M_{P}$ is the maximal ideal of $\mathcal{O}_{P}(\bar{C})$ and $\mathfrak{p}_{v^{\prime}}$ is the valuation ideal of $v^{\prime}$, lies outside $C$.

Proof. We go over the argument in Corollary 10.59 with the same element $x$ and with any discrete valuation $v^{\prime}$ defined over $\mathbb{k}$ such that $v^{\prime}(x) \geq 0$. This inequality implies that $v^{\prime}$ is $\geq 0$ on $\mathbb{k}[x]$, and Proposition 6.7 then shows that $v^{\prime}$ is $\geq 0$ on $T=A(C)$. Thus $A(C)$ is contained in the valuation ring $R_{v^{\prime}}$ of $v^{\prime}$. Define $\mathfrak{q}=\mathfrak{p}_{v^{\prime}} \cap A(C)$. Arguing as in the existence proof for Theorem 10.53, we find that $\mathfrak{q}$ equals the ideal $\mathfrak{m}_{P}$ of all members of $A(C)$ vanishing at a certain point $P$ of $C$, and that proof then shows that $M_{P} \subseteq \mathfrak{p}_{v^{\prime}}$. By uniqueness in Theorem 10.53 , this $P$ is the one and only point produced by that theorem.

In other words, the only discrete valuations $v^{\prime}$ of $\mathbb{K}$ defined over $\mathbb{k}$ for which the point $P$ lies outside $C$ are those with $v^{\prime}(x)<0$. Corollary 6.10 shows that there are only finitely many of these.

We come to the proof of Theorem 10.57 , but only under the assumption that $k$ is algebraically closed. The proof is rather technical, and the reader is encouraged to skip it on first reading. To underscore this point, the proof appears in small print. We need two lemmas.

Lemma 10.61. Let $R$ be a Noetherian integrally closed domain with field of fractions $F$, let $K$ be a finite separable extension of $F$, and let $T$ be the integral closure of $R$ in $K$. Then $T$ is Noetherian and is finitely generated as an $R$ module.

Proof. In effect, this result was proved in Basic Algebra. In more detail: With the above assumptions and also the assumption that every nonzero prime ideal of $R$ is maximal (i.e., that $R$ is a Dedekind domain), the proof of Theorem 8.54 of Basic Algebra showed that $T$ is a Dedekind domain. The hard part of that proof appeared in Section IX.15; it showed from the separability that $T$ is finitely generated as an $R$ module, and it did not make use of the assumption that every nonzero prime ideal of $R$ is maximal. Since $T$ is finitely generated and $R$ is Noetherian, every $R$ submodule of $T$ is a finitely generated $R$ module, by Proposition 8.34 of Basic Algebra. In particular, every ideal of $T$ is finitely generated as an $R$ module and therefore is finitely generated as a $T$ module. Consequently $T$ is Noetherian.

Lemma 10.62 (Noether Normalization Lemma). Let $k$ be an infinite field, let $R=k\left[x_{1}, \ldots, x_{n}\right]$ be a finitely generated integral domain over $k$, and let $K=k\left(x_{1}, \ldots, x_{n}\right)$ be the field of fractions of $k$. Then for a suitable $d$ with $0 \leq d \leq n$, there exist $d$ linear combinations $y_{1}, \ldots, y_{d}$ of $x_{1}, \ldots, x_{n}$ with coefficients in $k$ such that $y_{1}, \ldots, y_{d}$ are algebraically independent over $k$ and such that every element of $R$ is integral over $k\left[y_{1}, \ldots, y_{d}\right]$. If $K$ is separably generated over $k$, then the $y_{i}$ may be chosen in such a way that $K$ is a separable extension of $k\left(y_{1}, \ldots, y_{d}\right)$.

Remarks. It is immediate from the conclusion that $d$ is the transcendence degree of $K$ over $k$. The lemma is a result about the extension of rings that improves upon Theorem 7.7 for fields; the latter says that every field extension can be accomplished by a transcendental extension followed by an algebraic extension. The present lemma says that the passage from a field to a finitely generated integral domain can be accomplished by a full polynomial extension followed by an extension in which each generator is not merely algebraic but actually is a root of a monic polynomial with coefficients in the full polynomial ring.

Proof. Let $I$ be the kernel of the quotient homomorphism $k\left[X_{1}, \ldots, X_{n}\right] \rightarrow k\left[x_{1}, \ldots, x_{n}\right]$. The core of the proof involves a single nonzero $f$ in $I$. The idea is to replace $X_{1}, \ldots, X_{n-1}$ by new indeterminates $X_{1}^{\prime}, \ldots, X_{n-1}^{\prime}$ to make the equation $f\left(x_{1}, \ldots, x_{n}\right)=0$ become a monic polynomial equation satisfied by $x_{n}$ over $R^{\prime}=k\left[X_{1}^{\prime}, \ldots, X_{n-1}^{\prime}\right]$. With $c_{1}, \ldots, c_{n-1}$ equal to members of $k$ to be specified later, define $x_{j}^{\prime}=x_{j}-c_{j} x_{n}$ for $1 \leq j \leq n-1$. The equation $f\left(x_{1}, \ldots, x_{n}\right)=0$ becomes

$$
\begin{equation*}
f\left(x_{1}^{\prime}+c_{1} x_{n}, \ldots, x_{n-1}^{\prime}+c_{n-1} x_{n}, x_{n}\right)=0 \tag{*}
\end{equation*}
$$

For a suitable choice of $c_{1}, \ldots, c_{n-1}$, we shall show in a moment that
the polynomial $f\left(X_{1}^{\prime}+c_{1} X_{n}, \ldots, X_{n-1}^{\prime}+c_{n-1} X_{n}, X_{n}\right)$ is monic in $X_{n} \quad(* *)$
after multiplication by a member of $k^{\times}$.
Assuming ( $* *$ ), let us see how the first conclusion of the lemma follows by induction on $n$. For $n=1$, there are two cases. One case is that $K$ is a simple algebraic extension field of $k$, and then every element of the extension field $R=K$ is a root of its minimal polynomial over $k$. This is the case $d=0$. The other case is that $K$ is a simple transcendental extension, and then we can take $y_{1}=x_{1}$. This is the case $d=1$.

For the inductive step, assume the first conclusion of the lemma for $n-1 \geq 1, d$ being an integer with $0 \leq d \leq n-1$. If $I=0$, there is nothing to prove, since $x_{1}, \ldots, x_{n}$ are then algebraically
independent and the lemma follows with $d=n$ and with $y_{j}=x_{j}$ for $1 \leq j \leq n$. If $I \neq 0$, fix $f \neq 0$ in $I$, and choose $c_{1}, \ldots, c_{n-1}$ in $k$ to make $(* *)$ hold. Then $(*)$ shows that $x_{n}$ is a root of a monic polynomial with coefficients in $R^{\prime}=k\left[x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right]$. By the inductive hypothesis we can choose members $y_{1}^{\prime}, \ldots, y_{d}^{\prime}$ of $R^{\prime}$ with $0 \leq d \leq n-1$ such that $y_{1}^{\prime}, \ldots, y_{d}^{\prime}$ are algebraically independent over $k$ and such that every element of $R^{\prime}$ is integral over $k\left[y_{1}^{\prime}, \ldots, y_{d}^{\prime}\right]$. By transitivity of integral dependence, every element of $R^{\prime}\left[x_{n}\right]$ is integral over $k\left[y_{1}^{\prime}, \ldots, y_{d}^{\prime}\right]$. Since the definition of $x_{j}^{\prime}$ in terms of $x_{j}$ shows that $R^{\prime}\left[x_{n}\right]=k\left[x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}, x_{n}\right]=k\left[x_{1}, \ldots, x_{n-1}, x_{n}\right]=R$, every element of $R$ is integral over $k\left[y_{1}^{\prime}, \ldots, y_{d}^{\prime}\right]$. This completes the induction, and the first sentence of conclusions of the lemma is proved except for $(* *)$.

To prove $(* *)$, let $r=\operatorname{deg} f$, and write $f=h_{r}+g$ with $h_{r}$ nonzero and homogeneous of degree $r$ and with $\operatorname{deg} g \leq r-1$ (or $g=0)$. Then

$$
\begin{aligned}
f\left(X_{1}, \ldots, X_{n}\right) & =f\left(X_{1}^{\prime}+c_{1} X_{n}, \ldots, X_{n-1}^{\prime}+c_{n-1} X_{n}, X_{n}\right) \\
& =h_{r}\left(c_{1} X_{n}, \ldots, c_{n-1} X_{n}\right)+\left(\text { terms involving } 1, X_{n}, X_{n}^{2}, \ldots, X_{n}^{r-1}\right) \\
& =h_{r}\left(c_{1}, \ldots, c_{n-1}, 1\right) X_{n}^{r}+\left(\text { terms involving 1, } X_{n}, X_{n}^{2}, \ldots, X_{n}^{r-1}\right) .
\end{aligned}
$$

Thus $(* *)$ is proved if $c_{1}, \ldots, c_{n-1}$ can be chosen with the scalar $h_{r}\left(c_{1}, \ldots, c_{n-1}, 1\right)$ not 0 . Here the fact that $h_{r}$ is nonzero and homogeneous implies that $h_{r}\left(X_{1}, \ldots, X_{n-1}, 1\right)$ is not the 0 polynomial in $k\left[X_{1}, \ldots, X_{n-1}\right]$. Since $k$ is an infinite field, Corollary 4.32 of Basic Algebra shows that the evaluation mapping of $k\left[X_{1}, \ldots, X_{n-1}\right]$ into the algebra of functions from $k^{n-1}$ into $k$ is one-one, and therefore there exist $c_{1}, \ldots, c_{n-1}$ with $h_{r}\left(c_{1}, \ldots, c_{n-1}, 1\right) \neq 0$. This proves $(* *)$.

We are left with proving that if $K$ is separably generated over $k$, then the $y_{i}$ may be chosen with $K$ separable over $k\left(y_{1}, \ldots, y_{d}\right)$. We proceed as above but with an amended version of $(* *)$ that we mention in a moment. In the induction the extra hypothesis for $n=1$ is that either $x_{1}$ is separable algebraic over $k$ or $x_{1}$ is transcendental, and in both cases $K$ is a separable extension of $k\left(y_{1}\right)$. For the inductive step when $I \neq 0$, Theorem 7.18 shows that $\left\{x_{1}, \ldots, x_{n}\right\}$ contains a separating transcendence basis; possibly by renumbering the variables, we may assume that this transcendence basis is a subset of $\left\{x_{1}, \ldots, x_{n-1}\right\}$. In particular, $x_{n}$ is separable algebraic over $k\left(x_{1}, \ldots, x_{n-1}\right)$. For the polynomial $f$, we start from the minimal polynomial of $x_{n}$ over $k\left(x_{1}, \ldots, x_{n-1}\right)$, next multiply by a common denominator to get all coefficients of powers of $X_{n}$ to be in $k\left[x_{1}, \ldots, x_{n-1}\right]$, and then replace the occurrences of $x_{1}, \ldots, x_{n-1}$ by $X_{1}, \ldots, X_{n-1}$. The result is $f$. We choose $y_{1}^{\prime}, \ldots, y_{d}^{\prime}$ as above, and the inductive hypothesis shows that $k\left(x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right)$ is separable over $k\left(y_{1}^{\prime}, \ldots, y_{d}^{\prime}\right)$. If we can show that $x_{n}$ is separable over $k\left(x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right)$, then we will have proved that $K$ is a separable extension of $k\left(y_{1}^{\prime}, \ldots, y_{d}^{\prime}\right)$ because of the transitivity of separability. So the induction will be complete.

To get that $x_{n}$ is separable over $k\left(x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right)$, it is enough to prove that we can arrange for
$x_{n}$ to be a simple root of $f\left(x_{1}^{\prime}+c_{1} X_{n}, \ldots, x_{n-1}^{\prime}+c_{n-1} X_{n}, X_{n}\right)$
in addition to $(* *)$. Indeed, then $x_{n}$ is a root of a separable polynomial over $k\left(x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right)$ and hence is a separable element over $k\left(x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right)$. The condition $(\dagger)$ is the same as the condition that the derivative of $(\dagger)$ with respect to $X_{n}$, when evaluated at $x_{n}$, be nonzero. Thus we want to arrange that

$$
f_{n}\left(x_{1}, \ldots, x_{n-1}, x_{n}\right)+c_{1} f_{1}\left(x_{1}, \ldots, x_{n-1}, x_{n}\right)+\cdots+c_{n-1} f_{n-1}\left(x_{1}, \ldots, x_{n-1}, x_{n}\right) \neq 0
$$

where the subscripts on $f$ indicate first partial derivatives in the indicated variables. The left side of $(\dagger \dagger)$ is the sum of a constant and a linear functional on the vector space of all $\left(c_{1}, \ldots, c_{n-1}\right)$ in $k^{n-1}$. The constant term is $f_{n}\left(x_{1}, \ldots, x_{n-1}, x_{n}\right)$, which is nonzero because $x_{n}$ is separable over $k\left(x_{1}, \ldots, x_{n-1}\right)$ and is therefore a simple root of its minimal polynomial over $k\left(x_{1}, \ldots, x_{n-1}\right)$. Thus the left side of $(\dagger \dagger)$ is the value of a nonzero polynomial $p\left(X_{1}, \ldots, X_{n-1}\right)=a_{n}+\sum_{j=1}^{n-1} a_{j} X_{j}$ at $\left(c_{1}, \ldots, c_{n-1}\right)$. Consequently $(* *)$ and ( $\left.\dagger \dagger\right)$ will hold simultaneously if we choose a point $\left(c_{1}, \ldots, c_{n-1}\right)$ in $k^{n-1}$ at which the nonzero polynomial $p\left(X_{1}, \ldots, X_{n-1}\right) h_{r}\left(X_{1}, \ldots, X_{n-1}, 1\right)$ is not zero.

Proof of Theorem 10.57 under the assumption that $k$ is algebraically closed. The first step is to reduce to the case that $L=K$, i.e., that the field of fractions of $R$ coincides with $L$. To do so, choose a vector-space basis $\left\{z_{1}, \ldots, z_{r}\right\}$ of $L$ over $K$ consisting of elements integral over $R$; this is possible by Proposition 8.42 of Basic Algebra. Put $S=R\left[z_{1}, \ldots, z_{r}\right]$. This is a finitely generated integral domain over $k$, all of its elements are integral over $k$, and it has $L$ as field of fractions. The integral closure of $R$ in $L$ equals the integral closure of $S$ in $L$.

Thus we may assume that $R=k\left[x_{1}, \ldots, x_{n}\right]$ is an integral domain with field of fractions $K$ and that we are to prove that the integral closure $T$ of $R$ in $K$ is a finitely generated $R$ module. Let $d$ be the transcendence degree of $K$ over $k$. Since algebraically closed fields are perfect, Theorem 7.20 shows that $K$ is separably generated over $k$. Lemma 10.62 is therefore applicable, and it produces $d$ linear combinations $y_{1}, \ldots, y_{d}$ of $x_{1}, \ldots, x_{n}$ over $k$ such that the subring $S=k\left[y_{1}, \ldots, y_{d}\right]$ of $R$ is a full polynomial ring, every element of $R$ is integral over $S$, and $K$ is a separable extension of the field $k\left(y_{1}, \ldots, y_{d}\right)$. Since every element of $T$ is integral over $R$, the transitivity of integral dependence implies that every element of $T$ is integral over $S$. Therefore $T$ is the integral closure of $S$ in $K$. Being a full polynomial ring, $S$ is Noetherian and is a unique factorization domain; the latter property implies that $S$ is integrally closed, according to Proposition 8.41 of Basic Algebra. Taking $S$ to be the Noetherian integrally closed domain in Lemma 10.61 , we see that $T$ is finitely generated as an $S$ module. Since $S \subseteq R, T$ is certainly finitely generated as an $R$ module.

Now we come to the main theorem of this section.

Theorem 10.63. Every birational equivalence class of irreducible projective curves contains a nonsingular such curve, and this curve is unique within the equivalence class up to isomorphism of varieties. Any irreducible nonsingular quasiprojective curve is isomorphic to an open subvariety of some irreducible nonsingular projective curve.

REMARKS. The new content of the theorem is the existence of the nonsingular projective curve. The uniqueness is immediate from Corollary 10.55. The statement about nonsingular quasiprojective curves is a formality: Such a curve $C_{0}$ is birational to the nonsingular projective curve $C$ produced by the theorem and also to the projective closure $\overline{C_{0}}$ of $C_{0}$. The birational maps from $C_{0}$ into $C$ and from $C$ into $\overline{C_{0}}$ yield morphisms from $C_{0}$ into $C$ and from $C$ into $\overline{C_{0}}$ by Corollary 10.54; sorting out these morphisms shows that $C_{0}$ is isomorphic to an open subvariety of $C$.

The idea for proving the existence of the projective curve in the theorem is to start with any function field $\mathbb{K}$ in one variable over $\mathbb{K}$, take any discrete valuation $v$ of $\mathbb{K}$ defined over $\mathbb{k}$ (these exist as a consequence of Section VI.2), and use Corollary 10.59 to obtain some irreducible nonsingular affine curve having $\mathbb{K}$ as function field and having its local ring at some point equal to the valuation ring of $v$. Corollary 10.60 shows that except for finitely many discrete valuations, we have associated a nonsingular point on some irreducible affine curve in the birational equivalence class to each discrete valuation of $\mathbb{K}$ defined over $\mathbb{k}$. Applying Corollary 10.59 to each of these exceptional discrete valuations, we end up with a finite set of irreducible nonsingular affine curves such that each discrete valuation
of $\mathbb{K}$ over $\mathbb{k}$ corresponds to some point of at least one of the curves. We shall glue together these irreducible nonsingular affine curves in a suitable fashion to obtain the desired irreducible nonsingular projective curve.

The proof makes use of the fact that the product of two projective varieties is a projective variety and that morphisms behave as one might expect. Let us postpone the details of establishing a rigorous theory of product varieties, going right to the proof of Theorem 10.63.

PROOF OF THEOREM 10.63. Let $\mathbb{K}$ be the given function field, and let $C_{1}, \ldots, C_{m}$ be the irreducible nonsingular affine curves described two paragraphs before this paragraph. In each case the function field of the curve is isomorphic to $\mathbb{K}$ by some fixed isomorphism, but we shall treat this fixed isomorphism as if it were the identity in order to avoid unnecessary complications in the notation. Let $\mathbb{V}_{\mathbb{K}}$ be the set of discrete valuations of $\mathbb{K}$ defined over $\mathbb{k}$. For $v \in \mathbb{V}_{\mathbb{K}}$, we write $R_{v} \subseteq \mathbb{K}$ for the valuation ring of $v$ and $\mathfrak{p}_{v}$ for the valuation ideal of $v$.

For definiteness let $C_{j}$ be an affine variety in $\mathbb{A}^{k_{j}}$, and let $\bar{C}_{1}, \ldots, \bar{C}_{n}$ be the respective projective closures of $C_{1}, \ldots, C_{m}$ in $\mathbb{P}^{k_{j}}$. For any point $P$ in $\overline{C_{j}}$, let $M_{P}$ be the maximal ideal of the local ring $\mathcal{O}_{P}\left(\bar{C}_{j}\right)$.

Theorem 10.53 gives us for each $j$ a well-defined function $\gamma_{j}: \mathbb{V}_{\mathbb{K}} \rightarrow \bar{C}_{j}$, and Corollary 10.58 says that $\gamma_{j}$ is onto $\bar{C}_{j}$. The defining property of $\gamma_{j}(v)$ is that $M_{\gamma_{j}(v)} \subseteq \mathfrak{p}_{v}$, and it follows that $\mathcal{O}_{\gamma_{j}(v)}\left(\bar{C}_{j}\right) \subseteq R_{v}$. Corollary 10.51 shows that the inverse image under $\gamma_{j}$ of any point in $C_{j}$ is a singleton set, and Corollary 10.60 shows that the inverse image of any point of the complementary set $\bar{C}_{j}-C_{j}$ is a finite set. Let $F$ be the finite subset $F=\bigcup_{j=1}^{m} \gamma_{j}^{-1}\left(\bar{C}_{j}-C_{j}\right)$ of $\mathbb{V}_{\mathbb{K}}$. For $v \notin F, \gamma_{j}(v)$ is a nonsingular point of $C_{j}$, and Corollary 10.51 shows that $\mathcal{O}_{\gamma_{j}(v)}\left(C_{j}\right)=R_{v}$. Hence also $M_{\gamma_{j}(v)}=\mathfrak{p}_{v}$. The construction of the curves $C_{1}, \ldots, C_{m}$ was arranged in such a way that

$$
\begin{equation*}
\text { each } v \in \mathbb{V}_{\mathbb{K}} \text { has } \gamma_{j}(v) \text { in } C_{j} \text { for some } j \tag{*}
\end{equation*}
$$

Let $U_{j}$ be the open set of $C_{j}$ given by $U_{j}=\gamma_{j}\left(\mathbb{V}_{\mathbb{K}}-F\right)$. The curves $\bar{C}_{j}$ are birationally equivalent because they all have $\mathbb{K}$ as function field, and Corollary 10.54 shows that the largest domain on which the birational map from $\bar{C}_{j}$ to $\bar{C}_{1}$ is a morphism includes all the nonsingular points of $\bar{C}_{j}$. In particular, it contains $U_{j}=\gamma_{j}\left(\mathbb{V}_{\mathbb{K}}-F\right)$. If $\varphi_{j}$ is the morphism from $U_{j}$ into $\bar{C}_{1}$, then Proposition 10.42 shows that $\varphi_{j}$ induces a homomorphism $\varphi_{j, P}^{*}: \mathcal{O}_{\varphi_{j}(P)}\left(\bar{C}_{1}\right) \rightarrow \mathcal{O}_{P}\left(C_{j}\right)$ for $P \in U_{j}$. By assumption, the isomorphism $\widetilde{\varphi}_{j}: \mathbb{k}\left(C_{1}\right) \rightarrow \mathbb{k}\left(C_{j}\right)$ is normalized to be the identity. Since $\widetilde{\varphi}_{j}$ is the field mapping corresponding to the birational map $\varphi_{j}, \widetilde{\varphi}_{j}$ is an extension of $\varphi_{j, P}^{*}$. Thus $\varphi_{j, P}^{*}$ is the identity under our identifications: $\mathcal{O}_{\varphi_{j}(P)}\left(\bar{C}_{1}\right)=\mathcal{O}_{P}\left(C_{j}\right)$ for $P \in U_{j}$. Let $P=\gamma_{j}(v)$ with $v$ in $\mathbb{V}_{\mathbb{K}}-F$, and let $\varphi_{j}(P)=\gamma_{1}\left(v^{\prime}\right)$ with $v^{\prime}$ in $\mathbb{V}_{\mathbb{K}}$. Then $R_{v}=\mathcal{O}_{\gamma_{j}(v)}\left(C_{j}\right)=\mathcal{O}_{\varphi_{j}(P)}\left(\bar{C}_{1}\right) \subseteq R_{v^{\prime}}$, and
it follows that $v^{\prime}=v$. In particular, $v^{\prime}$ is in $\mathbb{V}_{\mathbb{K}}-F$, and $\gamma_{1}(v)=\varphi_{j}\left(\gamma_{j}(v)\right)$. Hence

$$
\varphi_{j} \circ \gamma_{j}: \mathbb{V}_{\mathbb{K}}-F \rightarrow U_{1} \quad \text { is independent of } j,
$$

and

$$
\varphi_{j}: U_{j} \rightarrow U_{1} \quad \text { is an isomorphism. }
$$

The product $W=\bar{C}_{1} \times \cdots \times \bar{C}_{m}$ is an $m$-dimensional closed subvariety of $\mathbb{P}^{k_{1}} \times \cdots \times \mathbb{P}^{k_{m}}$, which in turn is a projective variety in $\mathbb{P}^{N}$ for a suitably large $N$. For $1 \leq j \leq m$, let $\pi_{j}: W \rightarrow \bar{C}_{j}$ be the $j^{\text {th }}$ projection map; this is a morphism. The set $U_{1} \times \cdots \times U_{m}$ is an open subvariety of $W$, and the "diagonal"

$$
\Delta=\left\{\delta(P)=\left(P, \varphi_{2}^{-1}(P), \ldots, \varphi_{m}^{-1}(P)\right) \mid P \in U_{1}\right\}
$$

of $U_{1} \times \cdots \times U_{m}$ is an irreducible curve isomorphic to $U_{1}$. The closure $C=\bar{\Delta}$ is an irreducible projective curve. It is a closed subvariety of $W$, and it has $\Delta$ as an open subvariety. The curve $\Delta$ may be identified with $U_{1}$ via the projection $\pi_{1}$, and we may therefore identify the function field of $\Delta$, which is the same as the function field of $C$, with $\mathbb{K}$.

We shall show that $C$ is nonsingular. For each $j$, the restriction $\pi_{j}: C \rightarrow \bar{C}_{j}$ is a morphism, and the image contains all points $\pi_{j}(\delta(P))=\varphi_{j}^{-1}(P)$ with $P \in U_{1}$. Hence it contains $U_{j}$, which is an open subset of $\bar{C}_{j}$. In other words, $\pi_{j}: C \rightarrow$ $\bar{C}_{j}$ is a dominant morphism. For $P \in U_{1}$, we have $\pi_{j}(\delta(P))=\varphi_{j}^{-1}(P)$. If $Q=\delta(P)$, this says that $\pi_{j}(Q)=\varphi_{j}^{-1} \delta^{-1}(Q)$, from which it follows that $\delta \circ \varphi_{j}$ is a two-sided inverse of $\pi_{j}$ on $\Delta$. Consequently the dominant morphism $\pi_{j}: C \rightarrow \bar{C}_{j}$ is a birational map. Let $\left(V_{j}, \psi_{j}\right)$ be a pair in the class of the rational map $\pi_{j}^{-1}$; we may assume that $V_{j}$ is the largest domain in $\bar{C}_{j}$ on which $\pi_{j}^{-1}$ is a morphism.

Let $P$ be any point of $C$, and let $M_{P}$ be the maximal ideal of $\mathcal{O}_{P}(C)$. Corollary 10.58 shows that there is a member $v$ of $\mathbb{V}_{\mathbb{K}}$ such that $M_{P} \subseteq \mathfrak{p}_{v}$. Choose $j=j(P)$ with $1 \leq j \leq m$ such that $\gamma_{j}(v)$ is in $C_{j}$. Since every point of $C_{j}$ is a nonsingular point by construction, Corollary 10.54 shows that every point of $C_{j}$ lies in the domain $V_{j}$ on which $\psi_{j}$ is defined as a morphism inverting $\pi_{j}$. Consequently the open subvariety $\pi_{j}^{-1}\left(C_{j}\right)$ of $C$ is isomorphic to the nonsingular irreducible affine curve $C_{j}$, and the point $P$ of $C$ has an open neighborhood of nonsingular points. Since $P$ is arbitrary, $C$ is nonsingular.

The remainder of this section develops a small theory of products of varieties in projective spaces. Most of the proofs are left to the problems at the end of the chapter. It is enough to handle the product of two varieties because general finite products of varieties can then be treated by induction.

We begin with the product of two projective spaces. Let $m \geq 1$ and $n \geq 1$ be integers, and put $N=(m+1)(n+1)-1=m n+m+n$. We shall exhibit
$\mathbb{P}^{m} \times \mathbb{P}^{n}$ as a projective variety in $\mathbb{P}^{N}$. To do so, we coordinatize $\mathbb{P}^{m}, \mathbb{P}^{n}$, and $\mathbb{P}^{N}$ by using $x_{i}, y_{j}$, and $w_{i j}$ for $0 \leq i \leq m$ and $0 \leq j \leq n$. Then

$$
\mathbb{P}^{m}=\left\{\left[x_{0}, \ldots, x_{m}\right]\right\}, \quad \mathbb{P}^{n}=\left\{\left[y_{0}, \ldots, y_{n}\right]\right\}
$$

and

$$
\mathbb{P}^{N}=\left\{\left[w_{00}, w_{01}, \ldots, w_{m, n-1}, w_{m n}\right]\right\} .
$$

The Segre embedding is the function

$$
\sigma\left(\left[x_{0}, \ldots, x_{m}\right],\left[y_{0}, \ldots, y_{n}\right]\right)=\left[x_{0} y_{0}, x_{0} y_{1}, \ldots, x_{m} y_{n-1}, x_{m} y_{n}\right]
$$

i.e., $w_{i j}=x_{i} y_{j}$. Define $\mathfrak{a} \subseteq \mathbb{k}\left[W_{00}, \ldots, W_{m n}\right]$ to be the homogeneous ideal generated by all $W_{i j} W_{k l}-W_{i l} W_{k j}$. Problems 17-19 at the end of the chapter show that $\sigma$ is well defined and one-one, that the image of $\sigma$ is $V(\mathfrak{a})$, and that $V(\mathfrak{a})$ is irreducible. Thus the Segre embedding exhibits $\mathbb{P}^{m} \times \mathbb{P}^{n}$ as a projective variety in $\mathbb{P}^{N}$. This variety is known as a Segre variety. ${ }^{18}$

Let $U \subseteq \mathbb{P}^{m}$ and $V \subseteq \mathbb{P}^{n}$ be projective algebraic sets. Then the Segre embedding $\sigma$ carries $U \times V$ to a subset of $\mathbb{P}^{N}$, and we wish to see that $\sigma(U \times V)$ is a projective algebraic set in $\mathbb{P}^{N}$. Let us use the abbreviation $X=\left(X_{0}, \ldots, X_{m}\right)$. If $\alpha=\left(\alpha_{0}, \ldots, \alpha_{m}\right)$ is an $(m+1)$-tuple of nonnegative integers, we define $|\alpha|=\alpha_{0}+\cdots+\alpha_{m}$ and $X^{\alpha}=X_{0}^{\alpha_{0}} \cdots X_{m}^{\alpha_{m}}$. We define $Y, \beta,|\beta|$, and $Y^{\beta}$ similarly. Any monomial $X^{\alpha} Y^{\beta}$ with $|\alpha|=d$ and $|\beta|=e$ is said to be bihomogeneous of bidegree $(d, e)$. A bihomogeneous polynomial of bidegree $(d, e)$ is any linear combination of bihomogeneous monomials of bidegree $(d, e)$.

The first observation is that any projective algebraic set $S$ in $\mathbb{P}^{m}$ can be described as the locus of common zeros of a vector space of homogeneous polynomials in $X$ of a fixed degree. In fact, we know that $S$ is given by the locus of common zeros of a finite set of homogeneous polynomials $F_{1}(X), \ldots, F_{r}(X)$ of various degrees $d_{1}, \ldots, d_{r}$. Let us say that $d=\max _{j} d_{j}$. The point is that $S$ is given by the locus of common zeros of a finite set of homogeneous polynomials all of degree $d$. The reason is that the locus of common zeros of $F_{j}(X)$ is the same as the locus of common zeros of $X_{0}^{d-d_{j}} F_{j}(X), \ldots, X_{m}^{d-d_{j}} F_{j}(X)$. The assertion about describing $S$ follows.

Now let $U \subseteq \mathbb{P}^{m}$ be the locus of common zeros of homogeneous polynomials $F_{1}(X), \ldots, F_{r}(X)$ all of degree $d$, and let $V \subseteq \mathbb{P}^{n}$ be the locus of common zeros of homogeneous polynomials $G_{1}(Y), \ldots, G_{r}(Y)$ all of degree $e$. Then $U \times V$ is the locus of common zeros of the bihomogeneous polynomials $F_{a}(X) G_{b}(Y)$, all of bidegree $(d, e)$. These cannot immediately be expressed in terms of the polynomials $W_{i j}$ of the Segre embedding. However, if we use the same trick again, we can substitute the $W_{i j}$ 's. Specifically suppose that $d \leq e$. Replace

[^119]$F_{1}(X), \ldots, F_{r}(X)$ by a family of $r(m+1)$ polynomials $F_{1}^{\prime}(X), \ldots, F_{r(m+1)}^{\prime}(X)$ homogeneous of degree $e$. Then the polynomials $F_{a}^{\prime}(X) G_{b}(Y)$ are bihomogeneous of bidegree $(e, e)$. When such a polynomial is expanded as a linear combination of monomials, each monomial has $e$ factors from among $X_{0}, \ldots, X_{m}$ and $e$ factors from among $Y_{0}, \ldots, Y_{n}$. We can pair the factors in whatever fashion we want and replace $X_{i} Y_{j}$ by $W_{i j}$. In this way our system of bihomogeneous polynomials can be rewritten as a system of polynomials $H_{a b}(W)$, together with the convention that $W_{i j}=X_{i} Y_{j}$. Then $\sigma(U \times V)$ is the locus of common zeros in $\mathbb{P}^{N}$ of the polynomials $H_{a b}(W)$ and the defining polynomials of the Segre variety.

Conversely if we have a projective algebraic set in $\mathbb{P}^{N}$, then its intersection with the Segre variety can be described as the locus of common zeros in $\mathbb{P}^{m} \times \mathbb{P}^{n}$ of a family of bihomogeneous polynomials in $(X, Y)$. We have only to take the defining homogeneous polynomials $H(W)$ and substitute the definition $W_{i j}=$ $X_{i} Y_{j}$ for $W_{i j}$. If $H(W)$ is homogeneous of degree $e$, then the result of the substitution is a polynomial bihomogeneous of bidegree $(e, e)$.

Problems 20-21 at the end of the chapter show that if $U$ and $V$ are irreducible closed sets in $\mathbb{P}^{m}$ and $\mathbb{P}^{n}$, respectively, then $\sigma(U \times V)$ is irreducible in $\mathbb{P}^{N}$. Thus we can meaningfully speak of projective varieties in $\mathbb{P}^{m} \times \mathbb{P}^{n}$. The same pair of problems addresses what happens for quasiprojective varieties, showing that $\sigma$ of any relatively open subset of a projective variety in $\mathbb{P}^{m} \times \mathbb{P}^{n}$ is a quasiprojective variety in $\mathbb{P}^{N}$.

Now that the notion of variety is meaningful in $\mathbb{P}^{m} \times \mathbb{P}^{n}$, with an interpretation in $\mathbb{P}^{N}$, we can similarly translate definitions and facts about morphisms to make them apply in $\mathbb{P}^{m} \times \mathbb{P}^{n}$. In particular, the projection of a variety to either factor $\mathbb{P}^{m}$ or $\mathbb{P}^{n}$ is a morphism on the variety. If $U$ is a quasiprojective variety and if $\varphi_{1}: U \rightarrow \mathbb{P}^{m}$ and $\varphi_{2}: U \rightarrow \mathbb{P}^{n}$ are isomorphisms of $U$ onto quasiprojective varieties in $\mathbb{P}^{m}$ and $\mathbb{P}^{n}$, then the diagonal $\Delta=\left\{\left(\varphi_{1}(u), \varphi_{2}(u)\right) \mid u \in U\right\}$ is a quasiprojective variety in $\mathbb{P}^{m} \times \mathbb{P}^{n}$, and the pair $\left(\varphi_{1}, \varphi_{2}\right)$ is an isomorphism of varieties. These matters are discussed in Problem 22 at the end of the chapter.

## 9. Affine Algebraic Sets for Monomial Ideals

Sections 9-12 in part address aspects of the question of how much one can make explicit computations with affine and projective varieties. As a general rule, the tool for such computations is the theory of Gröbner bases, which were introduced in Sections VIII.7-VIII.10. The topic is an active area of continuing research. ${ }^{19}$ One can think of immediate problems - such as finding the dimension of an algebraic set, determining the radical of an ideal when the ideal is given,

[^120]and deciding whether an ideal is prime. We shall concentrate on just one such problem, that of finding the dimension. ${ }^{20}$

Part of the abstract theory in this case dates back to Hilbert, but in combination with the theory of Gröbner bases it becomes easier to establish and relatively easy to implement computationally. ${ }^{21}$ We shall prove in Section 12 as a consequence of this investigation the deep theorem that a system of simultaneous homogeneous polynomial equations having more equations than variables always has a nonzero solution. ${ }^{22}$

Hilbert associated a polynomial in one variable, now known as the "Hilbert polynomial," to each ideal of polynomials over an algebraically closed field. This polynomial encodes certain algebraic information about the ideal, and some features of this polynomial depend only on the geometry of the zero locus. In particular, the degree of the polynomial turns out to equal the geometric dimension of the zero locus, and that will be what interests us.

The theory behind Gröbner bases enables one to reduce the theory of the Hilbert polynomial to the case of a monomial ideal, for which it is relatively easy to understand. ${ }^{23}$ We begin with that case in this section.

Let $\mathbb{k}$ be an algebraically closed field, consider affine space $\mathbb{A}^{n}$, and let $\mathfrak{a}$ be an ideal in $A=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. In this section we shall be interested in the case that $\mathfrak{a}$ is generated by monomials, in which case it is called a monomial ideal. The structure of monomial ideals is captured by Lemma 8.17 , which says about such an ideal $\mathfrak{a}$ that

- for any polynomial $f \neq 0$ in $\mathfrak{a}$, each monomial term contributing to $f$ lies in $\mathfrak{a}$,
- $\mathfrak{a}$ has a finite set of monomials as generators,
- if $\left\{M_{1}, \ldots, M_{k}\right\}$ is a set of monomials that generate $\mathfrak{a}$ and if $M$ is any monomial in $\mathfrak{a}$, then some $M_{j}$ divides $M$.
Let $e_{1}, \ldots, e_{n}$ be the standard basis of $\mathbb{A}^{n}$, and let $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$ be the linear span of $e_{j_{1}}, \ldots, e_{j_{k}}$. The vector space $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$ is called a coordinate subspace of $\mathbb{A}^{n}$. The ideal $\mathfrak{p}_{k}=\left(X_{1}, \ldots, X_{k}\right)$ in $A$ is prime, and its variety is $V\left(\mathfrak{p}_{k}\right)=\left\langle e_{k+1}, \ldots, e_{n}\right\rangle$. Since $\mathfrak{p}_{0} \subseteq \mathfrak{p}_{1} \subseteq \cdots \subseteq \mathfrak{p}_{n}$ is a strictly increasing sequence of prime ideals in $A$ and since $A$ has Krull dimension $n$,

[^121]no strictly increasing sequence of prime ideals containing $\mathfrak{p}_{k}$ can be longer than $\mathfrak{p}_{k} \subseteq \mathfrak{p}_{k+1} \subseteq \cdots \subseteq \mathfrak{p}_{n}$. It follows that the images of these ideals in $A / \mathfrak{p}$ give a strictly increasing sequence of prime ideals of maximal length and that $A / \mathfrak{p}$ has Krull dimension $n-k$. By Theorem 10.7 the geometric dimension of $V\left(\mathfrak{p}_{k}\right)=\left\langle e_{k+1}, \ldots, e_{n}\right\rangle$ is $n-k$. In other words, the geometric dimension of the vector subspace $\left\langle e_{k+1}, \ldots, e_{n}\right\rangle$ is the same as the vector-space dimension. Relabeling indices in this computation, we see that the geometric dimension of $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$ is $k$ if the indices $j_{1}, \ldots, j_{k}$ are distinct.

Let us compute the geometric dimension of the zero locus of a general proper monomial ideal $\left(M_{1}, \ldots, M_{k}\right)$. If $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is a tuple of integers $\geq 0$, we write $X^{\alpha}$ for $X_{1}^{\alpha_{1}} \cdots X_{n}^{\alpha_{n}}$ and $|\alpha|$ for $\alpha_{1}+\cdots+\alpha_{n}$. Let $H_{j}=V\left(X_{j}\right)$ be the coordinate hyperplane of points in $\mathbb{A}^{n}$ with $j^{\text {th }}$ coordinate 0 . This is the linear span of all $e_{i}$ for $i \neq j$, and it has geometric dimension $n-1$. If a monomial $X^{\alpha}$ is given, then Proposition 10.1 shows that

$$
V\left(X^{\alpha}\right)=\bigcup_{\alpha_{j}>0} V\left(X_{j}\right)=\bigcup_{\alpha_{j}>0} H_{j}
$$

and then that

$$
V\left(X^{\alpha}, X^{\beta}\right)=\left(\bigcup_{\alpha_{i}>0} H_{i}\right) \cap\left(\bigcup_{\beta_{j}>0} H_{j}\right)=\bigcup_{\alpha_{i}>0, \beta_{j}>0}\left(H_{i} \cap H_{j}\right) .
$$

Similarly $V\left(M_{1}, \ldots, M_{k}\right)$ is a finite union of $k$-fold intersections of coordinate hyperplanes. By Theorem 10.7 the geometric dimension of $V\left(M_{1}, \ldots, M_{k}\right)$ is the maximum dimension of the subspaces $H_{i} \cap H_{j} \cap \cdots$ appearing in the appropriate union for $M_{1}, \ldots, M_{k}$. To get the maximum dimension, we want as few distinct indices to appear in an intersection $H_{i} \cap H_{j} \cap \cdots$. If the smallest possible number of distinct indices is $m$, then we see that $V\left(M_{1}, \ldots, M_{k}\right)$ has geometric dimension $n-m$.

The insight is that to study $V(\mathfrak{a})$, one studies $A / \mathfrak{a}$, and that to study the latter, one considers what happens as a function of $s$ to the part of $A / \mathfrak{a}$ that corresponds to degree at most $s$. In the case of a monomial ideal, this means that one is to study the monomials outside the ideal in question, particularly how the number of these monomials grows with $s$. Let $\mathcal{M}$ be the set of all monomials in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. For our monomial ideal $\mathfrak{a}$, let $\mathcal{C}(\mathfrak{a})$ be the complementary subset to $\mathfrak{a}$ in $\mathcal{M}$ given by

$$
\mathcal{C}(\mathfrak{a})=\left\{X^{\alpha} \mid X^{\alpha} \notin \mathfrak{a}\right\}
$$

Proposition 10.64. If $\mathfrak{a}$ is a proper monomial ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then
(a) the vector subspace $V\left(\left\{X_{i} \mid i \notin\left\{j_{1}, \ldots, j_{k}\right\}\right\}\right)$ is contained in $V(\mathfrak{a})$ if and only if $\left\{X^{\alpha} \in \mathcal{M} \mid \alpha \in\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle\right\}$ is contained in $\mathcal{C}(\mathfrak{a})$,
(b) the geometric dimension of $V(\mathfrak{a})$ equals the largest vector-space dimension of a coordinate subspace that lies in $\mathcal{C}(\mathfrak{a})$.

REMARK. The hypothesis "proper" is needed for (b), not for (a).
Proof. For (a), first suppose that $V\left(\left\{X_{i} \mid i \notin\left\{j_{1}, \ldots, j_{k}\right\}\right\}\right)$ is contained in $V(\mathfrak{a})$, and suppose that $\alpha$ is in $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$. Let $P=\left(x_{1}, \ldots, x_{n}\right)$ be the point with

$$
x_{i}= \begin{cases}1 & \text { for } i \in\left\{j_{1}, \ldots, j_{k}\right\}  \tag{*}\\ 0 & \text { for } i \notin\left\{j_{1}, \ldots, j_{k}\right\}\end{cases}
$$

Then $P$ is on the zero locus of each $X_{i}$ for $i \notin\left\{j_{1}, \ldots, j_{k}\right\}$, and hence $P$ is in $V(\mathfrak{a})$. On the other hand, the value of the monomial $X^{\alpha}$ at $P$ is 1 . Since the value of every member of $\mathfrak{a}$ at $P$ is $0, X^{\alpha}$ cannot be in $\mathfrak{a}$. Thus $X^{\alpha}$ is in $\mathcal{C}(\mathfrak{a})$.

Next suppose that $E=V\left(\left\{X_{i} \mid i \notin\left\{j_{1}, \ldots, j_{k}\right\}\right\}\right)$ is not contained in $V(\mathfrak{a})$. Say that $P=\left(x_{1}, \ldots, x_{n}\right)$ is in $E$ but not $V(\mathfrak{a})$. The condition for $P$ to be in $E$ is that $x_{i}=0$ for all $i \notin\left\{j_{1}, \ldots, j_{k}\right\}$. Since $P$ is not in $V(\mathfrak{a})$, some member of $\mathfrak{a}$ is nonzero at $P$. The ideal is generated by monomials, and thus some monomial $X^{\alpha_{0}}$ in $\mathfrak{a}$ is nonzero at $P$. Let $\alpha_{0}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. The (nonzero) value of $\alpha_{0}$ on $P$ is $\prod_{i \text { with } \alpha_{i}>0} x_{i}^{\alpha_{i}}$. Now $x_{i}=0$ for all $i \notin\left\{j_{1}, \ldots, j_{k}\right\}$, and consequently no $i$ outside $\left\{j_{1}, \ldots, j_{k}\right\}$ can have $\alpha_{i}>0$. Thus $\alpha_{0}$ is in $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$, and $\alpha_{0}$ exhibits $\left\{X^{\alpha} \in \mathcal{M} \mid \alpha \in\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle\right\}$ as failing to be contained in $\mathcal{C}(\mathfrak{a})$.

For (b), we saw before the proof that $V(\mathfrak{a})$ is the union of finitely many vector subspaces and that each vector subspace is an affine variety whose geometric dimension equals its vector-space dimension. By Theorem 10.7 the geometric dimension of $V(\mathfrak{a}), \mathfrak{a}$ being proper, is the maximum of the dimensions of these subspaces. Taking (a) into account, we conclude that (b) holds.

We seek a formula for the number of monomials in $\mathcal{C}(\mathfrak{a})$ of total degree $\leq s$ when $s$ is large and positive. We begin with a lemma. For a monomial ideal $\mathfrak{a}$, the function carrying each integer $s \geq 0$ to the number of $X^{\alpha}$ in $\mathcal{C}(\mathfrak{a})$ with $|\alpha| \leq s$ is called the affine Hilbert function of $\mathfrak{a}$ and is denoted by $\mathcal{H}_{a}(s, \mathfrak{a})$. For $\mathfrak{a}=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, the affine Hilbert function is identically 0 , and we shall usually not be interested in this case.

EXAMPLE. For $n=1$ with one indeterminate $X$, the proper ideals of $\mathbb{k}[X]$ are 0 and $\left(X^{k}\right)$ with $k>0$. The monomials $X^{\alpha}$ with $|\alpha| \leq s$ are $1, X, X^{2}, \ldots, X^{s}$. By inspection, none of these is in $\mathfrak{a}$ if $\mathfrak{a}=0$, and thus $\mathcal{H}_{a}(s, 0)=s+1$. In the case of ( $X^{k}$ ) with $k>0$, the monomials $X^{\alpha}$ in $\mathcal{C}\left((X)^{k}\right)$ are $1, X, \ldots, X^{k-1}$, and thus $\mathcal{H}_{a}\left(s,\left(X^{k}\right)\right)$ is $s+1$ for $s \leq k-1$ and is $k$ for $s \geq k-1$.

Theorem 10.65. If $\mathfrak{a}$ is a proper monomial ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then the complementary set $\mathcal{C}(\mathfrak{a})$ of monomials is a disjoint union

$$
\mathcal{C}(\mathfrak{a})=C_{0} \cup \cdots \cup C_{n},
$$

where $C_{k}$ is a finite union of subsets of the form

$$
E=\left\{X^{\alpha} \in \mathcal{M} \mid \alpha \in\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle+\sum_{i \notin\left\{j_{1}, \ldots, j_{k}\right\}} a_{i} e_{i}\right\} .
$$

Here it is assumed that $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$ is a $k$-dimensional coordinate subspace and the coefficients $a_{i}$ are particular integers $\geq 0$.

REMARKS. The subsets of $\mathcal{M}$ of which the above set $E$ is an example will be called standard subsets of $\mathcal{M}$ with $k$ parameters. The member $\sum_{i \notin\left\{j_{1}, \ldots, j_{k}\right\}} a_{i} e_{i}$ of $\mathcal{M}$ is called the associated translation of $E$, and $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$ is called the associated vector subspace of $E$. Standard subsets of $\mathcal{M}$ with 0 parameters are singleton sets $\left\{X^{\alpha}\right\}$. An example of a standard subset of $\mathcal{M}$ with 1 parameter when $n=2$ is $\left\{X_{1}^{\alpha_{1}} X_{2}^{\alpha_{2}} \mid \alpha_{1} \geq 0, \alpha_{2}=2\right\}=\left\{X^{\alpha} \mid \alpha \in\left\langle e_{1}\right\rangle+2 e_{2}\right\}$. It is apparent that the one and only circumstance in which $C_{n}$ is nonempty is that $\mathcal{C}(\mathfrak{a})=\mathcal{M}$, in which case $\mathfrak{a}=0$.

Proof. We proceed by induction on $n$, and we may assume that $\mathfrak{a} \neq 0$. The example above shows for $n=1$ that $\mathcal{C}(\mathfrak{a})$ is a finite set if $\mathfrak{a}$ is a nonzero proper ideal. Thus $\mathcal{C}(\mathfrak{a})=C_{0}$ in this case, and the base case of the induction is settled.

Assume inductively that the theorem has been proved for $n-1$ indeterminates, and let $\mathfrak{a}$ be a nonzero ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. Let $\mathcal{M}_{n-1}$ and $\mathcal{M}_{n}$ denote the sets of monomials in $X_{1}, \ldots, X_{n-1}$ and $X_{1}, \ldots, X_{n}$, respectively. For $j \geq 0$, let $\mathfrak{a}_{j}$ be the ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n-1}\right]$ of all polynomials $f\left(X_{1}, \ldots, X_{n-1}\right)$ such that $X_{n}^{j} f\left(X_{1}, \ldots, X_{n-1}\right)$ is in $\mathfrak{a}$. The ideals $\mathfrak{a}_{j}$ are monomial ideals because $\mathfrak{a}$ is a monomial ideal, and $\mathfrak{a}_{j} \subseteq \mathfrak{a}_{j+1}$ for all $j$. Since $\mathbb{k}\left[X_{1}, \ldots, X_{n-1}\right]$ is Noetherian, there is some index $l$ such that $\mathfrak{a}_{j}=\mathfrak{a}_{l}$ for all $j \geq l$. We apply the inductive hypothesis to $\mathfrak{a}_{0}, \mathfrak{a}_{1}, \ldots, \mathfrak{a}_{l}$, writing

$$
\mathcal{C}\left(\mathfrak{a}_{j}\right)=C_{0, j} \cup \cdots \cup C_{n-1, j} \quad \text { for } 0 \leq j \leq l .
$$

Here each $C_{k, j}$ is a finite union of standard subsets with $k$ parameters in the $n-1$ indeterminates $X_{1}, \ldots, X_{n-1}$.

Let $C_{k, j} X_{n}^{j}$ be the set of all products of members of $C_{k, j}$ with $X_{n}^{j}$. We shall show that

$$
\begin{equation*}
\mathcal{C}(\mathfrak{a})=C_{0} \cup \cdots \cup C_{n}, \tag{*}
\end{equation*}
$$

where $C_{0}, \ldots, C_{n}$ are defined by

$$
C_{k+1}=\bigcup_{j=0}^{\infty} C_{k, l} X_{n}^{j} \cup \bigcup_{j=0}^{l-1} C_{k+1, j} X_{n}^{j} \quad \text { for } 0 \leq k \leq n-1
$$

and

$$
C_{0}=\mathcal{C}(\mathfrak{a})-\bigcup_{k=1}^{n} C_{k}
$$

But first let us see that each $C_{k+1}$ for $0 \leq k \leq n-1$ is a finite union of standard subsets of $\mathcal{M}_{n}$ with $k+1$ parameters. Each $C_{k+1, j}$ is a finite union of standard subsets of $\mathcal{M}_{n-1}$ with some associated translation $\gamma$ such that $\gamma_{n}=0$ and with an associated vector subspace $\left\langle e_{j_{1}}, \ldots, e_{j_{k+1}}\right\rangle$ such that $j_{1}<\cdots<j_{k+1}<n$. Then each $C_{k+1, j} X_{n}^{j}$ is a finite union of standard subsets of $\mathcal{M}$ of the form $X^{\alpha}$
with associated translation $\gamma+j e_{n}$ and with the same associated vector space $\left\langle e_{j_{1}}, \ldots, e_{j_{k+1}}\right\rangle$. Similarly the set $\bigcup_{j=0}^{\infty} C_{k, l} X_{n}^{j}$ is a finite union of standard subsets of $\mathcal{M}$ with associated translation $\gamma+0 e_{n}$ and with associated vector space of the form $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}, e_{n}\right\rangle$. Thus $C_{k+1}$ is a finite union of standard subsets of $\mathcal{M}_{n}$ with $k+1$ parameters.

Let us verify $(*)$. The most general monomial in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ is $X^{\beta} X_{n}^{j}$ with $X^{\beta}$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n-1}\right]$, and this monomial is in $\mathfrak{a}$ if and only if $X^{\beta}$ is in $\mathfrak{a}_{j}$. Hence $X^{\beta} X_{n}^{j}$ is in $\mathcal{C}(\mathfrak{a})$ if and only if $X^{\beta}$ is in $\mathcal{C}\left(\mathfrak{a}_{j}\right)$. Since $\mathfrak{a}_{j}=\mathfrak{a}_{l}$ for $j \geq l$, $\mathcal{C}\left(\mathfrak{a}_{j}\right)=\mathcal{C}\left(\mathfrak{a}_{l}\right)$ for $j \geq l$. Thus

$$
\begin{equation*}
\mathcal{C}(\mathfrak{a})=\left(\bigcup_{j=l}^{\infty} \mathcal{C}\left(\mathfrak{a}_{l}\right) X_{n}^{j}\right) \cup\left(\bigcup_{j=0}^{l-1} \mathcal{C}\left(\mathfrak{a}_{j}\right) X_{n}^{j}\right) \tag{**}
\end{equation*}
$$

If $j \leq l$, then $X^{\beta} X_{n}^{l} \in \mathcal{C}(\mathfrak{a})$ implies $X^{\beta} X_{n}^{j} \in \mathcal{C}(\mathfrak{a})$, since $X_{n}^{l-j} \mathfrak{a} \subseteq \mathfrak{a}$. Therefore $\mathcal{C}\left(\mathfrak{a}_{j}\right) \supseteq \mathcal{C}\left(\mathfrak{a}_{l}\right)$ for all $j \leq l$, and we see that $j \leq l$ implies that $\mathcal{C}\left(\mathfrak{a}_{j}\right)=$ $\mathcal{C}\left(\mathfrak{a}_{j}\right) \cup \mathcal{C}\left(\mathfrak{a}_{l}\right)$. Substituting into $(* *)$ and rearranging terms gives

$$
\mathcal{C}(\mathfrak{a})=\left(\bigcup_{j=0}^{\infty} \mathcal{C}\left(\mathfrak{a}_{l}\right) X_{n}^{j}\right) \cup\left(\bigcup_{j=0}^{l-1} \mathcal{C}\left(\mathfrak{a}_{j}\right) X_{n}^{j}\right)
$$

For $j \leq l, X^{\beta}$ is in $\mathcal{C}\left(\mathfrak{a}_{j}\right)$ if and only if $X^{\beta}$ is in one of $C_{0, j}, \ldots, C_{n-1, j}$. Thus we can rewrite $(\dagger)$ as

$$
\begin{aligned}
\mathcal{C}(\mathfrak{a}) & =\left(\bigcup_{j=l}^{\infty} \bigcup_{k=0}^{n-1} C_{k, l} X_{n}^{j}\right) \cup\left(\bigcup_{j=0}^{l-1} \bigcup_{k=0}^{n-1} C_{k, j} X_{n}^{j}\right) \\
& =\left(\bigcup_{j=l}^{\infty} \bigcup_{k=0}^{n-1} C_{k, l} X_{n}^{j}\right) \cup\left(\bigcup_{j=0}^{l-1} \bigcup_{k=0}^{n-2} C_{k+1, j} X_{n}^{j}\right) \cup\left(\bigcup_{j=0}^{l-1} C_{0, j} X_{n}^{j}\right) .
\end{aligned}
$$

The first term on the right side contributes to $C_{k+1}$, with $e_{n}$ to be adjoined to the basis vectors of the associated vector subspace $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$. Equating the terms on the two sides that contribute to $C_{k+1}$ therefore yields $(*)$. The set $C_{0}$ is the last term on the right side. This is finite because each $C_{0, j}$ is finite, and therefore $C_{0}$ has the correct form.

Lemma 10.66. Let $E$ be a standard subset of $\mathcal{M}$ with $k$ parameters, and let $\gamma$ be its associated translation. Then the number of monomials $X^{\alpha}$ with $|\gamma| \leq s$ such that $\alpha$ is in $E$ is equal to the binomial coefficient

$$
\binom{k+s-|\gamma|}{s-|\gamma|}
$$

if $s>|\gamma|$. This expression is a polynomial function of $s$ of degree $k$, and the coefficient of $s^{k}$ is $1 / k!$.

Proof. Let $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$ be the associated vector subspace for $E$. The associated translation $\gamma$ is assumed to have $\gamma_{i}=0$ for $i$ in $\left\{j_{1}, \ldots, j_{k}\right\}$. We are to count monomials $X^{\alpha}=X^{\gamma} X^{\beta}$ with $\beta$ in $\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle$ and with $|\gamma+\beta| \leq s$. Since $|\gamma|+|\beta|=|\gamma+\beta| \leq s$, the latter condition on $\beta$ is that $|\beta| \leq s-|\gamma|$, which by assumption is $\geq 0$. The entries of $\beta$ are allowed to be arbitrary nonzero integers in the $k$ entries $j_{1}, \ldots, j_{k}$, subject only to the limitation that the sum of the entries is to be $\leq s-|\gamma|$. The number of such $\beta$ 's equals the number of homogeneous monomials in $k+1$ variables of total degree equal to $s-|\gamma|$. This number is recalled in a bulleted list in Section 3 and is $\binom{s-|\gamma|+k}{k}=\binom{s-|\gamma|+k}{s-|\gamma|}$. When expanded out, this binomial coefficient equals

$$
\frac{1}{k!}(s+k-|\gamma|)(s+k-1-|\gamma|) \cdots(s+1-|\gamma|),
$$

which is a polynomial function of $s$ of degree $k$ with leading coefficient $1 / k!$.
Lemma 10.67. Let $E$ and $F$ be standard subsets of $\mathcal{M}$ with $k$ and $l$ parameters, respectively. Then $E \cap F$ either is empty or is a standard subset of $\mathcal{M}$ with $m$ parameters, where $m \leq \min (k, l)$. Moreover, the only way that $m$ can equal $\max (k, l)$ is for $E$ to equal $F$.

Proof. Denote the respective associated translations for $E$ and $F$ by $\gamma_{E}$ and $\gamma_{F}$, and let $S_{E}$ and $S_{F}$ be the subsets of $\{1, \ldots, n\}$ such that $\left\langle e_{i} \mid i \in S_{E}\right\rangle$ and $\left\langle e_{i} \mid i \in S_{F}\right\rangle$ are the associated vector spaces for $E$ and $F$, respectively. Let $T_{E}$ be the subset of indices

$$
T_{E}=\left\{i \in\{1, \ldots, n\} \mid\left(\gamma_{E}\right)_{i}>0\right\}
$$

and define $T_{F}$ similarly. We are given that $\left|S_{E}\right|=k$ and $\left|S_{F}\right|=l$. Also, we are given that $S_{E} \cap T_{E}=\varnothing$ and $S_{F} \cap T_{F}=\varnothing$, i.e., that $T_{E} \subseteq S_{E}^{c}$ and $T_{F} \subseteq S_{F}^{c}$. If $E \cap F \neq \varnothing$, then there exist $x$ and $y$ with

$$
\gamma_{E}+x=\gamma_{F}+y \quad \text { such that } x_{i}=0 \text { for } i \notin S_{E} \text { and } y_{j}=0 \text { for } j \notin S_{F} . \quad(*)
$$

Then $x_{i}=y_{i}=0$ for $i \in S_{E}^{c} \cap S_{F}^{c}$, and we see that a necessary condition to have $E \cap F \neq \varnothing$ is that $\left(\gamma_{E}\right)_{i}=\left(\gamma_{F}\right)_{i}$ for $i \in S_{E}^{c} \cap S_{F}^{c}$. In this case the $x$ and $y$ in (*) must have $x_{i}=\left(\gamma_{F}\right)_{i}$ for $i \in S_{E} \cap S_{F}^{c}$ and $y_{i}=\left(\gamma_{E}\right)_{i}$ for $i \in S_{E}^{c} \cap S_{F}$.

Conversely if $\left(\gamma_{E}\right)_{i}=\left(\gamma_{F}\right)_{i}$ for $i \in S_{E}^{c} \cap S_{F}^{c}$, then we can define $x_{i}=\left(\gamma_{F}\right)_{i}$ for $i \in S_{E} \cap S_{F}^{c}, y_{i}=\left(\gamma_{E}\right)_{i}$ for $i \in S_{E}^{c} \cap S_{F}$, and $x_{i}=y_{i}$ to be arbitrary for $i \in S_{E} \cap S_{F}$, and we obtain solutions of $(*)$. It is evident that all solutions of (*) are obtained this way. Consequently $E \cap F$ is the standard subset of $\mathcal{M}$ with $\left|S_{E} \cap S_{F}\right|$ parameters; with associated translation $\gamma$ having $\gamma_{i}$ equal to $\gamma_{E}$ on $S_{E}^{c}$, equal to $\gamma_{F}$ on $S_{F}^{c}$, and equal to 0 on $S_{E} \cap S_{F}$; and with associated vector space $\left\langle e_{i} \mid i \in S\right\rangle$, where $S=S_{E} \cap S_{F}$.

The inequality $\operatorname{dim}_{\mathbb{k}}\left(S_{E} \cap S_{F}\right) \leq \min \left(\operatorname{dim}_{\mathbb{k}} S_{E}, \operatorname{dim}_{\mathbb{k}} S_{F}\right)$ is the inequality $m \leq \min (k, l)$ of the lemma. If $m=\max (k, l)$, then we must have $S=S_{E}=S_{F}$ and an equality $\left(\gamma_{E}\right)_{i}=\left(\gamma_{F}\right)_{i}$ for $i \in S_{E}^{c} \cap S_{F}^{c}$, i.e., for $i \notin S$. The latter equality implies that $\gamma_{E}=\gamma_{F}$. Hence $E=F$.

Theorem 10.68. If $\mathfrak{a}$ is a monomial ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ such that $V(\mathfrak{a})$ has geometric dimension $d$, then there exists a polynomial $H_{a}(s, \mathfrak{a})$ in one variable of degree $d$ such that the affine Hilbert function $\mathcal{H}_{a}(s, \mathfrak{a})$ is equal to $H_{a}(s, \mathfrak{a})$ for all positive $s$ sufficiently large. The leading coefficient of $H_{a}(s, \mathfrak{a})$ is positive.

REMARK. The polynomial $H_{a}(s, \mathfrak{a})$ is called the affine Hilbert polynomial of the monomial ideal $\mathfrak{a}$. It is of course uniquely determined.

Proof. For $s$ sufficiently large, we are to count the number of monomials $X^{\alpha}$ with $|\alpha| \leq s$ lying in the complementary set $\mathcal{C}(\mathfrak{a})$ to $\mathfrak{a}$. Proposition 10.64 b and Theorem 10.65 together show that $\mathcal{C}(\mathfrak{a})=C_{0} \cup \cdots \cup C_{d}$ disjointly, with $C_{k}$ equal to a finite union of standard subsets of $\mathcal{M}$ with $k$ parameters and with $C_{d}$ nonempty. The sets $C_{k}$ being disjoint, it is enough to show that the number of such monomials in $C_{k}$ is a function equal for large $s$ to a polynomial of degree $k$, provided $C_{k}$ is nonempty.

According to Lemma 10.66 , if $E$ is a standard subset of $\mathcal{M}$ with $k$ parameters, if $s>0$ is sufficiently large, and if $\gamma$ is the translation parameter, then the number of monomials $X^{\alpha}$ in $E$ with $|\alpha| \leq s$ is $\binom{k+s-|\gamma|}{s-|\gamma|}$ if $s>|\gamma|$, which is a polynomial of degree $k$ with positive leading coefficient.

Because the sets $E$ of this kind whose finite union is $C_{k}$ may not be disjoint and because we seek an exact answer for the cardinality $\left|C_{k}\right|$ when $s$ is large, we cannot simply add finitely many such expressions to obtain a value for $\left|C_{k}\right|$. We have to take into account the overlaps of the various sets $E$. Thus suppose that $C_{k}=E_{1} \cup \cdots \cup E_{r}$ for standard subsets $E_{1}, \ldots, E_{r}$ of $\mathcal{M}$ with $k$ parameters. Without loss of generality, we may assume that no two of the sets $E_{1}, \ldots, E_{r}$ are equal to one another. Let $E_{1}(s), \ldots, E_{r}(s)$ be the respective subsets of elements $\alpha$ with $|\alpha| \leq s$. We use the inclusion-exclusion formula, namely

$$
\left|\bigcup_{i=1}^{r} E_{i}(s)\right|=\sum_{i}\left|E_{i}(s)\right|-\sum_{i_{1}<i_{2}}\left|E_{i_{1}}(s) \cap E_{i_{2}}(s)\right|+\sum_{l=3}^{r}(-1)^{l+1} \sum_{i_{1}<\cdots<i_{l}}\left|\bigcap_{j=1}^{l} E_{i_{j}}(s)\right| ;
$$

this is a formula in Boolean algebra that is readily proved by induction on $r$ starting from the formula $|E \cup F|=|E|+|F|-|E \cap F|$.

Lemma 10.66 shows that $\sum_{i}\left|E_{i}(s)\right|$ is a sum of functions equal for large $s>0$ to polynomials of degree $d$ with positive leading coefficient. The leading coefficients cannot cancel, and thus the sum is for large $s>0$ equal to a polynomial of degree $d$ with positive leading coefficient. Each of the remaining terms on the right side of the inclusion-exclusion formula, according to Lemma 10.67, is plus or minus the number of monomials $\alpha$ with $|\alpha| \leq s$ in some standard subset $E$ of $\mathcal{M}$ whose number of parameters is $<d$. Hence the sum of all those terms is a function equal for large $s$ to a polynomial that is 0 or has degree $<d$. The theorem follows.

Proposition 10.69. A polynomial $P(s)$ in one variable of degree $d$ takes integer values for $s$ sufficiently large and positive if and only if it is an integer linear combination of the polynomials $s \mapsto\binom{s}{j}$ for $0 \leq j \leq d$.

Proof. The sufficiency is immediate because $\binom{s}{j}$ is an integer for each $j$ and $s$. For necessity, suppose that $P(s)$ is integer-valued and has degree $d$. Since $s \mapsto\binom{s}{j}$ is integer-valued of degree $j$ with leading coefficient $1 / j!, P(s)$ is certainly a rational linear combination of the polynomials $s \mapsto\binom{s}{j}$. We prove by induction on $d$ that the coefficients are integers. For $\operatorname{deg} P(s)=0$, we have $\binom{s}{0}=1$, and there is nothing to prove. Given an integer-valued $P(s)$ of degree $d$, write $P(s)=\sum_{j=0}^{d} a_{j}\binom{s}{j}$. Form

$$
\Delta P(s)=P(s+1)-P(s)=\sum_{j=0}^{d} a_{j}\left[\binom{s+1}{j}-\binom{s}{j}\right]=\sum_{j=1}^{d} a_{j}\binom{s}{j-1}=\sum_{j=0}^{d-1} a_{j+1}\binom{s}{j},
$$

the third equality holding by Pascal's triangle. Since $\Delta P(s)$ is integer-valued and has degree $d-1$, the inductive hypothesis shows that $a_{j+1}$ is an integer for $0 \leq j \leq d-1$; i.e., $a_{j}$ is an integer for $1 \leq j \leq d$. Therefore $Q(s)=\sum_{j=1}^{d} a_{j}\binom{s}{j}$ is integer-valued. Since $P(s)-Q(s)=a_{0}$ is integer-valued and constant, $a_{0}$ is an integer.

Corollary 10.70. If $\mathfrak{a}$ is a monomial ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ such that $V(\mathfrak{a})$ has geometric dimension $d$, then the affine Hilbert polynomial $H_{a}(s, \mathfrak{a})$ of $\mathfrak{a}$ is of the form $H_{a}(s, \mathfrak{a})=\sum_{j=0}^{d} a_{j}\binom{s}{d-j}$ with integer coefficients $a_{j}$ and with $a_{0}>0$.

Proof. This follows by combining Theorem 10.68 and Proposition 10.69.

## 10. Hilbert Polynomial in the Affine Case

We continue with an algebraically closed field $\mathbb{k}$ and with the polynomial ring $A=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. Let $\mathfrak{a}$ be an ideal in $A$. For each integer $s \geq 0$, let $A_{\leq s}$ be the vector subspace of $A$ consisting of 0 and all elements of degree at most $s$, and put $\mathfrak{a}_{\leq s}=\mathfrak{a} \cap A_{\leq s}$. The inclusion of $A_{\leq s}$ into $A$ descends to a $\mathbb{k}$ linear mapping $A_{\leq s} / \mathfrak{a}_{\leq s} \rightarrow A / \mathfrak{a}$, and this is one-one because $A_{\leq s} \cap \mathfrak{a} \subseteq \mathfrak{a}_{\leq s}$. Thus we can regard $A_{\leq s} / \mathfrak{a}_{\leq s}$, as $s$ varies, as a sequence of successively better approximations to $A / \mathfrak{a}$. We define the affine Hilbert function $\mathcal{H}_{a}(s, \mathfrak{a})$ of $\mathfrak{a}$ by

$$
\mathcal{H}_{a}(s, \mathfrak{a})=\operatorname{dim}_{\mathbb{k}} A_{\leq s} / \mathfrak{a}_{\leq s} \quad \text { for } s \geq 0
$$

When $\mathfrak{a}$ is a monomial ideal, this function is the one that was investigated in the previous section. In fact, the monomials of degree $\leq s$ form a vector-space
basis of $A_{\leq s}$, and the monomials in $\mathfrak{a}$ of degree $\leq s$ form a basis of $\mathfrak{a}_{\leq s}$ because $\mathfrak{a}$ is spanned by monomials. If $\mathcal{C}(\mathfrak{a})$ denotes the set of monomials not in $\mathfrak{a}$, then the monomials of degree $\leq s$ within $\mathcal{C}(\mathfrak{a})$ descend to a basis of $A_{\leq s} / \mathfrak{a}_{\leq s}$. The number of such monomials gives the value of the affine Hilbert function as defined in the previous section, and thus the new definition is consistent with the old one in the case of monomial ideals.

When $\mathfrak{a}$ is a proper monomial ideal, we found in Theorem 10.68 that $\mathcal{H}_{a}(s, \mathfrak{a})$ equals a polynomial function of $s$ for $s$ sufficiently large and that the degree of this polynomial function equals the geometric dimension of the zero locus $V(\mathfrak{a})$ in the affine space $\mathbb{A}^{n}$. Our goal in this section is to show that these conclusions remain valid for all proper ideals $\mathfrak{a}$. The polynomial function that results for such an $\mathfrak{a}$ will be called the affine Hilbert polynomial of $\mathfrak{a}$.

We shall make the connection between general ideals $\mathfrak{a}$ and monomial ideals by means of the theory of Sections VIII.7-VIII.10. We recall the notion of a monomial ordering as defined in Section VIII.7. A monomial ordering $\leq$ is said to be a graded monomial ordering if $|\beta|<|\alpha|$ implies $X^{\beta} \leq X^{\alpha}$. The graded lexicographic ordering and the graded reverse lexicographic ordering (Examples 2 and 3 in Section VIII.7) are examples of graded monomial orderings, but the lexicographic ordering in Example 1 in that section is not a graded monomial ordering.

Fix a graded monomial ordering. As in Section VIII.7, LT $(f)$ denotes the leading monomial term of the polynomial $f$. By convention, $\mathrm{LT}(0)=0$. For our ideal $\mathfrak{a}$, we let $\operatorname{LT}(\mathfrak{a})$ be the vector space of all linear combinations of polynomials $\operatorname{LT}(f)$ for $f \in \alpha$. This is an ideal in $A$, and it is a monomial ideal. The connection between the goal of this section and the results of the previous section rests on the following remarkable theorem.

Theorem 10.71 (Macaulay). Let a graded monomial ordering be imposed on $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. If $\mathfrak{a}$ is any ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then the affine Hilbert functions of $\mathfrak{a}$ and $\operatorname{LT}(\mathfrak{a})$ coincide: $\mathcal{H}_{a}(s, \mathfrak{a})=\mathcal{H}_{a}(s, \operatorname{LT}(\mathfrak{a}))$.

Proof. Fix $s \geq 0$. It is enough to prove that $\mathfrak{a}_{\leq s}$ and $\operatorname{LT}(\mathfrak{a})_{\leq s}$ have the same $\mathbb{k}$ dimension. Since there are only finitely many monomials of degree $\leq s$, we can choose $f_{1}, \ldots, f_{m}$ in $\mathfrak{a}$ such that their leading monomials $\operatorname{LM}\left(f_{1}\right), \ldots, \operatorname{LM}\left(f_{k}\right)$ are distinct and form a vector-space basis of $\operatorname{LT}(\mathfrak{a})_{\leq s}$. Without loss of generality, we may assume that $\operatorname{LM}\left(f_{1}\right)>\cdots>\operatorname{LM}\left(f_{k}\right)$. Certainly $\operatorname{dimLT}(\mathfrak{a})_{\leq s}=k$, and thus it is enough to show that $f_{1}, \ldots, f_{k}$ lie in $\mathfrak{a}_{\leq s}$ and form a vector-space basis of $\mathfrak{a}_{\leq s}$.

For each $j, \operatorname{LM}\left(f_{j}-\operatorname{LT}\left(f_{j}\right)\right)<\operatorname{LM}\left(f_{j}\right)$. Since the monomial ordering is graded, this inequality implies that $\operatorname{deg}\left(f_{j}-\operatorname{LT}\left(f_{j}\right)\right) \leq s$. But we know that $\operatorname{deg}\left(\operatorname{LT}\left(f_{j}\right)\right) \leq s$, and therefore $\operatorname{deg} f_{j} \leq s$. Consequently $f_{j}$ lies in $\mathfrak{a}_{\leq s}$.

To prove that $\left\{f_{1}, \ldots, f_{k}\right\}$ is linearly independent, suppose that $\sum_{j=1}^{k} c_{j} f_{j}=0$ with all $c_{j}$ in $\mathbb{k}$. Arguing by contradiction, suppose that not all $c_{j}$ are 0 . Let $i$ be the
least index $j$ for which $c_{j} \neq 0$; then $\operatorname{LM}\left(f_{i}\right)=\operatorname{LM}\left(c_{i} f_{i}\right)=\operatorname{LM}\left(-\sum_{j>i} c_{j} f_{j}\right) \leq$ $\max _{j>i} \operatorname{LM}\left(f_{j}\right)$, and we arrive at a contradiction. We conclude that $\left\{f_{1}, \ldots, f_{k}\right\}$ is linearly independent.

To prove that $\left\{f_{1}, \ldots, f_{k}\right\}$ spans $\mathfrak{a}_{\leq s}$, we again argue by contradiction. Among all $g$ in $\mathfrak{a}_{\leq s}$ with $g$ not in the linear span of $\left\{f_{1}, \ldots, f_{k}\right\}$, choose one for which $\operatorname{LM}(g)$ is the smallest. Certainly $\operatorname{LM}(g)$ is one of $\operatorname{LM}\left(f_{1}\right), \ldots, \operatorname{LM}\left(f_{k}\right)$. Say that $\operatorname{LM}(g)=\operatorname{LM}\left(f_{i}\right)$. For some scalar $c \neq 0$, we must have $\operatorname{LT}(g)=\operatorname{LT}\left(c f_{i}\right)$. Then $\operatorname{LM}\left(g-c f_{i}\right)<\operatorname{LM}(g)$, and the minimality of $\operatorname{LM}(g)$ forces $g-c f_{i}$ to be in the linear span of $\left\{f_{1}, \ldots, f_{k}\right\}$. Since $c f_{i}$ is in the linear span, so is $g$, contradiction. Thus $\left\{f_{1}, \ldots, f_{k}\right\}$ is a spanning set of $\mathfrak{a}_{\leq s}$.

Corollary 10.72. If $\mathfrak{a}$ is an ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then for all $s$ sufficiently large, the affine Hilbert function $\mathcal{H}_{a}(s, \mathfrak{a})$ of $\mathfrak{a}$ equals a polynomial in $s$ of the form $\sum_{j=0}^{d} a_{j}\binom{s}{d-j}$ with integer coefficients $a_{j}$ and with $a_{0}>0$.

REMARKS. The polynomial in the statement of the corollary is called the affine Hilbert polynomial of $\mathfrak{a}$ and is denoted by $H_{a}(s, \mathfrak{a})$. It is the 0 polynomial if and only if $\mathfrak{a}=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$.

Proof. Theorem 10.71 says that $\mathcal{H}_{a}(s, \mathfrak{a})=\mathcal{H}_{a}(s, \operatorname{LT}(\mathfrak{a}))$. Consequently the result follows immediately by applying Corollary 10.70 to $\mathrm{LT}(\mathfrak{a})$.

Corollary 10.73. If a graded monomial ordering is imposed on $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ and if $\mathfrak{a}$ is any ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then the affine Hilbert polynomials of $\mathfrak{a}$ and $\operatorname{LT}(\mathfrak{a})$ coincide: $H_{a}(s, \mathfrak{a})=H_{a}(s, \operatorname{LT}(\mathfrak{a}))$.

Proof. This is immediate from Theorem 10.71 and the definition of the affine Hilbert polynomial given in the remarks with Corollary 10.72.

Corollary 10.74. If $\mathfrak{a}$ and $\mathfrak{b}$ are proper ideals of $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ such that $\mathfrak{a} \subseteq \mathfrak{b}$, then $\operatorname{deg} H_{a}(s, \mathfrak{a}) \geq \operatorname{deg} H_{a}(s, \mathfrak{b})$.

Proof. Introduce a graded monomial ordering. The inclusion $\mathfrak{a} \subseteq \mathfrak{b}$ implies that $\operatorname{LT}(\mathfrak{a}) \subseteq \operatorname{LT}(\mathfrak{b})$. Therefore $\mathcal{C}(\operatorname{LT}(\mathfrak{a})) \supseteq \mathcal{C}(\operatorname{LT}(\mathfrak{b}))$. Proposition 10.64 b shows that the geometric dimension of $V(\operatorname{LT}(\mathfrak{a}))$ is the largest vector-space dimension of a coordinate subspace that lies in $\mathcal{C}(\operatorname{LT}(\mathfrak{a}))$, and the same thing is true for $\operatorname{LT}(\mathfrak{b})$. Thus the geometric dimension of $V(\operatorname{LT}(\mathfrak{a}))$ is $\geq$ the geometric dimension of $V(\operatorname{LT}(\mathfrak{b}))$. By Theorem 10.68, $\operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{a})) \geq \operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{b}))$. The result now follows immediately from Corollary 10.73.

The affine Hilbert polynomial $H_{a}(s, \mathfrak{a})$ of $\mathfrak{a}$ depends on $\mathfrak{a}$, not just $V(\mathfrak{a})$, but we shall be interested mainly in the degree of $H_{a}(s, \mathfrak{a})$. Proposition 10.76, as amplified in Corollary 10.77, implies that the degree depends only on $V(\mathfrak{a})$. It requires a lemma.

Lemma 10.75. If $\mathfrak{a}$ is a monomial ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then so is $\sqrt{\mathfrak{a}}$.
Proof. The preliminary remarks in Section 9 show that $V(\mathfrak{a})$ is a finite union of coordinate subspaces. Let us write $V(\mathfrak{a})=\bigcup_{j} E_{j}$ accordingly. By Proposition $10.2 \mathrm{~b}, \sqrt{\mathfrak{a}}=I(V(\mathfrak{a}))=I\left(\bigcup_{j} E_{j}\right)=\bigcap_{j} I\left(E_{j}\right)$. Since $E_{j}$ is an affine variety and is equal to $V\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)$ for suitable $X_{i_{1}}, \ldots, X_{i_{k}}$, the Nullstellensatz shows that $I\left(E_{j}\right)$ is an ideal of the form $I(E)=\left(X_{i_{1}}, \ldots, X_{i_{k}}\right)$. This is a monomial ideal, and it is therefore enough to show that the finite intersection of monomial ideals is a monomial ideal. By induction it is enough to show that $\mathfrak{b} \cap \mathfrak{c}$ is a monomial ideal if $\mathfrak{b}$ and $\mathfrak{c}$ are monomial ideals. If an element of $\mathfrak{b} \cap \mathfrak{c}$ is given, then that element is a linear combination of the monomials in $\mathfrak{b}$ and is also a linear combination of the monomials in $\mathfrak{c}$. Since $\mathcal{M}$ is linearly independent, the element is a linear combination of monomials lying in $\mathfrak{b} \cap \mathfrak{c}$. Therefore $\mathfrak{b} \cap \mathfrak{c}$ is a monomial ideal.

Proposition 10.76. If $\mathfrak{a}$ is a proper ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then the degrees of the affine Hilbert polynomials $H_{a}(s, \mathfrak{a})$ and $H_{a}(s, \sqrt{\mathfrak{a}})$ are equal.

Proof. Fix a graded monomial ordering. We begin by proving that

$$
\begin{equation*}
\mathrm{LT}(\mathfrak{a}) \subseteq \mathrm{LT}(\sqrt{\mathfrak{a}}) \subseteq \sqrt{\mathrm{LT}(\mathfrak{a})} . \tag{*}
\end{equation*}
$$

The left-hand inclusion is immediate because $\mathfrak{a} \subseteq \sqrt{\mathfrak{a}}$. For the right-hand inclusion, let $f \neq 0$ be in $\sqrt{\mathfrak{a}}$, and let $X^{\alpha}=\operatorname{LM}(f)$ be the leading monomial of $f$. Since $f$ is in $\sqrt{\mathfrak{a}}, f^{r}$ is in $\mathfrak{a}$ for some $r>0$. Since the leading monomial of a product is the product of the leading monomials, $\operatorname{LM}\left(f^{r}\right)=X^{r \alpha}$. Thus a power of $X^{\alpha}$ is exhibited as in $\operatorname{LT}(\mathfrak{a})$, and $X^{\alpha}$ is in $\sqrt{\operatorname{LT}(\mathfrak{a})}$. This proves $(*)$.

Applying Corollary 10.74 to ( $*$ ), we obtain

$$
\begin{equation*}
\operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{a})) \geq \operatorname{deg} H_{a}(s, \operatorname{LT}(\sqrt{\mathfrak{a}})) \geq \operatorname{deg} H_{a}(s, \sqrt{\operatorname{LT}(\mathfrak{a})}) \tag{**}
\end{equation*}
$$

The ideal $\operatorname{LT}(\mathfrak{a})$ is a monomial ideal, and Lemma 10.75 shows that $\sqrt{\operatorname{LT}(\mathfrak{a})}$ is a monomial ideal. Then $\operatorname{LT}(\mathfrak{a})$ and $\sqrt{\operatorname{LT}(\mathfrak{a})}$ are monomial ideals with $V(\operatorname{LT}(\mathfrak{a}))=$ $V(\sqrt{\operatorname{LT}(\mathfrak{a})})$, and Theorem 10.68 shows that

$$
\operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{a}))=\operatorname{deg} H_{a}(s, \sqrt{\operatorname{LT}(\mathfrak{a})})
$$

Comparing this conclusion with $(* *)$, we see that

$$
\operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{a}))=\operatorname{deg} H_{a}(s, \operatorname{LT}(\sqrt{\mathfrak{a}}))
$$

In combination with the equalities $H_{a}(s, \mathfrak{a})=H_{a}(s, \operatorname{LT}(\mathfrak{a}))$ and $H_{a}(s, \sqrt{\mathfrak{a}})=$ $H_{a}(s, \operatorname{LT}(\sqrt{\mathfrak{a}}))$ given by Corollary 10.73, $(\dagger)$ completes the proof.

Corollary 10.77. If $\mathfrak{a}$ and $\mathfrak{b}$ are proper ideals in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ with $V(\mathfrak{a}) \subseteq$ $V(\mathfrak{b})$, then $\operatorname{deg} H_{a}(s, \mathfrak{a}) \leq \operatorname{deg} H_{a}(s, \mathfrak{b})$.

Proof. Application of $I(\cdot)$ to the inclusion $V(\mathfrak{a}) \subseteq V(\mathfrak{b})$ gives $\sqrt{\mathfrak{a}}=$ $I(V(\mathfrak{a})) \supseteq I(V(\mathfrak{b}))=\sqrt{\mathfrak{b}}$. Then Corollary 10.74 and Proposition 10.76 together yield $\operatorname{deg} H_{a}(s, \mathfrak{a})=\operatorname{deg} H_{a}(s, \sqrt{\mathfrak{a}}) \leq \operatorname{deg} H_{a}(s, \sqrt{\mathfrak{b}})=\operatorname{deg} H_{a}(s, \mathfrak{b})$.

Theorem 10.78. If $\mathfrak{a}$ is a prime ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then the degree of the affine Hilbert polynomial $H_{a}(s, \mathfrak{a})$ equals the geometric dimension of the affine variety $V(\mathfrak{a})$.

Proof. Define $d=\operatorname{deg} H_{a}(s, \mathfrak{a})$ and $V=V(\mathfrak{a})$, and let $A(V)$ be the affine coordinate ring $A(V)=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right] / \mathfrak{a}$. Theorem 10.7 shows that $\operatorname{dim} V$ equals the Krull dimension of $A(V)$, and Theorem 7.22 shows that the latter equals the transcendence degree over $\mathbb{k}$ of the field of fractions $\mathbb{k}(V)$ of $A(V)$. Thus the theorem will follow if we show that $\mathbb{k}(V)$ has transcendence degree $d$ over $\mathbb{k}$.

Let $\varphi: \mathbb{k}\left[X_{1}, \ldots, X_{n}\right] \rightarrow A(V)$ be the quotient homomorphism, and put $x_{i}=\varphi\left(X_{i}\right)$ for $1 \leq i \leq n$. Introduce a graded monomial ordering on $\mathcal{M}$. Corollary 10.73 shows that $H_{a}(s, \mathfrak{a})=H_{a}(s, \operatorname{LT}(\mathfrak{a}))$, and Theorem 10.68 shows that $V(\operatorname{LT}(\mathfrak{a}))$ has geometric dimension $d$. We saw in Section 9 that the zero locus of a monomial ideal is the finite union of coordinate subspaces, and it follows that $V(\operatorname{LT}(\mathfrak{a})) \subseteq \mathbb{A}^{n}$ contains a coordinate subspace $E$ of dimension $d$. Let $E$ have as basis the standard vectors $e_{j_{1}}, \ldots, e_{j_{d}}$, so that

$$
E=V\left(\left\{X_{i} \mid i \notin\left\{j_{1}, \ldots, j_{d}\right\}\right\}\right)
$$

The set $E$ is a variety, and thus $I(E)=\left(\left\{X_{i} \mid i \notin\left\{j_{1}, \ldots, j_{d}\right\}\right)\right.$. Also, $E \subseteq$ $V(\operatorname{LT}(\mathfrak{a}))$, and hence $I(E) \supseteq I(V(\operatorname{LT}(\mathfrak{a}))) \supseteq \operatorname{LT}(\mathfrak{a})$. If $X^{\alpha}$ is a monomial in $\operatorname{LT}(\mathfrak{a})$, then it follows that $X^{\alpha}$ lies in the ideal generated by the $X_{i}$ for $i \notin\left\{j_{1}, \ldots, j_{d}\right\}$. We can summarize this fact as follows: if we write $\mathbb{k}\left[X_{j_{1}}, \ldots, X_{j_{d}}\right]$ for the subring of $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ of polynomials involving only $X_{j_{1}}, \ldots, X_{j_{d}}$, then

$$
\begin{equation*}
\operatorname{LT}(\mathfrak{a}) \cap \mathbb{k}\left[X_{j_{1}}, \ldots, X_{j_{d}}\right]=0 . \tag{*}
\end{equation*}
$$

If $f$ is any nonzero member of $\mathbb{k}\left[X_{j_{1}}, \ldots, X_{j_{d}}\right]$, then its leading monomial $\operatorname{LM}(f)$ has to lie in $\mathbb{k}\left[X_{j_{1}}, \ldots, X_{j_{d}}\right]$, and thus ( $*$ ) implies that

$$
\begin{equation*}
\mathfrak{a} \cap \mathbb{k}\left[X_{j_{1}}, \ldots, X_{j_{d}}\right]=0 \tag{**}
\end{equation*}
$$

Using $(* *)$ and notation introduced at the beginning of Section VII.4, we shall show that $x_{j_{1}}, \ldots, x_{j_{d}}$ are algebraically independent over $\mathbb{k}$, and then it follows that $d \leq \operatorname{tr}$. deg $A(V)$. Thus suppose that $g\left(Y_{1}, \ldots, Y_{d}\right)$ is a polynomial in $\mathbb{k}\left[Y_{1}, \ldots, Y_{d}\right]$ such that $g\left(x_{j_{1}}, \ldots, x_{j_{d}}\right)=0$. We can identify $\mathbb{k}\left[Y_{1}, \ldots, Y_{d}\right]$
with $\mathbb{k}\left[X_{j_{1}}, \ldots, X_{j_{d}}\right] \subseteq \mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, and then the equality $g\left(x_{j_{1}}, \ldots, x_{j_{d}}\right)=0$ means that $\varphi(g)=0$, i.e., $g$ is in $\mathfrak{a}$. Hence $g$ is a member of $\mathfrak{a} \cap \mathbb{k}\left[X_{j_{1}}, \ldots, X_{j_{d}}\right]$, and $g=0$ by $(* *)$. Therefore $x_{j_{1}}, \ldots, x_{j_{d}}$ are algebraically independent over $\mathbb{k}$.

For the reverse inequality, we are to prove that $d \geq \operatorname{tr} . \operatorname{deg} A(V)$. Let $r=$ $\operatorname{tr}$. $\operatorname{deg} A(V)$. The elements $x_{j}=\varphi\left(X_{j}\right)$ generate $A(V)$ as a $\mathbb{k}$ algebra, and therefore they generate $\mathbb{k}(V)$ over $\mathbb{k}$ as a field. By Lemma 7.6 b some subset $\left\{x_{j_{1}}, \ldots, x_{j_{d}}\right\}$ of $\left\{x_{1}, \ldots, x_{n}\right\}$ is algebraically independent. Consider the substitution homomorphism

$$
\psi(h)=h\left(x_{j_{1}}, \ldots, x_{j_{r}}\right)
$$

of $\mathbb{k}\left[Y_{1}, \ldots, Y_{r}\right]$ into $A(V)$. This is one-one because the elements $x_{j_{1}}, \ldots, x_{j_{d}}$ by assumption are algebraically independent. Fix $s \geq 0$, and consider the restriction of $\psi$ to $\mathbb{k}\left[Y_{1}, \ldots, Y_{r}\right]_{\leq s}$. If $h\left(Y_{1}, \ldots, Y_{r}\right)$ is a monomial $Y^{\alpha}$ in $\mathbb{k}\left[Y_{1}, \ldots, Y_{r}\right]_{\leq s}$ with $\alpha=\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ and $|\alpha| \leq s$, then we see that

$$
\psi\left(Y^{\alpha}\right)=\prod_{i=1}^{r} x_{j_{i}}^{\alpha_{i}}=\varphi\left(\prod_{i=1}^{r} X_{j_{i}}^{\alpha_{i}}\right)
$$

In other words, $\psi\left(Y^{\alpha}\right)$ is the image under $\varphi$ of a member of $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ of degree $\leq s$. Taking linear combinations of such monomials, we see that $\psi(h)$ is a one-one $\mathbb{k}$ linear mapping

$$
\psi: \mathbb{k}\left[Y_{1}, \ldots, Y_{r}\right]_{\leq s} \rightarrow \mathbb{k}\left[X_{1}, \ldots, X_{n}\right]_{\leq s} / \mathfrak{a}_{\leq s} \subseteq A(V)
$$

Therefore

$$
H_{a}(s, \mathfrak{a})=\operatorname{dim}_{\mathbb{k}}\left(\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]_{\leq s} / \mathfrak{a}_{\leq s}\right) \geq \operatorname{dim}_{\mathbb{k}} \mathbb{k}\left[Y_{1}, \ldots, Y_{r}\right]_{\leq s}=\binom{r+s}{r} .
$$

The binomial coefficient on the right side is a polynomial of degree $r$ in $s$ with positive leading coefficient. The left side is a polynomial in $s$ of degree $d$. The inequality forces $d \geq r$, and the proof is complete.

Proposition 10.79. If $\mathfrak{a}$ and $\mathfrak{b}$ are proper ideals in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then $\operatorname{deg} H_{a}(s, \mathfrak{a b})=\max \left(\operatorname{deg} H_{a}(s, \mathfrak{a}), \operatorname{deg} H_{a}(s, \mathfrak{b})\right)$.

REMARKS. Proposition 10.1 points out that $V(\mathfrak{a b})=V(\mathfrak{a}) \cup V(\mathfrak{b})$. Since the degree of the affine Hilbert polynomial of $\mathfrak{a}$ depends only on $V(\mathfrak{a})$, this proposition says that the degree associated with the union of two affine algebraic sets is the larger of the degrees associated with each of the sets.

Proof. Impose a graded monomial ordering on $\mathcal{M}$. Let us check that

$$
\begin{equation*}
(\operatorname{LT}(\mathfrak{a}))(\operatorname{LT}(\mathfrak{b})) \subseteq \operatorname{LT}(\mathfrak{a b}) \subseteq \operatorname{LT}(\mathfrak{a} \cap \mathfrak{b}) \subseteq \sqrt{(\operatorname{LT}(\mathfrak{a}))(\operatorname{LT}(\mathfrak{b}))} . \tag{*}
\end{equation*}
$$

In fact, let $f$ be in $\mathfrak{a}$ and $g$ be in $\mathfrak{b}$, and define $X^{\alpha}=\operatorname{LM}(f)$ and $X^{\beta}=\operatorname{LM}(g)$ to be the leading monomials of $f$ and $g$. Then $X^{\alpha+\beta}=\mathrm{LM}(f g)$, and hence the product of any generator of $\operatorname{LT}(\mathfrak{a})$ and any generator of $\operatorname{LT}(\mathfrak{b})$ lies in $\operatorname{LT}(\mathfrak{a b})$.

This proves the first inclusion of $(*)$. The second inclusion is immediate because $\mathfrak{a b} \subseteq \mathfrak{a} \cap \mathfrak{b}$. If $X^{\alpha}=\operatorname{LM}(f)$ with $f \in \mathfrak{a} \cap \mathfrak{b}$, then $\left(X^{\alpha}\right)^{2}=\operatorname{LM}(f) \operatorname{LM}(f)$ is in $\operatorname{LT}(\mathfrak{a}) \operatorname{LT}(\mathfrak{b})$. Hence $X^{\alpha}$ is in $\sqrt{(\operatorname{LT}(\mathfrak{a}))(\operatorname{LT}(\mathfrak{b}))}$. Thus a generating set of $\operatorname{LT}(\mathfrak{a} \cap \mathfrak{b})$ lies in $\sqrt{(\operatorname{LT}(\mathfrak{a}))(\operatorname{LT}(\mathfrak{b}))}$, and the third inclusion of $(*)$ follows.

In $(*)$, the values of $V(\cdot)$ on the end two members are the same, according to Proposition 10.3 c , and therefore

$$
\begin{equation*}
V(\operatorname{LT}(\mathfrak{a}) \operatorname{LT}(\mathfrak{b}))=V(\operatorname{LT}(\mathfrak{a b})) . \tag{**}
\end{equation*}
$$

The proposition now follows from the computation

```
\(\max \left(\operatorname{deg} H_{a}(s, \mathfrak{a}), \operatorname{deg} H_{a}(s, \mathfrak{b})\right)\)
    \(=\max \left(\operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{a})), \operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{b}))\right) \quad\) by Corollary 10.73
    \(=\max (\operatorname{dim} V(\operatorname{LT}(\mathfrak{a})), \operatorname{dim} V(\operatorname{LT}(\mathfrak{b}))) \quad\) by Theorem 10.68
    \(=\operatorname{dim}(V(\operatorname{LT}(\mathfrak{a})) \cup V(\operatorname{LT}(\mathfrak{b}))) \quad\) by Theorem 10.7
    \(=\operatorname{dim}(V(\operatorname{LT}(\mathfrak{a}) \operatorname{LT}(\mathfrak{b})) \quad\) by Proposition 10.1 c
    \(=\operatorname{dim} V(\operatorname{LT}(\mathfrak{a b})) \quad\) by \((* *)\)
    \(=\operatorname{deg} H_{a}(s, \operatorname{LT}(\mathfrak{a b})) \quad\) by Theorem 10.68
    \(=\operatorname{deg} H_{a}(s, \mathfrak{a b}) \quad\) by Corollary 10.73.
```

Corollary 10.80. If $\mathfrak{a}$ is any ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, then the geometric dimension of the affine algebraic set $V(\mathfrak{a})$ equals the degree of the affine Hilbert polynomial $H_{a}(s, \mathfrak{a})$.

Proof. Write $V(\mathfrak{a})=\bigcup_{j=1}^{k} V_{j}$ as a finite union of affine varieties $V_{j}$, and define $\mathfrak{p}_{j}=I\left(V_{j}\right)$. Since $V_{j}$ is irreducible, $\mathfrak{p}_{j}$ is prime. Moreover, $V_{j}=V\left(I\left(V_{j}\right)\right)=$ $V\left(\mathfrak{p}_{j}\right)$. Then Proposition 10.1c shows that $V\left(\mathfrak{p}_{1} \mathfrak{p}_{2} \cdots \mathfrak{p}_{k}\right)=\bigcup_{j=1}^{k} V\left(\mathfrak{p}_{j}\right)=$ $\bigcup_{j=1}^{k} V_{j}=V(\mathfrak{a})$. Proposition 10.79 and induction give

$$
\operatorname{deg} H_{a}\left(s, \mathfrak{p}_{1} \mathfrak{p}_{2} \cdots \mathfrak{p}_{k}\right)=\max _{1 \leq j \leq n} \operatorname{deg} H_{a}\left(s, \mathfrak{p}_{j}\right),
$$

and Theorem 10.78 shows that the right side equals $\max _{1 \leq j \leq k} \operatorname{dim} V\left(\mathfrak{p}_{j}\right)=$ $\max _{1 \leq j \leq k} \operatorname{dim} V_{j}$, which equals $\operatorname{dim} V(\mathfrak{a})$ by Theorem 10.7.

As a consequence of Corollary 10.80, we obtain an algorithm for computing the dimension of an affine algebraic set $V$ when given an ideal $\mathfrak{a}$ whose locus of common zeros $V(\mathfrak{a})$ is $V$ : We introduce any graded monomial ordering and compute $\operatorname{LT}(\mathfrak{a})$, using a Gröbner basis. Corollaries 10.73 and 10.80 together say that $\operatorname{dim} V(\mathfrak{a})=\operatorname{dim} V(\operatorname{LT}(\mathfrak{a}))$. The remarks before Proposition 10.64 show how to compute $\operatorname{dim} V(\operatorname{LT}(\mathfrak{a}))$, and Proposition 10.64 b gives an alternative method of computation.

## 11. Hilbert Polynomial in the Projective Case

In this section we consider the analog for projective space of the theory of $\underset{\sim}{A}$ Section 10 . We continue with $\mathbb{k}$ as an algebraically closed field, and we let $\widetilde{A}=\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$. Our interest is in the zero locus $V(\mathfrak{a})$ in $\mathbb{P}^{n}$, as defined in Section 3, of a homogeneous ideal $\mathfrak{a}$ in $\widetilde{A}$. To relate matters to Section 10, we shall make use of the cone $C(V(\mathfrak{a}))$ over $V(\mathfrak{a})$, which was defined in Section 3 as

$$
C(V(\mathfrak{a}))=(0, \ldots, 0) \cup\left\{\left(x_{0}, \ldots, x_{n}\right) \in \mathbb{A}^{n+1} \mid\left[x_{0}, \ldots, x_{n}\right] \in V(\mathfrak{a})\right\} .
$$

The homogeneous ideal $\mathfrak{a}$ is in particular an ideal in $n+1$ variables, and its associated affine algebraic set is the subset $C(V(\mathfrak{a}))$ of $\mathbb{A}^{n+1}$. An affine Hilbert polynomial $H_{a}(s, \mathfrak{a})$ is therefore associated to $C(V(\mathfrak{a}))$, and its degree matches the geometric dimension of $C(V(\mathfrak{a}))$.

To get something directly related to the projective algebraic set $V(\mathfrak{a})$ in projective space $\mathbb{P}^{n}$, we make a new definition of Hilbert function. Let $\widetilde{A}_{s}=$ $\mathbb{k}_{\mathbb{k}}\left[X_{0}, \ldots, X_{n}\right]_{s}$ be the subspace $\underset{\sim}{\widetilde{A}}$ of all polynomials homogeneous of degree $s$. If $\mathfrak{a}$ is a homogeneous ideal in $\widetilde{A}$, let $\mathfrak{a}_{s}=\mathfrak{a} \cap \widetilde{A}_{s}$. The Hilbert function ${ }^{24}$ of $\mathfrak{a}$ is the integer-valued function of $s \geq 0$ defined by

$$
\mathcal{H}(s, \mathfrak{a})=\operatorname{dim}_{\mathbb{k}} \widetilde{A}_{s} / \mathfrak{a}_{s} \quad \text { for } s \geq 0
$$

We have $\tilde{A}_{\leq s}=\widetilde{A}_{s} \oplus \widetilde{A}_{\leq s-1}$, and the fact that $\mathfrak{\sim} \mathfrak{a}$ is homogeneous implies that $\mathfrak{a}_{\leq s}=\mathfrak{a}_{s} \oplus \mathfrak{a}_{\leq s-1}$. Consequently $\widetilde{A}_{\leq s} / \mathfrak{a}_{\leq s} \cong \widetilde{A}_{s} / \mathfrak{a}_{s} \oplus \widetilde{A}_{\leq s-1} / \mathfrak{a}_{\leq s-1}$. Therefore

$$
\mathcal{H}(s, \mathfrak{a})=\mathcal{H}_{a}(s, \mathfrak{a})-\mathcal{H}_{a}(s-1, \mathfrak{a})
$$

This is the fundamental formula by which the algebraic part of the theory of the Hilbert function in the projective case can be reduced to the corresponding theory in the affine case.

We know that the affine Hilbert function is a polynomial for large $s$. Since

$$
s^{d}-(s-1)^{d}=s^{d-1}-s^{d-2}+s^{d-3}-\cdots+(-1)^{d+1}
$$

is a polynomial of one lower degree and with positive leading coefficient, it follows that the Hilbert function of $\mathfrak{a}$ is a polynomial for large $s$, that its degree is $\operatorname{dim} C(V(\mathfrak{a}))-1$, and that its leading coefficient is positive. This polynomial is called the Hilbert polynomial of $\mathfrak{a}$ and is denoted by $H(s, \mathfrak{a})$. To connect the geometric part of the theory of the Hilbert function in the projective case to the corresponding theory in the affine case, we use the following proposition.

[^122]Proposition 10.81. If $\mathfrak{a}$ is a homogeneous ideal in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$ and if the corresponding projective algebraic set $V(\mathfrak{a})$ is nonempty, then

$$
\operatorname{dim} C(V(\mathfrak{a}))=\operatorname{dim} V(\mathfrak{a})+1
$$

Proof. The proof of Corollary 10.13 shows that $C(V(\mathfrak{a}))$ is irreducible in $\mathbb{A}^{n+1}$ if and only if $V(\mathfrak{a})$ is irreducible in $\mathbb{P}^{n}$. Since the dimension in both cases for a general $\mathfrak{a}$ is the maximum of the dimensions of irreducible closed subsets, it is enough to prove the dimensional equality in the irreducible case.

If we have a strictly increasing sequence of irreducible closed subsets $E_{0} \varsubsetneqq$ $E_{1} \varsubsetneqq \cdots \varsubsetneqq E_{d}$ in $\mathbb{P}^{n}$, then each $C\left(E_{j}\right)$ is irreducible in $\mathbb{A}^{n+1}$, and the sequence $C\left(E_{0}\right) \varsubsetneqq C\left(E_{1}\right) \varsubsetneqq \cdots \varsubsetneqq C\left(E_{d}\right)$ in $\mathbb{A}^{n+1}$ consists of Zariski closed sets that are irreducible. Since the subset $\{0\}$ of $\mathbb{A}^{n+1}$ is irreducible and can be adjoined at the beginning of the latter sequence, we conclude that $\operatorname{dim} C(V(\mathfrak{a})) \geq \operatorname{dim} V(\mathfrak{a})+1$.

We need to prove the reverse inequality in the irreducible case. Since $V(\mathfrak{a})$ is assumed irreducible (and hence nonempty), we may assume that $\mathfrak{a}$ is prime and omits at least one of $X_{0}, \ldots, X_{n}$. To fix the notation, say that $X_{0}$ is not in $\mathfrak{a}$. Recall from Section 3 the substitution homomorphism $\beta_{0}^{t}: \mathbb{k}\left[X_{0}, \ldots, X_{n}\right] \rightarrow \mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ formed by setting $X_{0}=1$. Let $\mathfrak{b}=\beta_{0}^{t}(\mathfrak{a})$. This is a prime ideal in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, according to Theorem 10.20. Let $A(C(V(\mathfrak{a})))=\mathbb{k}\left[X_{0}, \ldots, X_{n}\right] / \mathfrak{a}$ and $A(V(\mathfrak{b}))$ $=\mathbb{k}\left[X_{1}, \ldots, X_{n}\right] / \mathfrak{b}$. The homomorphism $\beta_{0}^{t}$ descends to a homomorphism of $A\left(C(V(\mathfrak{a}))\right.$ onto $A(V(\mathfrak{b}))$, which we denote by $\bar{\beta}_{0}^{t}$.

Let $x_{0}, \ldots, x_{n}$ be the images of $X_{0}, \ldots, X_{n}$ in $A(C(V(\mathfrak{a})))$. The element $x_{0}$ is transcendental over $\mathbb{k}$. In fact, the only alternative is that it is a scalar $c$, since $\mathbb{k}$ is algebraically closed; the equality $x_{0}=c$ would imply that $X_{0}-c$ is in $\mathfrak{a}$, and the fact that $\mathfrak{a}$ is homogeneous would imply that $X_{0}$ and $c$ are separately in $\mathfrak{a}$, in contradiction to our choice of $X_{0}$. Consequently $\mathbb{k}\left(x_{0}\right)\left(x_{1}, \ldots, x_{n}\right)$ has transcendence degree $r=\operatorname{dim} C(V(\mathfrak{a}))-1$ over $\mathbb{k}\left(x_{0}\right)$. Since $x_{1}, \ldots, x_{n}$ generate $\mathbb{k}\left(x_{0}\right)\left(x_{1}, \ldots, x_{n}\right)$ as a field over $\mathbb{k}\left(x_{0}\right)$, some subset $\left\{x_{j_{1}}, \ldots, x_{j_{r}}\right\}$ of $\left\{x_{1}, \ldots, x_{n}\right\}$ is a transcendence basis of $\mathbb{k}\left(x_{0}\right)\left(x_{1}, \ldots, x_{n}\right)$ as a field over $\mathbb{k}\left(x_{0}\right)$. Thus $\left\{x_{0}, x_{j_{1}}, \ldots, x_{j_{r}}\right\}$ is a transcendence basis of $\mathbb{k}\left(x_{0}, \ldots, x_{n}\right)$ over $\mathbb{k}$.

The elements $x_{0}, x_{j_{1}}, \ldots, x_{j_{r}}$ all lie in $A(C(V(\mathfrak{a})))$, and we consider their images $1, \bar{\beta}_{0}^{t}\left(x_{j_{1}}\right), \ldots, \bar{\beta}_{0}^{t}\left(x_{j_{r}}\right)$ in $A(V(\mathfrak{b}))$. Suppose that $h\left(Y_{1}, \ldots, Y_{r}\right)$ is a polynomial in $r$ variables exhibiting the last $r$ of these images as algebraically dependent. That is, suppose that

$$
\begin{equation*}
h\left(\bar{\beta}_{0}^{t}\left(x_{j_{1}}\right), \ldots, \bar{\beta}_{0}^{t}\left(x_{j_{r}}\right)\right)=0 \tag{*}
\end{equation*}
$$

Let $h$ have degree $d$. We regard $h$ as a member of $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]_{\leq d}$ that depends only on $X_{j_{1}}, \ldots, X_{j_{n}}$. With this notational change, $(*)$ reads

$$
\begin{equation*}
h\left(X_{1}, \ldots, X_{n}\right) \quad \text { is in } \mathfrak{b} \tag{**}
\end{equation*}
$$

We now refer to the details of the proof of Theorem 10.20 that are summarized before Proposition 10.33. The linear mapping $\varphi_{d}$ with $\varphi_{d}(f)\left(X_{0}, \ldots, X_{n}\right)=$ $X_{0}^{d} f\left(X_{1} / X_{0}, \ldots, X_{n} / X_{0}\right)$ is a two-sided inverse to $\beta_{0}^{t}: \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{d} \rightarrow$ $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]_{\leq d}$. Put $H=\varphi_{d}(h)$, so that $h=\beta_{0}^{t}(H)$. The detail in question is that

$$
\mathfrak{a} \cap \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{d}=\varphi_{d}\left(\mathfrak{b} \cap \mathbb{k}\left[X_{1}, \ldots, X_{n}\right]_{\leq d}\right) .
$$

$\mathrm{By}(* *), \varphi_{d}(h)$ is in the right side of $(\dagger)$. Since $(\dagger)$ is a valid identity, $\varphi_{d}(h)$ is in the left side. So $H$ is in $\mathfrak{a}$. This means that $H\left(x_{0}, \ldots, x_{n}\right)=0$. Remembering that $H$ depends only on $X_{0}, X_{j_{1}}, \ldots, X_{j_{r}}$ and that $\left\{x_{0}, x_{j_{1}}, \ldots, x_{j_{r}}\right\}$ is a transcendence set, we see that $H=0$. Therefore $h=0$, and $\left\{\bar{\beta}_{0}^{t}\left(x_{j_{1}}\right), \ldots, \bar{\beta}_{0}^{t}\left(x_{j_{r}}\right)\right\}$ is a transcendence set in $A(V(\mathfrak{b}))$. Thus
$\operatorname{dim} V(\mathfrak{b})=\operatorname{tr} . \operatorname{deg} A(V(\mathfrak{b})) \geq r=\operatorname{tr} . \operatorname{deg} A(C(V(\mathfrak{a}))-1=\operatorname{dim} C(V(\mathfrak{a}))-1$.
By Corollary $10.19, \operatorname{dim} V(\mathfrak{b})=\operatorname{dim} V(\mathfrak{a})$. Hence $\operatorname{dim} C(V(\mathfrak{a})) \leq \operatorname{dim} V(\mathfrak{a})+1$, and the proof is complete.

Corollary 10.82. If $\mathfrak{a}$ is a homogeneous ideal in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$ and if the corresponding projective algebraic set $V(\mathfrak{a})$ is nonempty, then $\operatorname{dim} V(\mathfrak{a})$ equals the degree of the Hilbert polynomial $H(s, \mathfrak{a})$.

Proof. This is immediate from Proposition 10.81 because $\operatorname{dim} C(V(\mathfrak{a}))=$ $\operatorname{dim} H_{a}(s, \mathfrak{a})$ and because $\operatorname{deg} H(s, \mathfrak{a})=\operatorname{deg} H_{a}(s, \mathfrak{a})-1$.

We could also obtain a corollary relating $H(s, V(\mathfrak{a}))$ and $H(s, V(\operatorname{LT}(\mathfrak{a})))$ when a graded monomial ordering is imposed, and we could then give a geometric way of visualizing the dimension in terms of the projective case. But we shall not need these details, and we omit them.

## 12. Intersections in Projective Space

Hilbert polynomials are an appropriate tool for dealing with how a projective algebraic set intersects a lower-dimensional projective space. In this section we consider such intersections, and we obtain as a corollary the deep result that a system of homogeneous polynomial equations over an algebraically closed field $\mathbb{k}$ always has a nonzero solution if there are more variables than equations.

It will be convenient in this section to adopt the convention that the empty projective algebraic set has dimension -1 and that the 0 Hilbert polynomial has degree -1 . To make use of this convention, we recall from the homogeneous Nullstellensatz (Proposition 10.12a) that a homogeneous ideal $\mathfrak{a}$ in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$ has $V(\mathfrak{a})$ empty in $\mathbb{P}^{n}$ if and only if there is an integer $N$ such that $\mathfrak{a}$ contains $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{k}$ for $k \geq N$. In this case our definition makes $C(V(\mathfrak{a}))$ consist
of $\{0\}$ alone. ${ }^{25}$ With the convention that such ideals have $\operatorname{dim} V(\mathfrak{a})=-1$ and $C(V(\mathfrak{a}))=\{0\}$, the formula of Proposition 10.81 remains valid, and we can therefore drop the assumption that $V(\mathfrak{a})$ is nonempty. As to Corollary 10.82, the definition of the Hilbert function when $\mathfrak{a}$ contains $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{k}$ for all sufficiently large $k$ makes $\mathcal{H}(k, \mathfrak{a})=0$ for such $k$; therefore the Hilbert polynomial in this case is the 0 polynomial, and Corollary 10.82 continues to be valid even when $V(\mathfrak{a})$ is empty.

Theorem 10.83. If $\mathfrak{a}$ is any homogeneous ideal in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$ and if $F$ is a homogeneous polynomial, then

$$
\operatorname{dim} V(\mathfrak{a}) \geq \operatorname{dim} V(\mathfrak{a}+(F)) \geq \operatorname{dim} V(\mathfrak{a})-1 .
$$

In particular, $V(\mathfrak{a}+(F))$ is nonempty if $\operatorname{dim} V(\mathfrak{a}) \geq 1$.
Proof. Since $\mathfrak{a} \subseteq \mathfrak{a}+(F)$ and since $V(\cdot)$ is inclusion reversing, we know that

$$
\operatorname{dim} V(\mathfrak{a}) \geq \operatorname{dim} V(\mathfrak{a}+(F))
$$

To obtain the second inequality of the theorem, we shall compare the Hilbert polynomials $H(s, \mathfrak{a})$ and $H(s, \mathfrak{a}+(F))$, taking advantage of Corollary 10.82. Let $d=\operatorname{deg} F$, and suppose that $s>d$. The identity mapping on $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s}$ descends to a $\mathbb{k}$ linear mapping

$$
\varphi: \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s} / \mathfrak{a}_{s} \rightarrow \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s} /(\mathfrak{a}+(F))_{s}
$$

and $\varphi$ is onto, being formed from an onto map. To understand $\operatorname{ker} \varphi$, we shall use the $\mathbb{k}$ linear map

$$
\psi: \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s-d} / \mathfrak{a}_{s-d} \rightarrow \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s} / \mathfrak{a}_{s}
$$

induced by multiplication by $F$, which we view as carrying $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s-d}$ into $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s} / \mathfrak{a}_{s}$. Observe that if $G$ is in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s-d}$, then $F G$ is in $(\mathfrak{a}+(F))_{s}$, and therefore $\varphi \circ \psi=0$, i.e., image $\psi \subseteq \operatorname{ker} \varphi$.

We shall prove that equality holds. Thus suppose that $G$ is a member of $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s}$ such that $G+\mathfrak{a}_{s}$ is in $\operatorname{ker} \varphi$, i.e., that $G$ is in $(\mathfrak{a}+(F))_{s}$. Then we can write $G=G_{1}+H F$ with $G_{1}$ in $\mathfrak{a}_{s}$ and $H$ in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s-d}$. So $G-G_{1}=H F$, and the coset $G+\mathfrak{a}_{s}=G-G_{1}+\mathfrak{a}_{s}$ is $\psi$ of $H+\mathfrak{a}_{s-d}$. We conclude that image $\psi=\operatorname{ker} \varphi$.

$$
\begin{aligned}
& \text { Now we compute } \\
& \begin{aligned}
& \operatorname{dim}_{\mathbb{k}} \mathbb{K}[ {\left[X_{0}, \ldots, X_{n}\right]_{s} / \mathfrak{a}_{s} } \\
&=\operatorname{dim}_{\mathbb{k}}(\operatorname{domain} \varphi)=\operatorname{dim}_{\mathbb{k}}(\operatorname{ker} \varphi)+\operatorname{dim}_{\mathbb{k}}(\operatorname{image} \varphi) \\
& \quad=\operatorname{dim}_{\mathbb{k}}(\operatorname{image} \psi)+\operatorname{dim}_{\mathbb{k}} \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s} /(\mathfrak{a}+(F))_{s} \\
& \quad \leq \operatorname{dim}_{\mathbb{k}} \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s-d} / \mathfrak{a}_{s-d}+\operatorname{dim}_{\mathbb{k}} \mathbb{k}\left[X_{0}, \ldots, X_{n}\right]_{s} /(\mathfrak{a}+(F))_{s} .
\end{aligned}
\end{aligned}
$$

[^123]In terms of Hilbert functions, this says that

$$
\mathcal{H}(s, \mathfrak{a}) \leq \mathcal{H}(s-d, \mathfrak{a})+\mathcal{H}(s, \mathfrak{a}+(F))
$$

For large $s$, this is an inequality of polynomials:

$$
H(s, \mathfrak{a}) \leq H(s-d, \mathfrak{a})+H(s, \mathfrak{a}+(F))
$$

Since $H(s, \mathfrak{a})-H(s-d, \mathfrak{a})$ is a polynomial of one lower degree than $H(s, \mathfrak{a})$ with leading coefficient positive, we obtain

$$
\operatorname{deg} H(s, \mathfrak{a})-1 \leq \operatorname{deg} H(s, \mathfrak{a}+(F))
$$

The second inequality of the theorem now follows from Corollary 10.82. The final assertion in the theorem takes into account the remarks in the paragraph preceding the statement of the theorem.

Corollary 10.84. If $\mathfrak{a}$ is any homogeneous ideal in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$ and if $F_{1}, \ldots, F_{r}$ are homogeneous polynomials, then

$$
\operatorname{dim} V(\mathfrak{a}) \geq \operatorname{dim} V\left(\mathfrak{a}+\left(F_{1}, \ldots, F_{r}\right)\right) \geq \operatorname{dim} V(\mathfrak{a})-r .
$$

In particular, $V\left(\mathfrak{a}+\left(F_{1}, \ldots, F_{r}\right)\right)$ is nonempty if $\operatorname{dim} V(\mathfrak{a}) \geq r$.
Proof. We use Theorem 10.83 inductively, first applying it to the ideal $\mathfrak{a}$ with $F=F_{1}$, then applying it to the ideal $\mathfrak{a}+\left(F_{1}\right)$ with $F=F_{2}$, and so on. This proves the first conclusion, and the second conclusion follows because of the convention that the empty set has dimension -1 .

Corollary 10.85. Over an algebraically closed field any system of homogeneous polynomial equations with more variables than equations has a nonzero solution.

Proof. Let there be $r$ equations and $n+1$ variables with $n+1>r$, the equations being $F_{1}=0, \ldots, F_{r}=0$. The zero locus for each equation is a subset of $\mathbb{P}^{n}$. Applying Corollary 10.84 with $\mathfrak{a}=0$ shows that $\operatorname{dim} V\left(F_{1}, \ldots, F_{r}\right) \geq$ $n-r \geq 0$ and that $V\left(F_{1}, \ldots, F_{r}\right)$ is not empty as long as $n \geq r$.

Corollary 10.85 is the result in the present chapter that was anticipated in Problem 23 at the end of Chapter VIII.

## 13. Schemes

We conclude with some commentary about "schemes." The subject of algebraic geometry studied along the lines of Sections $1-12$ suffers from at least two shortcomings. One concerns the coefficients that are involved. The original impetus for the subject came from systems of polynomial equations in several variables. These equations involve addition, subtraction, and multiplication, and the requirement that division be allowable is unnatural and cuts down the scope of the subject. It immediately cuts out Diophantine equations, for example, to say nothing of congruences modulo prime powers. It would be more natural to allow the coefficients to lie in any commutative ring with identity. The other shortcoming is that the definition of variety depends on an embedding whose chief role is to get past the stage of making definitions; soon the embedding is stripped away, and the interest is in varieties up to isomorphism. The situation is similar to the historical treatment of groups and of manifolds. Groups were for the most part originally conceived in terms of group actions, but eventually the groups were separated from the actions. Manifolds at first were defined as certain subsets of Euclidean space, but eventually they were given an intrinsic definition. It would be more in keeping with the wisdom gained from other areas of mathematics if varieties could be defined intrinsically right away.

Schemes, introduced and developed by A. Grothendieck in the late 1950s and early 1960 s, accomplish both these objectives. The theory of schemes borrows ideas and techniques from many areas of mathematics, as will be apparent shortly. This section will briefly present some of the definitions, offer some examples, and show the sense in which varieties may be regarded as schemes. ${ }^{26}$ The interested reader may want to read more, and this section will therefore conclude with some bibliographical remarks.

1. Spectrum. One preliminary remark is necessary. To isolate an affine variety from its ambient space $\mathbb{A}^{n}$, we can take advantage of Proposition 10.23, which says that the points of the variety correspond exactly to the maximal ideals of the affine coordinate ring. ${ }^{27}$ The set of maximal ideals in a ring, however, is usually not an object that lends itself to use with mappings. For example the canonical inclusion of $\mathbb{Z}$ into $\mathbb{Q}$ is not reflected in any of the mappings of the singleton set $\{(0)\}$ of maximal ideals of $\mathbb{Q}$ into the set of maximal ideals of $\mathbb{Z}$. Instead, the theory of schemes works with prime ideals. These behave nicely in that the inverse image of a prime ideal under a homomorphism of rings with identity is a prime ideal.
[^124]Thus we work with the category of commutative rings with identity, the motivating example being the affine coordinate ring of an affine variety over an algebraically closed field. If $A$ is a ring in this category, the spectrum of $A$ is the set Spec $A$ of prime ideals of $A$. For example the spectrum of a field consists of the one element ( 0 ), that of a discrete valuation ring consists of 0 and the unique maximal ideal, that of a principal ideal domain consists of 0 and the principal ideals $(f)$ such that $f$ is an irreducible element, and that of $\mathbb{C}[X, Y]$ consists of the ideal $(0)$, the maximal ideals corresponding to one-point sets in $\mathbb{C}^{2}$, and all prime ideals $(f(X, Y))$ of irreducible affine plane curves over $\mathbb{C}$.

The spectrum of $A$ is understood to carry along with it two additional pieces of structure. The first piece of structure is an analog for Spec $A$ of the Zariski topology. ${ }^{28}$ To each ideal $\mathfrak{a}$ of $A$, we associate the subset $V(\mathfrak{a}) \subseteq \operatorname{Spec} A$ of all prime ideals $\mathfrak{p}$ with $\mathfrak{a} \subseteq \mathfrak{p}$. The sets $V(\mathfrak{a})$ are easily seen to have the defining properties of the closed sets of a topology, and this topology will always be understood to be in place. It is immediate from the definition that $V(\mathfrak{a})=V(\sqrt{\mathfrak{a}})$ for every ideal $\mathfrak{a}$. One checks for any prime ideal $\mathfrak{p}$ that $V(\mathfrak{p})=\overline{\{p\}}$; consequently the one-point set $\{\mathfrak{p}\}$ is closed if and only if $\mathfrak{p}$ is a maximal ideal.

At least when $A$ is Noetherian, $\operatorname{Spec} A$ is a Noetherian space, and a notion of dimension (not necessarily finite) is defined for each closed set in the usual way ${ }^{29}$ as in Section 2; for $A$ itself this coincides with the Krull dimension of $A$. In this situation the irreducible closed sets are the sets $V(\mathfrak{p})$ with $\mathfrak{p}$ prime. The fact that such a set is irreducible follows from the identity $V(\mathfrak{p})=\overline{\{p\}}$; the converse assertion follows from the identity $V(\mathfrak{a})=V(\sqrt{\mathfrak{a}})$ and the LaskerNoether Decomposition Theorem (Problem 14 at the end of Chapter VII). By Proposition 10.5 every closed set is a finite union of irreducible closed sets, and thus we have a complete description of the closed sets. For example, in a principal ideal domain the closed sets consist of the finite sets of nonzero prime ideals, as well as the set of all prime ideals. For the ring $A=\mathbb{C}[X, Y]$, every proper closed set of Spec $A$ is a finite union of singleton sets $\left\{\left(X-x_{0}, Y-y_{0}\right)\right\}$ and of sets

$$
\{(f(X, Y))\} \cup \bigcup_{f\left(x_{0}, y_{0}\right)=0}\left\{\left(X-x_{0}, Y-y_{0}\right)\right\}
$$

with $f(X, Y)$ irreducible.
If $\varphi: A \rightarrow B$ is a homomorphism in our category of rings (always assumed to carry 1 to 1 ) and if $\mathfrak{p}$ is a prime ideal in $B$, then $\varphi^{-1}(\mathfrak{p})$ is a prime ideal in $A$. Thus the definition ${ }^{a} \varphi(\mathfrak{p})=\varphi^{-1}(\mathfrak{p})$ gives us a function ${ }^{a} \varphi: \operatorname{Spec} B \rightarrow \operatorname{Spec} A$. If $E$ is a subset of $A$, then we readily check that

$$
\left({ }^{a} \varphi\right)^{-1}(V(E))=\left({ }^{a} \varphi\right)^{-1}(\{\mathfrak{p} \mid \mathfrak{p} \supseteq E\})=\left\{\mathfrak{q} \mid{ }^{a} \varphi(\mathfrak{q}) \supseteq E\right\}=V(\varphi(E)),
$$

[^125]from which it follows that ${ }^{a} \varphi$ is continuous. The function ${ }^{a} \varphi$ can be fairly subtle. For example, if $\varphi$ is the inclusion of $\mathbb{Z}$ into the ring $R$ of algebraic integers in a number field and if $P$ is a nonzero prime ideal in $R$, then ${ }^{a} \varphi(P)=P \cap \mathbb{Z}$ is the corresponding prime ideal $(p)$ in $\mathbb{Z}$; the continuity of ${ }^{a} \varphi$ implies that each nonzero prime ideal $(p)$ of $\mathbb{Z}$ arises in this way from only finitely many ideals $P$ in $R$.
2. Structure sheaf. The second piece of additional structure carried by the spectrum of $A$ is its "structure sheaf," which is a certain specific sheaf with base space Spec $A$. Sheaves were introduced by J. Leray in 1946 in connection with partial differential equations and by K. Oka and H. Cartan about 1950 in connection with the theory of several complex variables. As with vector bundles, sheaves may be viewed as having a base space carrying some topological information and fibers carrying some algebraic information; local sections will be of great interest. The initial example of a sheaf in several complex variables is the "sheaf of germs of holomorphic functions" on an open set in $\mathbb{C}^{n}$, germs being defined for holomorphic functions on an open set in the same way as they were defined in Section 4 for rational functions on a quasi-affine variety.

We shall define two general notions, "sheaf" and "presheaf," and compare them. The prototype of a presheaf in several complex variables is the collection of vector spaces of holomorphic functions on each nonempty open subset of the given open set; the prototype in classical algebraic geometry is the collection of regular functions on each nonempty open subset of a quasiprojective variety. In the general case, fix a category to describe the allowable structure on each fiber; common choices for the objects in this category are abelian groups, commutative rings with identity (called "rings" hereafter in this section), and unital $R$ modules for some ring. In defining sheaves and presheaves, we shall write the definitions using abelian groups, since it is a simple matter to adjoin the additional structure when the fibers are rings or modules.

Let $X$ be a topological space. A presheaf of abelian groups on the base space $X$ is a collection $\left\{\mathcal{O}(U), \rho_{V U}\right\}$, parametrized by the open subsets $U$ of $X$ and the open subsets $V$ of $U$, such that each $\mathcal{O}(U)$ is an abelian group, $\mathcal{O}(\varnothing)$ is the 0 group, each $\rho_{V U}: \mathcal{O}(U) \rightarrow \mathcal{O}(V)$ is a group homomorphism, each $\rho_{U U}$ is the identity, and $\rho_{W V} \rho_{V U}=\rho_{W U}$ whenever $W \subseteq V \subseteq U$. We are to think of $\mathcal{O}(U)$ as a space of sections of some kind over $U$ and $\rho_{V U}$ as a restriction map carrying sections over $U$ to sections over $V$. A sheaf of abelian groups on the base space $X$ is a topological space $\mathcal{O}$ with a mapping $\pi: \mathcal{O} \rightarrow X$ such that $\pi$ is a local homeomorphism onto, $\pi^{-1}(P)$ is an abelian group for each $P \in X$, and the group operations on each $\pi^{-1}(P)$ are continuous in the relative topology from $\mathcal{O}$. We are to think of the elements of a sheaf as germs obtained starting from a presheaf. The individual fibers $\pi^{-1}(P)$ of a sheaf are called stalks. One writes $(X, \mathcal{O})$ for the sheaf, sometimes abbreviating the notation to $\mathcal{O}$.

It is possible to construct a presheaf from a sheaf, and vice versa. If we are
given a sheaf $\mathcal{O}$, we define a section $s$ of $\mathcal{O}$ over $U$ to be a continuous function $s: U \rightarrow \mathcal{O}$ such that $\pi \circ s=1_{U}$. If $\mathcal{O}(U)$ denotes the abelian group of sections of $\mathcal{O}$ over $U$ and if $\rho_{V U}$ is the restriction map for sections, then $\left\{\mathcal{O}(U), \rho_{V U}\right\}$ is a presheaf. In the reverse direction if we start from a presheaf $\left\{\mathcal{O}(U), \rho_{V U}\right\}$ and form the kind of direct limit of abelian groups at each point that is suggested by the passage to germs, then it is possible to topologize the disjoint union of the abelian groups of germs so as to produce a sheaf. Passing from a sheaf to a presheaf and then back to a sheaf reproduces the original sheaf. But passing from a presheaf to a sheaf and then back to a presheaf does not necessarily reproduce the original presheaf. A necessary and sufficient condition on the presheaf $\left\{\mathcal{O}(U), \rho_{V U}\right\}$ for $\left\{\mathcal{O}(U), \rho_{V U}\right\}$ to result from passing to a sheaf and then back to a presheaf is that the presheaf be complete in the sense that both the following conditions hold:
(i) Whenever $\left\{U_{j}\right\}$ is an open covering of an open subset $U$ of $X$ and $f \in \mathcal{O}(U)$ is an element such that $\rho_{U_{j}, U}(f)=0$ for all $j$, then $f=0$.
(ii) Whenever $\left\{U_{j}\right\}$ is an open covering of an open subset $U$ of $X$ and $f_{j}$ is given in $\mathcal{O}\left(U_{j}\right)$ for each $j$ in such a way that $\rho_{U_{j} \cap U_{k}, U_{j}}\left(f_{j}\right)=$ $\rho_{U_{j} \cap U_{k}, U_{k}}\left(f_{k}\right)$ for all $j$ and $k$, then there exists $f \in \mathcal{O}(U)$ such that $\rho_{U_{j}, U}(f)=f_{j}$ for all $j$.
The structure sheaf of the spectrum of $A$ is a certain sheaf of rings ( $\operatorname{Spec} A, \mathcal{O}$ ) with base space Spec $A$. Just as in the case of regular (= polynomial) functions on an affine variety, this sheaf will have the property that the ring of global sections is isomorphic to the original ring (cf. Corollary 10.25). We shall describe $\mathcal{O}$ by describing the presheaf. For each prime ideal $\mathfrak{p}$ of $A$, let $A_{\mathfrak{p}}$ be the localization of $A$ at $\mathfrak{p}$, i.e., the localization of $A$ relative to the multiplicative system consisting of the set-theoretic complement of $\mathfrak{p}$. This kind of localization is always a local ring. The idea is to define a ring $\mathcal{O}(U)$ of regular functions for each open subset $U$ of $\operatorname{Spec} A$ in such a way that the stalk $\mathcal{O}_{\mathfrak{p}}$ at the point $\mathfrak{p}$ ends up being $A_{\mathfrak{p}}$ for each $\mathfrak{p}$. With affine varieties we were able to make the definition directly in terms of the function field of the variety, i.e., the field of fractions of $A$; both $\mathcal{O}(U)$ and the stalk $\mathcal{O}_{P}(U)$ at each point $P$ ended up being subrings of this function field. The complication for general $A$ is that we do not have a convenient analog of the function field available in which all the localizations are subrings. Thus we proceed by imitating the messier equivalent definition of regular function given in Proposition 10.28. Namely, for $U$ open in $\operatorname{Spec} A$, let $\mathcal{O}(U)$ be the set of functions $s$ from $U$ into the product $\prod_{\mathfrak{p} \in U} A_{\mathfrak{p}}$ such that $s(\mathfrak{p})$ is in the $\mathfrak{p}^{\text {th }}$ factor $A_{\mathfrak{p}}$ for each $\mathfrak{p}$ and such that $s$ is locally a quotient of members of $A$ in the following sense: for each $\mathfrak{p}$ in $U$, there is to be an open neighborhood $V$ of $\mathfrak{p}$ within $U$ and there are to be elements $a$ and $f$ in $A$ such that for each $\mathfrak{q}$ in $V$, the element $f$ is not in $\mathfrak{q}$ and $s(\mathfrak{q})$ equals $a / f$ in $A_{\mathfrak{q}}$. (Recall that any element of $A$ not in $\mathfrak{q}$ defines an element in the multiplicative system leading to $A_{\mathfrak{q}} ; f$ is to be such an element for each $\mathfrak{q}$ in $V$.) The mappings $\rho_{V U}$ are taken as ordinary restriction mappings, and the result is a presheaf. This presheaf is complete, and the associated sheaf
is the structure sheaf $(\operatorname{Spec} A, \mathcal{O})$. An affine scheme is any sheaf of rings that is isomorphic in a suitable sense to the structure sheaf of some ring.
3. Scheme. To define "scheme" and the notion that a scheme is defined over some ring or some field, we need to back up and say a few more words about mappings in connection with sheaves. A ringed space is a sheaf of rings, (Spec $A, \mathcal{O}$ ) being an example. Let $\left(X, \mathcal{O}_{X}\right)$ and $\left(Y, \mathcal{O}_{Y}\right)$ be two ringed spaces, and let $\left\{\rho_{V^{*} U^{*}}\right\}$ and $\left\{\rho_{V U}^{\prime}\right\}$ be their respective systems of restriction maps. A morphism $(\sigma, \psi):\left(X, \mathcal{O}_{X}\right) \rightarrow\left(Y, \mathcal{O}_{Y}\right)$ of ringed spaces consists of a continuous function $\sigma: X \rightarrow Y$ and a collection $\psi$ of homomorphisms $\psi_{U}: \mathcal{O}_{Y}(U) \rightarrow \mathcal{O}_{X}\left(\sigma^{-1}(U)\right)$ such that

$$
\psi_{V} \circ \rho_{\sigma^{-1} V, \sigma^{-1} U}=\rho_{V U}^{\prime} \circ \psi_{U}
$$

whenever $U$ and $V$ are open subsets of $Y$ with $V \subseteq U$. The collection $\psi=\left\{\psi_{U}\right\}$ yields homomorphisms of stalks $\psi_{P}: \mathcal{O}_{Y, \sigma(P)} \rightarrow \mathcal{O}_{X, P}$ for each $P$ in $X$.

One property of the definition is that if $\varphi: A \rightarrow B$ is a homomorphism of rings, then there is an associated morphism $(\sigma, \psi):\left(\operatorname{Spec} B, \mathcal{O}_{B}\right) \rightarrow\left(\operatorname{Spec} A, \mathcal{O}_{A}\right)$ of ringed spaces. The continuous map $\sigma: \operatorname{Spec} B \rightarrow \operatorname{Spec} A$ is the map $\sigma={ }^{a} \varphi$ given by ${ }^{a} \varphi(\mathfrak{p})=\varphi^{-1}(\mathfrak{p})$ for any prime ideal $\mathfrak{p}$ of $B$. The mapping $\psi$ on stalks carries $\mathcal{O}_{\text {Spec } A, \sigma(\mathfrak{p})}=\mathcal{O}_{\text {Spec } A, \varphi^{-1}(\mathfrak{p})}$ to $\mathcal{O}_{\text {Spec } B, \mathfrak{p}}$ and is what is induced on the stalk by composition with $\varphi$. It is not quite true that every morphism $(\sigma, \psi):\left(\operatorname{Spec} B, \mathcal{O}_{B}\right) \rightarrow\left(\operatorname{Spec} A, \mathcal{O}_{A}\right)$ of ringed spaces arises from a ring homomorphism. The homomorphism $(\sigma, \psi)$ of ringed spaces resulting from the ring homomorphism $\varphi$ has the property that $\psi$ carries the maximal ideal $M_{\varphi^{-1}(\mathfrak{p})}$ of the stalk $A_{\varphi^{-1}(\mathfrak{p})}$ into the maximal ideal $M_{\mathfrak{p}}$ of the stalk $B_{\mathfrak{p}}$. A morphism ( $\sigma, \psi$ ) of ringed spaces whose stalks are local rings is called a local morphism if it has this property. With this definition one can show that every local morphism of ringed spaces $(\sigma, \psi):\left(\operatorname{Spec} B, \mathcal{O}_{B}\right) \rightarrow\left(\operatorname{Spec} A, \mathcal{O}_{A}\right)$ arises from some ring homomorphism $\varphi: A \rightarrow B$. This result is to be compared with Corollary 10.40 for affine varieties.

An isomorphism of ringed spaces is automatically local if all the stalks are local rings. The reason is that an isomorphism of one local ring onto another carries the maximal ideal of the first onto the maximal ideal of the second. Thus the earlier definition of affine scheme as a ringed space that is isomorphic to some ( $\operatorname{Spec} A, \mathcal{O}$ ) concealed only the rather natural definition of isomorphism of ringed spaces, not the more subtle condition "local."

A morphism of affine schemes is a local morphism of the affine schemes as ringed spaces. Then the classes of all affine schemes and morphisms of affine schemes together form a category. A scheme is a ringed space $(X, \mathcal{O})$ such that each point of $X$ has an open neighborhood for which the restriction of the ringed space to that part of the base is isomorphic to an affine scheme. One can define a natural notion of morphism for schemes, and the classes of all schemes and morphisms of schemes together form a category.
4. Variety as a scheme. Let $V$ be an affine variety over an algebraically closed field, and let $A(V)$ be the affine coordinate ring. We have just seen how Spec $A(V)$ has the natural structure of an affine scheme. Since Spec $A(V)$ includes all prime ideals of $A(V)$, not just the maximal ideals, the continuous inclusion $V \rightarrow \operatorname{Spec} A(V)$ is not onto. However, there is a natural relationship between the two, and there is a natural relationship between their rings of regular functions. The reason is that morphisms of affine varieties correspond exactly (in contravariant fashion) to homomorphisms of the affine coordinate rings, which in turn correspond exactly to morphisms of affine schemes. From the point of view of categories, therefore, the categories of affine varieties and affine schemes match perfectly. This description blurs what happens to the underlying algebraically closed field of scalars, and one wants to be able to say that the categories of affine varieties over $\mathbb{k}$ and affine schemes over $\mathbb{k}$ match perfectly. Making this statement requires an additional construction, which will be sketched in the next subsection.

This correspondence can be extended suitably from affine varieties to quasiprojective varieties, and the interested reader can find details on page 30 of Volume 2 of Shafarevich's books.
5. Scheme defined over a ring. If $A$ is a ring and $\left(X, \mathcal{O}_{X}\right)$ is a scheme, then a morphism of schemes $(\sigma, \psi): X \rightarrow$ Spec $A$ defines a homomorphism $A \rightarrow \mathcal{O}_{X}(U)$ of rings for each open subset $U$ of $X$. Specifically $\psi_{\text {Spec } A}$ carries $\mathcal{O}_{\text {Spec } A}(\operatorname{Spec} A)=A$ into $\mathcal{O}_{X}(X)$, and hence $\rho_{U X} \circ \psi_{\text {Spec } A}$ carries $A$ into $\mathcal{O}_{X}(U)$ if $\left\{\rho_{V U}\right\}$ is the system of restriction maps for $\left(X, \mathcal{O}_{X}\right)$. The result is that $\mathcal{O}_{X}$ becomes a sheaf of $A$ algebras.

Conversely if $\mathcal{O}_{X}$ is a sheaf of $A$ algebras, then one can construct a morphism of schemes $X \rightarrow \operatorname{Spec} A$. In this case one says that $\left(X, \mathcal{O}_{X}\right)$ is a scheme over $A$. Every sheaf of abelian groups is a sheaf of $\mathbb{Z}$ algebras, and thus every scheme is a scheme over $\mathbb{Z}$. Schemes over $\mathbb{Z}$ are of special interest in number-theoretic situations, among others. The schemes produced from varieties in the previous subsection are schemes over the underlying field $\mathbb{k}$. The notion of a scheme over a field that is not algebraically closed is one way of extending the theory of varieties to have it apply when the underlying field is not algebraically closed.
6. Role of homological algebra. The sheaves of abelian groups over a fixed topological space $X$, with a natural definition of morphism, form a category, and one can define kernels and cokernels in this category. The result turns out to be an abelian category with enough injectives, and the homological algebra of Chapter IV is applicable. If $(X, \mathcal{O})$ is a sheaf over $X$, then formation of global sections, given by $(X, \mathcal{O}) \mapsto \mathcal{O}(X)$, is a covariant left exact functor. Since there are enough injectives in the category, the derived functors make sense, and the $k^{\text {th }}$ derived functor gives what is called the $k^{\text {th }}$ sheaf cohomology group $H^{k}(X, \mathcal{O})$ with coefficients in $\mathcal{O}$. This kind of cohomology is easy to use abstractly and hard to use concretely, but it can be shown to be isomorphic to other more concrete kinds of cohomology. In this way the cohomology of sheaves leads to generalizations
of Euler characteristics and Betti numbers that have significance in number theory and geometry.

In applications, there tends to be a ringed space $(X, \mathcal{R})$ (maybe a scheme) in the picture, and the sheaves $(X, \mathcal{O})$ often have the property that each stalk of $\mathcal{O}$ is a module for the corresponding stalk of $\mathcal{R}$. Then the above kind of theory is applicable for sheaves that are $\mathcal{R}$ modules in this sense, not merely sheaves of abelian groups. The interested reader can find details in Chapter III of Hartshorne's book.

Bibliographical remarks. The topic of schemes assumes knowledge of a certain core of algebraic geometry and commutative algebra, and it builds on more commutative algebra as it goes along. Some books mentioned in the Selected References that include algebraic geometry at the beginning level are those of Hartshorne (Chapter I), Harris, Reid, and Shafarevich (Volume 1). All these books have many geometric examples; this is particularly so for the book by Harris. Some books on commutative algebra are the ones by Atiyah-Macdonald, Eisenbud, Matsumura, and Zariski-Samuel. These lists are by no means exhaustive. There are in fact hundreds of books on the two subjects. To get a list of many of the ones in commutative algebra, one can search in the Library of Congress catalog at http://catalog.loc.gov, using the call number QA251.3; a few additional ones are sprinkled in among books with call number QA251. For books on algebraic geometry, one can search using the call number QA564.

The book by Eisenbud-Harris on schemes is an introductory one written in a style that makes it comparatively easy for the reader to get an overview of the subject. Two older books on schemes are the ones by Macdonald and Mumford. Hartshorne's book introduces schemes in Chapter II, and Volume 2 of Shafarevich's books is on that topic. The end of Volume 2 of Shafarevich's books contains a 20-page historical sketch of algebraic geometry, including discussion of some of the precursors of the subject of schemes.

## 14. Problems

In all problems, $\mathbb{k}$ is understood to be an algebraically closed field.

1. If $P$ is in $\mathbb{P}^{n}$, show that the ideal $I(P)$ of members of $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$ vanishing at all points $\left(x_{0}, \ldots, x_{n}\right)$ in $\mathbb{k}^{n+1}-\{0\}$ with $\left[x_{0}, \ldots, x_{n}\right]=P$ is homogeneous.
2. Let $X$ be a Noetherian topological space.
(a) Prove that $X$ is compact.
(b) Prove that every irreducible closed subset of $X$ is connected.
3. (a) Prove that the image of a quasiprojective variety $V$ under a regular function $f: V \rightarrow \mathbb{A}^{1}$ is connected.
(b) Prove that if $V$ is a projective variety and $\varphi: V \rightarrow \mathbb{A}^{n}$ is a morphism, then $\varphi(V)$ is a one-point set.
4. Let $U$ be the quasi-affine variety $U=\mathbb{A}^{2}-\{(0,0)\}$ in $\mathbb{A}^{2}$. Prove that $\mathcal{O}(U)=$ $\mathbb{k}[X, Y]$.
5. Deduce from the previous problem, Corollary 10.25 , and Theorem 10.38 that $U$ is not isomorphic to an affine variety.
6. Prove that a rational map of an irreducible curve into an irreducible curve is dominant or is constant.
7. Let $\varphi: U \rightarrow V$ be a dominant morphism between quasiprojective varieties. Prove that the induced mapping of local rings $\varphi_{P}^{*}: \mathcal{O}_{\varphi(P)}(V) \rightarrow \mathcal{O}_{P}(U)$ given in Proposition 10.42 is one-one.
8. Let $V$ be the affine variety $V=V(W X-Y Z)$ in $\mathbb{A}^{4}$, let $A(V)$ be the affine coordinate ring $\mathbb{k}[W, X, Y, Z] /(W X-Y Z)$, let $\bar{X}$ and $\bar{Y}$ be the images of $X$ and $Y$ in $A(V)$, and let $f=\bar{X} / \bar{Y}$ in the field of fractions of $A(V)$. Prove that there exist no members $\bar{a}$ and $\bar{b}$ of $A(V)$ with $f=\bar{a} / \bar{b}$ and $\bar{b}(w, x, y, z) \neq 0$ whenever $w x=y z$ and one or both of $w$ and $y$ are nonzero.
9. Let $U$ and $V$ be quasiprojective varieties, and let $\varphi: U \rightarrow V$ be a function. Suppose that $U$ and $V$ are unions of nonempty open subsets $U=\bigcup_{\alpha \in I} U_{\alpha}$ and $V=\bigcup_{\alpha \in I} V_{\alpha}$ such that $\varphi\left(U_{\alpha}\right) \subseteq V_{\alpha}$ for all $\alpha$. Prove that $\varphi$ is a morphism if and only if each $\varphi_{\alpha}: U_{\alpha} \rightarrow V_{\alpha}$ is a morphism.
10. This problem concerns local extensions of regular functions from quasiprojective varieties to open sets in the ambient affine or projective space.
(a) Let $V$ be an affine variety in $\mathbb{A}^{n}$, let $U$ be a nonempty open subset of $V$, let $f$ be in $\mathcal{O}(U)$, and let $P$ be a point in $U$. Prove that there exist an open neighborhood $U_{0}$ of $U$ about $P$ in $V$, an open set $\widetilde{U}_{0}$ in $\mathbb{A}^{n}$, and a function $F$ in $\mathcal{O}\left(\widetilde{U}_{0}\right)$ such that $U_{0}=V \cap \widetilde{U}_{0}$ and such that $F$ is an extension of $\left.f\right|_{U_{0}}$.
(b) Extend the result of (a) to make it valid for any quasiprojective variety $V$ in $\mathbb{P}^{n}$.
11. Suppose that $X$ and $Y$ are quasiprojective varieties, that $U$ and $V$ are irreducible closed subsets of $X$ and $Y$, respectively, and that $\varphi: X \rightarrow Y$ is a morphism such that $\varphi(U) \subseteq V$. Prove that $\varphi: U \rightarrow V$ is a morphism.
12. Prove that
(a) the mapping $\varphi: \mathbb{P}^{n-1} \rightarrow \mathbb{P}^{n}$ given by $\varphi\left(\left[x_{0}, \ldots, x_{n-1}\right]\right)=\left[x_{0}, \ldots, x_{n-1}, 0\right]$ is an isomorphism of $\mathbb{P}^{n-1}$ onto the projective hyperplane $H_{n}$ corresponding to the homogeneous ideal $\left(X_{n}\right)$ of $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$,
(b) any projective variety $V$ in $\mathbb{P}^{n}$ that lies in $H_{n}$ is isomorphic to a projective variety in $\mathbb{P}^{n-1}$
(c) any projective variety $V$ in $\mathbb{P}^{n}$ is isomorphic to a projective variety $V^{\prime}$ in some $\mathbb{P}^{r}$ with $r \leq n$ that is not contained in any projective hyperplane defined by a homogeneous ideal $\left(X_{j}\right)$ of $\mathbb{k}\left[X_{0}, \ldots, X_{r}\right]$.
Problems 13-16 relate the classical condition for detecting a singularity in the affine
case to the corresponding condition in the projective case. The key is an identity traditionally known as Euler's Theorem that is proved as Problem 3 at the end of Chapter VIII. In these problems it is assumed that $F_{1}, \ldots, F_{r}$ are homogeneous polynomials in $\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$, that $P=\left[x_{0}, \ldots, x_{n}\right]$ is a point in $\mathbb{P}^{n}$ in their common locus of zeros, and that $P$ is in the image of $\mathbb{A}^{n}$ under $\beta_{0}$, i.e., that $x_{0} \neq 0$. Define $f_{1}, \ldots, f_{r}$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ by $f_{i}\left(X_{1}, \ldots, X_{n}\right)=F_{i}\left(1, X_{1}, \ldots, X_{n}\right)$.
13. Define $J(F)\left(x_{0}^{\prime}, \ldots, x_{n}^{\prime}\right)$ to be the $r$-by- $(n+1)$ matrix whose $(i, j)^{\text {th }}$ entry is $\frac{\partial F_{i}}{\partial X_{j}}\left(x_{0}^{\prime}, \ldots, x_{n}^{\prime}\right)$ for $1 \leq i \leq r$ and $0 \leq j \leq n$, and define $J(f)\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ to be the $r$-by- $n$ matrix whose $(i, j)^{\text {th }}$ entry is $\frac{\partial f_{i}}{\partial X_{j}}\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ for $1 \leq i \leq r$ and $1 \leq j \leq n$. Prove that $\operatorname{rank} J(F)\left(x_{0}^{\prime}, \ldots, x_{n}^{\prime}\right)=\operatorname{rank} J(F)\left(\lambda x_{0}^{\prime}, \ldots, \lambda x_{n}^{\prime}\right)$ for all $\lambda \in \mathbb{k}^{\times}$.
14. With notation as in Problem 13, prove that the $r$-by- $n$ matrix $J(f)\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ equals the $r$-by- $n$ matrix obtained by deleting the $0^{\text {th }}$ column of the $r$-by- $(n+1)$ matrix $J(F)\left(1, x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$.
15. Using Euler's Theorem (Problem 3 at the end of Chapter VIII), prove concerning the point $P$ on the locus of common zeros of $F_{1}, \ldots, F_{r}$ that the $0^{\text {th }}$ column of the matrix $J(F)\left(x_{0}, \ldots, x_{n}\right)$ is a linear combination of the other columns of the matrix.
16. Deduce for the point $P$ on the locus of common zeros of $F_{1}, \ldots, F_{r}$ that

$$
\operatorname{rank} J(F)\left(x_{0}, x_{1}, \ldots, x_{n}\right)=\operatorname{rank} J(f)\left(x_{1} / x_{0}, \ldots, x_{n} / x_{0}\right)
$$

Problems 17-22 concern products of quasiprojective varieties. The Segre mapping $\sigma: \mathbb{P}^{m} \times \mathbb{P}^{n} \rightarrow \mathbb{P}^{N}$ with $N=m n+m+n$ was defined in Section 8 by $\sigma\left(\left[x_{0}, \ldots, x_{m}\right],\left[y_{0}, \ldots, y_{n}\right]\right)=\left[w_{00}, \ldots, w_{m n}\right]$ with $w_{i j}=x_{i} y_{j}$. Let us abbreviate $\left[w_{00}, \ldots, w_{m n}\right]$ as $\left[\left\{w_{i j}\right\}\right]$ and $\mathbb{k}\left[W_{00}, \ldots, W_{m n}\right]$ as $\mathbb{k}\left[\left\{W_{i j}\right\}\right]$.
17. Prove that $\sigma$ is well defined and one-one.
18. Every member $\left[\left\{w_{i j}\right\}\right]$ of image $\sigma$ has $w_{i j} w_{k l}=w_{i l} w_{k j}$ for all $i, j, k, l$. Prove conversely that every member $\left[\left\{w_{i j}\right\}\right]$ of $\mathbb{P}^{N}$ with $w_{i j} w_{k l}=w_{i l} w_{k j}$ for all $i, j, k, l$ is in image $\sigma$, and deduce that image $\sigma=V(\mathfrak{a})$, where $\mathfrak{a}$ is the ideal in $\mathbb{k}\left[\left\{W_{i j}\right\}\right]$ generated by all $W_{i j} W_{k l}-W_{i l} W_{k j}$.
19. This problem will prove that $\mathfrak{a}$ is a prime ideal, and in particular it will follow that $V(\mathfrak{a})$ is irreducible. Let $\varphi: \mathbb{k}\left[\left\{W_{i j}\right\}\right] \rightarrow \mathbb{k}\left[X_{0}, \ldots, X_{m}, Y_{0}, \ldots, Y_{n}\right]$ be the substitution homomorphism given by setting $W_{i j}=X_{i} Y_{j}$. Then $\operatorname{ker} \varphi$ is an ideal containing $\mathfrak{a}$.
(a) By introducing a suitable monomial ordering in $\mathbb{k}\left[\left\{W_{i j}\right\}\right]$, show that any monomial in $\mathbb{k}\left[\left\{W_{i j}\right\}\right]$ of total degree $d$ is congruent modulo $\mathfrak{a}$ to a monomial of total degree $d$ of the form $M=\prod_{i, j} W_{i j}^{a_{i j}}$ having the property that $a_{i j}>0$ implies that $a_{k l}=0$ for all $(k, l)$ with $l>j$ and $k>i$. Call a monomial of this form reduced.
(b) Suppose that $M=\prod_{i, j} W_{i j}^{a_{i j}}$ and $M^{\prime}=\prod_{i, j} W_{i j}^{b_{i j}}$ are two distinct reduced monomials. By considering the first $W_{i j}$ for which $a_{i j} \neq b_{i j}$, prove that $\varphi(M) \neq \varphi\left(M^{\prime}\right)$.
(c) Deduce that $\operatorname{ker} \varphi=\mathfrak{a}$, and show why it follows that $\mathfrak{a}$ is prime.
20. Let $\mathfrak{p}$ be a prime ideal in $\mathbb{k}\left[X_{0}, \ldots, X_{m}\right]$, and let $R=\mathbb{k}\left[X_{0}, \ldots, X_{m}\right] / \mathfrak{p}$ be the quotient.
(a) Prove that the ideal $\mathfrak{p} \mathbb{k}\left[Y_{0}, \ldots, Y_{n}\right]$ in $\mathbb{k}\left[X_{0}, \ldots, X_{m}, Y_{0}, \ldots, Y_{n}\right]$ generated by all products of members of $\mathfrak{p}$ and polynomials in $Y_{0}, \ldots, Y_{n}$ is prime.
(b) By following the substitution homomorphism

$$
\mathbb{k}\left[\left\{W_{i j}\right\}\right] \rightarrow \mathbb{k}\left[X_{0}, \ldots, X_{m}, Y_{0}, \ldots, Y_{n}\right]
$$

with a substitution homomorphism $\mathbb{k}\left[X_{0}, \ldots, X_{m}, Y_{0}, \ldots, Y_{n}\right] \rightarrow R[Z]$, prove that whenever $U$ is a projective variety in $\mathbb{P}^{m}$ and $P$ is a point in $\mathbb{P}^{n}$, then $\sigma(U \times\{P\})$ is a projective variety in $\mathbb{P}^{N}$.
21. Let $U$ and $V$ be projective varieties in $\mathbb{P}^{m}$ and $\mathbb{P}^{n}$, respectively. Problem 20 shows that $\sigma(U \times\{v\})$ is a projective variety in $\mathbb{P}^{N}$ for each $v \in V$. Suppose that $\sigma(U \times V)$ is a union $E_{1} \cup E_{2}$ of two closed sets in $\mathbb{P}^{N}$.
(a) For $i$ equal to 1 or 2 , define $V_{i}=\left\{v \in V \mid \sigma(U \times\{v\}) \nsubseteq E_{i}\right\}$. Why is $V_{1} \cap V_{2}=\varnothing$ ?
(b) Prove that $V_{1}$ and $V_{2}$ are open by using bihomogeneous polynomials to exhibit each of $V_{1}$ and $V_{2}$ as a neighborhood of each of its points.
(c) Deduce from (b) that $\sigma(U \times V)$ is a projective variety in $\mathbb{P}^{N}$.
(d) Show how to deduce from (c) that if $U$ and $V$ are quasiprojective varieties in $\mathbb{P}^{m}$ and $\mathbb{P}^{n}$, respectively, then $\sigma(U \times V)$ is a quasiprojective variety in $\mathbb{P}^{N}$.
22. (a) Prove that if $U$ and $V$ are quasiprojective varieties, then the projections of $U \times V$ to $U$ and $V$ are morphisms. Here the projection of $U \times V$ to $U$ is understood to be the map $\sigma(u, v) \mapsto u$ of $\sigma(U \times V)$ into $U$, and similarly for the projection to $V$.
(b) If $\varphi: U \rightarrow X$ and $\psi: U \rightarrow Y$ are morphisms, prove that $(\varphi, \psi): U \rightarrow$ $X \times Y$ when defined by $(\varphi, \psi)(u)=(\varphi(u), \psi(u))$ is a morphism.
(c) If $\varphi: U \rightarrow X$ and $\psi: V \rightarrow Y$ are morphisms, prove that $\varphi \times \psi: U \times V \rightarrow$ $X \times Y$ when defined by $(\varphi \times \psi)(u, v)=(\varphi(u), \psi(v))$ is a morphism.

Problems 23-25 make some observations about prime ideals and irreducible polynomials.
23. Let $I=\left(f_{1}, \ldots, f_{r}\right)$ be an ideal in $\mathbb{k}[X, Y]$ such that the zero locus $V(I)$ is irreducible and such that $f_{1}, \ldots, f_{r}$ are irreducible polynomials.
(a) Prove that $I$ is prime if $\operatorname{dim} V(I)=1$.
(b) Give an example to show that $I$ need not be prime if $\operatorname{dim} V(I)=0$.
24. Fix a monomial ordering for $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$, and let $I$ be a nonzero ideal in $\mathbb{k}_{k}\left[X_{1}, \ldots, X_{n}\right]$. Prove that if $I$ is prime, then the members of any minimal Gröbner basis of $I$ are irreducible polynomials.
25. Suppose that $\operatorname{char}(\mathbb{k}) \neq 2$. Within $\mathbb{k}[X, Y, Z]$, let $E$ be the homogeneous subspace $\mathbb{k}[X, Y, Z]_{2}$. The six monomials in $E$ form a $\mathbb{k}$ basis of $E$ and may be used to identify $E$ with $\mathbb{k}^{6}$. Under this identification prove that the subset of reducible polynomials in $E$, including the 0 polynomial, is an affine hypersurface of $\mathbb{k}^{6}$.

Problems 26-35 concern elliptic curves. An elliptic curve over $\mathbb{k}$ is a pair $(E, O)$ consisting of a nonsingular irreducible projective curve $E$ of genus 1 and a distinguished point $O$. These problems use the Riemann-Roch Theorem and its associated notation in Chapter IX in order to exhibit a concrete realization of such a curve in $\mathbb{P}^{2}$ with $O$ on the line at infinity and with all other points of $E$ in $\mathbb{A}^{2}$. Such a curve has a remarkable structure; for further information, including further applications of the Riemann-Roch Theorem to these curves, see the book by Silverman. Corollary 10.56 identifies the points of $E$ with the discrete valuations of the function field $\mathbb{k}(E)$ over $E$. Let $v_{O}$ be the discrete valuation corresponding to $O$.
26. For $n>0$, prove that $\ell\left(n v_{O}\right)=n$. Use this result to find members $x$ and $y$ of $\mathbb{k}(E)$ whose divisors satisfy $(x)_{\infty}=2 v_{O}$ and $(y)_{\infty}=3 v_{O}$.
27. Prove that $[\mathbb{k}(E): \mathbb{k}(x)]=2$ and $[\mathbb{k}(E): \mathbb{k}(y)]=3$.
28. Why does it follow from the previous problem that $\mathbb{k}(E)=\mathbb{k}(x, y)$ ?
29. From the fact that $\ell\left(6 v_{O}\right)=6$, deduce a nontrivial linear dependence over $\mathbb{k}$ among the members $1, x, y, x^{2}, x y, y^{2}, x^{3}$ of $\mathbb{k}(E)$. Show that the coefficients of $y^{2}$ and $x^{3}$ are necessarily nonzero, and then scale $x$ and $y$ appropriately to show that the image of the function $\varphi: E-\{0\} \rightarrow \mathbb{P}^{2}$ defined by $\varphi(P)=$ $[x(P), y(P), 1]$ is contained in the projective closure $C$ of the zero locus of the polynomial $f(X, Y)=\left(Y^{2}+a_{1} X Y+a_{3} Y\right)-\left(X^{3}+a_{2} X^{2}+a_{4} X+a_{6}\right)$.
30. Prove that $f(X, Y)$ is irreducible and that $C$ is therefore a projective curve.
31. Why is $\varphi: E-\{0\} \rightarrow C$ a morphism? Why does it follow that $\varphi$ extends to a morphism $\Phi: E \rightarrow C$ ?
32. Deduce from Problem 28 that $\Phi$ is birational.
33. Show that $C$ is nonsingular at its point at infinity.
34. Show that if $C$ is singular at $\left(x_{0}, y_{0}\right)$ in $\mathbb{A}^{2}$, then the member of $\mathbb{k}(E)$ given by $z=\left(y-y_{0}\right)\left(x-x_{0}\right)^{-1}$ has $v_{O}(z)=-1$ and $v_{P}(z) \geq 0$ for all $P$ in $E-\{O\}$.
35. Deduce from Problems 33 and 34 that $C$ is nonsingular, and explain why it follows that $\Phi: E \rightarrow Z$ is an isomorphism.

## HINTS FOR SOLUTIONS OF PROBLEMS

## Chapter I

1. We are interested in odd $p$ 's such that $\left(\frac{m}{p}\right)=+1$. Factor $m$ as $\prod_{j} p_{j}^{k_{j}}$. Then quadratic reciprocity gives $\left(\frac{m}{p}\right)=\prod_{j}\left(\frac{p_{j}}{p}\right)^{k_{j}}=\prod_{k_{j} \text { odd }}\left(\frac{p_{j}}{p}\right)=\prod_{k_{j} \text { odd }}(-1)^{\frac{1}{4}(p-1)\left(p_{j}-1\right)}\left(\frac{p}{p_{j}}\right)$. We consider $p \equiv 1 \bmod 4$ and $p \equiv 3 \bmod 4 \operatorname{separately}$. For $p \equiv 1 \bmod 4$, the set in question consists of those $p$ 's for which $\left(\frac{p}{p_{j}}\right)$ is -1 for an even number of those $k_{j}$ 's that are odd. This is the union over all such systems of minus signs of the intersection over $j$ of the finitely many arithmetic progressions for which the residue $\left(\frac{p}{p_{j}}\right)$ equals the $j^{\text {th }}$ sign. For a single system of minus signs, the result is an arithmetic progression of the form $k \prod_{k_{j} \text { odd }} p_{j}+b$ by the Chinese Remainder Theorem. Each of these contains a nonempty set of primes by Dirichlet's Theorem, and hence $P$ is nonempty.

For $p \equiv 3 \bmod 4$, if $\prod_{k_{j} \text { odd }}(-1)^{\frac{1}{2}\left(p_{j}-1\right)}$ is +1 , then the set in question is of the same form as above. If $\prod_{k_{j} \text { odd }}(-1)^{\frac{1}{2}\left(p_{j}-1\right)}$ is -1 , then the set in question consists of those $p$ 's for which $\left(\frac{p}{p_{j}}\right)$ is -1 for an odd number of those $k_{j}$ 's that are odd, and this again is the finite union of arithmetic progressions.
2. For (a), the proof of necessity of Theorem 1.6 b remains valid when the prime $p$ is replaced by the integer $m$. For (b), the first paragraph of the proof of the sufficiency of Theorem 1.6b handles matters if $m$ is odd.
3. For $D=-56, H$ has order 4 , but $H^{\prime}$ has order 3 because $3 x^{2} \pm 2 x y+5 y^{2}$ are improperly equivalent but not properly equivalent. A 3 -element set has no group structure such that a 4-element group maps homomorphically onto it.
4. For (a), the product of any two integers representable as $a x^{2}+b x y+c y^{2}$ is representable by the class of the square, which is the class of the inverse because the class is assumed to have order 3. The class of the inverse is the class of $(a,-b, c)$, and this represents the same integers as $(a, b, c)$.

For (b), we seek reduced triples. These are ( $a, b, c$ ) with $|b| \leq a \leq c$ and with $b^{2}-4 a c=D=-23$, and we know that $3 a c \leq|D|$ and that $b$ has the same parity as $D$. Hence $b$ is odd, and the inequalities $3 b^{2} \leq 3 a^{2} \leq 3 a c \leq 23$ show that $|b|=1$. For $|b|=1$, we have $1-4 a c=-23$ and $a c=6$. Since $a \leq c$, the possibilities with $|b|=1$ are $(1, \pm 1,6)$ and $(2, \pm 1,3)$. Since $(1,1,6)$ and $(1,-1,6)$ are properly equivalent by Proposition 1.7, $|b|=1$ leads to just the three possibilities $(1,1,6),(2,1,3)$, and $(2,-1,3)$. Proposition 1.7 shows that these lie in distinct proper equivalence classes, and thus $h(-23)=3$.

For $(\mathrm{c})$, the general theory shows that $(1,1,6)$ corresponds to the identity class, and therefore the other two reduced forms are in classes of order 3.

For (d), we first track down what happens to the forms. If we write $\sim$ for proper equivalence, then we have

$$
\begin{aligned}
(2,1,3)(2,1,3) & \sim(2,1,3)(3,-1,2) \sim(2,5,6)(3,5,4) \\
& =(6,5,2) \sim(2,-5,6) \sim(2,-1,3),
\end{aligned}
$$

and the last form is improperly equivalent to $(2,1,3)$. The next step is to interpret this chain with actual variables. If the initial variables are $x_{1}, y_{1}, x_{2}, y_{2}$, then the change at the first step from $(2,1,3)$ to $(3,-1,2)$ comes from $x_{2}=y_{2}^{\prime}, y_{2}=-x_{2}^{\prime}$ while leaving $x_{1}$ and $y_{1}$ unchanged as $x_{1}=x_{1}^{\prime}, y_{1}=y_{1}^{\prime}$. The change at the second step from $(2,1,3)$ to $(2,5,6)$ and from $(3,-1,2)$ to $(3,5,4)$ comes from the translations $x_{1}^{\prime}=x_{1}^{\prime \prime}+y_{1}^{\prime \prime}, y_{1}^{\prime}=y_{1}^{\prime \prime}, x_{2}^{\prime}=x_{2}^{\prime \prime}+y_{2}^{\prime \prime}, y_{2}^{\prime}=y_{2}^{\prime \prime}$. The multiplication step comes from Proposition 1.9 and is given by $x_{3}=x_{1}^{\prime \prime} x_{2}^{\prime \prime}-2 y_{1}^{\prime \prime} y_{2}^{\prime \prime}$ and $y_{3}=2 x_{1}^{\prime \prime} y_{2}^{\prime \prime}+3 x_{2}^{\prime \prime} y_{1}^{\prime \prime}+5 y_{1}^{\prime \prime} y_{2}^{\prime \prime}$. And so on. The final result is that

$$
\left(2 x_{1}^{2}+x_{1} y_{1}+3 y_{1}^{2}\right)\left(2 x_{2}^{2}+x_{2} y_{2}+3 y_{2}^{2}\right)=2 X^{2}+X Y+3 Y^{2}
$$

where $X=x_{1}\left(-x_{2}+y_{2}\right)+y_{1}\left(x_{2}+2 y_{2}\right)$ and $Y=y_{1}\left(x_{2}-y_{2}\right)+x_{1}\left(x_{2}+y_{2}\right)$.
5. The equality $\left(\begin{array}{cc}1 & 0 \\ -a^{-1} b & 1\end{array}\right)\left(\begin{array}{cc}2 a & b \\ b & 2 c\end{array}\right)\left(\begin{array}{cc}1 & -a^{-1} b \\ 0 & 1\end{array}\right)=\left(\begin{array}{cc}2 a & -b \\ -b & 2 c\end{array}\right)$ shows this.
6. For reduced forms we seek ( $a, b, c$ ) with $a>0, c>0,|b| \leq a \leq c$. We know that $3 a c \leq|D|=67$, and $D$ odd implies $b$ odd. From $3 b^{2} \leq 3 a^{2} \leq 3 a c \leq 67$, we obtain $3 b^{2} \leq 67$ and $|b| \leq 4$. So $|b|$ is 1 or 3 . For $|b|=1, \frac{1}{4}\left(b^{2}-D\right)=\frac{1}{4}\left(b^{2}+67\right)=$ 17 ; then $17=a c$, and $a=1$ and $c=17$. Since $(1,1,17)$ is properly equivalent to $(1,-1,17)$ by Proposition 1.7, we obtain only one proper equivalence class from this pair. For $|b|=3, \frac{1}{4}\left(b^{2}-D\right)=\frac{1}{4}(9+67)=19$ forces $a c=19$ and then $a=1$ and $c=19$. Then $|b| \leq a$ is not satisfied. So $|b|=3$ gives no proper equivalence classes, and $h(-67)=1$.
7. The 6 cycles are

$$
\begin{aligned}
& (1,8,-15),(-15,7,2),(2,7,-15),(-15,8,1) ; \\
& (-1,8,15),(15,7,-2),(-2,7,15),(15,8,-1) ; \\
& (3,8,-5),(-5,7,6),(6,5,-9),(-9,4,7),(7,3,-10),(-10,7,3) ; \\
& (-3,8,5),(5,7,-6),(-6,5,9),(9,4,-7),(-7,3,10),(10,7,-3) ; \\
& (5,8,-3),(-3,7,10),(10,3,-7),(-7,4,9),(9,5,-6),(-6,7,5) ; \\
& (-5,8,3),(3,7,-10),(-10,3,7),(7,4,-9),(-9,5,6),(6,7,-5) .
\end{aligned}
$$

8. The form $(1,1,12)$ corresponds to the identity class, the classes of $(2, \pm 1,6)$ are inverses of one another, and the classes of $(3, \pm 1,4)$ are inverses of one another. The
group structure has to be cyclic, and any element other than the identity can be taken as a generator. Let us take $a$ to be the class of $(2,1,6)$. We are to identify $a^{2}$. The form $(2,1,6)$ is aligned with itself (having the same $b$ component), it has $j=6 / 2=3$, and the composition formula of Proposition 1.9 leads to $(2 \cdot 2,1, j)=(4,1,3)$. This is properly equivalent to $(3,-1,4)$, and we do not have to follow through the algorithm of Theorem 1.6 a to identify the product in our list. The result is that $a \leftrightarrow(2,1,6), a^{2} \leftrightarrow(3,-1,4), a^{3}=\left(a^{2}\right)^{-1} \leftrightarrow(3,1,4), a^{4}=a^{-1} \leftrightarrow(2,-1,6)$, and $a^{5}=1 \leftrightarrow(1,1,12)$.
9. For (a), the result is known for $n$ prime by Theorem 1.2. By induction and the definition of the Jacobi symbol, it is enough to handle $n=a b$ when $a$ and $b$ can be handled. We have $\frac{1}{2}(n-1)=\frac{1}{2}(a b-1)=\frac{1}{2} b(a-1)+\frac{1}{2}(b-1)$ $\equiv \frac{1}{2}(a-1)+\frac{1}{2}(b-1) \bmod 2$, the last step following because $b$ is odd. Therefore $(-1)^{\frac{1}{2}(n-1)}=(-1)^{\frac{1}{2}(a-1)+\frac{1}{2}(b-1)}=\left(\frac{-1}{a}\right)\left(\frac{-1}{b}\right)=\left(\frac{-1}{n}\right)$, the last step following by Problem 9a.

For (b), we argue similarly, and the key computation is $\frac{1}{8}\left(n^{2}-1\right)=\frac{1}{8}\left(a^{2} b^{2}-1\right)=$ $\frac{1}{8} b^{2}\left(a^{2}-1\right)+\frac{1}{8}\left(b^{2}-1\right) \equiv \frac{1}{8}\left(a^{2}-1\right)+\frac{1}{8}\left(b^{2}-1\right) \bmod 2$, the last step following because $b^{2}$ is odd.
11. Allowing primes to appear more than once, write factorizations of $m$ and $n$ as $m=\prod_{i=1}^{r} p_{i}$ and $n=\prod_{j=1}^{s} q_{j}$. Then Theorem 1.2 gives $\left(\frac{m}{n}\right)=\prod_{j=1}^{s} \prod_{i=1}^{r}\left(\frac{p_{i}}{q_{j}}\right)=$

$$
\begin{aligned}
& \prod_{j=1}^{s} \prod_{i=1}^{r}\left(\frac{q_{j}}{p_{i}}\right)(-1)^{\frac{1}{2}\left(p_{i}-1\right) \frac{1}{2}\left(q_{j}-1\right)}=\left(\frac{n}{m}\right)(-1)^{\sum_{j=1}^{s} \sum_{i=1}^{r} \frac{1}{2}\left(p_{i}-1\right) \frac{1}{2}\left(q_{j}-1\right)} . \text { Since } \\
& \quad \sum_{j=1}^{s} \sum_{i=1}^{r} \frac{1}{2}\left(p_{i}-1\right) \frac{1}{2}\left(q_{j}-1\right)=\left[\sum_{j=1}^{s} \frac{1}{2}\left(q_{j}-1\right)\right]\left[\sum_{i=1}^{r} \frac{1}{2}\left(p_{i}-1\right)\right]
\end{aligned}
$$

and since $\sum_{j=1}^{s} \frac{1}{2}\left(q_{j}-1\right) \equiv \frac{1}{2}(n-1) \bmod 2$ and $\sum_{i=1}^{r} \frac{1}{2}\left(p_{i}-1\right) \equiv \frac{1}{2}(m-1) \bmod 2$ by the same argument as in Problem 10a, the required formula follows.
12. For (a), choose by Dirichlet's Theorem a sufficiently large prime $p$ that is $\equiv 3 \bmod 8$ and is in particular $\equiv 3 \bmod 4$. If 8 divides $|G|$, then the fact that $|G|$ divides $p+1$ implies that 8 divides $p+1$. So $p \equiv-1 \bmod 8$. Since $p$ was chosen with $p \equiv 3 \bmod 8$, this is a contradiction. So 8 cannot divide $|G|$.

For (b), choose by Dirichlet's Theorem a sufficiently large prime $p$ that is $\equiv$ $7 \bmod 12$ and is in particular $\equiv 3 \bmod 4$. If 3 divides $|G|$, then 3 divides $p+1$. Thus $p \equiv-1 \bmod 3$. Since also $p \equiv 3 \bmod 4, p \equiv 11 \bmod 12$. But $p$ was chosen with $p \equiv 7 \bmod 12$. This is a contradiction, and 3 cannot divide $|G|$.

For (c) with an odd prime $q>3$ given, choose by Dirichlet's Theorem a sufficiently large prime $p$ that is $\equiv 3 \bmod 4 q$ and is in particular $\equiv 3 \bmod 4$. If $q$ divides $|G|$, then $q$ divides $p+1$, and $p+1 \equiv 0 \bmod q$. Meanwhile, $p \equiv 3 \bmod 4 q$ implies that $p+1 \equiv 4 \bmod 4 q$ and $p+1 \equiv 4 \bmod q$, contradiction. So $q$ cannot divide $|G|$.
13. For (a), choose by Dirichlet's Theorem a sufficiently large prime $p$ that is $\equiv 5 \bmod 12$ and is in particular $\equiv 2 \bmod 3 \operatorname{and} \equiv 1 \bmod 4$. If 4 divides $|G|$, then 4 divides $p+1$, which is $\equiv 2 \bmod 4$. So 4 cannot divide $|G|$.

For (b), choose by Dirichlet's Theorem a sufficiently large prime $p$ that is $\equiv$ $2 \bmod 9$ and is in particular $\equiv 2 \bmod 3$. If 9 divides $|G|$, then 9 divides $p+1$, which is $\equiv 3 \bmod 9$. So 9 cannot divide $|G|$.

For (c) with an odd prime $q>3$ given, choose by Dirichlet's Theorem a sufficiently large prime $p$ that is $\equiv 2 \bmod 3 q$ and is in particular $\equiv 2 \bmod 3$. If $q$ divides $|G|$, then $q$ divides $p+1$, which is $\equiv 3 \bmod 3 q$ and hence is $\equiv 3 \bmod q$. So $q$ cannot divide $|G|$.
14. The integers in $\langle a, r\rangle$ are exactly the multiples of $a$, since such an integer $n$ has to be of the form $n=c a+d r$ for integers $c$ and $d$. This equation says that $n=c a$ and $0=d r$, since 1 and $r$ are linearly independent over $\mathbb{Q}$. The integer $N(s)=s \sigma(s)$ is in $I$ because $s$ is in $I$ and $\sigma(s)$ is in $R$, and thus $N(s)$ has to be a multiple of $a$.
15. Write $I=\langle a, r\rangle$ with $a\rangle 0$ an integer and $r$ in $I$ by Lemma 1.19b. As in the previous problem, the integer $a$ is characterized uniquely in terms of $I$ as the least positive integer in $I$. Put $r=b+g \delta$ for suitable integers $b$ and $g$. Without loss of generality, we may assume that $g>0$. Using the division algorithm and possibly replacing $b$ by $b-n a$ for some integer $n$, we may assume that $0 \leq b<a$.

With these conventions in place, let us see that $g$ necessarily divides $a$. The fact that $a \delta$ has to be in $I$ means that $a \delta$ has an expansion $a \delta=c_{1} a+c_{2}(b+g \delta)$ with integer coefficients. Then $a \delta=c_{2} g \delta$, and $g$ must divide $a$.

In particular, $0<g \leq a$ is forced. To see that $b$ and $g$ are uniquely determined, let $\left\{a, b^{\prime}+g^{\prime} \delta\right\}$ be another such $\mathbb{Z}$ basis. Since $b^{\prime}+g^{\prime} \delta=c_{1} a+c_{2}(b+g \delta)$ and since symmetrically we have $b+g \delta=c_{1}^{\prime} a+c_{2}^{\prime}\left(b^{\prime}+g^{\prime} \delta\right)$, we obtain $g^{\prime}=c_{2} g=c_{2} c_{2}^{\prime} g^{\prime}$. Therefore $\left|c_{2}\right|=1$. Meanwhile, we must have

$$
c_{1} a+c_{2} b=b^{\prime} \quad \text { and } \quad c_{2} g \delta=g^{\prime} \delta
$$

The second of these equations shows that $c_{2}>0$. Thus $c_{2}=1$. Finally $c_{1} a=b^{\prime}-b$ with $0 \leq b<a$ and $0 \leq b^{\prime}<a$ forces $b^{\prime}-b=0$. Therefore $a, b$, and $g$ are uniquely determined.

To complete the proof, we need to see that $g$ divides $b$ and that $a g$ divides $N(b+g \delta)$. Since $a \delta$ is in $I, a \delta=c_{1}^{\prime \prime} a+c_{2}^{\prime \prime}(b+g \delta)$. Hence $c_{2}^{\prime \prime} g=a$ and $c_{1}^{\prime \prime} a+c_{2}^{\prime \prime} b=0$. Substituting the first of these equations into the second gives $c_{1}^{\prime \prime} c_{2}^{\prime \prime} g+c_{2}^{\prime \prime} b=0$. Since $c_{2}^{\prime \prime} \neq 0$ from the equality $c_{2}^{\prime \prime} g=a, c_{1}^{\prime \prime} g+b=0$. Thus $g$ divides $b$.

To see that $a g$ divides $N(b+g \delta)$, we use the fact that $g \sigma(\delta)(b+g \delta)$ is in $I$ to write $b g \sigma(\delta)+\delta \sigma(\delta) g^{2}=d_{1} a g+d_{2} g(b+g \delta)$ for some integers $d_{1}$ and $d_{2}$. Then $N(b+g \delta)=b^{2}+b g(\delta+\sigma(\delta))+\delta \sigma(\delta) g^{2}=b^{2}+b g \delta+d_{1} a g+d_{2} g(b+g \delta)$. Equating coefficients of $\delta$ and 1 gives

$$
0=b g+d_{2} g^{2} \quad \text { and } \quad N(b+g \delta)=b^{2}+d_{1} a g+d_{2} b g .
$$

Since $g>0$, the first of these equations gives $d_{2}=-b g^{-1}$. Substituting into the second equation gives

$$
N(b+g \delta)=b^{2}+d_{1} a g-\left(b g^{-1}\right) b g=d_{1} a g,
$$

and we see that $a g$ divides $N(b+g \delta)$.
16. We are to show that $\mathbb{Z} a+\mathbb{Z}(b+g \delta)$ is closed under multiplication by arbitrary members of $R$. It is enough to treat multiplication by 1 and by $\delta$. There is no problem for 1 . Since $\delta+\sigma(\delta)$ is in $\mathbb{Z}$, it is enough to show that there exist integers $c_{1}, c_{2}, d_{1}, d_{2}$ with

$$
\delta a=c_{1} a+c_{2}(b+g \delta) \quad \text { and } \quad \sigma(\delta)(b+g \delta)=d_{1} a+d_{2}(b+g \delta) .
$$

In view of the assumed divisibility, we can put $c_{2}=a g^{-1}, c_{1}=-b g^{-1}, d_{2}=-b g^{-1}$, and $d_{1}=N(b+g \delta)(a g)^{-1}$. Then the first equation is certainly satisfied, and the question concerning the second equation, once we have multiplied it by $g$, is whether we have an equality

$$
g \sigma(\delta)(b+g \delta) \stackrel{?}{=} N(b+g \delta)-b^{2}-b g \delta .
$$

The left side is $N(b+g \delta)-b(b+g \delta)$, and thus equality indeed holds.
17. From Section 7 the relevant formula is $N(I)=|\sqrt{D}|^{-1}\left|r_{1} \sigma\left(r_{2}\right)-\sigma\left(r_{1}\right) r_{2}\right|$. Here we can take $r_{1}=a$ and $r_{2}=c+d \delta$. Substitution gives

$$
\begin{aligned}
N(I) & =|\sqrt{D}|^{-1}|a||\sigma(c+d \delta)-(c+d \delta)| \\
& =|\sqrt{D}|^{-1}|a||c+d \sigma(\delta)-c-d \delta|=|\sqrt{D}|^{-1}|a d||\sigma(\delta)-\delta| .
\end{aligned}
$$

The expression $|\sqrt{D}|^{-1}|\sigma(\delta)-\delta|$ arose in Section 7 in the computation of $N(R)$ and was shown to be 1 . Thus $N(I)=|a d|$.
18. For (a), the algorithm of Section IV. 9 of Basic Algebra shows how to align matters so as to compute the quotient of a free abelian group by a subgroup when the subgroup is given by generators. The given relationship between the generators $a$ and $b+g \delta$ of Problem 15 with the $\mathbb{Z}$ basis of $R$ is

$$
\binom{a}{b+g \delta}=\left(\begin{array}{cc}
a & 0 \\
b & g
\end{array}\right)\binom{1}{\delta} .
$$

The procedure is to do row and column operations on the coefficient matrix to bring it into diagonal form. Since $g$ divides $b$, a column operation replaces the $b$ by 0 . We obtain a diagonal matrix with diagonal entries $a$ and $g$, and the quotient group is identified as $(\mathbb{Z} / a \mathbb{Z}) \oplus(\mathbb{Z} / g \mathbb{Z})$. Thus $a g$ is identified as the number of elements in the quotient group $R / I$. Problem 17 identified $a g$ as $N(I)$, and thus $N(I)$ is the number of elements in $R / I$.

For (b), the inclusion $I \subseteq J$ induces a quotient mapping of the finite group $R / I$ onto $R / J$. As a homomorphic image of $R / I, R / J$ must have an order that divides the order of $R / I$. In view of (a), $N(J)$ divides $N(I)$. The equality $I=J$ holds if and only if the quotient mapping is one-one, and this happens, because of the finite cardinalities, if and only if $N(J)=N(I)$.
19. The relevant arguments for the first three parts of this problem already appear in Chapters VIII and IX of Basic Algebra, and thus we can be brief. For (a), the Chinese Remainder Theorem (Theorem 8.27 of Basic Algebra) shows that $R / I J \cong$ $R / I \times R / J$, and then $N(I J)=N(I) N(J)$ by Problem 18a. For (b), the inductive argument for ( $* *$ ) in the proof of Theorem 9.60 of Basic Algebra shows that $\operatorname{dim}_{\mathbb{Z} / p \mathbb{Z}} R / P^{e}=e f$, and thus $\left|R / P^{e}\right|=p^{e f}$. For (c), Corollary 8.63 of Basic Algebra and Problem 18a above together show that $N(I)=\prod_{j=1}^{n} N\left(P_{j}^{k_{j}}\right)$ if $I=\prod_{j=1}^{n} P_{j}^{k_{j}}$ is the unique factorization of the ideal $I$. Since $N\left(P_{j}^{k_{k}}\right)=N\left(P_{j}\right)^{k_{j}}$ by (b), $N(I)=\prod_{j=1}^{n} N\left(P_{j}\right)^{k_{j}}$, and (c) follows immediately.

For (d), we use Problem 15 to write $I=\langle a, b+g \delta\rangle$; then

$$
I \sigma(I)=\left(a^{2}, a(b+g \delta), a(b+g \sigma(\delta)), N(b+g \delta)\right)
$$

Each of the generators on the right side lies in the principal ideal ( $a g$ ). In fact, $a^{2}$ is in $(a g)$ because $g$ divides $a, a(b+g \delta)$ and $a(b+g \sigma(\delta))$ are in ( $a g$ ) because $g$ divides $b$, and $N(b+g \delta)$ is in $(a g)$ because $a g$ divides $N(b+g \delta)$. Therefore $I \sigma(I) \subseteq(a g)$. Since $N(I)=a g$ by Problem 17, Problem 19c shows that $N(I \sigma(I))=N((a g))$. Then $I \sigma(I)=(a g)=(N(I))$ by Problem 18b.
20. The only ideal $I$ with $N(I)=1$ is $I=R$. Problem 19 c therefore shows that a nontrivial factorization of $(p) R$ leads to a nontrivial factorization of its norm, which is $p^{2}$. This factorization must be $p^{2}=p \cdot p$, and thus $I$ factors nontrivially at most into two factors, each with norm $p$.
21. For (a), we use Problem 15 to write a nontrivial factor $I$ of (2) $R$ as $I=$ $\langle a, b+g \delta\rangle$. Problem 17 shows that $2=N(I)=a g$ with $g$ dividing $a$. Therefore $a=2$ and $g=1$. So the only possible factors are of the form $I=\langle 2, b+\delta\rangle$ with $0 \leq b<a=2$. Thus $b=0$ or $b=1$. When $D$ is odd, we have $\operatorname{Tr}(\delta)=1$ and $N(\delta)=\frac{1}{4}(1-m)$. Then $N(b+\delta)=b^{2}+b \operatorname{Tr}(\delta)+N(\delta)=b^{2}+b+\frac{1}{4}(1-m) \equiv$ $\frac{1}{4}(1-m) \bmod 2$. If $m \equiv 5 \bmod 8$, then we see that 2 does not divide $N(b+\delta)$, and thus (2) $R$ cannot have a nontrivial factor.

For (b), we again have $N(b+\delta)=b^{2}+b \operatorname{Tr}(\delta)+N(\delta)=b^{2}+b+\frac{1}{4}(1-m) \equiv$ $\frac{1}{4}(1-m) \bmod 2$, and the condition $m \equiv 1 \bmod 8$ makes the right side 0 . Thus 2 divides $N(b+\delta)$, and $\langle 2, \delta\rangle$ and $\langle 2,1+\delta\rangle$ are both ideals by Problem 16. The product of these ideals is $\langle 2, \delta\rangle\langle 2,1+\delta\rangle=\left(4,2 \delta, 2(1+\delta), \delta^{2}\right)$ and contains (2) $R$ because $2=2(1+\delta)-2 \delta$. Moreover, the product has norm 4 by Problems 17 and 19c, and this matches the norm of (2) $R$. Thus Problem 18 b shows that $\langle 2, \delta\rangle\langle 2,1+\delta\rangle=(2) R$.

For (c) and (d), $\delta=-\sqrt{m}$. Thus $N(b+\delta)=b^{2}+b \operatorname{Tr}(\delta)+N(\delta)=b^{2}-m=$ $b-\frac{1}{4} D$. If $D / 4 \equiv 3 \bmod 4$, then $b-\frac{1}{4} D$ is divisible by 2 for $b=1$. If $D / 4 \equiv$ $2 \bmod 4$, then $b-\frac{1}{4} D$ is divisible by 2 for $b=0$. With $b$ taking on the appropriate value in the two cases, $\langle 2, b+\delta\rangle$ is an ideal by Problem 16. The square of this ideal is $\left(4,2(b+\delta),(b-\sqrt{m})^{2}\right)=\left(4,2(b+\delta), b^{2}+m-2 m \sqrt{b}\right)$. The definition of $b$ makes $b^{2}+m$ even in every case, and hence $\langle 2, b+\delta\rangle^{2} \supseteq$ (2) $R$. Since the norms of the ideals on the two sides are both 4 , the two ideals must be equal.
22. Arguing as in the previous problem, we see that any nontrivial factor of $(p) R$ must have norm $p$ and therefore must be given by $\langle p, x+\delta\rangle$ for some $x$ such that $p$ divides $N(x+\delta)=x^{2}+x \operatorname{Tr}(\delta)+N(\delta)$.

For (a), $\operatorname{Tr}(\delta)=1$ and $N(\delta)=\frac{1}{4}(1-m)=\frac{1}{4}(1-D)$, and the condition is that $p$ divide $x^{2}+x+\frac{1}{4}(1-D)$. This means that $x^{2}+x+\frac{1}{4}(1-D) \equiv 0 \bmod p$ is to have a solution. When this happens, Problem 16 ensures that $\langle p, x+\delta\rangle$ is an ideal. Then $\langle p, x+\sigma(\delta)\rangle$ is an ideal as well, and the product of the two is $\left(p^{2}, p(x+\delta), p(x+\sigma(\delta)), N(x+\delta)\right)$. Since $p$ divides $N(x+\delta)$, this product ideal is contained in $(p) R$. The product ideal and $(p) R$ both have norm $p^{2}$, and therefore they are equal.

For $(\mathrm{b}), \operatorname{Tr}(\delta)=0$ and $N(\delta)=-m=-D / 4$, and the condition is that $p$ divide $x^{2}-D / 4$. This means that $x^{2}-D / 4 \equiv 0 \bmod p$ is to have a solution. When this happens, Problem 16 ensures that $\langle p, x+\delta\rangle$ is an ideal. Then $\langle p, x+\sigma(\delta)\rangle$ is an ideal as well, and the product of the two is $\left(p^{2}, p(x+\delta), p(x+\sigma(\delta)), N(x+\delta)\right)$. Since $p$ divides $N(x+\delta)$, this product ideal is contained in $(p) R$. The product ideal and $(p) R$ both have norm $p^{2}$, and therefore they are equal.

For (c), the respective conditions for factorization in (a) and (b) are that $x^{2}+x+\frac{1}{4}(1-D) \equiv 0 \bmod p$ and $x^{2}-D / 4 \equiv 0 \bmod p$ be solvable. In both cases the quadratic expression on the left side has discriminant $D$. Hence factorization occurs if and only if $D$ is a square modulo $p$.
23. In both cases we are assuming that $(p) R$ has a factor $I=\langle p, x+\delta\rangle$ with $0 \leq x<p$. Using Problem 15, let us write $\sigma(I)=\langle p, x+\sigma(\delta)\rangle=\langle p, y+\delta\rangle$ with $0 \leq y<p$. Choose integers $c$ and $d$ with $x+\sigma(\delta)=c p+d(y+\delta)$. Since $\sigma(\delta)=\operatorname{Tr}(\delta)-\delta$, the equation is $x+\operatorname{Tr}(\delta)-\delta=c p+d y+d \delta$, and we obtain $x+\operatorname{Tr}(\delta)=c p+d y$ and $-\delta=d \delta$. Thus $d=-1, x+\operatorname{Tr}(\delta)=c p-y$, and $c p=x+y+\operatorname{Tr}(\delta)$. From $0 \leq x<p$ and $0 \leq y<p$, we have $0 \leq x+y+\operatorname{Tr}(\delta) \leq$ $2(p-1)+\operatorname{Tr}(\delta) \leq 2 p-1$. So $c$ in the equation $c p=x+y+\operatorname{Tr}(\delta)$ has to be 1 or 0 , and the equation is $x+y=p-\operatorname{Tr}(\delta)$ or $x+y=-\operatorname{Tr}(\delta)$. The condition that $\sigma(I)=I$ is the condition that $x=y$, hence that $2 x=p-\operatorname{Tr}(\delta)$ or $2 x=-\operatorname{Tr}(\delta)$. When $D$ is odd, this says that $x=\frac{1}{2}(p-1)$; when $D$ is even, it says that $x=0$.
24. Since $\sigma(\langle p, x+\delta\rangle)=\langle p, x+\sigma(\delta)\rangle$, the two factors are the same if and only if $\sigma(I)=I$. Problem 23 says that the latter equality holds for $D$ odd if and only if $x=\frac{1}{2}(p-1)$ and that it holds for $D$ even if and only if $x=0$. In the two cases we know from Problem 14 that $p$ divides $N(x+\delta)=x^{2}+x \operatorname{Tr}(\delta)+N(\delta)$.

When $D$ is odd, this result says that $p$ divides $x^{2}+x+\frac{1}{4}(1-D)$, hence that it divides $4 x^{2}+4 x+(1-D)=(2 x+1)^{2}-D$. Then $p$ divides $D$ if and only if $p$ divides $2 x+1$, if and only if $x=\frac{1}{2}(p-1)$.

When $D$ is even, we know from Problem 14 that $p$ divides $x^{2}-m$. Hence $p$ divides $4\left(x^{2}-m\right)=4 x^{2}-D=(2 x)^{2}-D$. Then $p$ divides $D$ if and only if $p$ divides $2 x$, if and only if $x=0$.
25. Theorem 1.14 shows that the genus group $G$ is the quotient of the abelian group $H$ modulo its subgroup of squares. The subgroup of squares consists of the elements
in the product of the cyclic subgroups of orders $2^{k_{1}-1}, \ldots, 2^{k_{r}-1}, q_{1}^{l_{1}}, \ldots, q_{s}^{l_{s}}$, and the quotient is the product of $r$ copies of a cyclic group of order 2 . Thus $G$ has order $2^{r}$. The subgroup of elements of $H$ whose order divides 2 is the product of the 2-element subgroups of the cyclic groups of orders $2^{k_{1}}, \ldots, 2^{k_{r}}$. It is a product of $r$ copies of a cyclic group of order 2 and hence is abstractly isomorphic to $G$.
26. If $P$ is a nonzero prime ideal, then so is $\sigma(P)$. Since $\sigma^{2}=1$, the mapping $P \mapsto \sigma(P)$ is a permutation of order 2 on the nonzero prime ideals. Evidently the prime ideals of type (i) above are permuted in 2-cycles, and the prime ideals of types (ii) and (iii) are left fixed.

If a nonzero ideal $I$ has prime factorization $I=\prod_{i} P_{i}^{k_{i}}$, then $\sigma(I)=\prod_{i} \sigma\left(P_{i}\right)^{k_{i}}$. When $\sigma(I)=I$, we can match the factors and their exponents. We conclude that the factorization of $I$ is as

$$
I=\left(\prod_{\substack{\text { pairs }\left(P_{i}, \sigma\left(P_{i}\right)\right) \\ \text { of type (i) }}}\left(P_{i} \sigma\left(P_{i}\right)\right)^{k_{i}}\right)\left(\prod_{\substack{\text { ideals } P_{i} \\ \text { of type (ii) }}} P_{i}^{k_{i}}\right)\left(\prod_{\substack{\text { ideals } P_{i} \\ \text { of type (iii) }}} P_{i}^{k_{i}}\right)
$$

Each factor in the first product is of the form $\left(N\left(P_{i}\right)\right)^{k_{i}}$ by Problem 19d, each factor in the second product is of the form $(p)^{k_{i}}$ for some prime $p$ not dividing $D$, and each $P_{i}^{2}$ contributing to the third factor is of the form $(p)$ for some prime $p$ dividing $D$. The result follows.
27. For (a), the only nontrivial step in the displayed formula is the third equality, which follows because $x \sigma(x)=N(x)=1$ by hypothesis. If we take $y=(1+x)^{-1}$, then the displayed formula gives $x=(1+x)(1+\sigma(x))^{-1}=y^{-1} \sigma(y)$ as required.

For (b), the equality $\sigma(y) y^{-1}=x$ remains valid when $y$ is replaced by $n y$ with $n \in \mathbb{Z}$, and thus we may take $y$ to be in $R$. Now let $y$ and $z$ be in $R$ with $\sigma(z) z^{-1}=$ $x=\sigma(y) y^{-1}$. Then $\sigma\left(z y^{-1}\right)=z y^{-1}$, and $z y^{-1}$ is in $\mathbb{Q}$. Among all $y \in R$ with $\sigma(y) y^{-1}=x$, let $y_{0}$ be one with $|N(y)|$ as small as possible; $y_{0}$ exists because $|N(y)|$ is an integer in each case. If $\sigma(z) z^{-1}=x$, write $z=u+v \delta, y_{0}=a+b \delta$, and $z y_{0}^{-1}=$ $p / q$ with $\operatorname{GCD}(p, q)=1$. Then $q u+q v \delta=q z=p y_{0}=p a+p b \delta$, and we obtain $q u=p a$ and $q v=p b$. Therefore $q$ divides $a$ and $b$, and $q^{-1} y_{0}=q^{-1} a+q^{-1} b \delta$ is in $R$. Then $y=q^{-1} y_{0}$ is another element in $R$ with $\sigma(y) y^{-1}=x$, and it contradicts the minimal choice of $\left|N\left(y_{0}\right)\right|$ unless $|q|=1$. We conclude that $z= \pm p y_{0}$.
28. In (a), $N\left(I^{2}\right)=N((x))$ says that $N(I)^{2}=|N(x)| N(R)=|N(x)|$. Therefore $N\left(x^{-1} N(I)\right)=|N(x)|^{-1} N\left((N(I))=|N(x)|^{-1} N(I)^{2}=1\right.$, and $x N(I)^{-1}$ has norm 1.

In (b), Problem 27b gives us $y_{0} \in R$ with $\sigma\left(y_{0}\right) y_{0}^{-1}=x N(I)^{-1}$. Then we compute that $\sigma\left(\left(y_{0}\right) I\right)=\sigma\left(y_{0}\right) \sigma(I)=y_{0} x N(I)^{-1} \sigma(I)=y_{0} N(I)^{-1}(x) \sigma(I)=$ $y_{0} N(I)^{-1} I^{2} \sigma(I)=y_{0} N(I)^{-1}\left((N(I)) I=y_{0} I\right.$.

For (c), suppose $N\left(y_{0}\right)>0$. Then Problem 26a shows that $\left(y_{0}\right) I=(a) J_{S}$ for some $a \in \mathbb{Z}$, and this gives the required strict equivalence. If $N\left(y_{0}\right)<0$, then $N\left(y_{0} \sqrt{m}\right)>0$, and $\sigma\left(\left(y_{0} \sqrt{m}\right) I\right)=\left(y_{0} \sqrt{m}\right) I$; Problem 26a shows that $\left(y_{0} \sqrt{m}\right) I$ $=(a) J_{S}$ for some $a \in \mathbb{Z}$, and this gives the required strict equivalence.
29. For (a), since $m<0$ and $m$ is neither -1 nor -3 , the possible units are $\varepsilon= \pm 1$. The equality $\sigma(x)=\varepsilon x$ says that $x$ is in $\mathbb{Z}$ if $\varepsilon=+1$, and it says that $x$ is in $\mathbb{Z} \sqrt{m}$ if $\varepsilon=-1$.

For (b), when $m=-1$ or $m=-3$, we have $D=-4$ or $D=-3$; thus $g=0$, and there is nothing to prove. For other values of $m<0$, consider $J_{S}$. Then $N\left(J_{S}\right)=\prod_{p \in S} p$, and this is some divisor $D^{\prime}$ of $D$ with no repeated factors. Let us write $J_{S}=\langle a, b+g \delta\rangle$ by Problem 15. Then $a g=D^{\prime}$ and $g$ divides $a$. Since $D^{\prime}$ is square free, $a=D^{\prime}$ and $g=1$. If $J_{S}$ is principal, then (a) shows that $J_{S}=(c)$ for an integer $c$ or $J_{S}=(d \sqrt{m})$ for an integer $d$.

Suppose $J_{S}=(c)$. Then $b+\delta=r c$ for some $r \in R$. Write $r=x+y \delta$ for integers $x$ and $y$. Then $b+\delta=c x+c y \delta$ shows that $1=c y$ and hence that $c$ divides 1. Thus $J_{S}=R$, and the set $S$ is empty.

Suppose $J_{S}=(d \sqrt{m})$. Then $b+\delta=d x \sqrt{m}+d y \delta \sqrt{m}$ for some integers $x$ and $y$. If $D$ is odd, then the equation reads $b+\frac{1}{2}(1-\sqrt{m})=d x \sqrt{m}+d y \frac{1}{2}(1-\sqrt{m}) \sqrt{m}$. This implies that $-\frac{1}{2} \sqrt{m}=d\left(x+\frac{1}{2} d y\right) \sqrt{m}$, hence that $-1=d(2 x+1)$. Therefore $d=1, J_{S}=(\sqrt{m})=(\sqrt{D}), N\left(J_{S}\right)=|D|$, and $S=E$. If $D$ is even, then the equation reads $b-\sqrt{m}=d x \sqrt{m}-d y m$, and we obtain $-1=d x$. So $d=1$, $J_{S}=(\sqrt{m}), N\left(J_{S}\right)=m=D / 4=D^{\prime}$. This is the product of all prime divisors of $D$ if $D / 4 \equiv 2 \bmod 4$ and all of them but 2 if $D / 4 \equiv 3 \bmod 4$.

For (c), let $E^{\prime}$ be a subset of $g$ members of $E$, and assume that the element of $E$ that is not in $E^{\prime}$ is not 2 unless $D=-4$. If $S$ and $S^{\prime}$ are two subsets of $E^{\prime}$, then $J_{S} J_{S^{\prime}}=(n) J_{T}$, where $n=\prod_{p \in S \cap \cap^{\prime}} p$ and $T=\left(S-S^{\prime}\right) \cup\left(S^{\prime}-S\right)$. If $J_{S}$ and $J_{S^{\prime}}$ represent the same genera, then $J_{S} J_{S^{\prime}}$ is principal, and $J_{T}$ must be principal. The set $T$ can be empty only if $S=S^{\prime}$, and it has to be a subset of $E^{\prime}$ and thus cannot be all of $E$. According to (b), the only way that $J_{T}$ can be principal is thus that $S=S^{\prime}$ or that all of the conditions $D$ even, $D / 4 \equiv 2 \bmod 4$, and $T=E^{\prime}=E-\{2\}$ are satisfied. In the latter case the construction of $E^{\prime}$ shows that $D=-4, T$ is empty, and $S=S^{\prime}$. Thus the ideals $J_{S}$ for $S \subseteq E^{\prime}$ represent distinct genera in every case.

For (d), the roots of unity are $\pm \varepsilon_{1}^{k}$. Since $N\left(\varepsilon_{1}\right)=-1$, the roots of unity of norm 1 are the $\pm \varepsilon_{1}^{2 n}$. So suppose that $\varepsilon= \pm \varepsilon_{1}^{2 n}$. Put $\varepsilon_{0}=\varepsilon_{1}^{n}$. Then $\varepsilon_{0} \sigma\left(\varepsilon_{0}\right)=N\left(\varepsilon_{0}\right)=$ $(-1)^{n}$, and $\sigma\left(\varepsilon_{1}^{n} x\right)=\sigma\left(\varepsilon_{0}\right) \sigma(x)=\sigma\left(\varepsilon_{0}\right) \varepsilon x=(-1)^{n} \varepsilon_{0}^{-1} \varepsilon x= \pm(-1)^{n} \varepsilon_{1}^{-n} \varepsilon_{1}^{2 n} x=$ $\pm(-1)^{n} \varepsilon_{1}^{n} x=s \varepsilon_{1}^{n} x$ with $s= \pm(-1)^{n}$. If $s=+1$, then $\varepsilon_{1}^{n} x$ is in $\mathbb{Z}$, while if $s=-1$, then $\varepsilon_{1}^{n} x$ is in $\mathbb{Z} \sqrt{m}$. Then the same steps as in (b) and (c) finish the argument.

For (e), the four mentioned ideals are principal, and we have (1) $=J_{S}$ for $S$ empty and $(\sqrt{m})=J_{S}$ for $S$ equal to the set of prime divisors of $m$. For these two ideals, $N(1)>0$ and $N(\sqrt{m})<0$. Consider $\left(y_{0}^{+}\right)$and $\left(y_{0}^{-}\right)$. The ideal $\left(y_{0}^{+}\right)$has $\sigma\left(\left(y_{0}^{+}\right)\right)=\left(\sigma\left(y_{0}^{+}\right)\right)=\left(y_{0}^{+} \varepsilon_{1}\right)=\left(y_{0}^{+}\right)$, and hence it is of the form ( $n$ ) $J_{S}$ for some $S$. Then $y_{0}^{+}=n r$ for some $r \in R$, and it follows that $n^{-1} y_{0}^{+}$is in $R$. This contradicts the minimality of $\left|N\left(y_{0}^{+}\right)\right|$unless $|n|=1$. Hence $\left(y_{0}^{+}\right)=J_{S}$ for some $S$. Similarly $\left(y_{0}^{-}\right)=J_{S}$ for some $S$. Thus all four principal ideals are of the form $J_{S}$.

Let us see that the four principal ideals are distinct. Neither ideal ( $y_{0}^{+}$) nor $\left(y_{0}^{-}\right)$ can equal (1). In fact, if ( $y_{0}^{+}$) were to equal (1), then $y_{0}^{+}$would be a unit $\varepsilon$, and we
would have $\varepsilon_{1}=\sigma\left(y_{0}^{+}\right)\left(y_{0}^{+}\right)^{-1}=\sigma(\varepsilon) \varepsilon^{-1}=\varepsilon^{-2}$, in contradiction to the fact that $\varepsilon_{1}$ is fundamental. Similarly ( $y_{0}^{-}$) cannot equal (1).

Since $\sigma\left(y_{0}^{+} \sqrt{m}\right)\left(y_{0}^{+} \sqrt{m}\right)^{-1}=-\sigma\left(y_{0}^{+}\right) \sqrt{m}\left(y_{0}^{+}\right)^{-1}(\sqrt{m})^{-1}=-\sigma\left(y_{0}^{+}\right)\left(y_{0}^{+}\right)^{-1}$ $=-\varepsilon_{1}$, the definition of $y_{0}^{-}$shows that $y_{0}^{+} \sqrt{m}=n y_{0}^{-}$for some integer $n$. Passing to norms gives $-m N\left(y_{0}^{+}\right)=n^{2} N\left(y_{0}^{-}\right)$. Therefore $N\left(y_{0}^{+}\right)$and $N\left(y_{0}^{-}\right)$have opposite sign.

We have seen that two of the four elements $1, y_{0}^{+}, y_{0}^{-}, \sqrt{m}$ have positive norm, two have negative norm, and the two of positive norm generate distinct principal ideals. To see that the two of negative norm generate distinct ideals, we consider separately the cases $N\left(y_{0}^{-}\right)<0$ and $N\left(y_{0}^{+}\right)<0$. If $N\left(y_{0}^{-}\right)<0$, we use the equation $-m N\left(y_{0}^{+}\right)=n^{2} N\left(y_{0}^{-}\right)$proved in the previous paragraph. If $\left(y_{0}^{-}\right)=(\sqrt{m})$, then cancellation gives $N\left(y_{0}^{+}\right)=+1$; then $y_{0}^{+}$is a unit, and we have seen that it cannot be. If $N\left(y_{0}^{+}\right)<0$, we use the definition of $y_{0}^{+}$in the same way as in the previous paragraph to obtain $-m N\left(y_{0}^{-}\right)=n^{2} N\left(y_{0}^{+}\right)$for some integer $n$. Cancellation shows that $N\left(y_{0}^{-}\right)=+1$; then $y_{0}^{-}$is a unit, and we have seen that it cannot be. Thus the four principal ideals are distinct.

Now suppose that $(x)$ is any principal ideal fixed by $\sigma$. As in the statement of the problem, we have $\sigma(x)=\varepsilon x$ for some unit $\varepsilon$. The most general unit is of the form $\varepsilon= \pm \varepsilon_{1}^{n}$. We shall produce constructively the element of Problem 27 corresponding to $\varepsilon$. Put $y_{0, n}=\varepsilon_{1}^{n / 2}$ if $n$ is even and $y_{0, n}=\varepsilon_{1}^{(n+1) / 2} y_{0}$ if $n$ is odd. For $n$ even we have

$$
\sigma\left(y_{0, n} x\right)=\sigma\left(y_{0, n}\right) \varepsilon x= \pm \sigma\left(\varepsilon_{1}^{n / 2}\right) \varepsilon_{1}^{n} x= \pm \varepsilon_{1}^{-n / 2} \varepsilon_{1}^{n} x= \pm y_{0, n} x
$$

and for $n$ odd we have

$$
\begin{aligned}
\sigma\left(y_{0, n} x\right) & =\sigma\left(y_{0, n}\right) \varepsilon x= \pm \sigma\left(\varepsilon_{1}^{(n+1) / 2} y_{0}\right) \varepsilon_{1}^{n} x= \pm \varepsilon_{1}^{-(n+1) / 2} \sigma\left(y_{0}\right) \varepsilon_{1}^{n} x \\
& = \pm \varepsilon_{1}^{(n-1) / 2} \sigma\left(y_{0}\right) x= \pm \varepsilon_{1}^{(n-1) / 2} y_{0} \varepsilon_{1} x= \pm y_{0, n} x
\end{aligned}
$$

Thus $\sigma\left(y_{0, n} x\right)= \pm y_{0, n} x$ for all $n$. Therefore $y_{0, n} x$ is in $\mathbb{Z}$ or in $\mathbb{Z} \sqrt{m}$, depending on the sign $\pm$. Depending on the sign, $\left|N\left(y_{0, n} x\right)\right|=\left|N\left(y_{0, n}\right)\right||N(x)|$ thus is either the square of an integer or $m$ times the square of an integer. If $n$ is even, then $\left|N\left(y_{0, n}\right)\right|=1$, and $|N(x)|$ is therefore either the square of an integer or $m$ times the square of an integer. Since $|N(x)|$ is the value of the norm of $(x)$, there are only two possible $S$ 's for which this can happen. If $n$ is odd, then $\left|N\left(y_{0, n}\right)\right|=a$ for a certain square-free integer $>1$, as we have seen. Therefore $|N(x)|$ has to be either $a^{-1}$ times the square of an integer or $m a^{-1}$ times the square of an integer. So there are only two possible $S$ 's in this case. Thus there are only four possible $S$ 's in all cases, and these have been accounted for. So the number of principal ideals among the $J_{S}$ 's is exactly four. To complete the proof, we now argue as in (c) but consider only possibilities for which the product of two $J_{S}$ 's is $n^{2}$ times one of the two $J_{S}$ 's given by a principal ideal with a generator of positive norm.
30. Since $D$ is fundamental, $\left(a_{1}, b_{1}, c_{1}\right)$ is automatically primitive. Then Lemma 1.10 produces a properly equivalent form that represents some integer $a$ relatively
prime to $D$. The rest follows from the argument in the second paragraph of the proof of sufficiency in Theorem 6b.
31. For (a), choose an integer $r$ such that $b+2 a r=k D$ for some integer $k$; this is possible because $\operatorname{GCD}(D, 2 a)=1$. Then the translation $x=x^{\prime}+r y^{\prime}, y=y^{\prime}$ leads from $a x^{2}+b x y+c y^{2}$ to $a x^{\prime 2}+k D x^{\prime} y^{\prime}+c^{\prime} y^{\prime 2}$ for some $c^{\prime}$. The discriminant of the new form is still $D=k^{2} D^{2}-4 a c^{\prime}$, and thus $4 a c^{\prime} \equiv 0 \bmod D$. Since $\operatorname{GCD}(4 a, D)=1$, $c^{\prime} \equiv 0 \bmod D$.

For (b), $b$ has to be even because $D=b^{2}-4 a c$ is even. Write $b=2 \bar{b}$. Choose an integer $s$ such that $\bar{b}+a s=k D$ for some $k$; this is possible because $\operatorname{GCD}(a, D)=1$. Then the translation $x=x^{\prime}+s y^{\prime}, y=y^{\prime}$ leads from $a x^{2}+b x y+c y^{2}$ to $a x^{\prime 2}+2 k D x^{\prime} y^{\prime}+c^{\prime} y^{\prime 2}$ for some $c^{\prime}$. The discriminant of the new form is $D=$ $4 k^{2} D^{2}-4 a c^{\prime}$, where $c^{\prime}=(4 a)^{-1} D\left(4 k^{2} D-1\right)=a^{-1}(D / 4)\left(4 k^{2} D-1\right)$. Modulo $D$, this expression is $-\bar{a}(D / 4)$, where $\bar{a}$ is an integer with $\bar{a} a \equiv 1 \bmod D$. Here $a$ is odd, and hence $a^{2} \equiv 1 \bmod 8$. If $2^{u}$ is the exact power of 2 dividing $D$, then $\bar{a} a \equiv 1 \bmod 2^{u}$, and hence $\bar{a} \equiv a \bmod 2^{u}$. If $p$ is any odd prime dividing $D$, then $p$ divides $D / 4$, and hence $\bar{a}(D / 4) \equiv 0 \equiv a(D / 4) \bmod p$. Therefore $\bar{a}(D / 4) \equiv a(D / 4) \bmod D$, and we conclude that $c^{\prime} \equiv-a(D / 4) \bmod D$.
32. For (a), clearing fractions in the expression $a x^{2}+k D x y+l D y^{2}=r$ yields $a u^{2}+k D u v+l D v^{2}=r w^{2}$. Suppose a prime $p$ divides $\operatorname{GCD}(w, D)$. Then $p$ divides $a u^{2}$. Since $\operatorname{GCD}(a, D)=1, p$ divides $u$. Referring back to the equation, we see that $p^{2}$ divides $a u^{2}$ and $k D u v$, hence divides $l D v^{2}$. Thus $p$ divides $l v^{2}$. The discriminant is $D=k^{2} D^{2}-4 a l D$, and divisibility of $l$ by $p$ would force $p^{2}$ to divide the left side $D$. Hence $p$ does not divide $l$, and $p$ must divide $v$. Then $p$ divides both $u$ and $v$, in contradiction to the minimality of the common denominator $w$. We conclude that $\operatorname{GCD}(w, D)=1$. Taking the equation $a u^{2}+k D u v+l D v^{2}=r w^{2}$ modulo $D$ gives $a u^{2} \equiv r w^{2} \bmod D$. Since $r$ and $w$ are relatively prime to $D$, so is $u$. Thus we can rewrite this congruence as $a \equiv d^{2} r \bmod D$ for some integer $d$ relatively prime to $D$.

For (b), the same argument gives $a^{\prime} \equiv d^{\prime 2} r \bmod D$. Since $d$ is relatively prime to $D$, we can rewrite the congruence for $a$ as $r \equiv d^{-2} a \bmod D$, and then $a^{\prime} \equiv d^{2} r \equiv$ $\left(d^{-1} d^{\prime}\right)^{2} a \bmod D$.

For (c), the given forms are properly equivalent over $\mathbb{Z}$ to $(a, k D, l D)$ and to $\left(a^{\prime}, k^{\prime} D, l^{\prime} D\right)$, respectively, by Problem 31a. Proper equivalence over $\mathbb{Q}$ means that the two forms take on the same rational values, one of which is the integer $a^{\prime}$. Part (b) therefore shows that $a^{\prime}=a s^{2}+n D$ for some integers $s$ and $n$, necessarily with $\operatorname{GCD}(s, D)=1$. Modulo $D$, the forms are given by $a x^{2}$ and $a^{\prime} x^{\prime 2}$, and the first can be transformed into the second by the substitution $x=s x^{\prime}, y=s^{-1} y^{\prime}$, where $s^{-1}$ is the multiplicative inverse of $s$ in $\mathbb{Z} / D \mathbb{Z}$. In fact, substitution into $a x^{2}$ gives $a\left(s x^{\prime}\right)^{2}=\left(a s^{2}\right) x^{\prime 2} \equiv a^{\prime} x^{\prime 2} \bmod D$. This substitution is given by the matrix $\left(\begin{array}{cc}s & 0 \\ 0 & s^{-1}\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Z} / D \mathbb{Z})$.
33. Part (a) is almost the same as Problem 32a. Clearing fractions leads to $a u^{2}+k D u v+(l D-a(D / 4)) v^{2}=r w^{2}$, and the argument that no odd prime $p$ divides $\operatorname{GCD}(w, D)$ is the same. Suppose that 2 divides $w$. The equation modulo 4
is then $a u^{2}-a(D / 4) v^{2} \equiv 0 \bmod 4$ with $D / 4$ congruent to 2 or 3 modulo 4 . Since 2 divides $w$, at least one of $u$ and $v$ must be odd. If $D / 4 \equiv 3 \bmod 4$, the congruence becomes $a\left(u^{2}+v^{2}\right) \equiv 0 \bmod 4$, which is impossible with at least one of $u$ and $v$ odd. If $D / 4 \equiv 2 \bmod 4$, the congruence becomes $a\left(u^{2}+2 v^{2}\right) \equiv 0 \bmod 4$, which again is impossible with at least one of $u$ and $v$ odd. $\operatorname{Thus} \operatorname{GCD}(w, D)=1$. Taking the equation modulo $D$ and using the invertibility of $r$ and $w$ modulo $D$, we have $a r^{-1} w^{-2}\left(u^{2}-(D / 4) v^{2}\right) \equiv 1 \bmod D$.

For (b), let $p$ be an odd prime divisor of $D$. The above congruence then becomes $a r^{-1} w^{-2} u^{2} \equiv 1 \bmod p$. Similarly with the second form, there is some $w^{\prime}$ prime to $D$ such that $a^{\prime} r^{-1} w^{\prime 2} u^{\prime 2} \equiv 1 \bmod p$. Comparing the two expressions, we see that $a$ modulo $p$ is the product of $a^{\prime}$ and an invertible square.

For (c), the above congruence becomes $\mathrm{ar}^{-1} w^{-2}\left(u^{2}+v^{2}\right) \equiv 1 \bmod 4$. This forces $u^{2}+v^{2} \equiv 1 \bmod 4$. Since $w$ has to be odd, $w^{2} \equiv 1 \bmod 4$. Hence $a r^{-1} \equiv 1 \bmod 4$. Similarly $a^{\prime} r^{-1} \equiv 1 \bmod 4$, and therefore $a \equiv a^{\prime} \bmod 4$.

For (d), the above congruence becomes $\operatorname{ar}^{-1}\left(u^{2}-(D / 4) v^{2}\right) \equiv 1 \bmod 8$, since $w$ is odd. If $D / 4 \equiv 2 \bmod 8$, we obtain $\operatorname{ar}^{-1}\left(u^{2}-2 v^{2}\right) \equiv 1 \bmod 8$. Here $u$ has to be odd, and thus $a r^{-1}\left(1-2 v^{2}\right) \equiv 1 \bmod 8$. If $v$ is even, this says that $a \equiv r \bmod 8$; if $v$ is odd, it says that $a \equiv-r \bmod 8$. Putting this conclusion together with a similar conclusion about the second form, we obtain $a^{\prime} \equiv \pm a \bmod 8$.

If $D / 4 \equiv 6 \bmod 8$, we obtain $\operatorname{ar}^{-1}\left(u^{2}+2 v^{2}\right) \equiv 1 \bmod 8$. Here $u$ has to be odd, and thus $a r^{-1}\left(1+2 v^{2}\right) \equiv 1 \bmod 8$. If $v$ is even, this says that $a \equiv r \bmod 8$; if $v$ is odd, it says that $a \equiv 3 r \bmod 8$. Putting this conclusion together with a similar conclusion about the second form, we obtain $a^{\prime} \equiv a \bmod 8$ or $a^{\prime} \equiv 3 a \bmod 8$.

For (e), we shall assemble a member of $\operatorname{SL}(2, \mathbb{Z} / D \mathbb{Z})$ one prime at a time and use the Chinese Remainder Theorem. For odd primes $p$ dividing $D$, choose $s_{p}$ with $a^{\prime} \equiv s_{p}^{2} a \bmod p$, and introduce the matrix $M_{p}=\left(\begin{array}{cc}s_{p} & 0 \\ 0 & s_{p}^{-1}\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Z} / p \mathbb{Z})$. If $D / 4 \equiv$ $3 \bmod 4$, introduce the matrix $M_{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Z} / 4 \mathbb{Z})$. If $D / 4 \equiv 2 \bmod 4$, let $M_{2}=\left(\begin{array}{ll}1 & 6 \\ 1 & 7\end{array}\right)$ in $\operatorname{SL}(2, \mathbb{Z} / 8 \mathbb{Z})$ if $D / 4 \equiv 6 \bmod 8$, and let $M_{2}=\left(\begin{array}{ll}1 & 2 \\ 1 & 3\end{array}\right) \operatorname{in} \operatorname{SL}(2, \mathbb{Z} / 8 \mathbb{Z})$ if $D / 4 \equiv 2 \bmod 8$. The Chinese Remainder Theorem produces a unique matrix with entries in $\mathbb{Z} / D \mathbb{Z}$ that is congruent to $M_{p}$ modulo each odd prime divisor of $D$ and is congruent to $M_{2}$ modulo the power of 2 dividing $D$. Call this matrix $M=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$. It has determinant 1 modulo $D$ and hence lies in $\operatorname{SL}(2, \mathbb{Z} / D \mathbb{Z})$. Then substitution of $x=\alpha x^{\prime}+\beta y^{\prime}$ and $y=\gamma x^{\prime}+\delta y^{\prime}$ into the form $a\left(x^{2}-(D / 4) y^{2}\right)$ modulo $D$ leads to the form $a^{\prime}\left(x^{2}-(D / 4) y^{2}\right)$ modulo $D$.
34. These problems establish a function from the set of equivalence classes of binary quadratic forms over $\mathbb{Z}$ with discriminant $D$, the equivalence relation being proper equivalence over $\mathbb{Q}$, onto the set of equivalence classes of binary quadratic forms over $\mathbb{Z}$ with discriminant $D$, the equivalence relation being proper equivalence over $\mathbb{Z} / D \mathbb{Z}$. The number of elements in the domain has to be $\geq$ the number of elements in the range.
35. The steps in solving Problems 32 and 33 involve relating $a$ to $r$ modulo each prime power dividing $D$. These relationships are the same as the relationships between $a$ and $r^{\prime}$ if the form modulo $D$ represents $r^{\prime}$ and $\operatorname{GCD}\left(r^{\prime}, D\right)=1$, and the relationships are transitive. Thus the genus characters take the same values at $r$ as they do at $r^{\prime}$, and they take the same values at $a$ as well.
36. Multiplication is the operation on proper equivalence classes of forms that corresponds to composition of aligned representatives of the classes, and composition is defined in such a way that the set of values of the composition is the set of products of a value of one form by a value of the other. The values are unaffected by proper equivalence over $\mathbb{Z}$.
37. For (a), $D / 4$ has an odd number $2 t+1$ of prime factors $4 k+3$. Use of the Jacobi symbol with $a$ odd and $p$ varying over the prime divisors of $D / 4$ gives

$$
\prod_{p}\left(\frac{a}{p}\right)=\prod_{p=4 k+1}\left(\frac{a}{p}\right) \prod_{p=4 k+3}\left(\frac{a}{p}\right)=\xi(a)^{2 t+1} \prod_{p=4 k+1}\left(\frac{p}{a}\right) \prod_{p=4 k+3}\left(\frac{p}{a}\right)=\xi(a)\left(\frac{D / 4}{a}\right)
$$

Therefore

$$
\xi(a) \prod_{p}\left(\frac{a}{p}\right)=\left(\frac{D / 4}{a}\right)=\left(\frac{2}{a}\right)^{2}\left(\frac{D / 4}{a}\right)=\left(\frac{D}{a}\right) .
$$

For (b) and (c), say that the number of prime factors $4 k+3$ of $D / 8$ is $t$. With $p$ varying over the odd prime divisors of $D$, the same computation as above gives $\prod_{p}\left(\frac{a}{p}\right)=\xi(a)^{t}\left(\frac{D / 8}{a}\right)$. Then $\left(\frac{D}{a}\right)=\left(\frac{2}{a}\right)\left(\frac{D / 8}{a}\right)=\eta(a) \xi(a)^{t} \prod_{p}\left(\frac{a}{p}\right)$. One easily checks that $t$ is even if $D / 4 \equiv 2 \bmod 8$ and is odd if $D / 4 \equiv 6 \bmod 8$, and the result follows.
38. For each odd prime divisor $p$ of $D$, choose a residue $r_{p}$ modulo $p$ such that $\left(\frac{r_{p}}{p}\right)=s_{p}$. If $D$ is even, choose an odd residue $r_{2}$ modulo 8 such that $\alpha\left(r_{2}\right)=s_{2}$. The Chinese Remainder Theorem produces an integer $b$ prime to $D$ such that $b \equiv$ $r_{p} \bmod p$ for the odd $p$ 's and $b \equiv r_{2} \bmod 8$. For this integer $b$ and every $k \geq 0$, we have $\left(\frac{b+k D}{p}\right)=r_{p}$ for each odd $p$ and $\alpha(b+k D)=s_{2}$. Dirichlet's Theorem says that $b+k D$ is a prime $q$ for a suitable choice of $k$, and this prime $q$ has the required properties.
39. Problem 37 showed that the product of the genus characters for an odd integer $a$ such that $\operatorname{GCD}(a, D)=1$ is $\left(\frac{D}{a}\right)$. Using the genus characters at $a=q$, we see that $\left(\frac{D}{q}\right)=1$. Theorem 1.6 b shows that $q$ is primitively representable by some form $(q, b, c)$ of discriminant $D$. The values of the genus characters for this form are their values on $q$, and we have arranged that these values are the various numbers $s_{p}$. Since there are $g+1$ genus characters and the first $g$ of them can be specified arbitrarily and still give a similarity class modulo $D$, there are at least $2^{g}$ similarity classes modulo $D$.
40. Problem 29 shows that the number of classes of type (i) is exactly $2^{g}$. Problems 30-33 show that equivalence of type (i) implies equivalence of type (ii), and they therefore give a mapping of the set of classes of type (i) onto the set of classes of
type (ii). The definition of "similar modulo $D$ " immediately implies that equivalence of type (ii) implies equivalence of type (iii), and therefore we obtain a mapping of the set of classes of type (ii) onto the set of classes of type (iii). Finally Problem 39 shows that there are at least $2^{g}$ classes of type (iii). The result follows.

## Chapter II

1. The unital left $\mathbb{C} G$ modules correspond (via the universal mapping property of a group algebra) to representations of $G$ on complex vector spaces. The theory in Chapter VII of Basic Algebra shows that every representation splits as the direct sum of irreducible representations, which correspond to simple left $\mathbb{C} G$ modules. Hence every unital left $\mathbb{C} G$ module is semisimple. The left regular representation of $G$, which corresponds to the left $\mathbb{C} G$ module $\mathbb{C} G$, decomposes as the sum of irreducible representations, each irreducible representation occurring as many times as its degree. The sum of all the irreducible subspaces of a given isomorphism type gives one of the factors $M_{n}(\mathbb{C})$ of $\mathbb{C} G$, and every factor arises this way.
2. For $(a), \operatorname{rad} A=(\mathbb{C}+\mathbb{C} X)\left(X^{2}+1\right)$, and $S$ will be the sum of two copies of $\mathbb{C}$. Finding $S$ requires some computation. We can identify $A /(\operatorname{rad} A)$ with the quotient $\mathbb{C}[X] /\left(X^{2}+1\right)$, and direct computation shows that the two idempotents in this notation having sum 1 are $\frac{1}{2 i}(X+i)$ and $-\frac{1}{2 i}(X-i)$. The proof of Proposition 2.23 shows how to lift these to idempotents in $A$. For the first one, put $a=\frac{1}{2 i}(X+i)$ and $b=1-a=-\frac{1}{2 i}(X-i)$, and observe that $(a b)^{2}=0$. The proposition gives the formula $e=\sum_{k=0}^{2}\binom{4}{k} a^{4-k} b^{k}=a^{4}+4 a^{3} b$, the term for $k=2$ being 0 . Then $e=a^{3}(a+4 b)=\frac{1}{16}(X+i)^{3}(-3 X+5 i)$. So one contribution to $S$ comes from $\mathbb{C} e$; the other will come from the complex conjugate in the form of $\mathbb{C} f$, where $f=\frac{1}{16}(X-i)^{3}(-3 X-5 i)$.

We can check directly that $e$ is an idempotent. In fact,

$$
e^{2}-e=e\left[\frac{1}{16}(X+i)^{3}(-3 X+5 i)-1\right] .
$$

The polynomial in square brackets vanishes at $X=i$, and so does its derivative. Thus the polynomial is divisible by $(X-i)^{2}$, and $e^{2}-e=(X+i)^{3}(-3 X+5 i) \times$ $\left[(X-i)^{2} Q(X)\right]$ is divisible by $\left(X^{2}+1\right)^{2}$.

For (b), the answer is yes. This problem anticipates Problem 5 below. The algebra $S$ is spanned linearly by its idempotents, and Problem 5 shows that the idempotents are determined uniquely in the commutative case.

For $(\mathrm{c}), \operatorname{rad} A=(\mathbb{R}+\mathbb{R} X)\left(X^{2}+1\right)$. Call the subalgebra $S_{0}$. This subalgebra will be a 2 -dimensional real subalgebra isomorphic to $\mathbb{C}$. To find it, we can go through the proof of Theorem 2.17 or we can use the Galois group. The latter method is a good bit easier. Thus we seek those members of $S$ as in (a) that are fixed by complex conjugation. Since $S=\mathbb{C} e+\mathbb{C} \bar{e}$, the result is that $S_{0}=\mathbb{R}(e+\bar{e})+i \mathbb{R}(e-\bar{e})$. This
is unique; in fact, any choice of $S_{0}$ has the property that $S_{0} \otimes_{\mathbb{R}} \mathbb{C}$ is an $S$ for (a), and we know that the $S$ for (a) is unique.
3. Since $\operatorname{rad} A$ is a nilpotent ideal of $A,(\operatorname{rad} A) \otimes_{F} B$ is a nilpotent ideal of $A \otimes_{F} B$, and therefore $(\operatorname{rad} A) \otimes_{F} B \subseteq \operatorname{rad}\left(A \otimes_{F} B\right)$. For the reverse inclusion Proposition 2.31 shows that $\operatorname{rad}\left(A \otimes_{F} B\right)=I \otimes_{F} B$ for some two-sided ideal of $A$. If $\left(\operatorname{rad}\left(A \otimes_{F} B\right)\right)^{n}=0$ and $a_{1}, \ldots, a_{n}$ are in $I$, then $\left(a_{1} \otimes 1\right) \cdots\left(a_{n} \otimes 1\right)$ must be 0 , and hence $a_{1} \cdots a_{n}=0$. Therefore $I \subseteq \operatorname{rad} A$, and $\operatorname{rad}\left(A \otimes_{F} B\right) \subseteq(\operatorname{rad} A) \otimes_{F} B$.
4. For (a), suppose on the contrary that there is an infinite sequence $M_{1}, M_{2}, \ldots$ of distinct maximal ideals. Then we obtain a decreasing sequence of ideals $R \supseteq$ $M_{1} \supseteq M_{1} M_{2} \supseteq M_{1} M_{2} M_{3} \supseteq \cdots$, and the Artinian property shows that $M_{1} \cdots M_{n}=$ $M_{1} \cdots M_{n} M_{n+1}$ for some $n$. Since $M_{n+1}$ is prime and $M_{n+1} \supseteq M_{1} \cdots M_{n}, M_{n+1}$ contains $M_{j}$ for some $j$ with $1 \leq j \leq n$. By maximality, $M_{n}=M_{j}$, and we have a contradiction.

In (b), every element of $\operatorname{rad} R$ is nilpotent because $\operatorname{rad} R$ is nilpotent. Conversely if $x \in R$ is nilpotent with $x^{n}=0$, then $R x$ is nilpotent with $(R x)^{n}=0$, since $a_{1} x a_{2} x \cdots a_{n} x=a_{1} a_{2} \cdots a_{n} x^{n}=0$ for any $a_{1}, \ldots, a_{n} \in R$. Thus $R x \subseteq \operatorname{rad} R$, and the nilpotent element $x$ lies in $\operatorname{rad} R$. This proves (b), and (c) follows because $R$ is semisimple if and only if $\operatorname{rad} R=0$.

For (d), $R$ semisimple implies that $R$ is a product of full matrix rings over division rings. Commutativity implies that the matrices are all of size 1-by-1 and the division rings are all fields.
5. If $e^{\prime}$ is a second representative, then $e^{\prime}=e+r$ with $r \in \operatorname{rad} R$. If $n$ is an odd integer large enough to have $r^{n}=0$, then

$$
\begin{aligned}
0 & =r^{n}=\left(e^{\prime}-e\right)^{n}=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}\left(e^{\prime}\right)^{n-k} e^{k}=e^{\prime}+\sum_{k=1}^{n-1}(-1)^{k}\binom{n}{k} e^{\prime} e-e \\
& =e^{\prime}+\left(\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}\right) e^{\prime} e-e^{\prime} e+e^{\prime} e-e=e^{\prime}+0-e^{\prime} e+e^{\prime} e-e=e^{\prime}-e
\end{aligned}
$$

6. Let $M_{1}, \ldots, M_{n}$ be the finitely many maximal ideals, and put $N=M_{1} \cdots M_{n}$. Nakayama's Lemma says that if $I$ is any ideal contained in all maximal ideals, then the only finitely generated unital $R$ module $M$ having the property that $I M=M$ is $M=0$. The Artinian property shows that $N^{k+1}=N^{k}$ for some $k$. We take $I=N$ and $M=N^{k}$ in Nakayama's Lemma. The $R$ module $M$ is finitely generated because Artinian implies Noetherian (Theorem 2.15), and hence Nakayama's Lemma shows that $N^{k}=0$.
7. Let the maximal ideals be $M_{1}, \ldots, M_{n}$, and let $\left(M_{1} \cdots M_{n}\right)^{k}=0$. If $P$ is a prime ideal, then $P \supseteq 0=\left(M_{1} \cdots M_{n}\right)^{k}$. Since $P$ is prime, $P$ contains one of the factors. Thus $P \supseteq M_{j}$ for some $j$.
8. It helps to have a multiplication table available. If the rows index a factor on the left and the columns index a factor on the right, then the resulting products are given by $\left(\begin{array}{ccc}R & M & 0 \\ 0 & 0 & M \\ 0 & 0 & S\end{array}\right)$.

If $I_{2}$ is a left ideal of $S$ and $I_{1}$ is a left $R$ submodule of $R \oplus M$ containing $M I_{2}$, then $R I_{2}=0, M I_{2} \subseteq I_{1}$, and $S I_{2} \subseteq I_{2}$. Also, $R I_{1} \subseteq I_{1}, M I_{1}=0$, and $S I_{1}=0$. Thus $A I_{1} \subseteq I_{1}$ and $A I_{2} \subseteq I_{1} \oplus I_{2}$. Consequently $I_{1} \oplus I_{2}$ is a left ideal of $A$.

In the reverse direction if $J$ is a left ideal in $A$, then $I_{1}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) J \subseteq R \oplus M$ and $I_{2}=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right) J \subseteq S$ are such that $J=I_{1} \oplus I_{2}$. Also, $r \in R$ implies $\left(\begin{array}{ll}r & 0 \\ 0 & 0\end{array}\right)\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) J$ $=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) r J \subseteq I_{1}$, while $(M \oplus S) I_{1}=0$; and $s \in S$ implies $\left(\begin{array}{ll}0 & 0 \\ 0 & s\end{array}\right)\binom{0}{0} J=$ $\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right) s J \subseteq I_{2}$, while $R I_{2}=0$ and $m \in M$ implies $\left(\begin{array}{ll}0 & m \\ 0 & 0\end{array}\right)\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right) J=\left(\begin{array}{ll}0 & m \\ 0 & 0\end{array}\right) J \subseteq$ $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\left(\begin{array}{ll}0 & m \\ 0 & 0\end{array}\right) J \subseteq\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) J=I_{1}$.
9. For (a), suppose $A$ is left Noetherian. The table produced in the solution of Problem 8 shows that $M \oplus S$ and $R \oplus M$ are two-sided ideals of $A$, and the respective quotient rings are $R$ and $S$. As quotients of a left Noetherian ring, $R$ and $S$ have to be left Noetherian. If $\left\{M_{i}\right\}$ is an ascending chain of $R$ submodules of $M$, then $\left\{\left(\begin{array}{cc}0 & M_{i} \\ 0 & 0\end{array}\right)\right\}$ is an ascending chain of left ideals of $A$, by Problem 8. The latter must be constant from some point on, and then the same thing is true for $\left\{M_{i}\right\}$.

Conversely suppose that $R$ and $S$ are left Noetherian and that the left $R$ module $M$ satisfies the ascending chain condition. If $\left\{J_{i}\right\}$ is an ascending chain of left ideals of $A$, then the corresponding sequence $\left\{\left(I_{2}\right)_{i}\right\}$ is an ascending chain of left ideals in $S$, and $\left\{\left(I_{1}\right)_{i}\right\}$ is an ascending chain of left $R$ submodules of $R \oplus M$ containing $M I_{2}$. Since $S$ is left Noetherian, $\left\{\left(I_{2}\right)_{i}\right\}$ is constant from some point on. Since $R=(R \oplus M) / M$ and $M$ satisfy the ascending chain condition for their left $R$ submodules, so does $R \oplus M$, and therefore $\left\{\left(I_{1}\right)_{i}\right\}$ is constant from some point on.
10. In view of Problem 9a, showing that $A$ is left Noetherian amounts to showing that $R$ and $S$ are (left) Noetherian and $M$ satisfies the ascending chain condition for its left $R$ submodules. The ring $S$ is Noetherian by assumption, and $R$ is a field, hence is Noetherian. The action of $R$ on $M$ is the action of a field on itself, and the $R$ submodules are trivial. In view of Problem 9b, $A$ fails to be right Noetherian if the ascending chain condition fails for the right $S$ submodules of $M=R$. If the ascending chain condition were to hold, then $R$ would be a finitely generated $S$ module, and the only denominators needed for members of the full field $R$ of fractions would be those dividing the product of the denominators of the generators; these fractions are already in $S$, and hence $S$ would equal $R$, contradiction.

The analogs of the results of Problem 9 for the Artinian case show that $A$ fails to be either left or right Artinian if $S$ is not Artinian. If $s$ is a nonunit in $S$, then the chain of principal ideals $\left\{\left(s^{k}\right)\right\}$ is properly descending, since $\left(s^{k}\right)=\left(s^{k+1}\right)$ implies $\varepsilon s^{k}=s^{k+1}$ for some unit $\varepsilon$ and since the hypothesis that $S$ is an integral domain allows us to cancel and obtain $\varepsilon=s$, contradiction.
11. Since $R$ and $S$ are fields, they are left and right Noetherian and Artinian. In view of Problem 9, we are to show that $M=R$ satisfies both chain conditions for its left $R$ modules and neither chain condition for its right $S$ modules. Since $R$ is a
field, $M=R$ has only trivial $R$ submodules and satisfies both chain conditions. For the $S$ action on $R$, we are to examine the $S$ vector subspaces of $S$. Since $\operatorname{dim}_{S} R$ is infinite, there exist both a properly increasing sequence of such subspaces and a properly decreasing one. Hence neither chain condition is satisfied.
12. For (a), the vector-space dimension over $\mathbb{F}$ is certainly 4 , and computation shows that $A$ is closed under products. The choices $a=1$ and $b=0$ show that $A$ has an identity.

For (b), let $x \neq 0$ be in a two-sided ideal $I$. If $x=\left(\begin{array}{cc}a & 0 \\ 0 & \sigma(a)\end{array}\right)$, then $x$ is invertible, and hence $I=A$. Otherwise suppose that some matrix $x=\left(\begin{array}{cc}a & b \\ r \sigma(b) & \sigma(a)\end{array}\right)$ with $b \neq 0$ is in $I$. With $c$ as in the statement of the problem, $c x-x c=\left(\begin{array}{cc}0 & 2 b \sqrt{m} \\ -2 r \sigma(b) \sqrt{m} & 0\end{array}\right)$ is in $I$; this matrix is invertible since $b \neq 0$, and thus $I=A$.

To see that $A$ is central, let $x$ be in the center. The computation $0=c x-x c$ shows that $b=0$. Thus $x$ is of the form $\left(\begin{array}{cc}a & 0 \\ 0 & \sigma(a)\end{array}\right)$. Such an $x$ does not commute with $\left(\begin{array}{ll}0 & 1 \\ r & 0\end{array}\right)$ unless $a=\sigma(a)$, in which case $x$ is in $F$.
13. The determinant is $a \sigma(a)-r b \sigma(b)=N_{K / F}(a)-r N_{K / F}(b)$ and equals 0 for a given $r$ if and only if some pair $(a, b) \neq(0,0)$ has $N_{K / F}(a)=r N_{K / F}(b)$. Since $r \neq 0$, both $a$ and $b$ are nonzero, and this equality then holds if and only if $r=N_{K / F}\left(a b^{-1}\right)$.

In other words, some nonzero member of $A$ has determinant 0 if $r$ is a norm, and then $A$ cannot be a division algebra. Conversely if $r$ is not a norm, then every nonzero member of $A$ is invertible as a matrix. Computation of the inverse matrix shows that it has the correct form to be in $A$. Hence $A$ is a division algebra.

When $A$ is not a division algebra, it is anyway finite-dimensional and central simple and has to be of the form $M_{n}(D)$ for some $n$ and some division algebra $D$ over $F$ such that $\operatorname{dim} M_{n}(D)=4$. The dimensional formula says that $n^{2} \operatorname{dim}_{F} D=4$. Since $n \neq 1$, we must have $n=2$ and $D=F$.
14. The isomorphism follows from the computation $\left(\begin{array}{ll}c & 0 \\ 0 & 1\end{array}\right)\left(\begin{array}{cc}a & b \\ r \sigma(b) & \sigma(a)\end{array}\right)\left(\begin{array}{ll}c & 0 \\ 0 & 1\end{array}\right)^{-1}=$ $\left(\begin{array}{cc}a & b c \\ r c^{-1} \sigma(b) & \sigma(a)\end{array}\right)=\left(\begin{array}{cc}a & b c \\ r^{\prime} \sigma(c) \sigma(b) & \sigma(a)\end{array}\right)=\left(\begin{array}{cc}a & b c \\ r^{\prime} \sigma(b c) & \sigma(a)\end{array}\right)$.
15. Direct computation.
16. If $K$ is a maximal subfield, then $\operatorname{dim}_{F} K=2$. Since the characteristic is not 2, $K=F(\sqrt{m})$ for some nonsquare $m \in F$. Define $i \in K$ be to $\sqrt{m}$.

The map $f: K \rightarrow D$ given by $f(a+b i)=a-b i$ is an algebra homomorphism into the central simple algebra $D$. So the Skolem-Noether Theorem produces $j \in D$ with $j(a+b i) j^{-1}=a-b i$ for all $a+b i$ in $K$, necessarily with $j$ invertible. As in the proof of Theorem 2.50, $j^{2}=r$ lies in $F$. Define $k=i j$. Then $k^{2}=$ $i j i j=i\left(j i j^{-1}\right) j^{2}=i(-i) j^{2}=-r m$, and $-r m=k^{2}=i j k$ implies that $k=$ $-r m\left(j^{-1}\right)\left(i^{-1}\right)=-r m\left(r^{-1} j\right)\left(m^{-1} i\right)=-j i$.

Let us check the multiplication table for $\{1, i, j, k\}$. We know that $i^{2}=m, j^{2}=r$,
$k^{2}=-r m, i j=k$, and $j i=-k$. In addition, we have

$$
\begin{aligned}
j k & =j i j=\left(j i j^{-1}\right) j^{2}=(-i) r=-r i, \\
k j & =i j j=i\left(j^{2}\right)=r i, \\
k i & =i j i=i\left(j i j^{-1}\right) j=i(-i) j=-m j, \\
i k & =i i j=\left(i^{2}\right) j=m j .
\end{aligned}
$$

Hence the $F$ linear map $\varphi$ from $A$ into the given central simple algebra is an algebra homomorphism sending 1 into 1 . Since $A$ is simple, $\varphi$ is one-one. Since $A$ and the given algebra both have dimension $4, \varphi$ is onto. Thus $\varphi$ is an algebra isomorphism. (We did not have to check directly that $\{1, i, j, k\}$ is linearly independent over $F$.)
17. $A$ is an algebra by routinely checking that it is closed under multiplication. Manifestly $A$ has an identity and has dimension 9 over $F$. If $I$ is a nonzero two-sided ideal in $A$, let $x=a+b j+c j^{2}$ be nonzero in $I$, and assume that $x$ is chosen in $I$ such that as few of the coefficients $a, b, c$ are nonzero as possible. Possibly by multiplying $x$ by $j$ or $j^{2}$ on the right, we may assume that $a \neq 0$. Choose $d \in K$ with $d, \sigma(d)$, and $\sigma^{2}(d)$ distinct. Computation shows that $d x-x d$ has one fewer nonzero coefficient. By minimality we must have $d x-x d=0$; hence $x$ must have had just one nonzero coefficient. Such an $x$ is invertible, and thus 1 is in $I$ and $I=A$. Hence $A$ is simple. To see that $A$ has just $F$ as center, we test a general element $x=a+b j+c j^{2}$ for commutativity with both $d \in K$ and the element $j$, and we find that $b=c=0$ and $a=\sigma(a)=\sigma^{2}(a)$.
18. Since $A$ is finite-dimensional central simple, $A \cong M_{n}(D)$ for some $n$ and some central division algebra $D$ over $F$. Then $9=\operatorname{dim} A=n^{2} \operatorname{dim}_{F} D$, and the only possibilities are that $n=3$ and $D=F$, or that $n=1$. In the first case, $A \cong M_{3}(F)$, and in the second case, $A$ is a division algebra. In the first case any column of $A$ (when viewed as $M_{3}(F)$ ) is a 3-dimensional left $A$ module; in the second case $A$ has no proper nonzero left $A$ modules.
19. Left multiplication by $K$ makes $A$ into a $K$ vector space, and the left $K$ submodules of $A$ are the $K$ vector subspaces. The $F$ dimension of such a subspace is 3 times the $F$ dimension. Hence the left $K$ submodules of $A$ are the subspaces of $K$ dimension 1, which consist of all left $K$ multiples of any nonzero vector.

Let $x=a_{0}+b_{0} j+c_{0} j^{2}$ be nonzero in $A$. Then $K x$ is a left $A$ module if and only if $j x$ lies in $K x$. Here $j x=\sigma\left(a_{0}\right) j+\sigma\left(b_{0}\right) j^{2}+\sigma\left(c_{0}\right) j^{3}=r \sigma\left(c_{0}\right)+\sigma\left(a_{0}\right) j+\sigma\left(b_{0}\right) j^{2}$. This equals $d x$ for some $d \in K$ if and only if

$$
\begin{equation*}
r \sigma\left(c_{0}\right)=d a_{0}, \quad \sigma\left(a_{0}\right)=d b_{0}, \quad \text { and } \quad \sigma\left(b_{0}\right)=d c_{0} \tag{*}
\end{equation*}
$$

Combining the second and third equations gives the necessary condition that $\sigma^{2}\left(a_{0}\right)=$ $\sigma\left(d b_{0}\right)=\sigma(d) \sigma\left(b_{0}\right)=\sigma(d) d c_{0}$. Applying $\sigma$ gives the necessary condition $a_{0}=$ $\sigma^{3}\left(a_{0}\right)=\sigma\left(\sigma(d) d c_{0}\right)=\sigma^{2}(d) \sigma(d) \sigma\left(c_{0}\right)=\sigma^{2}(d) \sigma(d) r^{-1} d a_{0}=N_{K / F}(d) r^{-1} a_{0}$.

Thus it is necessary that some $d \in K$ have $N_{K / F}(d)=r$. Conversely if $d \in K$ has $N_{K / F}(d)=r$, then $x_{0}=1+d^{-1} j+d^{-1} \sigma(d)^{-1} j^{2}$ has $a_{0}=1, b_{0}=d^{-1}$, and $c_{0}=d^{-1} \sigma(d)^{-1}$, and we observe that the conditions $(*)$ are satisfied; thus $K x_{0}$ is a left $A$ submodule.

## Chapter III

1. For (a), define $f: A \times K \rightarrow \operatorname{End}_{B^{o}} A$ by $f(a, c)\left(a^{\prime}\right)=a a^{\prime} c$ just as in the proof of Theorem 3.3. The verification that the action of right multiplication by $b \in B$ commutes with $f(a, c)$, i.e., that $f(a, c)$ is in $\operatorname{End}_{B^{\circ}} A$, uses that $B$ commutes with $K$, and the verification that the extended map $f: A \otimes_{F} K \rightarrow \operatorname{End}_{B^{\circ}} A$ respects multiplication uses that $K$ is commutative; otherwise the argument is the same as with Theorem 3.3. The algebra $A \otimes_{F} K$ is central simple over $K$, and $B$ is an algebra over $K$ because $B$ contains $K$. Since $A \otimes_{F} K$ is simple, $f$ is one-one.

For (b), let $V$ be the unique-up-to-isomorphism simple finite-dimensional left $B$ module. If the left $B$ module $B$ is the direct sum of $m$ copies of $V$, then the proof of Theorem 2.2 shows that $B^{o} \cong \operatorname{End}_{B} B \cong M_{m}\left(D^{o}\right)$, where $D^{o}$ is the central division algebra over $K$ given by $D^{o}=\operatorname{End}_{B} V$. Hence $B \cong M_{m}(D)$. If $V^{o}$ denotes the unique-up-to-isomorphism simple finite-dimensional left $B^{o}$ module and if $D^{\prime o}=\operatorname{End}_{B^{o}}\left(V^{o}\right)$, then we have $B \cong \operatorname{End}_{B^{o}}\left(B^{o}\right) \cong M_{m^{\prime}}\left(D^{\prime o}\right)$, and it follows that $m=m^{\prime}$ and $D^{\prime} \cong D^{o}$.

Since $B \subseteq A, A$ is a right $B$ module, hence a left $B^{o}$ module, and $A$ has to be the direct sum of some number $n$ of copies of $V^{o}$. Then the same argument gives an isomorphism $\operatorname{End}_{B^{o}} A \cong M_{n}\left(D^{\prime o}\right) \cong M_{n}(D)$. The Double Centralizer Theorem gives $\operatorname{dim}_{F} A=\left(\operatorname{dim}_{F} B\right)\left(\operatorname{dim}_{F} K\right)$, and thus $\operatorname{dim}_{K} A=\operatorname{dim}_{F} B=$ $\left(\operatorname{dim}_{F} K\right)\left(\operatorname{dim}_{K} B\right)=\left(\operatorname{dim}_{F} K\right)\left(m \operatorname{dim}_{K} V\right)$. Meanwhile, $\operatorname{dim}_{K} A=n \operatorname{dim}_{K} V$ and thus $n \operatorname{dim}_{K} V=\left(\operatorname{dim}_{F} K\right)\left(m \operatorname{dim}_{K} V\right)$. So $n=m \operatorname{dim}_{F} K$. Consequently $\operatorname{dim}_{F} \operatorname{End}_{B^{o}} A=n^{2} \operatorname{dim}_{F} D=m^{2}\left(\operatorname{dim}_{F} D\right)\left(\operatorname{dim}_{F} K\right)^{2}=\left(\operatorname{dim}_{F} B\right)\left(\operatorname{dim}_{F} K\right)^{2}=$ $\left(\operatorname{dim}_{F} A\right)\left(\operatorname{dim}_{F} K\right)=\operatorname{dim}_{F}\left(A \otimes_{F} K\right)$, and the map $f$ in (a) is onto.

For (c), application of (b) and an isomorphism from above gives $A \otimes_{F} K \cong$ $\operatorname{End}_{B^{o}}(A) \cong M_{n}(D)$, and we have seen that $B \cong M_{m}(D)$. Thus $A \otimes_{F} K$ and $B$ lie in the same Brauer equivalence class in $\mathcal{B}(K)$.
2. Take the product over $\sigma$ of the equality $\rho(a(\sigma, \tau)) a(\rho, \sigma \tau)=a(\rho, \sigma) a(\rho \sigma, \tau)$, and get $\rho\left(\prod_{\sigma} a(\sigma, \tau)\right) \prod_{\sigma} a(\rho, \sigma)=\prod_{\sigma} a(\rho, \sigma) \prod_{\sigma} a(\sigma, \tau)$. Canceling gives $\rho\left(\prod_{\sigma} a(\sigma, \tau)\right)=\prod_{\sigma} a(\sigma, \tau)$. Thus $\prod_{\sigma} a(\sigma, \tau)$ is fixed by every member of the Galois group and is in $F^{\times}$.
3. Proposition 3.32 and Theorem 3.31 show that $H^{2 k}\left(\operatorname{Gal}(K / F), K^{\times}\right) \cong$ $H^{2}\left(\operatorname{Gal}(K / F), K^{\times}\right)$for $k \geq 1$ and $H^{2 k+1}\left(\operatorname{Gal}(K / F), K^{\times}\right) \cong H^{1}\left(\operatorname{Gal}(K / F), K^{\times}\right)$ for $k \geq 0$. Then Corollary 3.34 gives $H^{2 k} \cong F^{\times} / N_{K / F}\left(K^{\times}\right)$for all $k \geq 1$, and Theorem 3.17 gives $H^{2 k+1}=0$ for all $k \geq 0$. Finally $H^{0}$ is the subgroup of elements in $K^{\times}$fixed by $\operatorname{Gal}(K / F)$, and this is $F^{\times}$.
4. For (a), it is shown in Chapter IX of Basic Algebra that $\mathbb{Q}\left(e^{2 \pi i / p}\right)$ is a Galois extension of $\mathbb{Q}$ with cyclic Galois group of order $p-1$ whenever $p$ is prime. Here $p=7$. Complex conjugation is a member of the Galois group of order 2 , and $K$ is the subfield fixed by this subgroup. Hence $K$ has degree $6 / 2=3$ over $\mathbb{Q}$, and its Galois group is the quotient of a cyclic group of order 6 by the subgroup of order 2 , hence is cyclic of order 3 . The powers $\zeta^{1}, \ldots, \zeta^{6}$ form a basis of the $\mathbb{Q}$ vector space $\mathbb{Q}(\zeta)$, and the sums of them with their images under complex conjugation span $K$. These sums are $\tau_{1}, \tau_{2}, \tau_{3}$. Since there are only 3 such sums, they must be linearly independent over $\mathbb{Q}$. Put $\tau_{k}=\zeta^{k}+\zeta^{-k}$. Then $\tau_{k}$ depends only on $k \bmod 7$, and $\tau_{k}=\tau_{-k}$. Hence the only $\tau_{k}$ 's that are not any of $\tau_{1}, \tau_{2}, \tau_{3}$ are the ones with $k \equiv 0 \bmod 7$. The members of the Galois group of $\mathbb{Q}(\zeta)$ carry $\zeta$ to $\zeta^{k}$ for $1 \leq k \leq 6$ and therefore carry $\tau_{1}$ to $\tau_{k}, \tau_{2}$ to $\tau_{2 k}$, and $\tau_{3}$ to $\tau_{3 k}$. None of $k, 2 k, 3 k$ is divisible by 7 , and the result follows.

For (b), let $\sigma \in \operatorname{Gal}(K / \mathbb{Q})$ have $\sigma\left(\tau_{1}\right)=\tau_{2}, \sigma\left(\tau_{2}\right)=\tau_{3}$, and $\sigma\left(\tau_{3}\right)=\tau_{1}$. For $x \in K$, we have $N_{K / \mathbb{Q}}(x)=x \sigma(x) \sigma^{2}(x)$. With $x=a \tau_{1}+b \tau_{2}+\tau_{3}$, we get 27 terms when everything is expanded out, and they are the ones listed.

For (c), $\tau_{1}+\tau_{2}+\tau_{3}=-1$ because $\sum_{j=-3}^{3} \zeta^{j}=0$. Next, $\tau_{1} \tau_{2}=\left(\zeta^{1}+\zeta^{-1}\right) \times$ $\left(\zeta^{2}+\zeta^{-2}\right)=\zeta^{3}+\zeta^{-3}+\zeta^{-1}+\zeta^{1}=\tau_{1}+\tau_{3}$, and the other two identities on the second line are similar. Finally $\tau_{1}^{2}=\left(\zeta^{1}+\zeta^{-1}\right)^{2}=\zeta^{2}+2+\zeta^{-2}=\tau_{2}+2$, and the other two identities are similar.

For (d), let $\alpha, \beta, \gamma, \delta$ be the expressions involving $\tau_{1}, \tau_{2}, \tau_{3}$ on the right side in (b). First we have $\tau_{1}^{3}=\tau_{1}^{2} \tau_{1}=\left(\tau_{2}+2\right) \tau_{1}=\tau_{1} \tau_{2}+2 \tau_{1}=3 \tau_{1}+\tau_{3}$. Summing this expression and similar expressions for $\tau_{2}^{3}$ and $\tau_{3}^{3}$ gives $\alpha=4\left(\tau_{1}+\tau_{2}+\tau_{3}\right)=-4$. Second $\beta=\tau_{1} \tau_{2} \tau_{3}=\left(\tau_{1}+\tau_{3}\right) \tau_{3}=\tau_{2}+\tau_{3}+\tau_{1}+2=1$. In (d), the coefficient of $a b c$ is $\alpha+3 \beta=-4+3=-1$, and the coefficient of $a^{3}+b^{3}+c^{3}$ is $\beta=1$. Third $\tau_{1}^{2} \tau_{2}=\tau_{1}\left(\tau_{1}+\tau_{3}\right)=\left(\tau_{2}+2\right)+\left(\tau_{2}+\tau_{3}\right)=\tau_{3}+2 \tau_{2}+2$. Similarly $\tau_{2}^{2} \tau_{3}=\tau_{1}+2 \tau_{3}+2$ and $\tau_{3}^{2} \tau_{1}=\tau_{2}+2 \tau_{1}+2$. The sum is $\gamma=3\left(\tau_{1}+\tau_{2}+\tau_{3}\right)+6=3$. Fourth $\tau_{1} \tau_{2}^{2}=\tau_{1}\left(\tau_{3}+2\right)=\tau_{2}+\tau_{3}+2 \tau_{1}$. Similarly $\tau_{2} \tau_{3}^{2}=\tau_{1}+\tau_{3}+2 \tau_{2}$ and $\tau_{3} \tau_{1}^{2}=\tau_{1}+\tau_{2}+2 \tau_{3}$. The sum is $\delta=4\left(\tau_{1}+\tau_{2}+\tau_{3}\right)=-4$.

For (e), the norm modulo 3 is $\left(a^{3}+b^{3}+c^{3}\right)-a b c-\left(a^{2} c+a b^{2}+b c^{2}\right)$, and this is $\equiv(a+b+c)-a b c-\left(a^{2} c+a b^{2}+b c^{2}\right) \bmod 3$. Any nonzero square is $\equiv 1 \bmod 3$, and we consider cases. If 3 does not divide $a b c$, then $a^{2} \equiv b^{2} \equiv c^{2} \equiv 1 \bmod 3$, and the norm is $\equiv-a b c \not \equiv 0 \bmod 3$. If 3 divides $a$ but not $b c$, then $b^{2} \equiv c^{2} \equiv 1 \bmod 3$, and the norm is $\equiv(b+c)-b \equiv c \not \equiv 0 \bmod 3$. If 3 divides $a$ and $b$ but not $c$, then the norm is $\equiv c \not \equiv 0 \bmod 3$, while if 3 divides $a$ and $c$ but not $b$, then the norm is $\equiv b \not \equiv 0 \bmod 3$. The case that 3 divides all of $a, b, c$ is excluded by the condition that $\operatorname{GCD}(a, b, c)=1$, and all other cases are handled by symmetry. Thus in all cases the norm is not divisible by 3 .

For ( f ), let $x, y, z$ be members of $\mathbb{Q}$ not all 0 . Choose integers $a, b, c$ and relatively prime integers $n$ and $d$ such that $x=n^{-1} d a, y=n d^{-1} d b, z=n d^{-1} c$, and $\operatorname{GCD}(a, b, c)=1$. Then $N_{K / \mathbb{Q}}\left(x \tau_{1}+y \tau_{2}+z \tau_{3}\right)=d^{-3} n^{3} N_{K / \mathbb{Q}}\left(a \tau_{1}+b \tau_{2}+c \tau_{3}\right)$. Applying (e) and supposing that 3 is a norm, we obtain $3=d^{-3} n^{3}(3 k+(1$ or 2$)$ )
for some integer $k$. Thus $3 d^{3}=n^{3}(3 k+(1$ or 2$))$. This equality forces $n$ to divide $d$, and we may therefore take $n=1$. Thus $3 d^{3}=3 k+(1$ or 2$)$. The left side is divisible by 3 , and the right side is not. Hence 3 is not a norm.
5. For (a), Dirichlet's Theorem (Theorem 1.21) says that there are infinitely many primes of the form $p=k n+1$. For any such $p, n$ divides $p-1$. For (b) with this $p$, the Galois group of $\mathbb{Q}\left(e^{2 \pi i / p}\right) / \mathbb{Q}$ is cyclic of order $p-1$ and has a cyclic subgroup of order $(p-1) / n$. The corresponding subfield is a Galois extension of $\mathbb{Q}$ of degree $n$ with cyclic Galois group.
6. For $0 \leq k<n$ and $0 \leq l<n$, we have $x_{\sigma^{k}} x_{\sigma^{l}}=j^{k} j^{l}=j^{k+l}$. Meanwhile, $x_{\sigma^{k+l}}$ equals $j^{k+l}$ if $k+l<n$ and equals $j^{k+l-n}$ if $k+l \geq n$. So $x_{\sigma^{k}} x_{\sigma^{l}}=x_{\sigma^{k+l}}$ if $k+l<n$ and $x_{\sigma^{k}} x_{\sigma^{l}}=j^{n} x_{\sigma^{k+l-n}}=r x_{\sigma^{k+l-n}}$ if $k+l \geq n$. Thus $a\left(\sigma^{k}, \sigma^{l}\right)$ has the stated value.
7. It is just a question of checking that $c_{\sigma^{k}} \sigma^{k}\left(c_{\sigma^{l}}\right)=a\left(\sigma^{k}, \sigma^{l}\right) c_{\sigma^{k+l}}$ with $a\left(\sigma^{k}, \sigma^{l}\right)$ as in the previous problem.
8. We have $\partial_{0}\left(1, \sigma^{k}\right)=1-\sigma^{k}$ and thus

$$
f_{0} \partial_{0}\left(1, \sigma^{k}\right)=1-\sigma^{k}=(\sigma-1)\left(-\left(1+\sigma+\cdots+\sigma^{k-1}\right)\right)
$$

If we put $f_{1}\left(1, \sigma^{k}\right)=-\left(1+\sigma+\cdots+\sigma^{k-1}\right)$, then we have $T f_{1}\left(1, \sigma^{k}\right)=f_{0} \partial_{0}\left(1, \sigma^{k}\right)$ for all $k$.

Next, for $k \leq l$, we have $\partial_{1}\left(1, \sigma^{k}, \sigma^{l}\right)=\left(\sigma^{k}, \sigma^{l}\right)-\left(1, \sigma^{l}\right)+\left(1, \sigma^{k}\right)=$ $\sigma^{k}\left(1, \sigma^{l-k}\right)-\left(1, \sigma^{l}\right)+\left(1, \sigma^{k}\right)$. Then $f_{1} \partial_{1}\left(1, \sigma^{k}, \sigma^{l}\right)$ equals

$$
-\sigma^{k}\left(1+\sigma+\cdots+\sigma^{l-k-1}\right)+\left(1+\sigma+\cdots+\sigma^{l-1}\right)-\left(1+\sigma+\cdots+\sigma^{k-1}\right)=0
$$

For $k>l$, the term $\left(\sigma^{k}, \sigma^{l}\right)$ is replaced by $\sigma^{k}\left(1, \sigma^{n+l-k}\right)$. Thus $\partial_{1}\left(1, \sigma^{k}, \sigma^{l}\right)=$ $\sigma^{k}\left(1, \sigma^{n+l-k}\right)-\left(1, \sigma^{l}\right)+\left(1, \sigma^{k}\right)$. Then $f_{1} \partial_{1}\left(1, \sigma^{k}, \sigma^{l}\right)$ is

$$
\begin{aligned}
& -\sigma^{k}\left(1+\sigma+\cdots+\sigma^{n+l-k-1}\right)+\left(1+\sigma+\cdots+\sigma^{l-1}\right)-\left(1+\sigma+\cdots+\sigma^{k-1}\right) \\
& \quad=-\left(1+\sigma+\cdots+\sigma^{n+l-1}\right)+\left(1+\sigma+\cdots+\sigma^{l-1}\right) \\
& \quad=\sigma^{l}\left(-\left(1+\sigma+\cdots+\sigma^{n-1}\right)\right)
\end{aligned}
$$

If we define $f_{2}$ as in the problem, then in the two cases we have

$$
\begin{array}{ll}
k \leq l: & N f_{2}\left(1, \sigma^{k}, \sigma^{l}\right)=\left(1+\sigma+\cdots+\sigma^{n-1}\right)(0)=0=f_{1} \partial_{1}\left(1, \sigma^{k}, \sigma^{l}\right), \\
k>l: & N f_{2}\left(1, \sigma^{k}, \sigma^{l}\right)=\left(1+\sigma+\cdots+\sigma^{n-1}\right)\left(-\sigma^{l}\right)=f_{1} \partial_{1}\left(1, \sigma^{k}, \sigma^{l}\right) .
\end{array}
$$

9. To $\psi$ in $\operatorname{Hom}_{\mathbb{Z} G}\left(\mathbb{Z} G, K^{\times}\right)$, the chain map of the previous problem associates $\psi \circ f_{2}$ in $\operatorname{Hom}_{\mathbb{Z} G}\left(\mathbb{Z} G\left(\left\{\left(1, g_{1}, g_{2}\right)\right\}\right), K^{\times}\right)$, and then the corresponding member of $C^{2}\left(G, K^{\times}\right)$is $\Phi_{2}\left(\psi f_{2}\right)$ whose value at $\left(g_{1}, g_{2}\right)$ is $\psi f_{2}\left(1, g_{2}, g_{1} g_{2}\right)$. That is, $\Phi_{2}\left(\psi f_{2}\right)\left(\sigma^{k}, \sigma^{l}\right)=\psi f_{2}\left(1, \sigma^{k}, \sigma^{k+l}\right)$, and this by Problem 8 is $\psi(0)$ if $k+l<n$ and is $\psi\left(-\sigma^{k+l-n}\right)=\psi\left(\sigma^{k+l-n}\right)^{-1}$ if $k+l \geq n$.
10. Taking Proposition 3.32 into account, we see that the mapping whose kernel gives the cocycles is $\operatorname{Hom}(T, 1): \operatorname{Hom}_{\mathbb{Z} G}\left(\mathbb{Z} G, K^{\times}\right) \rightarrow \operatorname{Hom}_{\mathbb{Z} G}\left(\mathbb{Z} G, K^{\times}\right)$. Here $\operatorname{Hom}(T, 1) \psi=\psi \circ T$. We are identifying $\psi$ with $\psi(1)$ and also $\psi \circ T$ with $\psi(T(1))=\psi(\sigma-1)=(\sigma-1) \psi(1)$ in additive notation. Hence the effect of $\operatorname{Hom}(T, 1)$ is to carry $y$ to $\sigma(y) y^{-1}$ in multiplicative notation. A necessary and sufficient condition for $\sigma(y) y^{-1}$ to be 1 is that $y$ be in $F^{\times}$, since the subgroup of $K^{\times}$ fixed by $G$ is $F^{\times}$.
11. Since $\psi(0)=1$ and $\psi\left(\sigma^{k+l-n}\right)=\sigma^{k+l-n} \psi(1)=\psi(1)=r^{-1}$, the member $a$ of $C^{2}\left(G, K^{\times}\right)$that corresponds to $\psi$ has

$$
a\left(\sigma^{k}, \sigma^{l}\right)= \begin{cases}1 & \text { if } k+l<n \\ r & \text { if } k+l \geq n\end{cases}
$$

and this is the 2-cocycle of Problem 6.
12. Corollary 3.34 and Theorem 3.14 combine to give us a group isomorphism $\mathcal{B}(K / F) \cong F^{\times} / N_{K / F}\left(K^{\times}\right)$, and the above problems show that the element $r$ of $F^{\times}$ used in defining $A$ corresponds under this isomorphism to the coset of $r^{-1}$. Hence the order of the Brauer equivalence class of $A$ equals the order of the coset of $r$, as required.

If $A$ is not a division algebra, then $A \cong M_{m}(D)$ for some central division algebra $D$ over $F$ and for some integer $m>1$. Here $\operatorname{dim}_{F} D=(n / m)^{2}<n^{2}$. Corollary 3.15 then gives the contradiction that the order of the Brauer equivalence class of $D$, which is the same as the order of the class of $A$, divides $n / m$, which in turn is $<n$.
13. The Skolem-Noether Theorem shows that the image matrices under two different isomorphisms $\varphi$ and $\psi$ have to be conjugate to one another, say with $\varphi=$ $C^{-1} \psi C$. Then

$$
\begin{aligned}
\operatorname{det}(\varphi(X 1-a \otimes 1)) & =\operatorname{det}\left(C^{-1} \psi(C(X 1-a \otimes 1))\right) \\
& =(\operatorname{det} C)^{-1} \operatorname{det}(\psi(X 1-a \otimes 1))(\operatorname{det} C) \\
& =\operatorname{det}(\psi(X 1-a \otimes 1)) .
\end{aligned}
$$

14. Let $B=A \otimes_{F} K$. The left $B$ module $B$ is semisimple and is the direct sum of $n$ isomorphic simple modules of dimension $n$. On each the operation of $a \otimes 1$ has characteristic polynomial $\operatorname{det}(X 1-a \otimes 1)$, and the characteristic polynomial for the direct sum of the spaces is the product of the characteristic polynomials.
15. Arguing by contradiction, we may assume that the statement is false for some monic $P=P(X)$ and that $P$ has the lowest possible degree among all monic polynomials for which the assertion is false. Factor $P$ over $K$ into powers of distinct irreducible polynomials as $P=P_{1}^{d_{1}} \cdots P_{k}^{d_{k}}$. The $n$-fold product of $P_{1}^{d_{1}} \cdots P_{k}^{d_{k}}$ with itself is in $F[X]$ by assumption and is therefore invariant under $\operatorname{Gal}(K / F)$. Consequently for each $\sigma \in \operatorname{Gal}(K / F)$ and each $P_{i}$, there exists some $P_{j}$ such that $P_{j}=\sigma\left(P_{i}\right)$. It follows that if $H$ is the subgroup of $G=\operatorname{Gal}(K / F)$ fixing $P_{1}$, then
$Q=\prod_{\sigma H \in G / H} \sigma P_{1}$ is the product of distinct irreducible factors of $P$ and hence divides $P$. The polynomial $Q$ is fixed by every member of $G$ and hence is monic in $F[X]$. Thus $Q \neq P$. Then $Q^{n}$ is in $F[X]$, and hence $(P / Q)^{n}$ is in $F[X]$. The fact that $P$ is not in $F[X]$ implies that $Q \neq P$. Therefore $\operatorname{deg}(P / Q)<\operatorname{deg} P$. By the minimal choice of $\operatorname{deg} P, P / Q$ is in $F[X]$. Therefore $P=(P / Q) Q$ is in $F[X]$, contradiction.
16. For a matrix $m$ with entries in a field, passing to a larger field does not change $\operatorname{det}(X 1-m)$. Suppose we start with two finite Galois extensions $K_{1}$ and $K_{2}$ of $F$ that split $A$. Let $K_{1}$ be a splitting field for a polynomial $g_{1} \in F[X]$, and let $K_{2}$ be a splitting field for $g_{2} \in F[X]$. Define $K$ to be a splitting field for $g_{1} g_{2}$. Then $K$ is a finite Galois extension of $F$, and we can regard it as containing both $K_{1}$ and $K_{2}$. Applying the first sentence of this paragraph first to $K_{1}$ and $K$ and then to $K_{2}$ and $K$, we see that the reduced characteristic polynomial is the same over $K_{1}$ as it is over $K_{2}$.
17. The formulas for $\operatorname{Nrd}_{A / F}(a b)$ and $\operatorname{Nrd}_{A / F}(1)$ follow from properties of determinants. From Problem 14 we observe that $\operatorname{det} a=(-1)^{n^{2}} \operatorname{det}(-a)$ and $\operatorname{det}(-\varphi(a \otimes 1))=(-1)^{n} \operatorname{det}(\varphi(a \otimes 1))$. Substituting $X=0$ into the formula therefore gives us $N_{A / F}(a)=\operatorname{det} a=(-1)^{n^{2}} \operatorname{det}(-a)=(-1)^{n^{2}} \operatorname{det}(-\varphi(a \otimes 1))^{n}=$ $(-1)^{n^{2}}\left((-1)^{n}\right)^{n} \operatorname{det}(\varphi(a \otimes 1))^{n}=\operatorname{det}(\varphi(a \otimes 1))^{n}=\operatorname{Nrd}_{A / F}(a)^{n}$. If $a$ is invertible, then $1=\operatorname{Nrd}_{A / F}(1)=\operatorname{Nrd}_{A / F}\left(a a^{-1}\right)=\operatorname{Nrd}_{A / F}(a) \operatorname{Nrd}\left(a^{-1}\right)$ shows that $\operatorname{Nrd}_{A / F}(a)$ is nonzero. Conversely if $\operatorname{Nrd}_{A / F}(a) \neq 0$, then $\operatorname{Nrd}_{A / F}(a) \neq 0$ and hence $\operatorname{det} L(a) \neq 0$. If $P(X)$ is the algebra polynomial of $L(a)$, then the Cayley-Hamilton Theorem shows that $P(L(a))=0$. Since $\operatorname{det} L(a) \neq 0, P(X)$ has a nonzero constant term. Therefore we can separate the constant term in the equation $P(L(a))=0$ to exhibit an identity of the form $L(a) Q(L(a))=1$ for some polynomial $Q(X)$, and the element $Q(a)$ is a 2 -sided inverse to $a$ in $A$. This proves (a), and the conclusion about division algebras is immediate.
18. The definition gives

$$
\begin{aligned}
m\left(d x_{\rho}\right) & =\sum_{\mu} \mu(d) a(\mu, \rho) E_{\mu, \mu \rho} \\
m\left(c x_{\tau}\right) & =\sum_{\sigma} \sigma(c) a(\sigma, \tau) E_{\sigma, \sigma \tau} \\
m\left(\left(d x_{\rho}\right)\left(c x_{\tau}\right)\right) & =m\left(d \rho(c) a(\rho, \tau) x_{\rho \tau}\right)=\sum_{\mu} \mu(d \rho(c) a(\rho, \tau)) a(\mu, \rho \tau) E_{\mu, \mu \rho \tau}
\end{aligned}
$$

Also we have

$$
\begin{aligned}
m\left(d x_{\rho}\right) m\left(d x_{\rho}\right) & =\sum_{\mu, \sigma} \mu(d) a(\mu, \rho) \sigma(c) a(\sigma, \tau) E_{\mu, \mu \rho} E_{\sigma, \sigma \tau} \\
& =\sum_{\mu} \mu(d) \mu \rho(c) a(\mu, \rho) a(\mu \rho, \tau) E_{\mu, \mu \rho \tau}
\end{aligned}
$$

This matches $m\left(\left(d x_{\rho}\right)\left(c x_{\tau}\right)\right)$ by the cocycle relation for $a$.

For the reduced norm we have two one-one $F$ algebra homomorphisms of $A$ into $M_{n}(K)$, one via the mapping $m$ above and one by the embedding $A \rightarrow A \otimes_{F} 1 \subseteq$ $A \otimes_{F} K \cong M_{n}(K)$, and these are conjugate by the Skolem-Noether Theorem. Hence the determinant gives the same result in the two cases. The determinant in the second case gives the reduced norm, and hence it must give the reduced norm in the first case.
19. The algebra $\mathbb{H}$ can be realized as all complex matrices $x=\binom{\alpha \beta}{-\bar{\beta} \bar{\alpha}}$, and $\operatorname{Nrd}_{\mathbb{H} / \mathbb{R}}(x)=|\alpha|^{2}+|\beta|^{2}$ and $N_{\mathbb{H} / \mathbb{R}}(x)=\left(|\alpha|^{2}+|\beta|^{2}\right)^{2}$ as a special case of Problem 18.
20. Let $D$ be a finite-dimensional central division algebra over $F$, say with $\operatorname{dim}_{F} D=n^{2}$. Choose a basis $\left\{x_{k}\right\}$ of $D$ over $F$, and expand elements of $D$ as $x=\sum_{j=1}^{n^{2}} c_{j} x_{j}$. The function $P\left(c_{1}, \ldots, c_{n^{2}}\right)=\operatorname{Nrd}_{D / F}\left(\sum_{j=1}^{n^{2}} c_{j} x_{j}\right)$ is easily checked to be a homogeneous polynomial of degree $n$ in $n^{2}$ variables, and condition (C1) says that it has a nontrivial zero if $n<n^{2}$. In this case the corresponding member $x$ of $D$ would be a nonzero element of $D$ that fails to be invertible, and there is no such element. We conclude that $n<n^{2}$ is false, and that means that $n=1$. Therefore $F$ is the only finite-dimensional central division algebra over $F$, and $\mathcal{B}(F)=0$.

## Chapter IV

1. For (a), every free abelian group of finite rank is in the category, and such groups provide enough projectives.

Let $I=F \oplus T$ be a decomposition of an injective $I$ as the direct sum of a free abelian group $F$ of rank $k$ and a torsion group $T$. The sequence $0 \rightarrow F \oplus T \rightarrow$ $2 F \oplus T \rightarrow(\mathbb{Z} / 2 \mathbb{Z})^{k} \rightarrow 0$ is exact but not split unless $k=0$, and thus $F=0$. Thus every injective in the category is a finite group, and no infinite group in the category embeds into an injective.

For (b), every abelian group and in particular every torsion abelian group is a subgroup of a divisible group. The torsion subgroup of the divisible group is still divisible and is still an injective, and thus every group in the category embeds in an injective in the category.

Let $P$ be a projective in the category mapping onto $\mathbb{Z} / 2 \mathbb{Z}=\{0,1\}$ by a homomorphism $\tau$, and let $x$ be an element of $P$ with $\tau(x)=1$. If $g$ is a generator of a cyclic group $G$ of order $2^{k}$, then there is a homomorphism $\varphi$ of $G$ onto $\mathbb{Z} / 2 \mathbb{Z}$ with $\varphi(g)=\tau(x)=1$. Since $P$ is projective, there exists a homomorphism $\sigma: P \rightarrow G$ with $\varphi \sigma=\tau$, and then we have $1=\tau(x)=\varphi \sigma(x)$. Then $\sigma(x)=g^{m}$ for some odd integer $m$, and this has order $2^{k}$. Hence $x$ has order at least $2^{k}$. Since $k$ is arbitrary, $x$ must have infinite order. But all groups in the category are torsion groups, and $P$ therefore cannot exist.
2. Let $p$ be a prime, and let $\mathcal{C}$ be the category of all abelian groups that are the underlying additive group of a vector space over the field of $p$ elements. This category coincides with the category of all direct sums of copies of $\mathbb{Z} / p \mathbb{Z}$. Every such abelian
group is projective and injective for the category.
3. Every unital left $R$ module is the direct sum of simple $R$ modules. Hence every short exact sequence splits, and every module is both projective and injective for $\mathcal{C}_{R}$.
4. For (a), let $I$ be injective. Given $x \in I$ and $a \neq 0$ in $R$, let $B=C=R$, let $\tau: R \rightarrow I$ have $\tau(r)=r x$, and let $\varphi: R \rightarrow R$ have $\varphi(r)=r a$. Setting up Figure 4.4, we obtain $\sigma: R \rightarrow I$ with $\tau=\sigma \varphi$. If we put $y=\sigma(1)$ and evaluate both sides at 1 , then we obtain $x=\tau(1)=\sigma(\varphi(1))=\sigma(a)=a \sigma(1)=a y$, as required.

For (b), suppose that the unital left $R$ module $I$ is divisible. Suppose that $J$ is an ideal of $R$, and write $J=(a)$. Let $\varphi: J \rightarrow I$ be an $R$ homomorphism. Since $I$ is divisible, there exists $y$ in $I$ with $a y=\varphi(a)$. Then $\varphi$ extends to the $R$ homomorphism $\Phi$ with $\Phi(1)=y$. By Proposition 4.15, $I$ is injective.
5. Proposition 4.20 shows that there exists an injective $I_{0}$ containing an isomorphic copy $\bar{M}$ of $M$. Problem 4 shows that $I_{0}$ is divisible, and hence $I_{1}=I_{0} / \bar{M}$ is divisible. By Problem 4, $I_{1}$ is injective. Then $0 \rightarrow M \rightarrow I_{0} \rightarrow I_{1} \rightarrow 0$ is an injective resolution of $M$.
6. If a module $M$ in $\mathcal{C}$ is given, we form the appropriate kind of resolution $X$ in $\mathcal{C}$ needed to compute the derived functors of $G$, and the same $X$ will be appropriate for computing the derived functors of $F \circ G$. The derived functors of $G$ come from the homology or cohomology of $G(X)$ with $G(M)$ removed, and the derived functors of $F \circ G$ come similarly from $F(G(X))$. Thus the result follows from Proposition 4.4.
7. If a module $M$ in $\mathcal{C}$ is given, we form the appropriate kind of resolution $X$ in $\mathcal{C}$ needed to compute the derived functors of $G \circ F$ on $M$. Then $F(X)$ is the appropriate kind of resolution for computing the derived functors of $G$ on $F(M)$, and the result follows.
8. For $n$ odd, $H^{n}(G, M)$ is the cohomology of the complex

$$
\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M) \stackrel{N}{\longleftarrow} \operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M) \stackrel{T}{\longleftarrow} \operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M),
$$

while for $n$ even, $H^{n}(G, M)$ is the cohomology of the complex

$$
\operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M) \stackrel{T}{\longleftarrow} \operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M) \stackrel{N}{\longleftarrow} \operatorname{Hom}_{\mathbb{Z} G}(\mathbb{Z} G, M)
$$

This proves the isomorphisms concerning cohomology. For $n$ odd $H_{n}(G, M)$ is the homology of the complex

$$
\mathbb{Z} G \otimes_{\mathbb{Z} G} M \xrightarrow{N} \mathbb{Z} G \otimes_{\mathbb{Z} G} M \xrightarrow{T} \mathbb{Z} G \otimes_{\mathbb{Z} G} M,
$$

while for $n$ even, $H_{n}(G, M)$ is the homology of the complex

$$
\mathbb{Z} G \otimes_{\mathbb{Z} G} M \xrightarrow{T} \mathbb{Z} G \otimes_{\mathbb{Z} G} M \xrightarrow{N} \mathbb{Z} G \otimes_{\mathbb{Z} G} M .
$$

This proves the isomorphisms concerning homology.
9. For (a), let $T_{A B}: \operatorname{Hom}_{\mathcal{D}}(F(A), B) \rightarrow \operatorname{Hom}_{\mathcal{C}}(A, G(B))$ be the natural isomorphism. Naturality in $B$ says for any $\psi: B \rightarrow B^{\prime}$ that we have

$$
\operatorname{Hom}_{\mathcal{C}}\left(1_{A}, G(\psi)\right) \circ T_{A B}=T_{A B^{\prime}} \circ \operatorname{Hom}_{\mathcal{D}}\left(1_{F(A)}, \psi\right)
$$

on $\operatorname{Hom}_{\mathcal{D}}(F(A), B)$. Let $P$ be projective in $\mathcal{C}$. We are to prove that $F(P)$ is projective in $\mathcal{D}$, thus to prove that $\operatorname{Hom}_{\mathcal{D}}(F(P), \cdot)$ is exact. We need to show that whenever $\psi: B \rightarrow B^{\prime}$ is onto in $\mathcal{D}$, then $\operatorname{Hom}_{\mathcal{D}}\left(1_{F(P)}, \psi\right)$ is onto. By hypothesis, $G(\psi): G(B) \rightarrow G\left(B^{\prime}\right)$ is onto in $\mathcal{C}$. The displayed equation with $A=P$ has $\operatorname{Hom}_{\mathcal{C}}\left(1_{P}, G(\psi)\right)$ onto, and $T_{P B}$ and $T_{P B^{\prime}}$ are given as isomorphisms. Therefore $\operatorname{Hom}_{\mathcal{D}}\left(1_{F(P)}, \psi\right)$ is onto, as we were to show. The proof of $(\mathrm{b})$ is similar.
10. Conclusion (a) follows from the natural isomorphism $\operatorname{Hom}_{S}\left(P_{R}^{S} A, B\right)=$ $\operatorname{Hom}_{S}\left(S \otimes_{R} A, B\right) \cong \operatorname{Hom}_{R}\left(A, \mathcal{F}_{S}^{R} B\right)$. Conclusion (b) follows from Problem 9a with $F=P_{R}^{S}$ and $G=\mathcal{F}_{S}^{R}$, since $\mathcal{F}_{S}^{R}$ is exact and therefore carries onto maps to onto maps. For (c), $P_{R}^{S} A$ is given by the tensor product $S \otimes_{R} A$, and this tensor product is an exact functor of $A$ if $S$ is projective as a right $R$ module, by Proposition 4.19a.

For (d), part (c) says that $M \mapsto P_{R}^{S} M$ is an exact functor. Taking it to be $F$ in Problem 7 a and $G$ to be $\operatorname{Hom}_{S}(\cdot, N)$, we have $\operatorname{Ext}_{S}^{k}\left(P_{R}^{S} M, N\right)=G^{k}(F(M))$. Problem 7 a says that this is equal to $(G \circ F)^{k}$. Since $(G \circ F)(M)=\operatorname{Hom}_{S}\left(P_{R}^{S} M, N\right) \cong$ $\operatorname{Hom}_{R}\left(M, \mathcal{F}_{S}^{R} N\right)$ has $(G \circ F)^{k}(M)=\operatorname{Ext}_{R}^{k}\left(M, \mathcal{F}_{S}^{R} N\right)$, we obtain $\operatorname{Ext}_{S}^{k}\left(P_{R}^{S} M, N\right) \cong$ $\operatorname{Ext}_{R}^{k}\left(M, \mathcal{F}_{S}^{R} N\right)$.

For (e), (b) shows that the chain complex $P_{R}^{S} X$ is projective over $P_{R}^{S} M$, and we are assuming that $Y$ is exact (and projective) over $P_{R}^{S} M$. Theorem 4.12 says that the identity map on $P_{R}^{S} M$ extends to a chain map $f: P_{R}^{S} X \rightarrow Y$ that is unique up to homotopy. Dropping the terms in degree -1 and applying the functor $\operatorname{Hom}_{S}(\cdot, N)$ to the diagram gives us a cochain map from the complex $\operatorname{Hom}_{S}(Y, N)$ to the complex $\operatorname{Hom}_{S}\left(P_{R}^{S} X, N\right) \cong \operatorname{Hom}_{R}\left(X, \mathcal{F}_{S}^{R} N\right)$. Thus we get homomorphisms on cohomology $\operatorname{Ext}_{S}^{*}\left(P_{S}^{R} M, N\right) \rightarrow \operatorname{Ext}_{R}^{*}\left(M, \mathcal{F}_{S}^{R} N\right)$.
11. Conclusion (a) follows from the natural isomorphisms $\operatorname{Hom}_{S}\left(A, I_{R}^{S} B\right)=$ $\operatorname{Hom}_{S}\left(A, \operatorname{Hom}_{R}(S, B)\right) \cong \operatorname{Hom}_{R}\left(S \otimes_{S} A, B\right) \cong \operatorname{Hom}_{R}\left(\mathcal{F}_{S}^{R} A, B\right)$. Conclusion (b) follows from Problem 9b because $\mathcal{F}_{S}^{R}$ is exact and therefore carries one-one maps to one-one maps. For (c), $I_{R}^{S}=\operatorname{Hom}_{R}(S, \cdot)$ is exact if $S$ is projective as a right $R$ module, by Proposition 4.19a.

For (d), part (c) says that $M \mapsto I_{R}^{S} M$ is an exact functor. Taking it to be $F$ in Problem 7 b and $G$ to be $\operatorname{Hom}_{S}(M, \cdot)$, we have $\operatorname{Ext}_{S}^{k}\left(M, I_{R}^{S} N\right)=G^{k}(F(N))$. Problem 7 b says that this is equal to $(G \circ F)^{k}$. Since $(G \circ F)(N)=\operatorname{Hom}_{S}\left(M, I_{R}^{S} N\right) \cong$ $\operatorname{Hom}_{R}\left(\mathcal{F}_{S}^{R} M, N\right)$ has $(G \circ F)^{k}(M)=\operatorname{Ext}_{R}^{k}\left(\mathcal{F}_{S}^{R} M, N\right)$, we obtain $\operatorname{Ext}_{S}^{k}\left(N, I_{R}^{S} N\right) \cong$ $\operatorname{Ext}_{R}^{k}\left(\mathcal{F}_{S}^{R} M, N\right)$.

For (e), (b) shows that the cochain complex $I_{R}^{S} X$ is injective over $I_{R}^{S} N$, and we are assuming that $Y$ is exact (and injective) over $I_{R}^{S} N$. Theorem 4.16 says that the identity map on $I_{R}^{S} N$ extends to a cochain map $f: Y \rightarrow I_{R}^{S} X$ that is unique up to homotopy. Dropping the terms in degree -1 and applying the functor $\operatorname{Hom}_{S}(M, \cdot)$
to the diagram gives us a cochain map from the complex $\operatorname{Hom}_{S}(M, Y)$ to the complex $\operatorname{Hom}_{S}\left(M, I_{R}^{S} X\right) \cong \operatorname{Hom}_{R}\left(\mathcal{F}_{S}^{R} M, X\right)$. Thus we get homomorphisms on cohomology $\operatorname{Ext}_{S}^{*}\left(M, I_{S}^{R} N\right) \rightarrow \operatorname{Ext}_{R}^{*}\left(\mathcal{F}_{S}^{R} M, N\right)$.
12. For (a), the definition of $\Phi_{q}$ is

$$
\left(\Phi_{q} \varphi\right)\left(g_{1}, \ldots, g_{q}\right)=\varphi\left(1, g_{1}, g_{1} g_{2}, \ldots, g_{1} \cdots g_{q}\right)
$$

for $\varphi \in \operatorname{Hom}_{\mathbb{Z} G}\left(F_{q}, M\right)$. Putting $f=\Phi_{q} \varphi$ gives $\left(\rho^{*} f\right)\left(g_{1}, \ldots, g_{q}\right)=\rho^{*}\left(\Phi_{q} \varphi\right)=$ $\Phi_{q}(\varphi \circ \rho)=\left(\Phi_{q} \varphi\right) \circ \rho$, as asserted.

For inflation the groups are $\left(G, G^{\prime}\right)=(G, G / H)$, and the map $\rho$ is the quotient map; the effect is given by $(\operatorname{Inf} f)\left(g_{1}, \ldots, g_{q}\right)=f\left(g_{1} H, \ldots, g_{q} H\right)$ for $f$ in $C^{q}\left(G / H, M^{H}\right)$. For restriction the groups are $\left(G, G^{\prime}\right)=(H, G)$, and the map is the inclusion; the effect is given by $(\operatorname{Res} \psi)\left(h_{1}, \ldots, h_{q}\right)=\psi\left(h_{1}, \ldots, h_{q}\right)$ for $\psi \in C^{q}(G, M)$.

For (b), let $f$ be in $C^{1}\left(G / H, M^{H}\right)$. Then $\operatorname{Res}(\operatorname{Inf}(f))(h)=\operatorname{Inf}(f)(h)=$ $f(h H)=f(H)$. The condition for $f$ to be a cocycle is that $\delta_{1} f=0$, i.e., that $f(u v)=f(u)+u(f(v))$ for $u$ and $v$ in $G / H$. Taking $u$ and $v$ to be the identity coset $H$ shows that $f(H)=0$.

For (c), let $f \in C^{1}\left(G / H, M^{H}\right)$ be a cocycle. Then $\operatorname{Inf}(f)(g)=f(g H)$. If this is a coboundary in $C^{1}(G, M)$, then there exists $\psi \in M$ with $\delta_{0} \psi=f$, i.e., with $f(g H)=g \psi-\psi$ for all $g$. The left side depends only on the coset $g H$, and hence so must the right side. Then it follows that $g h \psi=g \psi$ for all $h \in H$ and that $\psi$ is in $M^{H}$. Then the formula $f(g H)=g \psi-\psi$ exhibits $f$ as a coboundary in $C^{1}\left(G / H, M^{H}\right)$.

For (d), let $f$ be a cocycle in $C^{1}(G, M)$ such that $\operatorname{Res} f$ is a coboundary in $C^{1}(H, M)$. The formula is $(\operatorname{Res} f)(h)=f(h)$, and the coboundary condition shows that there is some $\psi \in M^{H}$ with $f(h)=h \psi-\psi$ for $h \in H$. Since $\psi$ is in $M^{H}$, $f(h)=0$ for all $h \in H$. The cocycle condition on $f$ is that $f(u v)=f(u)+u(f(v))$ for all $u$ and $v$ in $G$. Taking $v$ to be in $H$ shows that $f(g h)=f(g)$ for all $h \in H$. Taking instead $u$ to be in $H$ shows that $f(h g)=h(f(g))$ for all $h \in H$. Since $H$ is normal, $h(f(g))=f(g)$ for all $h \in H$. Therefore $f$ takes values in $M^{H}$ and is Inf of the cocycle $\bar{f}$ in $C^{1}\left(G / H, M^{H}\right)$ given by $\bar{f}(g H)=f(g)$.
13. For (a), we have $\left(g_{0} \varphi_{m}\right)(g)=\varphi_{m}\left(g g_{0}\right)=g g_{0} m=\varphi_{g_{0} m}(g)$, and $m \mapsto \varphi_{m}$ is a $\mathbb{Z} G$ homomorphism. Suppose that $\varphi_{m}=0$. Then $g m=0$ for all $g$ and in particular for $g=1$. Therefore $m=0$, and $m \mapsto \varphi_{m}$ is one-one. Then it follows that the sequence is exact.

For (b), we know that $\mathbb{Z} G$ as an abelian group is free abelian. Then Problem 11d shows that $H^{k}(G, B)=\operatorname{Ext}_{\mathbb{Z} G}^{k}(\mathbb{Z}, B)=\operatorname{Ext}_{\mathbb{Z} G}^{k}\left(\mathbb{Z}, I_{\mathbb{Z}}^{\mathbb{Z} G}\left(\mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z}} M\right)\right) \cong \operatorname{Ext}_{\mathbb{Z}}^{k}\left(\mathbb{Z}, \mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z}} M\right)$. Since $\operatorname{Hom}_{\mathbb{Z}}(\mathbb{Z}, \cdot)$ is exact from $\mathcal{C}_{\mathbb{Z}}$ to itself, $\operatorname{Ext}_{\mathbb{Z}}^{k}\left(\mathbb{Z}, \mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z}} M\right)=0$ for $k \geq 1$.

For (c), a $\mathbb{Z}$ basis of $\mathbb{Z} G$ consists of all 1-tuples ( $g$ ) with $g \in G$, and a $\mathbb{Z}$ basis of $\mathbb{Z} H$ consists of all ( $h$ ) with $h \in H$. Let $\{v\}$ be a set of representatives of the cosets of $G / H$, and let $A$ be the free abelian group on $\{v\}$. The $\mathbb{Z}$-bilinear map $(v,(h)) \mapsto(v h)$
extends to a homomorphism of $A \otimes_{\mathbb{Z}} \mathbb{Z} H$ into $\mathbb{Z} G$ that is manifestly onto, and it is one-one because $\sum n_{i}\left(v_{i} h_{i}\right)=0$ implies $n_{i}=0$ for all $i$. Thus it is an isomorphism.

For (d), use of (c) gives $\mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z} H} B \cong \mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z} H} \operatorname{Hom}_{\mathbb{Z}}(\mathbb{Z} G, M) \cong \operatorname{Hom}_{\mathbb{Z}}\left(\mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z} H}(\mathbb{Z} G), M\right)$ $\cong \operatorname{Hom}_{\mathbb{Z}}\left(A \otimes_{\mathbb{Z}} \mathbb{Z} H, M\right) \cong \operatorname{Hom}_{\mathbb{Z}}\left(\mathbb{Z} H, \operatorname{Hom}_{\mathbb{Z}}(A, M)\right)$, and then $H^{k}\left(H, \mathcal{F}_{\mathbb{Z} G}^{\mathbb{Z} H} B\right)=0$ for $k \geq 1$ by the same argument as in (b).

For (e), the long exact sequence for $\operatorname{Ext}_{H}^{*}(\mathbb{Z}, \cdot)$ that comes from the short exact sequence in (a) shows that $0 \rightarrow H^{0}(H, M) \rightarrow H^{0}(H, B) \rightarrow H^{0}(H, N) \rightarrow$ $H^{1}(H, M)$ is exact. The right member is assumed to be 0 , and the three middle members are isomorphic to $M^{H}, B^{H}$, and $N^{H}$.

For $(\mathrm{f})$, consider the $\mathbb{Z}$ bilinear map $(1,(g)) \mapsto(g H)$ of $\mathbb{Z} \times \mathbb{Z} G$ into $\mathbb{Z}(G / H)$, and extend it to a $\mathbb{Z}$ linear map of $\mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z} G$ into $\mathbb{Z}(G / H)$. The group $H$ acts trivially on $\mathbb{Z}$ on the right, and it acts on $\mathbb{Z}(G / H)$ by left translation. Let $h$ be in $H$. The passage $Z \times \mathbb{Z} G \rightarrow \mathbb{Z}(G / H)$ has $(1 h,(g)) \mapsto(g H)$ and $(1, h(g)) \mapsto h(g H)=(g H) ;$ thus the group homomorphism $\mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z} G \rightarrow \mathbb{Z}(G / H)$ descends to a homomorphism of $\mathbb{Z} \otimes_{\mathbb{Z} H} \mathbb{Z} G$ into $\mathbb{Z}(G / H)$. This is certainly onto. To see that it is one-one, let $\sum_{i} n_{i} 1 \otimes\left(g_{i}\right) \mapsto 0$. Then $\sum_{i} n_{i}\left(g_{i} H\right)=0$, and for each coset representative $v$ in $G, \sum_{g_{i} \in v H} n_{i}\left(g_{i}\right)=0$. So $\sum_{i} n_{i}\left(h_{i}^{-1} v\right)=0$, and $\left(\sum_{i} n_{i}\left(h_{i}^{-1}\right)\right)(v)=0$. Then $\sum_{i} n_{i}\left(h_{i}^{-1}\right)=0$ in $\mathbb{Z} H$ because $(v)$ is invertible in $\mathbb{Z} G$, and it follows that the map is one-one.

For $(\mathrm{g}),(\mathrm{f})$ gives $B^{H}=\operatorname{Hom}_{\mathbb{Z} H}\left(\mathbb{Z}, \operatorname{Hom}_{\mathbb{Z}}(\mathbb{Z} G, M)\right) \cong \operatorname{Hom}_{\mathbb{Z}}\left(\mathbb{Z} \otimes_{\mathbb{Z} H} \mathbb{Z} G, M\right) \cong$ $\operatorname{Hom}_{\mathbb{Z}}(\mathbb{Z}(G / H), M)$, and the same argument as in (b) shows that $H^{k}\left(G / H, B^{H}\right)=0$ for $k \geq 1$.

Conclusion (h) is immediate because $q \geq 2$ and because all the cohomology associated with $B$ has been shown to be 0 in degrees $\geq 1$.

The commutativity in conclusion (i) follows because the inflation and restriction mappings are clearly functorial. The vertical mappings have been shown to be isomorphisms in (h). To see via induction that the top row is exact, we have to verify that $H^{k}(H, N)=0$ for $k \leq q-2$; but $H^{k}(H, N) \cong H^{k+1}(H, M)$ for all $k \geq 1$, and $H^{k+1}(H, M)$ is assumed to be 0 for $k+1 \leq q-1$. Therefore the bottom row is exact, and the induction is complete.

14-16. These problems are routine verifications.
17. Part (a) follows because $R \otimes_{R} A$ is naturally isomorphic to $A$. For (b), $F \otimes_{R} A$ $\cong \bigoplus_{s \in S}\left(F_{s} \otimes_{R} A\right)$ and $1_{F} \otimes f$ corresponds to $\bigoplus\left(1_{F_{s}} \otimes f\right)$. The values of the various $R$ homomorphisms are in the various spaces $F_{s} \otimes_{R} B$, whose sum is direct, and thus the kernel of $1_{F} \otimes f$ is the direct sum of the kernels. Then (b) follows. For (c), we see from (a) and (b) that free $R$ modules are flat. In $\mathcal{C}_{R}$, every projective is a direct summand of a free module, and thus (c) follows by a second application of (b).
18. Consider $1 \otimes f: M \otimes_{R} A \rightarrow M \otimes_{R} B$. Any element of $\operatorname{ker}(1 \otimes f)$ is a finite sum $\sum m_{i} \otimes a_{i}$, and this lies in $\operatorname{ker}\left(\left.(1 \otimes f)\right|_{M_{F}}\right)$, where $F$ is the finite set of indices in question. Thus $\operatorname{ker}(1 \otimes f) \neq 0$ implies $\operatorname{ker}\left(\left.(1 \otimes f)\right|_{M_{F}}\right) \neq 0$ for some $F$. The converse is immediate because $\operatorname{ker}\left(\left.(1 \otimes f)\right|_{M_{F}}\right) \subseteq \operatorname{ker}(1 \otimes f)$ for all $F$.
19. The long exact sequence for tensor product over $R$ is of the form

$$
\cdots \rightarrow \operatorname{Tor}_{1}^{R}(A, F) \rightarrow \operatorname{Tor}_{1}^{R}(A, B) \rightarrow A \otimes_{R} K \rightarrow A \otimes_{R} F \rightarrow A \otimes_{R} B \rightarrow 0
$$

and $\operatorname{Tor}_{1}^{R}(A, F)=0$ because $F$ is projective for $\mathcal{C}_{R}$. This establishes the exactness of the sequence in the problem. If $A$ is flat, then

$$
0 \rightarrow \operatorname{Tor}_{1}^{R}(A, B) \rightarrow A \otimes_{R} K \rightarrow A \otimes_{R} F \rightarrow A \otimes_{R} B \rightarrow 0
$$

is exact for each $B$, and $\operatorname{Tor}_{1}^{R}(A, B)$ must be 0 for each $B$. Conversely if $\operatorname{Tor}_{1}^{R}(A, B)$ is 0 for each $B$, then $A \otimes_{R}(\cdot)$ is an exact functor by Proposition 4.3. Hence $A$ is flat by definition.
20. On the one hand, the long exact sequence associated to tensoring the short exact sequence given in (a) by $B$ is of the form
$0 \rightarrow \operatorname{Tor}_{1}^{R}(M, B) \rightarrow \operatorname{Tor}_{1}^{R}(T(M), B) \rightarrow F \otimes_{R} B \rightarrow M \otimes_{R} B \rightarrow T(M) \otimes_{R} B \rightarrow 0$,
since $F$ free implies $\operatorname{Tor}_{1}^{R}(F, B)=0$. On the other hand, the given short exact sequence splits, and tensoring it by $B$ must directly produce a short exact sequence

$$
0 \rightarrow F \otimes_{R} B \rightarrow M \otimes_{R} B \rightarrow T(M) \otimes_{R} B \rightarrow 0 .
$$

Thus $\operatorname{ker}\left(F \otimes_{R} B \rightarrow M \otimes_{R} B\right)=0$, and we must therefore have

$$
\operatorname{image}\left(\operatorname{Tor}_{1}^{R}(T(M), B) \rightarrow F \otimes_{R} B\right)=\operatorname{ker}\left(F \otimes_{R} B \rightarrow M \otimes_{R} B\right)=0
$$

Consequently $0 \rightarrow \operatorname{Tor}_{1}^{R}(M, B) \rightarrow \operatorname{Tor}_{1}^{R}(T(M), B) \rightarrow 0$ is exact. This proves (a).
For (b), Problem 18 shows that $M$ is flat if and only if each $M_{F}$ is flat, and (a) in combination with Problem 19 shows that each $M_{F}$ is flat if and only if each $T\left(M_{F}\right)$ is flat. Now suppose that $M$ is flat, so that $T\left(M_{F}\right)$ is flat for each finite subset $F$ of $M$. This is true in particular for each finite subset $F^{\prime}$ of $T(M)$, and $T\left(M_{F^{\prime}}\right)=M_{F^{\prime}}=(T(M))_{F^{\prime}}$. Hence Problem 18 shows that $T(M)$ is flat. Conversely suppose that $T(M)$ is flat. Then $T(M)_{F^{\prime}}$ is flat for each finite subset $F^{\prime}$ of $T(M)$. Let $F$ be a finite subset of $M$. Then $M_{F}$ is a finitely generated $R$ submodule, and the structure theorem shows that $T\left(M_{F}\right)$ is finitely generated. Let $F^{\prime}$ be a set of generators for it. Then $T\left(M_{F}\right)=M_{F^{\prime}}=T(M)_{F^{\prime}}$. This is flat by Problem 18, since $T(M)$ is flat, and the first sentence of this paragraph allows us to conclude that $M$ is flat.

For (c), $T(M) \neq 0$ means that $a m=0$ for some nonzero $a \in R$ and $m \in M$. Let $i:(a) \rightarrow R$ be the inclusion, which is one-one. Then $i \otimes 1:(a) \otimes_{R} M \rightarrow$ $R \otimes_{R} M \cong M$ has $(i \otimes 1)(a \otimes m)=a m=0$. Thus the one-one map $i$ is carried to the map $i \otimes 1$ that is not one-one, and tensoring with $M$ is not exact. So $M$ is not flat.

For (d), if $M$ is flat, then $T(M)=0$ by (c). Conversely if $T(M)=0$, then $T(M)$ is flat, and (b) shows that $M$ is flat.
21. Since $\partial_{p, q}^{\prime}$ and $\partial_{p, q}^{\prime \prime}$ both lower $p+q$ by 1 , they both carry $E_{p+q}$ to $E_{p+q-1}$. Also, the hypotheses give $\left(\partial_{p, q}^{\prime}+\partial_{p, q}^{\prime \prime}\right)^{2}=\partial_{p-1, q}^{\prime} \partial_{p, q}^{\prime}+\partial_{p, q-1}^{\prime} \partial_{p, q}^{\prime \prime}+\partial_{p-1, q}^{\prime \prime} \partial_{p, q}^{\prime}+$ $\partial_{p, q-1}^{\prime \prime} \partial_{p, q}^{\prime \prime}=0$, and we have a chain complex.
22. We compute that $\partial_{p-1, q}^{\prime} \partial_{p, q}^{\prime}=\left(\alpha_{p-1} \otimes 1\right)\left(\alpha_{p} \otimes 1\right)=\alpha_{p-1} \alpha_{p} \otimes 1=0$, $\partial_{p, q-1}^{\prime} \partial_{p, q}^{\prime \prime}+\partial_{p-1, q}^{\prime \prime} \partial_{p, q}^{\prime}=\left(\alpha_{p-1} \otimes 1\right)(-1)^{p}\left(1 \otimes \beta_{q}\right)+(-1)^{p-1}\left(1 \otimes \beta_{q}\right) \times$ $\left(\alpha_{p} \otimes 1\right)=(-1)^{p}\left(\alpha_{p} \otimes \beta_{q}\right)-(-1)^{p}\left(\alpha_{p} \otimes \beta_{q}\right)=0$, and that $\partial_{p, q-1}^{\prime \prime} \partial_{p, q}^{\prime \prime}=$ $(-1)^{p}\left(1 \otimes \beta_{q-1}\right)(-1)^{p}\left(1 \otimes \beta_{q}\right)=1 \otimes \beta_{q-1} \beta_{q}=0$.
23. The formulas for $\partial_{p, q}^{\prime}$ and $\partial_{p, q}^{\prime \prime}$ show that $\operatorname{ker} \partial_{p, q}^{\prime}=\operatorname{ker} \alpha_{p} \otimes_{R} D_{q}$ and that $\operatorname{ker} \partial_{p, q}^{\prime \prime}=C_{p} \otimes_{R} \operatorname{ker} \beta_{q}$. Since $\partial_{p, q}^{\prime} E_{p, q}$ and $\partial_{p, q}^{\prime \prime} E_{p, q}$ lie in independent spaces, $\operatorname{ker}\left(\partial_{p, q}^{\prime}+\partial_{p, q}^{\prime \prime}\right)=\operatorname{ker} \partial_{p, q}^{\prime} \cap \operatorname{ker} \partial_{p, q}^{\prime \prime}=\operatorname{ker} \alpha_{p} \otimes_{R} \operatorname{ker} \beta_{q}$. Similarly $\partial_{p+1, q}^{\prime}\left(E_{p+1, q}\right)=$ $\alpha_{p+1}\left(C_{p+1}\right) \otimes_{R} D_{q}$ and $\partial_{p, q+1}^{\prime \prime}\left(E_{p, q+1}\right)=C_{p} \otimes_{R} \beta_{q+1}\left(D_{q+1}\right)$, and hence

$$
\operatorname{image}\left(\partial_{p+1, q}^{\prime}+\partial_{p, q+1}^{\prime \prime}\right)=\alpha_{p+1}\left(C_{p+1}\right) \otimes_{R} D_{q}+C_{p} \otimes_{R} \beta_{q+1}\left(D_{q+1}\right)
$$

Thus if $c$ is in $C_{p}, d$ is in $D_{q}, c^{\prime}$ is in $\alpha_{p+1}\left(C_{p+1}\right)$, and $d^{\prime}$ is in $\beta_{q+1}\left(D_{q+1}\right)$, then $\left(\partial_{p, q}^{\prime}+\partial_{p, q}^{\prime \prime}\right)\left(\left(c+c^{\prime}\right) \otimes\left(d+d^{\prime}\right)\right)$ is the sum of $\left(\partial_{p, q}^{\prime}+\partial_{p, q}^{\prime \prime}\right)(c \otimes d)$ and three terms that are in image $\left(\partial_{p+1, q}^{\prime}+\partial_{p, q+1}^{\prime \prime}\right)$. Consequently we obtain a well-defined homomorphism of $H_{p}(C) \otimes_{R} H_{q}(D)$ into $H_{p+q}(E)$.
24. Let $\partial^{\prime}$ and $\partial^{\prime \prime}$ be the boundary operators; these satisfy $\partial^{\prime} \partial^{\prime \prime}=-\partial^{\prime \prime} \partial^{\prime}$. Let $a$ be a cycle in $E_{-1, k}$, i.e., let $\partial^{\prime \prime} a=0$. Since $\partial^{\prime} a=0$, the exactness for $\partial^{\prime}$ produces $c_{0, k} \in E_{0, k}$ with $a=\partial^{\prime} c_{0, k}$. Since $\partial^{\prime \prime} a=0$, this has $\partial^{\prime} \partial^{\prime \prime} c_{0, k}=-\partial^{\prime \prime} \partial^{\prime} c_{0, k}=$ $-\partial^{\prime \prime} a=0$. Now suppose inductively on $i \geq 0$ that $j \geq 0$ is defined by $i+j=k$ and that $c_{i, j} \in E_{i, j}$ is given with $\partial^{\prime} \partial^{\prime \prime} c_{i, j}=0$. By the assumed exactness, $\partial^{\prime} \partial^{\prime \prime} c_{i, j}=0$ implies $\partial^{\prime \prime} c_{i, j}=\partial^{\prime} c_{i+1, j-1}$ for some $c_{i+1, j-1} \in E_{i+1, j-1}$, and then $\partial^{\prime} \partial^{\prime \prime} c_{i+1, j-1}=$ $-\partial^{\prime \prime} \partial^{\prime} c_{i+1, j-1}=-\partial^{\prime \prime} \partial^{\prime \prime} c_{i, j}=0$. The induction leads us nonuniquely to $c_{k, 0} \in E_{k, 0}$ such that $\partial^{\prime} \partial^{\prime \prime} c_{k, 0}=0$. Define $b \in E_{k,-1}$ by $b=\partial^{\prime \prime} c_{k, 0}$, and then $\partial^{\prime} b=0$. The result of the construction is therefore that we pass nonuniquely from the cocycle $a \in E_{-1, k}$ for $\partial^{\prime \prime}$ to a cocycle $b \in E_{k,-1}$ for $\partial^{\prime}$.

Inverting the steps and the choices, we see that we can pass from $b$ back to $a$. Thus if we can address the nonuniqueness, then the isomorphism in homology will have been established. We are to show that if $a \in E_{-1, k}$ at the start is a boundary relative to $\partial^{\prime \prime}$, then any system of choices leads to a result $b \in E_{k,-1}$ that is a boundary for $\partial^{\prime}$. Since $a$ is assumed to be a boundary for $\partial^{\prime \prime}, a=\partial^{\prime \prime} a^{\prime}$ with $a^{\prime} \in E_{-1, k+1}$. The element $a^{\prime}$ has $\partial^{\prime} a^{\prime}=0$, and thus $a^{\prime}=-\partial^{\prime} a_{0, k+1}$ for some $a_{0, k+1} \in E_{0, k+1}$. Meanwhile, the above construction makes $a=\partial^{\prime} c_{0, k}$. So $\partial^{\prime} \partial^{\prime \prime} a_{0, k+1}=-\partial^{\prime \prime} \partial^{\prime} a_{0, k+1}=\partial^{\prime \prime} a^{\prime}=a=\partial^{\prime} c_{0, k}$. By exactness, $c_{0, k}-\partial^{\prime \prime} a_{0, k+1}=\partial^{\prime} b_{1, k}$ for some $b_{1, k} \in E_{1, k}$. This proves that $c_{0, k}$ is of the form $c_{0, k}=\partial^{\prime \prime} a_{0, k+1}+\partial^{\prime} b_{1, k}$ with $a_{0, k+1} \in E_{0, k+1}$ and $b_{1, k} \in E_{1, k}$. (Note that this form for $c_{0, k}$ already implies that $\partial^{\prime} \partial^{\prime \prime} c_{0, k}=0$.)

Now suppose inductively on $i \geq 0$ that $j \geq 0$ is defined by $i+j=k$ and that $c_{i, j} \in E_{i, j}$ is given with $c_{i, j}=\partial^{\prime \prime} a_{i, j+1}+\partial^{\prime} b_{i+1, j}$. The constructed element $c_{i+1, j-1} \in E_{i+1, j-1}$ has $\partial^{\prime \prime} c_{i, j}=\partial^{\prime} c_{i+1, j-1}$ for some $c_{i+1, j-1} \in E_{i+1, j-1}$. Thus
$\partial^{\prime} c_{i+1, j-1}=\partial^{\prime \prime} \partial^{\prime} b_{i+1, j}=-\partial^{\prime} \partial^{\prime \prime} b_{i+1, j}$, and $c_{i+1, j-1}+\partial^{\prime \prime} b_{i+1, j}=\partial^{\prime} b_{i+2, j-1}$. If we put $a_{i+1, j}=-b_{i+1, j}$, then we have $c_{i+1, j-1}=\partial^{\prime \prime} a_{i+1, j}+\partial^{\prime} b_{i+2, j-1}$, and the induction goes through to $i=k$. Consequently any choice of $c_{k, 0}$ obtained starting from the boundary $a$ is of the form $c_{k, 0}=\partial^{\prime \prime} a_{k, 1}+\partial^{\prime} b_{k+1,0}$. The final step is to define $b=\partial^{\prime \prime} c_{k, 0}$, and then we have $b=\partial^{\prime \prime} \partial^{\prime} b_{k+1,0}=-\partial^{\prime} \partial^{\prime \prime} b_{k+1,0}$, and $b$ is exhibited as a boundary relative to $\partial^{\prime}$.
25. Since each $C_{p}$ is projective for $p \geq 0, C_{p} \otimes_{R} D$ is exact. Similarly $C \otimes_{R} D_{q}$ is exact for $q \geq 0$. The hypotheses of Problem 24 are satisfied, and the two homologies match.
26. $H_{0}(C)=H_{0}\left(C^{\prime}\right)=H_{0}(D)=\mathbb{Z} / 2 \mathbb{Z}$, and $H_{p}(C)=H_{p}\left(C^{\prime}\right)=H_{p}(D)=$ 0 for $p \neq 0$. $H_{0}\left(C \otimes_{\mathbb{Z}} D\right)=H_{0}\left(C^{\prime} \otimes_{\mathbb{Z}} D\right)=\mathbb{Z} / 2 \mathbb{Z}, H_{1}\left(C \otimes_{\mathbb{Z}} D\right)=0$ and $H_{1}\left(C^{\prime} \otimes_{\mathbb{Z}} D\right)=\mathbb{Z} / 2 \mathbb{Z}, H_{p}\left(C \otimes_{\mathbb{Z}} D\right)=H_{p}\left(C^{\prime} \otimes_{\mathbb{Z}} D\right)=0$ for $p \notin\{0,1\}$.
27. Let $Z_{p}=\operatorname{ker} \partial_{p}^{\prime} \subseteq C_{p}, B_{p}=$ image $\partial_{p+1}^{\prime} \subseteq C_{p}$, and $B_{p}^{\prime}=B_{p-1}$. Since $R$ is a principal ideal domain, Problem 20 shows that flat is equivalent to torsion free. Modules of the complex $C$ are flat by assumption, hence torsion free. Modules of $Z$ and $B^{\prime}$ are $R$ submodules of these, hence are torsion free, hence are flat.
28. The long exact sequence in homology shows that

$$
\operatorname{Tor}_{1}^{R}\left(B^{\prime}, D\right) \rightarrow Z \otimes_{R} D \rightarrow C \otimes_{R} D \rightarrow B^{\prime} \otimes_{R} D \rightarrow 0
$$

is exact. Since $B^{\prime}$ is flat, Problem 19 shows that $\operatorname{Tor}_{1}^{R}\left(B^{\prime}, D\right)=0$.
29. For (a), the boundary map on $B_{p}^{\prime} \otimes_{R} D_{q}$ in $B^{\prime} \otimes_{R} D$ is $\partial^{\prime} \otimes 1+(-1)^{p}\left(1 \otimes \partial^{\prime \prime}\right)$, and $\partial^{\prime}=0$ on boundaries in $B_{p}^{\prime}$.

For (b), tensoring with $B^{\prime}$ is an exact functor, since $B^{\prime}$ is flat. Therefore the exactness of $0 \rightarrow \bar{Z} \rightarrow D \xrightarrow{\partial^{\prime \prime}} \bar{B}^{\prime} \rightarrow 0$ implies the exactness of

$$
0 \rightarrow\left(B^{\prime} \otimes_{R} \bar{Z}\right)_{n} \rightarrow\left(B^{\prime} \otimes_{R} D\right)_{n} \xrightarrow{\left(1 \otimes \partial^{\prime \prime}\right)_{n}}\left(B^{\prime} \otimes_{R} \bar{B}^{\prime}\right)_{n} \rightarrow 0
$$

for each $n$. From the exactness of this sequence, we can read off that $\operatorname{ker}\left(1 \otimes \partial^{\prime \prime}\right)_{n}$ within $\left(B^{\prime} \otimes_{R} D\right)_{n}$ is $\left(B^{\prime} \otimes_{R} \bar{Z}\right)_{n}$ and that image $\left(1 \otimes \partial^{\prime \prime}\right)_{n}$ on $\left(B^{\prime} \otimes_{R} D\right)_{n}$ is $\left(B^{\prime} \otimes_{R} \bar{B}^{\prime}\right)_{n}$, which is the same thing as $\left(B^{\prime} \otimes_{R} \bar{B}\right)_{n-1}$.

For (c), the results of (b) show that

$$
H_{n}\left(B^{\prime} \otimes_{R} D\right) \cong \operatorname{ker}\left(1 \otimes \partial^{\prime \prime}\right)_{n} / \operatorname{image}\left(1 \otimes \partial^{\prime \prime}\right)_{n+1}=\left(B^{\prime} \otimes_{R} \bar{Z}\right)_{n} /\left(B^{\prime} \otimes \bar{B}\right)_{n}
$$

Since tensoring with $B^{\prime}$ is exact, the exactness of $0 \rightarrow \bar{B} \rightarrow \bar{Z} \rightarrow H(D) \rightarrow 0$ implies the exactness of

$$
0 \rightarrow B^{\prime} \otimes_{R} \bar{B} \rightarrow B^{\prime} \otimes_{R} \bar{Z} \rightarrow B^{\prime} \otimes_{R} H(D) \rightarrow 0
$$

in each degree. Thus $B^{\prime} \otimes_{R} H(D)=\left(B^{\prime} \otimes_{R} \bar{Z}\right) /\left(B^{\prime} \otimes_{R} \bar{B}\right)$, and $H_{n}\left(B^{\prime} \otimes_{R} D\right) \cong$ $\left(B^{\prime} \otimes H(D)\right)_{n}=\left(B \otimes_{R} H(D)_{n-1}\right.$.

Part (d) is handled in a fashion similar to (c).
30. For (a), $\operatorname{Tor}_{1}^{R}(Z, H(D))=0$ because $Z$ is flat.

In (b), comparison of the exact sequence with $\operatorname{ker} \omega_{n-1}$ with the exact sequence displayed before part (a) (but with $n$ replaced by $n-1$ ) shows that $\operatorname{ker} \omega_{n-1}$ is isomorphic to $\operatorname{Tor}_{1}^{R}(H(C), H(D))_{n-1}$. Substituting for $\operatorname{ker} \omega_{n-1}$ and incorporating the isomorphism into the mapping into $H_{n}\left(B^{\prime} \otimes_{R} D\right)$ leads to $\beta_{n-1}^{\prime}$ as the one-one mapping.

In (c), we have

$$
\begin{aligned}
\operatorname{coker}(\iota \otimes 1) & =H_{n}\left(C \otimes_{R} D\right) / \operatorname{image}\left(\iota_{n} \otimes 1\right)=H_{n}\left(C \otimes_{R} D\right) / \operatorname{ker}\left(\partial_{n}^{\prime} \otimes 1\right) \\
& \cong \operatorname{image}\left(\partial_{n}^{\prime} \otimes 1\right)=\operatorname{ker} \omega_{n-1} \cong \operatorname{Tor}_{1}^{R}(H(C), H(D))_{n-1}
\end{aligned}
$$

The composition of maps leading from $H_{n}\left(C \otimes_{R} D\right)$ to $H_{n}\left(B^{\prime} \otimes_{R} D\right)$ has to be $\partial_{n}^{\prime} \otimes 1$, and thus $\beta_{n-1}^{\prime} \beta_{n-1}=\partial_{n}^{\prime} \otimes 1$. The map $\beta_{n-1}$, apart from isomorphisms, is onto because $q$ was constructed as onto.

Part (d) is completely analogous, and the resulting map $\alpha_{n}$ is one-one.
For (e), we know that $\alpha$ is one-one and that $\beta$ is onto. Also, we have $\beta_{n-1}^{\prime} \beta_{n-1} \alpha_{n} \alpha_{n}^{\prime}$ $=\left(\partial_{n}^{\prime} \otimes 1\right)\left(\iota_{n} \otimes 1\right)=0$. Since $\beta_{n-1}^{\prime}$ is one-one and $\alpha_{n}^{\prime}$ is onto, $\beta_{n-1} \alpha_{n}=0$. Finally suppose that $x$ is in $\operatorname{ker} \beta_{n-1}$. Then $x$ is in $\operatorname{ker}\left(\beta_{n-1}^{\prime} \beta_{n-1}\right)=\operatorname{ker}\left(\partial_{n}^{\prime} \otimes 1\right)=$ $\operatorname{image}\left(\iota_{n} \otimes 1\right)=\operatorname{image}\left(\alpha_{n} \alpha_{n}^{\prime}\right)=\operatorname{image} \alpha_{n}$. This completes the proof of exactness.
31. This is immediate.
32. Let $X=\left\{X_{n}\right\}$ and $Y=\left\{Y_{n}\right\}$. Then $\operatorname{Morph}(X, Y)$ is the subgroup of $\prod_{n=-\infty}^{\infty} \operatorname{Hom}\left(X_{n}, Y_{n}\right)$ consisting of those elements in the product satisfying the chain map conditions. A zero object is any tuple of 0 's, and certainly product and coproduct make sense. One readily verifies that the tuple of kernels of a chain map furnishes a kernel for a chain map and that the tuple of cokernels furnishes a cokernel.
33. The additional objects and morphisms at the top of the extended diagram are $C_{0}=2 \mathbb{Z} / 8 \mathbb{Z}, B_{0}=\mathbb{Z}, k$ given by $2 \bmod 8 \mapsto 2 \bmod 8, \widetilde{k}$ given by $\times 2, \widetilde{\psi}$ given by $1 \mapsto 2 \bmod 8$, and $\widetilde{\varphi}$ given by $\times 4$. Since the composition of $\widetilde{k}$ followed by $\beta=\times 2$ is not $0,\left(B_{0}, \widetilde{k}\right)$ cannot be the kernel of $\beta$.

The additional objects and morphisms at the bottom of the extended diagram are $A_{0}^{\prime}=\mathbb{Z} / 4 \mathbb{Z}, B_{0}^{\prime}=\mathbb{Z} / 16 \mathbb{Z}, p$ given by $1 \mapsto 1 \bmod 4, \tilde{p}$ given by $1 \mapsto 1 \bmod 16, \widetilde{\varphi}^{\prime}$ given by $1 \bmod 4 \mapsto 4 \bmod 16$, and $\widetilde{\psi}^{\prime}$ given by $1 \bmod 16 \mapsto 1 \bmod 4$.
34. We give the argument only for $\operatorname{Hom}(M, \cdot)$. Let $0 \rightarrow A \xrightarrow{\varphi} B \xrightarrow{\psi} C \rightarrow 0$ be a given exact sequence, and form the sequence

$$
0 \longrightarrow \operatorname{Hom}(M, A) \xrightarrow{\operatorname{Hom}(1, \varphi)} \operatorname{Hom}(M, B) \xrightarrow{\operatorname{Hom}(1, \psi)} \operatorname{Hom}(M, C) .
$$

We are to show that $\operatorname{Hom}(1, \varphi)$ is one-one and that exactness holds at $\operatorname{Hom}(M, B)$.
If $\sigma$ is in $\operatorname{Hom}(M, A)$ with $\operatorname{Hom}(1, \varphi)(\sigma)=0$, then $\varphi \sigma=0$, and it follows that $\sigma=0$ because $\varphi$ is a monomorphism.

For the exactness at $\operatorname{Hom}(M, B)$, we use Theorem 4.42e. We know immediately that $\operatorname{Hom}(1, \psi) \operatorname{Hom}(1, \varphi)=\operatorname{Hom}(1, \psi \varphi)=\operatorname{Hom}(1,0)=0$. Thus suppose that
$\tau \in_{m} \operatorname{Hom}(M, B)$ has $\operatorname{Hom}(1, \psi) \tau \equiv 0$. This condition means that $\psi \tau \equiv 0$. Since the given sequence is exact, Theorem 4.42e produces some $\tau^{\prime} \in_{m} A$ with $\varphi \tau^{\prime} \equiv \tau$. In turn, this says that $\operatorname{Hom}(1, \varphi) \tau^{\prime} \equiv \tau$. By Theorem 4.42, we have exactness at $\operatorname{Hom}(M, B)$.
35. We give the proof only that the splitting of exact sequences as indicated implies that $P$ is projective. Thus suppose that a morphism $\tau \in \operatorname{Hom}(P, B)$ and an epimorphism $\psi \in \underset{\sim}{\operatorname{Hom}}(C, B)$ are given. We are to produce $\sigma \in \operatorname{Hom}(P, C)$ with $\tau=\psi \sigma$. Let $(\underset{\sim}{W}, \widetilde{\psi}, \widetilde{\tau})$ be a pullback of $(\psi, \tau)$. Then $\tau \widetilde{\psi}=\psi \widetilde{\tau}$, and Proposition 4.40 shows that $\tilde{\psi}$ is an epimorphism. Then it follows that

$$
0 \rightarrow \operatorname{domain}(\operatorname{ker} \tilde{\psi}) \xrightarrow{\operatorname{ker} \widetilde{\psi}} W \xrightarrow{\widetilde{\psi}} P \rightarrow 0
$$

is exact, and it must split by assumption. Thus there exists $\rho \in \operatorname{Hom}(P, W)$ with $\tilde{\psi} \rho=1_{P}$. Put $\sigma=\tilde{\tau} \rho$. Then $\psi \sigma=\psi \tilde{\tau} \rho=\tau \tilde{\psi} \rho=\tau 1_{P}=\tau$, as required.

## Chapter V

1. If $\xi$ is a root of $F(X)$, then the given formula shows that $D(\xi)$ is -23 and -31 in the two cases. These contain no square factor and therefore equal $D_{\mathbb{K}}$ in the two cases.
2. For (a), let $G(X)=F\left(X+\frac{2}{3}\right)=X^{3}-\frac{4}{3} X+\frac{22}{27}$. Then $F(X)$ and $G(X)$ have the same discriminant, and the discriminant for $G(X)$ is given by the formula of Problem 1. It is -44 .

For (b), let $x=a+b \xi+c \xi^{2}$ be given with $a, b, c$ all in $\{0,1\}$. The matrix of left-by- $x$ in the ordered basis $\left(1, \xi, \xi^{2}\right)$ works out to be

$$
\left(\begin{array}{ccc}
a & -2 c & -2 b-4 c \\
b & a & -2 c \\
c & b+2 c & a+2 b+4 c
\end{array}\right),
$$

and the determinant of it is

$$
a^{3}+2 a^{2}(b+4 c)+4 c^{3}-2 b(b+2 c)^{2}+4 a c(b+2 c)+2 b c(a+2 b+4 c)
$$

For $x$ to be twice an algebraic integer, this determinant, which is the norm of $x$, has to be $\equiv 0 \bmod 8$. All the terms are even except possibly the first, and thus $a$ has to be even. That is, $a=0$. The determinant then reduces to $4 c^{3}-2 b(b+2 c)^{2}+4 b c(b+2 c)$. All terms here are divisible by 4 except possibly $-2 b^{2}$. Thus $b$ must be even. That is, $b=0$. The determinant reduces in this case to $4 c^{3}$. For this to be divisible by $8, c$ must be even. That is, $c=0$. Proposition 5.2 consequently says that a further factor of $2^{2}$ cannot be eliminated from the discriminant.
3. For (a), Theorem 5.21 and the remarks after it show that every equivalence class contains an ideal whose norm is $<(0.283) D_{\mathbb{K}}^{1 / 2}$. Proposition 5.8 shows that $D_{\mathbb{K}}=3^{5}=243$. Thus every equivalence class contains an ideal with norm $\leq 4$.

Conclusion (b) is immediate from Theorem 5.6 with $F(X)=X^{3}-3$. Conclusion (c) follows because $(\sqrt[3]{3}-1)(\sqrt[3]{9}+\sqrt[3]{3}+1)=(\sqrt[3]{3})^{3}-1=3-1=2$. Conclusion (d) is immediate from Proposition 5.10d.

For (e), any nonzero ideal is the product of powers of prime ideals associated with the various prime numbers. The ones corresponding to the prime numbers 2 and 3 are principal ideals by (b), (c), and (d). These are the only ones that need to be checked, according to (a). Thus every nonzero ideal is principal.
4. Conclusion (a) is immediate from Theorem 5.6, since $X^{3}-7$ factors modulo 2 as $(X+1)\left(X^{2}+X+1\right)$. For $(\mathrm{b})$, we show that no element $x=a+b \sqrt[3]{7}+c \sqrt[3]{49}$ has norm $\pm 2$. Left multiplication by $x$ carries 1 to $a+b \sqrt[3]{7}+c \sqrt[3]{49}$, carries $\sqrt[3]{7}$ to $7 c+a \sqrt[3]{7}+b \sqrt[3]{49}$, and carries $\sqrt[3]{49}$ to $7 b+7 c \sqrt[3]{7}+a \sqrt[3]{49}$. Thus its matrix is

$$
\left(\begin{array}{ccc}
a & 7 c & 7 b \\
b & a & 7 c \\
c & b & a
\end{array}\right)
$$

The determinant is $a^{3}+49 c^{3}+7 b^{3}-21 a b c$, which is congruent modulo 7 to $a^{3}$. Modulo 7, the cubes are 0 and $\pm 1$, and thus the congruence $a^{3} \equiv \pm 2 \bmod 7$ has no solution.
5. Since the element $\sqrt{-1}+\sqrt{-5}$ has degree 4 over $\mathbb{Q}$, the minimal polynomial has degree 4. The product of $(X-(+\sqrt{-1}+\sqrt{-5}))$ and the Galois transforms $(X-(+\sqrt{-1}-\sqrt{-5})),(X-(-\sqrt{-1}+\sqrt{-5}))$, and $(X-(-\sqrt{-1}-\sqrt{-5}))$ is $X^{4}+12 X^{2}+16$, which is in $\mathbb{Z}[X]$.
6. The minimal polynomial of $\xi=\frac{1}{2}(\sqrt{-1}+\sqrt{-5})$ is $H(X)=X^{4}+2^{-2} 12 X^{2}+$ $2^{-4} 16=X^{4}+3 X^{2}+1$ with $|D(\xi)|=\left|N_{\mathbb{K} / \mathbb{Q}}\left(H^{\prime}(\xi)\right)\right|$. Here $H^{\prime}(X)=4 X^{3}+$ $6 X=2\left(2 X^{2}+3\right)$. Since $\xi^{4}+3 \xi^{2}+1=0$, we have $\xi^{2}=-\frac{3}{2} \pm \frac{1}{2} \sqrt{5}$; thus $2 \xi^{2}+3= \pm \sqrt{5}$. So $|D(\xi)|=\left|N_{\mathbb{L} / \mathbb{Q}}( \pm 2 \sqrt{5})\right|$. The four conjugates of $\sqrt{5}$ are $+\sqrt{5}$ twice and $-\sqrt{5}$ twice, and the norm is the product of the four conjugates. Thus $|D(\xi)|=\left|N_{\mathbb{L} / \mathbb{Q}}( \pm 2 \sqrt{5})\right|=2^{4} 5^{2}$.
7. These follow immediately by applying Theorem 5.6 to the indicated prime, 2 or 5 , and the respective polynomials: $X^{2}+5, X^{2}+X-1$, and $X^{2}+1$.
8. With $\mathbb{Q} \subseteq \mathbb{K}^{\prime} \subseteq \mathbb{L}$, the $(e, f, g)$ for $\mathbb{L} / \mathbb{Q}$ has to be entry by entry $\geq$ the triple for $\mathbb{K}^{\prime} / \mathbb{Q}$. The triple for $\mathbb{K}^{\prime} / \mathbb{Q}$ is given in Problem 7 b as $(1,2,1)$ for $p=2$. Similarly from $\mathbb{Q} \subseteq \mathbb{K}^{\prime \prime} \subseteq \mathbb{L}$, the $(e, f, g)$ for $\mathbb{L} / \mathbb{Q}$ has to be $\geq(2,1,1)$. Thus $e \geq 2, f \geq 2$, and $g \geq 1$. Since ef $g=4$, equality must hold throughout: $(e, f, g)=(2,2,1)$.

This proves (a). Similarly for (b), we must have $(e, f, g) \geq(2,1,1)$ and $(e, f, g)$ $\geq(1,1,2)$. Thus $(e, f, g) \geq(2,1,2)$. Since ef $g=4,(e, f, g)=(2,1,2)$.
9. In (a), Problem 8a shows that (2) $T=P^{2}$, and we know that (2) $R=\wp_{2}^{2}$. Then $P^{2}=(2) T=(2) R T=\wp_{2}^{2} T=\left(\wp_{2} T\right)\left(\wp_{2} T\right)$. Since $P$ is prime, $P$ divides $\wp_{2} T$. For the equality $P^{2}=\left(\wp_{2} T\right)^{2}$ to hold, we must have $P=\wp_{2} T$.

Similarly (5) $T=P_{1}^{2} P_{2}^{2}$ and (5) $R=\wp_{5}^{2}$. Then $P_{1}^{2} P_{2}^{2}=$ (5) $T=$ (5) $R T=$ $\wp_{5}^{2} T=\left(\wp_{5} T\right)^{2}$. Since $P_{1}$ and $P_{2}$ are prime, $P_{1}$ and $P_{2}$ must divide $\wp_{5} T$. Therefore $P_{1} P_{2}=\wp_{5} T$.

In (b), conclusion (a) shows that no prime ideal of $R$ that divides (2) $R$ or (5) $R$ ramifies in $T$. Since $D(\xi)$ is divisible by no prime numbers other than 2 and 5 , Theorem 5.6 shows that no prime ideal $(p)$ of $\mathbb{Z}$ ramifies in $T$. Hence no prime ideal of $R$ containing such a prime $(p)$ of $\mathbb{Z}$ ramifies in $T$.
10. Roots of unity must map to roots of unity under the embedding, and there are only two roots of unity within $\mathbb{R}$. Hence there are no real-valued embeddings when $p>2$. Thus the embeddings come in complex-conjugate pairs. The product $\sigma(x) \bar{\sigma}(x)$ is positive for $x>0$, and $N_{\mathbb{K} / \mathbb{Q}}(x)$ is the product of these expressions over all such pairs.
11. For (a), $F(X)$ is the minimal polynomial of $\zeta^{k}$ when $\operatorname{GCD}(k, p)=1$. Then $\zeta^{k}-1$ is a root of $G(X)=F(X+1)$ of the correct degree, and therefore $G(X)$ is the minimal polynomial of $\zeta^{k}-1$. If $H(X)$ is the field polynomial of an element $\eta$, then $N_{\mathbb{K} / \mathbb{Q}}(\eta)=(-1)^{[\mathbb{K}: \mathbb{Q}]} H(0)$. In this instance $[\mathbb{K}: \mathbb{Q}]=p-1$ is even. Taking $\eta=\zeta^{k}-1$, we obtain $N_{\mathbb{K} / \mathbb{Q}}\left(\zeta^{k}-1\right)=G(0)=F(1)=p$.

For (b), $\zeta-1$ divides $\zeta^{k}-1$, and hence the quotient is in $R$. If $l$ is chosen with $l k \equiv 1 \bmod p$, then $\zeta-1=\zeta^{l k}-1$, and $\zeta^{k}-1$ divides $\zeta^{l k}-1$. Therefore the reciprocal of $\left(\zeta^{k}-1\right) /(\zeta-1)$ is in $R$.
12. With $F(X)$ and $G(X)$ as in the previous problem, $F^{\prime}\left(\zeta^{k}\right)=G^{\prime}\left(\zeta^{k}-1\right)$. Here $F(X)=\left(X^{p}-1\right) /(X-1)$ makes $G(X)=X^{-1}\left[(X+1)^{p}-1\right]$ and $G^{\prime}(X)=$ $X^{-2}\left[p X(X+1)^{p-1}-(X+1)^{p}+1\right]$. Since $\zeta^{k p}=1$,
$F^{\prime}\left(\zeta^{k}\right)=G^{\prime}\left(\zeta^{k}-1\right)=\left(\zeta^{k}-1\right)^{-2}\left[p\left(\zeta^{k}-1\right) \zeta^{k(p-1)}-\zeta^{k p}+1\right]=\left(\zeta^{k}-1\right)^{-1} p \zeta^{k(p-1)}$.
The result now follows from the formula $\mathcal{D}\left(\zeta^{k}\right)=F^{\prime}\left(\zeta^{k}\right)$.
13. Continuing from the previous problem gives

$$
N_{\mathbb{K} / \mathbb{Q}}\left(F^{\prime}\left(\zeta^{k}\right)\right)=N_{\mathbb{K} / \mathbb{Q}}\left(\zeta^{k}-1\right)^{-1} p^{p-1} N_{\mathbb{K} / \mathbb{Q}}\left(\zeta^{k(p-1)}\right)=p^{p-2} .
$$

The result follows from the computation $(-1)^{(p-1)(p-2) / 2} D\left(\zeta^{k}\right)=N_{\mathbb{K} / \mathbb{Q}}\left(\mathcal{D}\left(\zeta^{k}\right)\right)=$ $N_{\mathbb{K} / \mathbb{Q}}\left(F^{\prime}\left(\zeta^{k}\right)\right)=p^{p-2}$.
14. For (a), we have $\lambda^{k}=(1-\zeta)^{k}=\sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \zeta^{j}$ and $\zeta^{k}=(1-\lambda)^{k}=$ $\sum_{j=0}^{k}(-1)^{j}\binom{k}{j} \lambda^{j}$. Conclusion (b) is a version of Problem 11b because the conjugates of $\zeta$ are the powers $\zeta^{j}$ for $1 \leq j \leq p-1$. For (c), we have $p=\prod_{k=1}^{p-1}\left(1-\zeta^{k}\right)=$ $\prod_{k=1}^{p-1}(1-\zeta) u_{k}=(1-\zeta)^{p-1} \prod_{k=1}^{p-1} u_{k}$, where $u_{k}=\left(1-\zeta^{k}\right) /(1-\zeta)$. Each element $u_{k}$ is a unit by Problem 11c, and (c) follows.
15. The identity $(p) R=(1-\zeta)^{p-1}$ is immediate from Problem 14 c . The extension $\mathbb{K} / \mathbb{Q}$ being Galois, we know that the prime decomposition of the ideal $(p) R$ is of the form $(p) R=P_{1}^{e} \cdots P_{g}^{e}$, where $p-1=e f g$ and $f$ is the common
value of all $\operatorname{dim}_{\mathbb{F}_{p}}\left(R / P_{j}\right)$. This latter fact says that no factorization of $(p) R$ into proper ideals can have more than $p-1$ factors, and $p-1$ factors occur only if all factors are prime. In this case, $(1-\zeta)$ is a proper ideal because $N_{\mathbb{K} / \mathbb{Q}}(1-\zeta)=p$. Thus each factor $(1-\zeta)$ is prime.
16. Following Proposition 5.2, suppose that $a_{j}$ is an integer for each $j$ with $s \leq j \leq k$ such that $0 \leq a_{j} \leq p-1, a_{s} \neq 0, a_{k}=1$, and

$$
a_{s} \lambda^{s}+a_{1} \lambda^{s+1}+a_{2} \lambda^{s+2}+\cdots+a_{k-1} \lambda^{k-1}+a_{k} \lambda^{k}=p r
$$

with $r$ in $R$. Subtracting all terms from the left side but the first and applying Problem 15 shows that $a_{s} \lambda^{s}$ lies in $(\lambda)^{s+1}$. Thus $\left(a_{s}\right)(\lambda)^{s} \subseteq(\lambda)^{s+1}$. Canceling gives $\left(a_{s}\right) \subseteq(\lambda)$, and this inclusion is a contradiction because $\operatorname{GCD}\left(N\left(\left(a_{s}\right)\right), N((\lambda))\right)=1$.
17. Each step toward a $\mathbb{Z}$ basis multiplies a discriminant by a square, and it is enough to prove that a primitive element $\xi$ for $\mathbb{K} / \mathbb{Q}$ lying in $R$ has $\operatorname{sgn} D(\xi)=(-1)^{r_{2}}$. We are thus to compute the sign of $\prod_{i<j}\left(\sigma_{i}(\xi)-\sigma_{j}(\xi)\right)^{2}$. For a given pair $(i, j)$, the factor $\left(\sigma_{i}(\xi)-\sigma_{j}(\xi)\right)^{2}$ is matched by its complex conjugate elsewhere in the product unless $\sigma_{i}$ and $\sigma_{j}$ are both real or are complex conjugates of one another. The factor and its mate have a positive product, and pair with $\sigma_{i}$ and $\sigma_{j}$ both real contributes a positive square. If $\sigma_{j}=\bar{\sigma}_{i}$, then $\sigma_{i}(\xi)-\sigma_{j}(\xi)$ is purely imaginary, and its square is negative. Hence the sign is $(-1)^{r_{2}}$.
18. Let $g$ be in $\operatorname{Gal}(\mathbb{K} / \mathbb{Q})=\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$. Replacing each $\sigma_{j}$ by $g \sigma_{j}$ has the effect of permuting the columns of $\left[\sigma_{j}\left(\alpha_{i}\right)\right]$. If the permutation is even, then the terms contributing to $P$ are the same before and after the permutation; otherwise they are interchanged. In either case, $P+N$ and $P N$ are fixed. Since $P+N$ and $P N$ are fixed by the Galois group, they are in $\mathbb{Q}$. The entries $\sigma_{j}\left(\alpha_{i}\right)$ of the matrix are in $R$, and thus $P$ and $N$ are in $R$. Consequently $P+N$ and $P N$ are in $\mathbb{Z}$. The formula $D(\Gamma)=(P+N)^{2}-4 P N$ shows that $D(\Gamma) \equiv(P+N)^{2} \bmod 4$. Any square of a member of $\mathbb{Z}$ is congruent to 0 or 1 modulo 4 , and the result follows.
19. Let $J$ be an ideal of $S^{-1} R$. Proposition 8.47 of Basic Algebra shows that $I=R \cap J$ is an ideal in $R$ and that $J=S^{-1} I$. Since $I_{1}, \ldots, I_{h}$ is a complete set of representatives for the equivalence classes, $a I=b I_{j}$ for some $j$ with $1 \leq j \leq h$. Let $(a)_{S}$ and $(b)_{S}$ be the principal ideals of $S^{-1} R$ generated by $a$ and $b$. The fact that $u$ is in $I_{j} \cap S$ means that $S^{-1} I_{j}=S^{-1} R$, and thus

$$
\begin{align*}
(a)_{S} J & =S^{-1}(a) S^{-1} I=S^{-1}(a) I=S^{-1}(b) I_{j}  \tag{*}\\
& =S^{-1}(b) S^{-1} I_{j}=S^{-1}(b) S^{-1} R=(b)_{S}
\end{align*}
$$

Hence $J$ is principal. (In fact, the equality shows that $a j=b$ for some $j \in J$. Hence $b a^{-1}=j$ is an element of $J \subseteq S^{-1} R$, the principal ideal $\left(b a^{-1}\right)_{S}$ of $S^{-1} R$ is meaningful, and $\left(b a^{-1}\right)_{S} \subseteq J$. For the reverse inclusion let $j \in J$ be given, and use (*) to write $a j=b x$ with $x \in S^{-1} R$. Then $j=\left(b a^{-1}\right) x$ shows that $j$ is in $\left(b a^{-1}\right)_{S}$, and $J \subseteq\left(b a^{-1}\right)_{S}$.)
20. For (a), write $a b=u^{k}$. Then $a^{-1}=u^{-k} b$ exhibits $a^{-1}$ as in $S^{-1} R$. For (b), if $u^{-m} a$ is a unit in $S^{-1} R$, then $u^{-m} a^{-1}=u^{-l} c$ for some $c \in R$. Hence $a c=u^{l-m}$. Since $a c$ is in $R$ and $u$ is not, $l-m=k$ with $k \geq 0$. Then $a$ divides $u^{k}$.
21. For (a), write $(u)=P_{1}^{e_{1}} \cdots P_{l}^{e_{l}}$. Then $\left(u^{h}\right)=\left(P_{1}^{h}\right)^{e_{1}} \cdots\left(P_{l}^{h}\right)^{e_{l}}=\left(b_{1}^{e_{1}} \cdots b_{l}^{e_{l}}\right)$. Thus $u^{h}=b_{1}^{e_{1}} \cdots b_{l}^{e_{l}} \varepsilon$ for some unit $\varepsilon$ in $R$, each $b_{j}$ divides $u^{h}$, and the conclusion follows from Problem 20a.

For (b), we have $(a)(b)=(u)^{k}=P_{1}^{k e_{1}} \cdots P_{l}^{k e_{l}}$. Since $a$ and $b$ are in $R$, this equality implies that $(a)=P_{1}^{r_{1}} \cdots P_{l}^{r_{l}}$. For each $j$, use the division algorithm to write $r_{j}=n_{j} h+t_{j}$ with $0 \leq t_{j}<h$. Then $P_{j}^{r_{j}}=\left(P_{j}^{h}\right)^{n_{j}} P_{j}^{t_{j}}=\left(b_{j}\right)^{n_{j}} P_{j}^{t_{j}}$, and consequently $(a)=(d) P_{1}^{t_{1}} \cdots P_{l}^{t_{l}}$ as required, where $d=\prod_{j=1}^{l} b_{j}^{n_{j}}$.

The argument for (c) was given in parentheses at the end of the solution of Problem 19.
22. Because of Problem 21d, we now have $(a)=(d)\left(c_{i}\right)$. Thus $a=d c_{i} \varepsilon$ for some unit $\varepsilon$ in $R$. Since $u^{k}=a b=c_{i} d b \varepsilon, c_{i}$ divides $u^{k}$ and is a unit in $S^{-1} R$ by Problem 20a.
23. Problem 22 shows that any unit of $S^{-1} R$ is a product of a power of $u$ by a product $\prod_{j=1}^{l} b_{j}^{n_{j}}$, an element $c_{i}$, and a unit $\varepsilon$ of $R$. Problem 21a shows that each $b_{j}$ is a unit in $S^{-1} R$, and Problem 22 shows that each $c_{i}$ is a unit in $S^{-1} R$. Thus $\left(S^{-1} R\right)^{\times}$ is generated by $u$, the finitely many elements $b_{j}$ and $c_{i}$, and a finite set of generators of $R^{\times}$. (The group $R^{\times}$is finitely generated by the Dirichlet Unit Theorem.)
24. $G(4 / \xi)=\left(64 \xi^{-3}-16 \xi^{-2}+8 \xi^{-1}+8\right)=8 \xi^{-3}\left(\xi^{3}+\xi^{-2}-2 \xi+8\right)=$ $8 \xi^{-3} F(\xi)=0$. The element $\eta$ is in $\mathbb{K}$, and it is exhibited as the root of a monic polynomial in $\mathbb{Z}[X]$; therefore it is in $R$.
25. For (a), $0=F(\xi) / \xi=\xi^{2}+\xi-2+8 \xi^{-1}=\xi^{2}+\xi-2+2 \eta$. For (b), $0=G(\eta) / \eta=\eta^{2}-\eta+2+8 / \eta=\eta^{2}-\eta+2+2 \xi$. Solving the first equation for $\xi^{2}$ gives the first formula in the table, and solving the second equation for $\eta^{2}$ gives the second formula in the table. The formula $\xi \eta=4$ is immediate from the definition $\eta=4 / \xi$. The formulas in the table together show that any integer polynomial in $\xi$ and $\eta$ reduces to a $\mathbb{Z}$ combination of $1, \xi$, and $\eta$.

Conclusion (c) is clear. For (d), we have $\eta=1-\frac{1}{2}\left(\xi^{2}+\xi\right)$, and this is not in $\mathbb{Z}\left(\left\{1, \xi, \xi^{2}\right\}\right)$. For (e), we have $D\left(\left(1, \xi, \xi^{2}\right)\right)=-2^{2} \cdot 503$. Since the only square factor is $2^{2}$, it follows that $\mathbb{Z}\left(\left\{1, \xi, \xi^{2}\right\}\right)$ has index 2 in $\mathbb{Z}(\{1, \xi, \eta\})$ and that $D((1, \xi, \eta))=$ -503 . This latter discriminant is square free and thus cannot be reduced further. Therefore $D_{\mathbb{K}}=-503$, and $\{1, \xi, \eta\}$ is a $\mathbb{Z}$ basis of $R$. Finally the formula $\eta=$ $1-\frac{1}{2}\left(\xi^{2}+\xi\right)$ shows that $\mathbb{Z}(\{1, \xi, \eta\})=\mathbb{Z}\left(\left\{1, \xi, \frac{1}{2}\left(\xi^{2}+\xi\right)\right\}\right)$.
26. Application of $\varphi$ to $\xi^{2}=\xi+2-2 \eta$ gives $\bar{\xi}^{2}=\bar{\xi}$. Similarly $\bar{\eta}^{2}=\bar{\eta}$. The elements of a finite field of characteristic 2 fixed by the squaring map are 0 and 1 . Hence $\bar{\xi}$ and $\bar{\eta}$ are in $\{0,1\}$. Since $\mathbb{F}=\varphi(R)$ is generated by the values of $\varphi$ on 1 , $\xi$, and $\eta, \mathbb{F}$ has two elements. From $\xi \eta=4$, it follows that $\bar{\xi} \bar{\eta}=0$. Thus $\bar{\xi}$ and $\bar{\eta}$ cannot both be 1 , and the only possibilities are the ones in the table.
27. Define $\varphi: R \rightarrow \mathbb{F}_{2}$ on $\xi$ and $\eta$ by one of the lines of the table of Problem 26, and set $\varphi(1)=1$. Then $\varphi$ extends to a well-defined additive homomorphism on $\mathbb{Z}(\{1, \xi, \eta\})$. We have to check that $\varphi$ respects multiplication. It is enough to do so on additive generators. Thus we have to check that $\varphi\left(\xi^{2}\right)=(\varphi(\xi))^{2}$, that $\varphi\left(\eta^{2}\right)=$ $(\varphi(\eta))^{2}$, and that $\varphi(\xi \eta)=(\varphi(\xi))(\varphi(\eta))$. Thus, for example, in the first one we want $-\varphi(\xi)+2 \varphi(1)-2 \varphi(\eta)=(\varphi(\xi))^{2}$. If we write the values of $\varphi$ as triples corresponding to the three possible $\varphi$ 's, the left side is $-(0,1,0)+2(1,1,1)-$ $2(0,0,1) \equiv(0,1,0) \bmod 2$, while the right side is $(0,1,0)^{2} \equiv(0,1,0) \bmod 2$. These match, and this relation is verified. The other two relations are verified in similar fashion.
28. The norm of a kernel equals the number of elements in the image of the homomorphism, which is 2 in each case. Since each ideal has prime norm, the ideal is prime. Moreover, these ideals contain (2) $R$ and hence all figure into the prime factorization of (2) $R$. On the other hand, we must have $\sum e_{i} f_{i}=3$ for the decomposition, and we have seen that there are at least three terms. So there are exactly three terms, and we must have $e_{i}=f_{i}=1$ in each case. Therefore (2) $R=P_{0,0} P_{1,0} P_{0,1}$.
29. For (a), the elements listed are additive generators of the ideal in each case, and hence they are also ideal generators. For (b), $\eta=\eta(\xi+1)-2 \cdot 2$ shows that $\eta$ is in the ideal $(2, \xi+1)$. Thus $(2, \xi+1, \eta) \subseteq(2, \xi+1)$. The reverse inclusion is clear. In (c), the argument for $(2, \eta+1)$ is completely symmetric. Let us see that $(2, \xi, \eta)=(2, \xi-\eta)$. The inclusion $\supseteq$ is clear. For the inclusion $\subseteq$, we use the two formulas

$$
\begin{aligned}
(-1-\eta) 2+(-\xi)(\xi-\eta) & =-2-2 \eta-(-\xi+2-2 \eta)+4=\xi, \\
(3+\xi) 2+(-\eta)(\xi-\eta) & =6+2 \xi-4+(-2 \xi-2+\eta)=\eta .
\end{aligned}
$$

30. For (a), the field polynomial of $\theta-q$ is $H(X+q)$, and so the norm of $\theta-q$ is $-H(0+q)$, as required. In (b), the first two formulas come from the field polynomials $F(X)$ and $G(X)$ of $\xi$ and $\eta$, and the other formulas follow from (a).

In (c), the fact that $N((\xi))=\left|N_{\mathbb{L} / \mathbb{Q}}(\xi)\right|=8$ shows that the prime factorization of $(\xi)$ is into prime ideals whose norms are powers of two. Problem 28 shows that all such ideals have been identified, and thus $(\xi)=P_{0,0}^{a} P_{1,0}^{b} P_{0,1}^{c}$ for some exponents $\geq 0$. Comparing norms shows that $a+b+c=3$. Similar remarks apply to ( $\eta$ ).

In (d), use of Problem 28 shows that $P_{0,0}^{2} P_{1,0}^{2} P_{0,1}^{2}=((2) R)^{2}=(4) R=(\xi)(\eta)=$ $P_{0,0}^{a+\alpha} P_{1,0}^{b+\beta} P_{0,1}^{c+\gamma}$. Then $a+\alpha=2, b+\beta=2$, and $c+\gamma=2$ by unique factorization.

For (e), we observe from the kernels, or else we see from Problem 29a, that $\xi$ is not in $P_{1,0}$ and that $\eta$ is not in $P_{0,1}$. Hence $P_{1,0}$ does not appear in the prime factorization of $(\xi)$, and $P_{0,1}$ does not appear in the prime factorization of $(\eta)$. Therefore $b=\gamma=0$.

For (f), the results of (e) and (d) combine to show that $a+\alpha=2, \beta=2$, and $c=2$. Since $a+c=3$ and $\alpha+\beta=3, a=\alpha=1$.
31. For (a), we see immediately from Problem 29a that $\xi+l$ lies in $P_{1,0}$ but not in $P_{0,0}$ and not in $P_{0,1}$. For (b), the formula $\left|N_{\mathbb{K} / \mathbb{Q}}(\xi+3)\right|=2^{2}$ shows that
$(\xi+3)$ is the product of exactly two of the prime ideals of norm 2 ; thus (a) implies that $(\xi+3)=P_{1,0}^{2}$. Similarly $\left|N_{\mathbb{K} / \mathbb{Q}}(\xi-1)\right|=2^{3}$, and (a) gives $(\xi-1)=P_{1,0}^{3}$. Conclusion (c) is immediate from Problem 29a.

For (d), we have (2) $R \subseteq(2, \xi)$; thus $(2, \xi)$ is of the form $P_{0,0}^{a} P_{1,0}^{b} P_{0,1}^{c}$ with $a+b+c \leq 3$. Since $\xi$ is not in $P_{1,0}, b=0$. Since $\xi$ is in $P_{0,0}$ and $P_{0,1}$, we must have $a>0$ and $c>0$. Since the inclusion (2) $R \subseteq(2, \xi)$ is proper (because $\xi$ is not in $(2) R=2 \mathbb{Z}(\{1, \xi, \eta\})), N((2, \xi)) \leq 4$. Thus $a=c=1$, and $(2, \xi)=P_{0,0} P_{0,1}$.

For (e), Problem 29a shows that $P_{0,1}=(2, \xi, \eta+1)$. Thus $P_{0,1}^{2}$ contains 4 and $\xi(\eta+1)=4+\xi$, hence $\xi$. If $P_{0,1}^{2}$ contains also $\xi+l$ with $l \equiv 2 \bmod 4$, then it contains $\xi+2$, hence 2 . This would mean that $P_{0,1}^{2} \supseteq(2, \xi)=P_{0,0} P_{0,1}$. Since $P_{0,1}^{2}$ and $P_{0,0} P_{0,1}$ both have norm 4, they would have to be equal, and we would obtain $P_{0,1}=P_{0,0}$, contradiction.

For (f), Problem 30b gives $N((\xi+2))=8$. In view of (c), $(\xi+2)=P_{0,0}^{a} P_{0,1}^{c}$ with $a+c=3$ and $c \geq 1$. Part (d) shows that $c \leq 1$. Thus $(\xi+2)=P_{0,0}^{2} P_{0,1}$. The argument for $(\xi-2)$ is similar.
32. For (a), this kind of argument is done in a parenthetical remark at the end of the solution of Problem 19. For (b), we have $(\xi+2)=r_{0,0}^{2} P_{0,1}$ and $(\xi-1)=P_{1,0}^{3}=$ $(\xi+3) P_{1,0}$. Thus the same kind of argument shows that $P_{0,1}$ and $P_{1,0}$ are principal.

For (c), we factor $X^{3}+X^{2}-2 X+8$ modulo 3 ; there is no root in $\mathbb{F}_{3}$, and hence the reduced polynomial is irreducible. By Theorem 5.6 the only prime ideal whose norm is a power of 3 has norm $3^{3}$.

For (d), we factor $X^{3}+X^{2}-2 X+8$ modulo 5 as $(X+1)\left(X^{2}-2\right)$, and Theorem 5.6 gives us one prime ideal of norm 5 and one of norm $5^{2}$. The one of norm 5, according to the theorem, is $(2,1+\xi)$. For (e), the technique of Problem 30a shows that $N((1+\xi))=10$. Thus the only possibility for the prime factorization of $(1+\xi)$ is as $(2,1+\xi) P$, where $P$ is one of the three ideals of norm 2 . For (f), since $(1+\xi)$ and $P$ are principal, $(2,1+\xi)$ is principal, by the same technique as in earlier parts.

For (g), the prime factorization of nonzero ideals allows us to conclude that every nonzero ideal of norm $\leq 6$ is principal. Application of the technique after Theorem 5.21 shows that every ideal class has a representative with norm $<6.35$, hence norm $\leq 6$. All such ideals are principal, and therefore $R$ is a principal ideal domain.

## Chapter VI

1. Apply the Cauchy criterion. Since $\left|a_{n}+a_{n+1}+\cdots+a_{m}\right|_{p} \leq \max _{n \leq k \leq m}\left|a_{k}\right|_{p}$, the series is Cauchy, hence convergent, if and only if the terms tend to 0 .
2. In (a), the equality $\operatorname{GCD}\left(3,2^{n}\right)=1$ implies that there exist integers $x_{n}$ and $y_{n}$ such that $3 x_{n}-2^{n} y_{n}=1$. Then $x_{n}-\frac{1}{3}=2^{n} 3^{-1} y_{n}$. Applying the 2 -adic absolute value gives $\left|x_{n}-\frac{1}{3}\right|_{2}=2^{-n}\left|y_{n}\right|_{2} \leq 2^{-n}$, and this tends to 0 . For example take $x_{n}=\frac{1}{3}\left(2^{2 n-1}+1\right)$. In (b), the argument with $\frac{a}{b}$ replacing $\frac{1}{3}$ is similar: to get
$\left|x-\frac{a}{b}\right|_{2} \leq 2^{-n}$, start by finding $x$ and $y$ with $b x-2^{n} y=a$.
3. Write ideles as tuples indexed by $\infty, 2,3,5, \ldots$ If $q$ is in $\mathbb{Q}$, then $\iota(q)=$ $(q, q, q, q, \ldots)$. If this is to be in $\mathbb{R}^{\times} \times \prod_{p} \mathbb{Z}_{p}^{\times}$, then the only restriction on the first coordinate is that $q \neq 0$, but the other coordinates are restricted by $|q|_{p}=1$ for all primes $p$. This means that $q$ in lowest terms has no $p$ in either the numerator or the denominator. So $q= \pm 1$. This proves (a).

In (b), let $\left(x_{\infty}, x_{2}, x_{3}, \ldots\right)$ be in $\mathbb{I}$. Since $\left|x_{p}\right|_{p} \neq 1$ for only finitely many $p$, there exists a unique positive rational $q$ such that $|q|_{p}=\left|x_{p}\right|_{p}$ for all $p$. Define $z_{p}=x_{p} q^{-1}$ as a member of $\mathbb{Q}_{p}^{\times}$. Then $\left|z_{p}\right|_{p}=\left|x_{p}\right|_{p}|q|_{p}^{-1}=1$ shows that $\left|z_{p}\right|_{p}=1$ for all $p$. Finally define $r=x_{\infty} q^{-1}$ as a member of $\mathbb{R}^{\times}$. Then $\left(r, z_{2}, z_{3}, \ldots\right)$ is in $\mathbb{I}\left(S_{\infty}\right)$, and $\left(x_{\infty}, x_{2}, x_{3}, \ldots\right)=(q, q, q, \ldots)\left(r, z_{2}, z_{3}, \ldots\right)$.
4. In (a), the norm of the ideal divides the norm of any element, and if the norm of the ideal is prime, then the ideal is prime. With $K=\mathbb{Q}(\sqrt{-5})$, we have $N_{K / \mathbb{Q}}(1 \pm \sqrt{-5})=6, N_{K / \mathbb{Q}}(3)=9$, and $N_{K / \mathbb{Q}}(2)=4$. Therefore $N((1 \pm \sqrt{-5}, 3))$ divides $\operatorname{GCD}(6,9)=3$, and $N((1 \pm \sqrt{-5}, 2))$ divides $\operatorname{GCD}(6,4)=2$. One checks that these ideals are not all of $R$, and then the respective norms are 3 and 2. So the ideals are prime. In (b), $(1+\sqrt{-5})=(1+\sqrt{-5}, 2)(1+\sqrt{-5}, 3)$, and (3) $=$ $(1+\sqrt{-5}, 3)(1-\sqrt{-5}, 3)$.

In (c), $\frac{1}{3}(1+\sqrt{-5}) R=(1+\sqrt{-5}, 2)(1+\sqrt{-5}, 3)(1+\sqrt{-5}, 3)^{-1}(1-\sqrt{-5}, 3)^{-1}$ $=(1+\sqrt{-5}, 2)(1-\sqrt{-5}, 3)^{-1}$, and $(1+\sqrt{-5}, 3)$ does not appear.

In (d), $\frac{1+\sqrt{-5}}{3}=\frac{2(1+\sqrt{-5})}{2 \cdot 3}=\frac{2(1+\sqrt{-5})}{(1+\sqrt{-5})(1-\sqrt{-5})}=\frac{2}{1-\sqrt{-5}}$.
5. The mapping $\varphi: 1+P_{v}^{n} \rightarrow P_{v}^{n} / P_{v}^{n+1}$ induced by $1+x \mapsto x+P_{v}^{n+1}$ is a homomorphism from $1+P_{v}^{n}$ under multiplication into $P_{v}^{n} / P_{v}^{n+1}$ under addition because the equalities $\varphi(1+x)=x+P_{v}^{n+1}, \varphi(1+y)=y+P_{v}^{n+1}$, and

$$
\begin{aligned}
\varphi((1+x)(1+y)) & =\varphi(1+x+y+x y) \\
& =x+y+x y+P_{v}^{n+1}=x+y+P_{v}^{n+1}
\end{aligned}
$$

show that $\varphi((1+x)(1+y))=\varphi(1+x)+\varphi(1+y)$. The kernel of $\varphi$ is the set of all $1+x$ with $x \in P_{v}^{n+1}$, i.e., $1+P_{v}^{n+1}$, and the image is certainly all of $P_{v}^{n} / P_{v}^{n+1}$.
6. The composition $\mathbb{I}^{1} / \iota\left(K^{\times}\right) \rightarrow \mathbb{I} / \iota\left(K^{\times}\right) \rightarrow \mathcal{I} / \mathcal{P}$ induced by the inclusion $\mathbb{I}^{1} \rightarrow \mathbb{I}$ and the passage from $\mathbb{I}$ to $\mathcal{I}$ discussed in Section 10 is onto $\mathcal{I} / \mathcal{P}$ because the composition is affected by only the nonarchimedean places and because any member of $\mathbb{I}$ can be adjusted at the archimedean places so as to be in $\mathbb{I}^{1}$. In addition, the composition is continuous if $\mathcal{I} / \mathcal{P}$ is given the discrete topology. Since $\mathbb{I}^{1} / \iota\left(K^{\times}\right)$is compact, the discrete space $\mathcal{I} / \mathcal{P}$ has to be compact and must be finite.
7. Fix a finite subset $S$ of places containing $S_{\infty}$. Then the projection of $\prod_{w \in S} K_{w}^{\times}$ to $K_{v}{ }^{\times}$is continuous for each $v \in S$. Since also the inclusion $K_{v}^{\times} \rightarrow K_{v}$ is continuous, the composition $\prod_{w \in S} K_{w}^{\times} \rightarrow K_{v}$ is continuous. Thus the corresponding mapping $\prod_{w \in S} K_{w}^{\times} \rightarrow \prod_{w \in S} K_{w}$ is continuous. In similar fashion $\prod_{w \notin S} \mathbb{Z}_{w}^{\times} \rightarrow \mathbb{Z}_{v}$ is a
continuous function as a composition of continuous functions. Thus $\prod_{w \notin S} \mathbb{Z}_{w}^{\times} \rightarrow$ $\prod_{w \notin S} \mathbb{Z}_{w}$ is continuous. Putting these two compositions together shows that $\mathbb{I}_{K}(S) \rightarrow$ $\mathbb{A}_{K}(S)$ is continuous, and therefore $\mathbb{I}_{K}(S) \rightarrow \mathbb{A}_{K}$ is continuous. Since this is true for each $S$, it follows that $\mathbb{I}_{K} \rightarrow \mathbb{A}_{K}$ is continuous.
8. Each $x_{n}$ lies in $\mathbb{A}_{\mathbb{Q}}\left(S_{\infty}\right)$, which is an open set in $\mathbb{A}_{\mathbb{Q}}$. For each prime $p$, $x_{n, p}=1$ if $n$ is large enough, and also $x_{n, \infty}=1$ for all $n$. Since $\mathbb{A}_{\mathbb{Q}}\left(S_{\infty}\right)$ has the product topology, $\left\{x_{n}\right\}$ converges to (1). On the other hand, if $\left\{x_{n}\right\}$ were to converge to some limit $x$ in $\mathbb{I}_{\mathbb{Q}}$, then $x$ would have to lie in some $\mathbb{I}(S)$, and the ideles $x_{n}$ would have to be in $\mathbb{I}(S)$ for large $n$. But $\left(x_{n, v}\right)$ is not in $\mathbb{I}(S)$ as soon as $v$ is outside $S$.
9. For fixed $g$ in $G$, we have $d(\Phi(g x))=d(\Phi(g) \Phi(x))=d(\Phi(x))$, and hence $d(\Phi(\cdot))$ and $d(\cdot)$ are Haar measures on $G$. Any two Haar measures are proportional, and the result follows.
10. In (a) the equality is trivial if $c_{1} c_{2}=0$. When $c_{1} c_{2} \neq 0$, we have $d\left(c_{1} c_{2} x\right)=$ $\left|c_{1} c_{2}\right|_{F} d x$ and also $d\left(c_{1} c_{2} x\right)=\left|c_{1}\right|_{F} d\left(c_{2} x\right)=\left|c_{1}\right|_{F}\left|c_{2}\right|_{F} d x$, and it follows that $\left|c_{1} c_{2}\right|_{F}=\left|c_{1}\right|_{F}\left|c_{2}\right|_{F}$ in this case as well.

The proof of continuity is harder (but is essential to make sense out of (b)). We first check continuity at each $c_{0} \neq 0$. Let $f$ be a continuous real-valued function vanishing off a compact set $S$, and let $N$ be a compact neighborhood of $c_{0}$ not containing 0 . If $c$ is in $N$, then $f\left(c^{-1} x\right)$ is nonzero only for $x$ in the compact set $N S$. Let $\epsilon>0$ be given. Continuity of $(c, x) \mapsto f\left(c^{-1} x\right)$ allows us to find, for each $x$ in $N S$, an open subneighborhood $N_{x}$ of $c_{0}$ and an open neighborhood $U_{x}$ of $x$ such that $\left|f\left(c^{-1} y\right)-f\left(c_{0}^{-1} x\right)\right|<$ $\epsilon$ for $c \in N_{x}$ and $y \in U_{x}$. Then $\left|f\left(c^{-1} y\right)-f\left(c_{0}^{-1} y\right)\right|<2 \epsilon$ for $c \in N_{x}$ and $y \in U_{x}$. The open sets $U_{x}$ cover $N S$. Forming a finite subcover and intersecting the corresponding finitely many sets $N_{x}$, we obtain an open neighborhood $N^{\prime}$ of $c_{0}$ such that $\left|f\left(c^{-1} y\right)-f\left(c_{0}^{-1} y\right)\right|<2 \epsilon$ for $c \in N^{\prime}$ whenever $y$ is in $N S$. As a result, $c \mapsto \int_{V} f\left(c^{-1} x\right) d x$ is continuous at $c=c_{0}$. Therefore $c \mapsto|c|_{V} \int_{V} f(x) d x$ is continuous at $c_{0}$, and so is $c \mapsto|c|_{V}$.

To prove continuity at $c=0$, we are to show that $\lim _{c \rightarrow 0} \int_{V} f\left(c^{-1} x\right) d x=0$ for $f$ as above. Let $U$ be any compact neighborhood of 0 in $V$. Find a sufficiently small neighborhood $N$ of 0 in $V$ such that $c \in V$ implies that $c S$ does not meet $U^{c}$. Then $c^{-1} U^{c} \cap S=\varnothing$. For such $c$ 's, we have $\left|\int_{V} f\left(c^{-1} x\right) d x\right|=\left|\int_{U} f\left(c^{-1} x\right) d x\right| \leq$ $\|f\|_{\text {sup }}(d x(U))$, and the desired limit relation follows.

For (b), we have $d(c x) /|c x|_{F}=\left(|c|_{F} d x\right) /\left(\left.|c|\right|_{F}|x|_{F}\right)=d x /|x|_{F}$. For (c), $|x|_{F}=$ $|x|$ if $F=\mathbb{R}$, and $|x|_{F}=|x|^{2}$ if $F=\mathbb{C}$. For (d), $|x|_{F}=|x|_{p}$ if $F=\mathbb{Q}_{p}$. For (e), we have $I=p \mathbb{Z}_{p}$, and therefore the Haar measure of $I$ is the product of $|p|_{p}=p^{-1}$ times the Haar measure of $\mathbb{Z}_{p}$. Hence the Haar measure of $I$ is $p^{-1}$.
11. If $F$ has characteristic $p^{\prime} \neq 0$, then the sum $1+\cdots+1$ with $p^{\prime}$ terms is 0 in $R$, and it must be 0 in $R / \mathfrak{p}$. So $R / \mathfrak{p}$ must have characteristic $p^{\prime}$. Thus any such $p^{\prime} \neq 0$ must be $p$.
12. In (a), apply Corollary 6.29 with $f(X)=X^{q-1}-1$ in $R[X]$. Every nonzero $\bar{a}$ is a simple root of the reduced polynomial $\bar{f}(X)=X^{q-1}-1$ in $\mathbb{F}_{q}[X]$, simple
because $(q-1)(\bar{a})^{q-1} \neq 0$. The corollary produces a root $a$ of $f(X)$ whose image in $R / \mathfrak{p}$ is $\bar{a}$. In this way we obtain $q-1$ distinct roots of 1 in $R$, each corresponding to a different coset in $R / \mathfrak{p}$. Together with 0 , these exhaust the cosets of $R / \mathfrak{p}$.

In (b), if $F$ has characteristic $p$, then raising to the $p^{\text {th }}$ power is a field mapping of $F$ into itself. Since $q=p^{m}$, raising to the $q^{\text {th }}$ power is the $m$-fold iterate of a field map and is a field map. If $a$ and $b$ are two $(q-1)^{\text {st }}$ roots of 1 in $R$, then $(a \pm b)^{q}=a^{q}+( \pm b)^{q}=a+( \pm b)$, and so $a \pm b$ is a $(q-1)^{\text {st }}$ root of 1 . Since the nonzero elements of $E$ are closed under inverses, $E$ is a subfield.
13. In (a) let $x$ be in $R$. Problem 12 produces a unique $a_{0} \in E$ with $x-a_{0}$ in $\mathfrak{p}$, i.e., with $v\left(x-a_{0}\right) \geq 1$. Then $v\left(t^{-1}\left(x-a_{0}\right)\right) \geq 0$, and Problem 12 produces a unique $a_{1}$ in $E$ with $t^{-1}\left(x-a_{0}\right)-a_{1}$ in $\mathfrak{p}$. Continuing in this way, we obtain $a_{0}, \ldots, a_{N}$ in $E$ with

$$
t^{-1}\left(t^{-1}\left(\cdots\left(t^{-1}\left(x-a_{0}\right)-a_{1}\right)-\cdots\right)-a_{N-1}\right)-a_{N}
$$

in $\mathfrak{p}$. Thus $v\left(x-\sum_{k=0}^{N} a_{k} t^{k}\right) \geq N+1$. Since $F$ is complete, $\sum_{k=0}^{\infty} a_{k} t^{k}$ converges with sum $x$. The statement about the value of $v$ is clear.

In (b), the part about the series giving an element in $R$ is immediate from Problem 1, since $t^{k}$ has limit 0 . The operations on $R$ now match those on $\mathbb{F}_{q}[[t]]$, and the isomorphism follows. For (c), let $x$ be given with $x \notin R$. Set $v(x)=-N$. Then $v\left(t^{N} x\right)=0$, and we can apply (a) to write $t^{N} x=\sum_{k=0}^{\infty} a_{k} t^{k}$. Then $x=\sum_{k=0}^{\infty} a_{k} t^{k-N}$, as required.
14. In (a), the inclusion of the integers into $R$, followed by passage to the quotient $R / \mathfrak{p}$, is an additive homomorphism. Since $R / \mathfrak{p}$ has order $q, q$ must map to the 0 coset, namely $\mathfrak{p}$.

Part (a) shows that $v(q) \geq 1$. Since $v(q)=v\left(p^{m}\right)=m v(p), v(p)$ is positive, and (b) is proved. The same argument as in the proof of Ostrowski's Theorem shows that $v\left(p^{\prime}\right)=0$ for all prime numbers other than $p$, and then (c) is immediate. For (d), it is enough to check equality of the absolute values in question on the element $p$, and for that we have $|p|_{F}^{1 /\left(m v_{0}\right)}=q^{-v(p) /\left(m v_{0}\right)}=q^{-1 / m}=p^{-1}$.

For (e), the map of $\mathbb{Q}^{\prime}$ to $\mathbb{Q}$, when composed with the completion $\mathbb{Q} \rightarrow \mathbb{Q}_{p}$, is a homomorphism of valued fields into a complete field. It therefore extends uniquely as a homomorphism of the closure $\overline{\mathbb{Q}^{\prime}}$ into $\mathbb{Q}_{p}$. The dense set $\mathbb{Q}^{\prime}$ maps to the dense set $\mathbb{Q}$, and hence the extended map is an isomorphism.

Part (f) is just a repetition of the argument in Problems 13a and 13c. In (g), let $x=\sum_{k=0}^{\infty} a_{k} t^{k}$ be the expansion of $f$, and put $c_{j_{0}}=\sum_{k=0}^{v_{0}-1} a_{k} t_{k}$. Since $v(t)=1$, we obtain $v\left(x-c_{j_{0}}\right) \geq v\left(t^{v_{0}}\right)=v_{0} v(t)=v_{0}$. Therefore $v\left(p^{-1}\left(x-c_{j_{0}}\right)\right) \geq 0$. Iterating this procedure as in Problem 13a, we obtain a convergent expansion $x=\sum_{k=0}^{\infty} c_{j_{k}} p^{k}$. For (h), we then have $x=\sum_{k=0}^{\infty} c_{j_{k}} p^{k}=\sum_{j=1}^{l} c_{j} \sum_{\left\{k \mid j_{k}=j\right\}} p^{k}$, and we see that $x$ lies in $\sum_{j=1}^{l} \overline{\mathbb{Q}^{\prime}} c_{j}$. Therefore $\operatorname{dim}\left[F: \overline{\mathbb{Q}^{\prime}}\right] \leq l$.
15. Part (a) is immediate, and (b) follows from Theorem 6.33. For (c), $R / \mathfrak{p}$ corresponds to extracting the constant term from a power series in $t$, and thus $L / \wp \cong$ $\mathbb{F}_{q^{f}}$ is of dimension $f$ over $R / \mathfrak{p} \cong \mathbb{F}_{q}$. The computation $\wp T=t U T=t T=t R T=$ $\mathfrak{p} T=P^{e}$ shows that $K / L$ has ramification index $e$. For (d), each index (residue class
degree and ramification index) for $K / F$ is the product of that index for $K / L$ and that index for $L / F$. So $e$ for $L / F$ is 1 , and $f$ for $K / L$ is 1 .
16. For (a), the irreducible polynomial $\bar{g}(X)$ has to be separable, and therefore all of its roots in $\mathbb{k}_{K}$ are simple. Application of Hensel's Lemma in the form of Corollary 6.29 produces $\alpha$. For (b), the polynomial $g(X)$ is monic with coefficients in $R$, and its root $\alpha$ is therefore a member of $L$ integral over $R$. Thus $\alpha$ lies in $U$. The natural field map $U / \wp \rightarrow T / P$ takes $u+\wp$ to $u+P$, hence takes $\alpha+\wp$ to $\alpha+P=\bar{\alpha}$. Thus we can regard $\bar{\alpha}$ as a member of $\mathbb{k}_{L}$. Since $\mathbb{k}_{F}$ and $\bar{\alpha}$ generate $\mathbb{k}_{K}$ by construction of $\bar{\alpha}, \mathbb{k}_{L}=\mathbb{k}_{F}$.

For (d), let us use subscripts on the indices $e$ and $f$ to indicate the field extension in question. Then we have $e_{L / F} f_{L / F}=[L: F]=\operatorname{deg} g(X)=\operatorname{deg} \bar{g}(X)=$ $\left[\mathbb{k}_{K}: \mathbb{k}_{F}\right]=f_{K / F}$ on the one hand and $f_{K / F}=\left[\mathbb{k}_{K}: \mathbb{k}_{F}\right]=\left[\mathbb{k}_{L}: \mathbb{k}_{F}\right]=f_{L / F}$ on the other hand. The two chains of equalities together show that $e_{L / F}=1$, and the second one in combination with $f_{K / F}=f_{K / L} f_{L / F}$ shows that $f_{K / L}=1$.
17. In (a), the element $y_{j}$ exists and is unique because of the nondegeneracy of the trace form, which holds because $K / F$ is separable (Theorem 8.54 and Section IX. 15 of Basic Algebra).

In (b), the expression for the $z_{k}$ 's in terms of the $y_{j}$ 's shows that $\sum_{k=1}^{n} R z_{k} \subseteq$ $\sum_{j=1}^{n} R y_{j}$. The assumption det $A= \pm 1$ implies that $B=A^{-1}$ lies in $M_{n}(R)$. Since $y_{j}=\sum_{k} B_{k j} z_{k}$, we obtain $\sum_{j=1}^{n} R y_{j} \subseteq \sum_{k=1}^{n} R z_{k}$.

For (c), it is evident that the degree is at most $n-1$. Write $g(X)=\prod_{j}\left(X-\xi_{j}\right)$. The opening computations of Section V. 4 show that $g^{\prime}\left(\xi_{i}\right)=\prod_{j \neq i}\left(\xi_{i}-\xi_{j}\right)$. Therefore the value of the left side at $\xi_{k}$ for the identity in question is

$$
\sum_{i=1}^{n} \frac{\prod_{j \neq i}\left(\xi_{k}-\xi_{j}\right)}{\prod_{j \neq i}\left(\xi_{i}-\xi_{j}\right)}
$$

The numerator is 0 unless $i=k$. Thus only the $i^{\text {th }}$ term makes a contribution, and its value, namely 1 , matches the value of the right side. Then (d) is a routine computation.

For (e), the rational expression $\left(1+c_{1} X+\cdots+c_{n} X^{n}\right)^{-1}$ on the left side is expanded in series using $(1+Z)^{-1}=1-Z+Z^{2}-Z^{3}+\cdots$. Thus the left side is the sum of $X^{n}$ and a series beginning with a multiple of $X^{n+1}$. The right side is $\sum_{k=0}^{\infty} \operatorname{Tr}_{K / F}\left(g^{\prime}(\xi)^{-1} \xi^{k} X^{k+1}\right)$, and the conclusion of the problem results by equating the indicated coefficients.

For (f), the result of (e) handles the entries with $i+j \leq n+1$. For those with $n+2 \leq i+j \leq 2 n$, we write $\xi^{i+j-2} g^{\prime}(\xi)^{-1}$ as $\xi^{n} \xi^{i+j-n-2} g^{\prime}(\xi)^{-1}$, substitute for $\xi^{n}$ recursively from the field polynomial, and check that the traces are in $R$ by applying (e). Thus all $A_{i j}$ are in $R$.

For (g), conclusion (f) shows that $A$ is triangular with 1's on the off diagonal, and hence the determinant of $A$ is $\pm 1$. Put $z_{k}=\sum_{j} A_{j k} y_{j}$. Since $x_{i}=\xi^{i-1}$,

$$
\begin{aligned}
\operatorname{Tr}_{K / F}\left(z_{k} x_{i}\right) & =\sum_{j} A_{j k} \operatorname{Tr}_{K / F}\left(y_{j} x_{i}\right)=A_{i k} \\
& =\operatorname{Tr}_{K / F}\left(\left(g^{\prime}(\xi)^{-1} \xi^{k-1}\right) \xi^{i-1}\right)=\operatorname{Tr}_{K / F}\left(\left(g^{\prime}(\xi)^{-1} \xi^{k-1}\right) x_{i}\right)
\end{aligned}
$$

Therefore $z_{k}=g^{\prime}(\xi)^{-1} \xi^{k-1}$. Combining this equality with (b) shows that $\widehat{N}=$ $\sum_{j} R y_{j}=\sum_{k} R z_{k}=\sum_{k} R g^{\prime}(\xi)^{-1} \xi^{k-1}=g^{\prime}(\xi)^{-1} N$.
18. For (a), the assumption $f=n$ makes $\operatorname{dim}_{\mathbb{k}_{F}}\left(\mathbb{k}_{K}\right)=n$. Thus $\operatorname{deg} g(X)=$ $\operatorname{deg} \bar{g}(X)=n$. Since $\bar{g}(X)$ is irreducible, so is $g(X)$. The root $\alpha$ of $g(X)$ in $K$ is such that $F(\alpha)$ is an $n$-dimensional subspace of $K$, hence equals $K$.

For (b), the conclusion $\widehat{N} \supseteq \widehat{T}$ follows from the definition. Since $\widehat{T}=\mathcal{D}(K / F)^{-1}$, we obtain $\mathcal{D}(K / F)^{-1} \subseteq \widehat{N}=g^{\prime}(\alpha)^{-1} N \subseteq g^{\prime}(\alpha)^{-1} T$.

For (c), the polynomial $\bar{g}(X)$ was constructed as irreducible, and $g(X)$ was constructed to reduce to $\bar{g}(X)$. Then $\bar{g}^{\prime}(\bar{\alpha}) \neq 0$, and it follows that $g^{\prime}(\alpha)$ is in $T$ but not $P$. Thus $g^{\prime}(\alpha)$ is a unit in $T$, and $g^{\prime}(\alpha)^{-1} T=T$. Then $\mathcal{D}(K / F)^{-1} \subseteq T$. Since $\mathcal{D}(K / F)^{-1} \supseteq T$ also, $\mathcal{D}(K / F)^{-1}=T$, and $\mathcal{D}(K / F)=T$.
19. For (a), we may assume that $v\left(x_{1}\right) \leq v\left(x_{j}\right)$ for $j>1$. If $v\left(x_{1}\right)<v\left(x_{j}\right)$ for all $j>1$, then induction and use of property (vi) of discrete valuations shows inductively that $v(0)=v\left(x_{1}+\cdots+x_{m}\right)=v\left(x_{1}\right)$, contradiction.

For (b), the element $\pi$ is in $T$, and its minimal polynomial has coefficients in $R$ because $T$ is integral over $R$; in turn, the field polynomial is a power of the minimal polynomial. Since $c_{j}$ is in $R$, we have $v_{K}\left(c_{j}\right)=n v_{F}\left(c_{j}\right)$, and therefore $v_{K}\left(c_{j}\right)$ is divisible by $n$.

For (c), apply (a) to the equality $c_{0} \pi^{n}+c_{1} \pi^{n-1}+\cdots+c_{n}=0$ to produce indices $i<j$ with $v\left(c_{i} \pi^{n-i}\right)=v\left(c_{j} \pi^{n-j}\right)$ and with $v\left(c_{k} \pi^{n-k}\right) \geq v\left(c_{i} \pi^{n-i}\right)$ for all $k$. The equality involving $i$ and $j$ implies that $j-i=v_{K}\left(c_{j}\right)-v_{K}\left(c_{i}\right)$. From $i<j \leq n$, we have $n-i>0$. Thus $v\left(c_{i} \pi^{n-i}\right) \geq v\left(c_{i} \pi\right)>0$. By (b), $v\left(c_{i} \pi^{n-i}\right) \geq n$. So $v\left(c_{k} \pi^{n-k}\right) \geq n$.

In (d), the right side of the equality $j-i=v_{K}\left(c_{j}\right)-v_{K}\left(c_{i}\right)$ is divisible by $n$, by (b), and the left side is between 1 and $n$. Hence the two sides equal $n$, and we conclude that $i=0$ and $j=n$. Thus the equality says that $n=v_{K}\left(c_{n}\right)$. Since $c_{n}$ is in $F$ and since $v_{K}=n v_{F}, v_{F}\left(c_{n}\right)=1$. Therefore $c_{n}$ is in $\mathfrak{p}$ but not $\mathfrak{p}^{2}$. The inequality $v_{K}\left(c_{k} \pi^{n-k}\right) \geq n$ implies that $v_{K}\left(c_{k}\right) \geq k$. For $1 \leq k \leq n$, this conclusion implies that $v_{K}\left(c_{k}\right) \geq 1$. Since $c_{K}$ is in $F$ and since $v_{K}=n v_{F}, v_{F}\left(c_{k}\right)>0$ for $k \geq 1$. Thus $c_{k}$ is in $\mathfrak{p}$ for $k \geq 1$.

In (e), the irreducibility is immediate from the Eisenstein irreducibility criterion, $R$ being a principal ideal domain. Since the field polynomial is a power of the minimal polynomial, the field polynomial equals the minimal polynomial. Then the degree of $F(\pi)$ is $n$. Since $F(\pi)$ is an $n$-dimensional subfield of the $n$-dimensional field $K$, $K=F(\pi)$.

Part (f) is proved in the same way as Problem 14 g . For (g), the expansion can be rewritten as $\sum_{k=0}^{\infty} a_{k} y_{k}=\sum_{i=0}^{\infty} \sum_{0 \leq j<e} a_{e i+j} y_{e i+j}=\sum_{0 \leq j<e} \pi^{j}\left(\sum_{i=0}^{\infty} a_{e i+j} \lambda^{i}\right)$. The term in parentheses is the most general member of $R$, and the left side is the most general member of $T$. Thus (g) follows.

In (h), conclusion (g) shows that $N=\sum_{k=0}^{n-1} R \pi^{k}$ equals $T$, and Problem 17 with $\xi=\pi$ shows that $\widehat{N}=g^{\prime}(\pi)^{-1} N$. Thus $\mathcal{D}(K / F)^{-1}=\widehat{T}=g^{\prime}(\pi)^{-1} T$. Multiplying by $\left(g^{\prime}(\pi)\right) \mathcal{D}(K / F)$, we obtain $\mathcal{D}(K / F)=\left(g^{\prime}(\pi)\right)$.

For (i), $g^{\prime}(\pi)=e \pi^{e-1}+\sum_{k=1}^{n-1} c_{n-k} k \pi^{k-1}=e \pi^{e-1}+b$. In each term of $b$, $v_{K}\left(k c_{n-k}\right) \geq e v_{F}\left(c_{n-k}\right) \geq e$, and $v_{K}\left(\pi^{k-1}\right)=k-1$. Thus $v_{K}(b) \geq e$. Meanwhile, $v_{K}\left(e \pi^{e-1}\right)=(e-1)+v_{K}(e)$. Thus $v_{K}\left(g^{\prime}(\pi)\right) \geq \min \left((e-1)+v_{K}(e), v_{K}(b)\right)$, and property (vi) of discrete valuations shows that equality holds if the two members $(e-1)+v_{K}(e)$ and $v_{K}(b)$ of the minimum are unequal. If $v_{K}(e)=0$, then the members are unequal, and we obtain $v_{K}\left(g^{\prime}(\pi)\right)=e-1$. Otherwise, we obtain $v_{K}\left(g^{\prime}(\pi)\right) \geq e$. We know that $\mathcal{D}(K / F)=\left(g^{\prime}(\pi)\right)=P^{v_{k}\left(g^{\prime}(\pi)\right)}$, and Lemma 6.47 follows.

## Chapter VII

1. If $x$ and $y$ are members of $L$ purely inseparable over $K$, then $x^{p^{e}}$ and $y^{p^{c^{c}}}$ are in $K$ for suitable $e$ and $e^{\prime}$. Without loss of generality, let $e^{\prime} \leq e$. Then $x^{p^{e}}$ and $y^{p^{e}}$ are in $K$, and hence $(x \pm y)^{p^{e}}=x^{p^{e}} \pm y^{p^{e}}$ are in $K$ and so are $(x y)^{p^{e}}=x^{p^{e}} y^{p^{e}}$ and $\left(x y^{-1}\right)^{p^{e}}=x^{p^{e}} y^{-p^{e}}$ if $y \neq 0$. So $x \pm y, x y$, and $x y^{-1}$ are purely inseparable over $K$, the last of these if $y \neq 0$.
2. In view of Proposition 7.10, the given conditions imply that $[K(\alpha): K]=$ $p^{e}\left[K\left(\alpha^{p^{e}}\right): K\right]$ and that $X^{p^{\mu}}-\alpha^{p^{e}}$ is irreducible over $K\left(\alpha^{p^{e}}\right)$ for every $\mu \geq 0$. Since $\alpha^{p^{e-\mu}}$ is a root of this polynomial within $K(\alpha)$ for each $\mu \leq e, K(\alpha)$ has a chain of subfields

$$
K\left(\alpha^{p^{e}}\right) \varsubsetneqq K\left(\alpha^{p^{e-1}}\right) \varsubsetneqq \cdots \varsubsetneqq K\left(\alpha^{p}\right) \varsubsetneqq K(\alpha)
$$

in which the consecutive degrees of the extensions are all $p$. Let $\beta$ be separable over $K$, and let $K\left(\alpha^{p^{r}}\right)$ be the first of these fields to contain $\beta$. Arguing by contradiction, suppose that $r<e$. Then $\beta$ and $\alpha^{p^{r+1}}$ generate $K\left(\alpha^{p^{r}}\right)$ because [ $K\left(\alpha^{p^{r}}\right): K\left(\alpha^{p^{r+1}}\right)$ ] is prime. The separability of $\beta$ over $K$ implies that $\beta$ is separable over $K\left(\alpha^{p^{r+1}}\right)$, hence that $K\left(\alpha^{p^{r}}\right)$ is separable over $K\left(\alpha^{p^{r+1}}\right)$, hence that $\alpha^{p^{r}}$ is separable over $K\left(\alpha^{p^{r+1}}\right)$. Since $\left(\alpha^{p^{r}}\right)^{p}$ lies in $K\left(\alpha^{p^{r+1}}\right)$, $\alpha^{p^{r}}$ is also purely inseparable over $K\left(\alpha^{p^{r+1}}\right)$. By Corollary 7.12, $\alpha^{p^{r}}$ lies in $K\left(\alpha^{p^{r+1}}\right)$. This contradicts the fact that the above chain of subfields is strictly increasing. We conclude that $r=e$. Hence all elements $\beta$ separable over $K$ lie in $K\left(\alpha^{p^{e}}\right)$.
3. For suitable integers $R_{a}$, we form the tuple $z=\left(R_{a}+a \mathbb{Z}\right)_{a \geq 1}$, using the realization of the inverse limit in Proposition 7.27. We have to specify the integers $R_{a}$. The condition for $z$ to lie in $\widehat{\mathbb{Z}}$, coming from the condition $f_{a b} \circ f_{b}=f_{a}$ when $a$ divides $b$, works out to be that $R_{b}-R_{a}$ is divisible by $a$ whenever $a$ divides $b$. After the integers $R_{a}$ have been defined for all $a$, it is enough to check that $R_{p a}-R_{a}$ is divisible by $a$ whenever $p$ is prime.

For $n$ odd, define $R_{2^{c} n}=n k+1$, where $k$ is the unique integer from 0 to $2^{c}-1$ such that $n k+1$ is divisible by $2^{c}$. This $k$ exists and is unique because $-n$ has an inverse modulo $2^{c}$. One checks that $R_{2^{c+1} n}-R_{2^{c} n}$ is divisible by $2^{c}$ and by $n$, and that $R_{2^{c} p n}-R_{2^{c} n}$ is divisible by $2^{c}$ and by $n$ if $p$ is an odd prime. The definition makes $R_{2}=0$ and $R_{q}=1$ for every odd prime $q$, and therefore $z$ is not of the form $z_{c}$ for any integer $c$.
4. The first part is immediate from Theorem 7.34. For the second part the group $\operatorname{Gal}(\mathbb{R} / \mathbb{Q})$ is trivial. In fact, any member of $\operatorname{Gal}(\mathbb{R} / \mathbb{Q})$ must fix $\mathbb{Q}$ and map squares in $\mathbb{R}$ to squares. It therefore respects the ordering. For any $r \in \mathbb{R}$, it fixes each rational less than $r$, and hence it fixes $r$.
5. Use $K_{n}=\mathbb{Q}\left(\sqrt{p_{1}}, \ldots, \sqrt{p_{n}}\right)$, where $p_{n}$ is the $n^{\text {th }}$ prime, and Proposition 7.30 to see that $\operatorname{Gal}(K / \mathbb{Q})$ is an infinite product of groups of order 2. (A problem at the end of Chapter IX of Basic Algebra can help with this step.) The open subgroups of index 2 correspond to quadratic extensions of $\mathbb{Q}$, of which there are countably many. Since $\operatorname{Gal}(K / \mathbb{Q})$ has uncountably many subgroups of index 2 , such a subgroup $H$ exists that is not open. The field extension $K / \mathbb{Q}$ is normal, and thus $\operatorname{Gal}(K / \mathbb{Q})$ is a homomorphic image of $\operatorname{Gal}\left(\mathbb{Q}_{\mathrm{alg}} / \mathbb{Q}\right)$, say by a homomorphism $\varphi$. Then $\varphi^{-1}(H)$ is the required subgroup of $\operatorname{Gal}\left(\mathbb{Q}_{\text {alg }} / \mathbb{Q}\right)$.
6. Suppose $I$ is primary. If $b+I$ is a zero divisor in $R / I$, then $a b$ is in $I$ for some $a$ not in $I$. Since $I$ is primary, $b^{m}$ is in $I$ for some $m$. Thus $(b+I)^{m}=b^{m}+I=I$, and $b+I$ is nilpotent in $R / I$.

If every zero divisor in $R / I$ is nilpotent, then the ideal 0 in $R / I$ is primary because whenever $(a+I)(b+I)=I$ and $a+I \neq I$, then the nilpotence of $b+I$ implies that $b^{m}+I=I$ for some $m$. This says that the 0 ideal $0+I$ in $R / I$ is primary.

If the 0 ideal in $R / I$ is primary and if $a b$ is in $I$ with $a$ not in $I$, then $(a+I)(b+I)=$ $I$ with $a+I \neq I$, and hence $(b+I)^{m}=I$ for some $m, 0$ being primary in $R / I$. This means that $b^{m}$ is in $I$, and $I$ is primary.
7. In (a), if $x y$ is in $\sqrt{I}$, then $(x y)^{m}$ is in $I$ for some $m$, and therefore either $x^{m}$ is in $I$ or $y^{m n}$ is in $I$ for some $n$, i.e., either $x$ is in $\sqrt{I}$ or $y$ is in $\sqrt{I}$.

In (b), let $x$ be in $\sqrt{I}$, and choose $n$ such that $x^{n}$ is in $I$. Then $x^{n}$ is in $J$ because $I \subseteq J$. Since $J$ is prime, some factor of $x^{n}$ is in $J$, i.e., $x$ is in $J$.
8. In (b), $R / I \cong \mathbb{C}[y] /\left(y^{2}\right)$. The zero divisors of $R / I$ are $c y$ with $c \in \mathbb{C}$, and $(c y)^{2}=0$ in $R$ shows that $c y$ is nilpotent in $R$. By Problem $6, I$ is primary. The radical $P=\sqrt{I}$ is $(x, y)$ by inspection, and this is prime. Since $P^{2}=\left(x^{2}, x y, y^{2}\right)$, we have $P^{2} \varsubsetneqq I \varsubsetneqq P$. If $I=Q^{n}$ for some prime ideal $Q$, then $I \subseteq Q$, and Problem 7 b shows that $\sqrt{I} \subseteq Q$. Since $\sqrt{I}$ is maximal in this case, $Q$ has to be $P$.

In (c), $R / P \cong K[X, Y, Z] /\left(X Y-Z^{2}, X, Z\right) \cong K[Y]$, and this is an integral domain. Hence $P$ is prime. Next, $P^{2}=\left(x^{2}, x z, z^{2}\right)$. Thus $x y=z^{2}$ lies in $P^{2}$. However, $x$ is not in $P^{2}$, and $y^{m}$ is not in $P^{2}$ for any $m>0$. So $P^{2}$ is not primary.
9. Let $a$ and $b$ be in $R$ with $a b$ in $I$ and $a$ not in $I$. To show that $I$ is primary, we are to show that $b$ is in $\sqrt{I}$. We do this by showing that $(b)+I \subseteq \sqrt{I}$. The ideal $(b)+I$ is proper, since otherwise $1=c b+x$ with $x \in I$, which implies that $a=c b a+x a$ is in $I$, contradiction. Let $J$ be a maximal ideal with $(b)+I \subseteq J$. It is enough to show that $\sqrt{I} \subseteq J$; in fact, then $\sqrt{I}=J$ because $\sqrt{I}$ is assumed maximal, and $(b)+I \subseteq \sqrt{I}$ as asserted. So let $u$ be in $\sqrt{I}$. Then $u^{m}$ is in $I \subseteq J$ for some $m$, and $u$ is in $J$ because $J$ is prime.

This proves the first part. The second part follows from the observation that if $J$
is maximal, then $\sqrt{J^{n}}=J$. In fact, $J^{n}$ contains all elements $a^{n}$ for $a \in J$. So $\sqrt{J^{n}}$ has to contain all elements $a \in J$. Since $J$ is maximal and $\sqrt{J^{n}}$ has to be proper, $\sqrt{J^{n}}=J$.
10. In (a), let $P$ be a prime ideal, and suppose that $P=I \cap J$ nontrivially. If $i$ is in $I$ but not $J$ and if $j$ is in $J$ but not $I$, then $i j$ is in $P$, but $i$ is not in $P$ because $i$ is not in $J$ and similarly $j$ is not in $P$ because $j$ is not in $I$.

In (b), $I^{2}=\left(x^{2}, x y, y^{2}\right)$ is primary by Problem 9. The equality of $I^{2}$ with $\left(R x+I^{2}\right) \cap\left(R y+I^{2}\right)$ holds by inspection.
11. Arguing by contradiction, we can use the Noetherian property to obtain an ideal $I$ maximal with respect to the property of not being a finite intersection of proper irreducible ideals. Since $I$ is not irreducible, $I=A \cap B$ nontrivially. By maximality, $A$ and $B$ are intersections, and then so is $I$, contradiction.
12. Let $Q$ be a proper irreducible ideal in $R$. Then 0 is a proper irreducible ideal in $R / Q$. We show that 0 is primary in $R / Q$, and then Problem 6 shows that $Q$ is primary. Thus let $x y=0$ in $R / Q$ with $y \neq 0$ in $R / Q$. We want to see that some power of $x$ is 0 in $R / Q$. In $R / Q$, we form the sequence of annihilators $\operatorname{Ann}(x) \subseteq \operatorname{Ann}\left(x^{2}\right) \subseteq \cdots$ and use the Noetherian property of $R$ and its quotient $R / Q$ to obtain $\operatorname{Ann}\left(x^{l}\right)=\operatorname{Ann}\left(x^{l+1}\right)$ for some $l$. Let us see that the intersection $\left(x^{l}\right) \cap(y)$ is 0 in $R / Q$. In fact, if $a$ is in $(y)$, then $x y=0$ implies $a x=0$, and if $a$ is in $\left(x^{l}\right)$, then $a=b x^{l}$ and $0=a x=b x^{l+1}$, from which we see that $b$ is in $\operatorname{Ann}\left(x^{l+1}\right)=\operatorname{Ann}\left(x^{l}\right)$. Therefore $a=b x^{l}=0$ in $R / Q$. Thus indeed $\left(x^{l}\right) \cap(y)=0$. Since 0 is irreducible in $R / Q$ and $(y) \neq 0$, we conclude that $\left(x^{l}\right)=0$ and $x^{l}=0$ in $R / Q$. This is what we were to show.
13. If $a b$ is in $Q$ and $a$ is not in $Q$, then $a b$ is in $Q_{i}$ for all $i$ and $a$ is not in $Q_{i_{0}}$ for some $i_{0}$. Since $Q_{i_{0}}$ is primary, $b^{m}$ is in $Q_{i_{0}}$ for some $m$, i.e., $b$ is in $\sqrt{Q_{i_{0}}}=P$. Since $\sqrt{Q_{i}}=P$ for all $i, b^{k_{i}}$ is in $Q_{i}$ for some $k_{i}$ depending on $i$. Taking $N$ to be the maximum of the integers $k_{i}$, we see that $b^{N}$ is in each $Q_{i}$ and hence is in their intersection $Q$. Thus $Q$ is primary.

Problem 7b shows that $\sqrt{Q} \subseteq P$. On the other hand, if $b$ is in $P$, we have just seen that some power $b^{N}$ lies in $Q$. So $b$ lies in $\sqrt{Q}$. Therefore $\sqrt{Q}=P$.
14. Problem 11 shows that every ideal is the finite intersection of proper irreducible ideals, and Problem 12 shows that these are primary. Thus if $I$ is given, we have $I=\bigcap Q_{i}$ with each $Q_{i}$ primary. Group all $Q_{i}$ 's whose associated prime ideal is the same $P_{j}$, and denote the intersection of these by $Q_{j}^{\prime}$. The ideal $Q_{j}^{\prime}$ is primary by Problem 13. Then $I=\bigcap Q_{j}^{\prime}$, and the $Q_{j}^{\prime}$ have distinct associated prime ideals. So condition (ii) is satisfied. Finally among all expressions for $I$ as intersections satisfying (ii), choose one that involves the smallest number of primary ideals. This minimality forces (i) to hold.

## Chapter VIII

1. $\left(q^{n+1}-1\right) /(q-1)=1+q+q^{2}+\cdots+q^{n}$.
2. It is enough to consider a monomial $F\left(X_{1}, \ldots, X_{n}\right)=X^{\alpha_{1}} \cdots X^{\alpha_{n}}$ with $\sum_{j=1}^{n} \alpha_{j}=d$. Then $X_{j} \frac{\partial}{\partial X_{j}}\left(X^{\alpha_{1}} \cdots X^{\alpha_{n}}\right)=\alpha_{j} X^{\alpha_{1}} \cdots X^{\alpha_{n}}$, and the sum on $j$ equals $d X^{\alpha_{1}} \cdots X^{\alpha_{n}}$.
3. If $f^{\iota}$ and $g^{\iota}$ have a nontrivial common factor in $B[X]$, then $0=R\left(f^{\iota}, g^{\iota}\right)=$ $\iota(R(f, g))$. Since $\iota$ is one-one, $R(f, g)=0$. Therefore $f$ and $g$ have a nontrivial common factor in $A[X]$.
4. Let us show that if $g_{n} \neq 0$ and $f_{m}=0$, then Theorem 8.1 for indices $(m-1, n)$ implies the theorem for indices $(m, n)$, and vice versa. Assume for the moment that $m \geq 2$. Let $\mathcal{R}(f, g)$ be the resultant matrix of size $m+n$ that takes into account all coefficients $f_{0}, \ldots, f_{m}$ of $f$, and let $R(f, g)$ be its determinant. With $f_{m}=0$, let $\mathcal{R}^{\prime}(f, g)$ be the resultant matrix of size $m+n-1$, and let $R^{\prime}(f, g)$ be its determinant. The matrix $\mathcal{R}^{\prime}(f, g)$ is obtained by erasing the $m^{\text {th }}$ row and last column of $\mathcal{R}(f, g)$. On the other hand, the only nonzero entry in the last column of $\mathcal{R}(f, g)$ is $g_{n}$. Expansion in cofactors therefore gives $R^{\prime}(f, g)=g_{n} R(f, g)$. The hypotheses of Theorem 8.1 apply to $f$ and $g$ for either of these resultants, and we have just seen that the two conditions (c) are equivalent. Certainly the two conditions (a) are equivalent. For the two conditions (b), the resultant of size $m+n-1$ tells us that $a^{\prime} f+b^{\prime} g=R^{\prime}(f, g)$ with $\operatorname{deg} a^{\prime}<n$ and $\operatorname{deg} b^{\prime}<m-1$. Certainly this implies that $a f+b g=R(f, g)$ with $a=a^{\prime} g_{n}$ and $b=b^{\prime} g_{n}$. Conversely if $a f+b g=R(f, g)$ with $\operatorname{deg} a<n$ and $\operatorname{deg} b<m$, we define $a^{\prime}=a g_{n}^{-1}$ and $b^{\prime}=b g_{n}^{-1}$. Then $a^{\prime} f+b^{\prime} g=R^{\prime}(f, g)$ with $\operatorname{deg} a^{\prime}<n$, and we need to see that $\operatorname{deg} b^{\prime}=\operatorname{deg} b<m-1$. Since $f_{m}=0$, all the powers of $X$ in $a f$ are $\leq(n-1)+(m-1)$, and the same must be true in $b g$. Since $g$ has degree $n$, we must have $\operatorname{deg} b \leq m-2<m-1$, as required.

Next we check what happens when $m=1$ and we are comparing the resultant of size $n+1$ and a degenerate resultant whose matrix is of size $n$ and contains only the entries of $g$. The determinant formula is still valid, and we see that $R^{\prime}(f, g)=g_{0}^{n}$, which is nonzero. Thus (a) and (c) are false for both sizes. For (b), we cannot have $a f+b g=0$ with $\operatorname{deg} b<0$ and $b \neq 0$. We need to check that $a f+b g=0$ cannot happen with $\operatorname{deg} a<n$ and $\operatorname{deg} b<1$; in fact, then $\operatorname{deg} b g=\operatorname{deg} g=n$, while $f_{1}=0$ implies that $\operatorname{deg} a f<n+\operatorname{deg} f=n$. So we cannot have $a f+b g=0$ in this case either.

The result of these calculations is that Theorem 8.1 for $(m, n)$ is equivalent to the theorem for $(m-1, n)$ if $g_{n} \neq 0$ and $f_{m}=0$. Using induction, we see that the theorem for $(m, n)$ is equivalent to the theorem for $(k, n)$ if $g_{n} \neq 0$ and $f_{k+1}=\cdots=f_{m}=0$. Taking $k=\operatorname{deg} f$ gives the desired result.
6. Proof via Nullstellensatz: Since $f$ is irreducible and $K\left[X_{1}, \ldots, X_{n}\right]$ is a unique factorization domain, the principal ideal $(f)$ is prime. Corollary 7.2 shows that $g$ lies in $(f)$ : hence $g=h f$ for some $h$.

Proof via resultants: The idea is to arrange to have

$$
\begin{equation*}
a f+b g=R(f, g), \tag{*}
\end{equation*}
$$

with the resultant taken with respect to $X_{n}$. Proposition 8.1 shows that this happens if $f$ and $g$ are of positive degree in $X_{n}$, and we shall show that either this is the case
or else $f$ divides $g$ for easy reasons. Since $f$ is nonconstant, it depends nontrivially on some $X_{j}$, and renumbering the variables allows us to assume that $f$ depends nontrivially on $X_{n}$. Then $f$ is of the form

$$
\begin{aligned}
& f\left(X_{1}, \ldots, X_{n}\right) \\
& \quad=c_{0}\left(X_{1}, \ldots, X_{n-1}\right)+c_{1}\left(X_{1}, \ldots, X_{n-1}\right) X_{n}+\cdots+c_{r}\left(X_{1}, \ldots, X_{n-1}\right) X_{n}^{r}
\end{aligned}
$$

with $r>0$ and with $c_{r}$ nonzero in $K\left[X_{1}, \ldots, X_{n-1}\right]$. If $g=0$, then certainly $f$ divides $g$. So we may assume that $g \neq 0$. Choose $a_{1}, \ldots, a_{n-1}$ in $K$ such that

$$
\begin{equation*}
g\left(a_{1}, \ldots, a_{n-1}, X_{n}\right) c_{r}\left(a_{1}, \ldots, a_{n-1}\right) \neq 0 \tag{**}
\end{equation*}
$$

Then $f\left(a_{1}, \ldots, a_{n-1}, X_{n}\right)$ is a polynomial in $X_{n}$ whose coefficient of $X_{n}^{r}$ is nonzero. Since $K$ is algebraically closed, this polynomial in $X_{n}$ has a root, say $a_{n}$. Since $f\left(a_{1}, \ldots, a_{n}\right)=0$, the hypothesis shows that $g\left(a_{1}, \ldots, a_{n-1}, a_{n}\right)=0$, and (**) allows us to conclude that $g=g\left(X_{1}, \ldots, X_{n}\right)$ depends nontrivially on $X_{n}$. This proves (*).

To complete the proof, we show that $c_{r} R$ is 0 at every point $\left(b_{1}, \ldots, b_{r-1}\right)$. Since $K$ is infinite, it will follow that the polynomial $c_{r} R$ is 0 ; thus $R=0$ because $c_{r}$ is not the 0 polynomial. Then $f$ and $g$ will have a nontrivial common factor by Proposition 8.1, and $f$ will have to divide $g$ because $f$ is prime. Thus suppose that $c_{r}\left(b_{1}, \ldots, b_{r-1}\right) \neq 0$. Then $f\left(b_{1}, \ldots, b_{r-1}, X_{n}\right)$ is a nonconstant polynomial in $X_{n}$ and must have a root $b_{r}$, since $K$ is algebraically closed. Hence $f\left(b_{1}, \ldots, b_{r}\right)=0$, and the hypothesis on $g$ shows that $g\left(b_{1}, \ldots, b_{r}\right)=0$. By $(*), R\left(b_{1}, \ldots, b_{r-1}\right)=0$. This completes the proof.

$$
\text { 7. } Y^{3}-2 X Y^{2}+2 X^{2} Y-4 X^{3}=(Y-2 X)(Y+i \sqrt{2} X)(Y-i \sqrt{2} X)
$$

8. The resultant matrix in the $W$ variable is

$$
\left(\begin{array}{cccc}
X Y^{4}-Y^{5} & -2 X^{2} Y^{2} & X^{3} & 0 \\
0 & X Y^{4}-Y^{5} & -2 X^{2} Y^{2} & X^{3} \\
Y^{4} & Y^{3} & -X^{2} & 0 \\
0 & Y^{4} & Y^{3} & -X^{2}
\end{array}\right)
$$

and its determinant is $-X^{3} Y^{9}(Y-2 X)^{2}$. Substituting into either of the equations $F=0$ and $G=0$ gives the projective solutions $(x, y, w)$ equal to $(1,0,0),(0,0,1)$, and ( $1,2,4 \pm 4 \sqrt{2}$ ), up to nonzero scalar factors. (One has to check that both the equations $F=0$ and $G=0$ are satisfied.)
9. Introduce a new indeterminate $T=Y_{i}-Z_{j}$, and remove $Y_{i}$. Then $R(F, G)=$ $R\left(Y_{1}, \ldots, T+Z_{j}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{n}\right)$ is a polynomial in $T$, the $Z_{j}$ 's, and all the $Y$ 's except for $Y_{i}$. Also, $R(F, G)=0$ when $T$ is set equal to 0 . Hence $R(F, G)$ is divisible by $T$. Then (a) and (b) follow. For (c), the polynomials $Y_{i}-Z_{j}$ are distinct primes. Since each divides $R(F, G)$, their product must divide. Their product has the same degree as $R(F, G)$, and the result follows.
10. We may assume that $K$ is algebraically closed and that $f$ is monic, say with $f(X)=\prod_{i=1}^{m}\left(X-\xi_{i}\right)$ and $f^{\prime}(X)=m \prod_{j=1}^{m-1}\left(X-\eta_{j}\right)$. Then the previous problem gives $f^{\prime}\left(\xi_{i}\right)=m \prod_{j=1}^{m-1}\left(\xi_{i}-\eta_{j}\right)$, and

$$
R\left(f, f^{\prime}\right)=m^{m} c_{m, m-1} \prod_{i, j}\left(\xi_{i}-\eta_{j}\right)=m^{m} c_{m, m-1} \prod_{i=1}^{m} f^{\prime}\left(\xi_{i}\right)
$$

with $c_{m, m-1}$ equal to the constant $c$ from Problem 9 c when $n=m-1$. According to Section V.4, the product is $(-1)^{n(n-1) / 2)}$ times the discriminant $D(f)$ of $f$. So the result follows.
11. Replace $G$ by $G(X, Y, W)-\left(X^{2}+Y^{2}\right) F(X, Y, W)$ to get $Y W H(X, Y, W)$, where $H(X, Y, W)=\left(X^{2}+Y^{2}\right)\left(X^{2}-3 Y^{2}\right)-4 X^{2} Y W$. Then
$I(P, F \cap G)=I(P, F \cap Y W H)=I(P, F \cap Y)+I(P, F \cap W)+I(P, F \cap H)$.
For $I(P, F \cap Y)$, we use the method of Section 4, looking at $F(t, 0,1)$, which is $t^{4}$; thus $I(P, F \cap Y)=4$. Since $P$ is not on $W, I(P, F \cap W)=0$.

For $I(P, F \cap H)$, replace $H$ by $H(X, Y, W)-F(X, Y, W)$ to get $Y J(X, Y, W)$, where $J(X, Y, W)=-4 X^{2} Y-4 Y^{3}-7 X^{2} W+Y^{2} W$. Then

$$
I(P, F \cap H)=I(P, F \cap Y J)=I(P, F \cap Y)+I(P, F \cap J),
$$

and again $I(P, F \cap Y)=4$. If the local expressions of $F$ and $J$ are denoted by $f$ and $j$, then their lowest-order terms $f_{3}(x, y)$ and $j_{2}(x, y)$ are given by

$$
\begin{aligned}
& f_{3}(x, y)=3 x^{2} y-y^{3}=y(\sqrt{3} x+y)(\sqrt{3} x-y) \\
& j_{2}(x, y)=-7 x^{2}+y^{2}=-(\sqrt{7} x+y)(\sqrt{7} x-y) .
\end{aligned}
$$

Thus $F$ and $J$ have no tangent lines in common at $P$, and $I(P, F \cap J)=3 \cdot 2=6$. Collecting the results, we find that $I(P, F \cap G)=4+4+6=14$.
12. Let $P=\left[x_{0}, y_{0}, w_{0}\right]$, and choose $\Phi \in \mathrm{GL}(3, K)$ with $\Phi\left(x_{0}, y_{0}, w_{0}\right)=$ $(0,0,1)$. The local versions of $G$ and $L$ are $g(X, Y)=G\left(\Phi^{-1}(X, Y, 1)\right)$ and $l(X, Y)=L\left(\Phi^{-1}(X, Y, 1)\right)$. The expansion of $g$ as a sum of homogeneous polynomials is $g=g_{m}+\cdots+g_{d}$ because $m=m_{P}(G)>0$, and $l$ is of the form $l(X, Y)=a X+b Y$ because $P$ lies on $L$. We can parametrize $l$ by $\varphi(t)=(b t,-a t)$, and then the definition of intersection multiplicity is that $I(P, L \cap G)$ is the least integer $k$ such that the expression $g_{k}(\varphi(t))=t^{k} g_{k}(b,-a)$ is nonzero. The definition of tangent line is any projective line $L_{i}$ whose local version $l_{i}$ is one of the factors of $g_{m}(X, Y)=c \prod_{i}\left(\alpha_{i} X+\beta_{i} Y\right)^{m_{i}}$. Then $g_{m}(\varphi(t))=t^{m} g_{m}(b,-a)=$ $c \prod_{i}\left(\alpha_{i} b-\beta_{i} a\right)^{m_{i}}$. If $(a, b)$ is a multiple of some $\left(\alpha_{i}, \beta_{i}\right)$, then $g_{m}(\varphi(t))=0$; hence $I(P, L \cap G) \geq m+1$. Otherwise $g_{m}(\varphi(t)) \neq 0$, and $I(P, L \cap G)=m$.
13. The linear span $\operatorname{LT}(I)$ of the members $\operatorname{LT}(f)$ for $f$ in $I$ is a monomial ideal and is of the form ( $M_{1}, \ldots, M_{k}$ ) for suitable monomials $M_{j}$ each of the form $\operatorname{LM}\left(f_{j}\right)$ for some $f_{j}$ in $I$. Then $\left\{f_{1}, \ldots, f_{k}\right\}$ is a subset of $I$ such that $\left(\operatorname{LT}\left(f_{1}\right), \ldots, \operatorname{LT}\left(f_{k}\right)\right)=$ $\operatorname{LT}(I)$, and $\left\{f_{1}, \ldots, f_{k}\right\}$ is a Gröbner basis of $I$ by definition.
14. If $\alpha, \beta, \gamma$ are vectors of exponents in monomials such that the first $i$ with $w^{(i)} \cdot \alpha \neq w^{(i)} \cdot \beta$ has $w^{(i)} \cdot \alpha>w^{(i)} \cdot \beta$, then it equally true that the first $i$ with $w^{(i)} \cdot(\alpha+\gamma) \neq w^{(i)} \cdot(\beta+\gamma)$ has $w^{(i)} \cdot(\alpha+\gamma)>w^{(i)} \cdot(\beta+\gamma)$. This proves that property (i) of monomial orderings holds with no further conditions on the weights. Property (ii) says for each vector $\alpha$ of nonnegative exponents not all 0 that the first $i$ with $w^{(i)} \cdot \alpha \neq 0$ has $w^{(i)} \cdot \alpha>0$. Applying this condition as a necessary condition to the $j^{\text {th }}$ standard basis vector $\alpha=e_{j}$, we see that the first $i$ such that $w_{j}^{(i)} \neq 0$ must have $w_{j}^{(i)}>0$ for (ii) to hold. On the other hand, if this condition holds for all $j$, then a suitable positive linear combination of these conditions gives (ii) for any $\alpha$.
15. In (a), $a>a^{\prime}$ implies that $X^{a-a^{\prime}} \geq X>Y^{b^{\prime}}$ for all $b^{\prime} \geq 0$. Multiplying by $X^{a^{\prime}}$ gives $X^{a}>X^{a^{\prime}} Y^{b^{\prime}}$. Since $Y^{b} \geq 1$ implies $X^{a} Y^{b} \geq X^{a}$, we conclude that $X^{a} Y^{b}>X^{a^{\prime}} Y^{b^{\prime}}$ for all $b$ and $b^{\prime}$. For $a=a^{\prime}$, we observe that $b>b^{\prime}$ implies that $Y^{b-b^{\prime}}>1$ and hence that $Y^{b}>Y^{b^{\prime}}$. Multiplying by $X^{a}$ gives $X^{a} Y^{b}>X^{a} Y^{b^{\prime}}$. Hence the ordering is lexicographic.

In (b), we observe that an inequality between $X^{a}$ and $Y^{b}$ implies the same inequality between $X^{n a}$ and $Y^{n b}$. Consequently the particular inequality for $X^{a}$ and $Y^{b}$ depends only on the rational number $a / b$. The assumption for (b) is that $X<Y^{q}$, hence that $X^{a} \leq Y^{q a} \leq Y^{b}$ if $q a \leq b$, thus if $a / b \leq q^{-1}$. Thus the set $S$ of rationals $a / b$ such that $X^{a}>Y^{b}$ is bounded below by $q^{-1}$. Let $r^{-1}$ be the greatest lower bound of $S$. We know then that $q^{-1} \leq r^{-1}$, hence that $r \leq q$. So $0 \leq r<\infty$, and $r$ is a well-defined real number.

Suppose that $u / v<r^{-1}$. Then $u / v$ is not in $S$, and so $X^{u} \leq Y^{v}$. In the reverse direction, suppose that $u / v>r^{-1}$. Then there is some rational $c / d$ in $S$ with $u / v>c / d \geq r^{-1}$; this has $X^{c}>Y^{d}$. Then $X^{u d}>X^{v c}>Y^{v d}$. Since $d>0$, $X^{u}<Y^{v}$ would imply $X^{u d}<Y^{v d}$, which is false. Thus we must have $X^{u}>Y^{v}$. This proves (b).

For (c), the only rational $u / v$ for which the inequality between $X^{u}$ and $Y^{d}$ is not decided is $u / v=r^{-1}$, and that only if $r$ is rational. In this case a single weight vector will decide the correct inequality. All other inequalities between monomials follow from these. In fact, what needs deciding is the inequality between $X^{a} Y^{b}$ and $X^{a^{\prime}} Y^{b^{\prime}}$ when $a>a^{\prime}$ and $b<b^{\prime}$, and this is the same as the inequality between $X^{a-a^{\prime}}$ and $Y^{b^{\prime}-b}$.
16. The formulas for $f$ are a matter of computation. Both satisfy the conditions of Proposition 8.20 because $\mathrm{LM}(f)=X^{2} Y$ is $\geq$ each of $\mathrm{LM}\left((X+Y) f_{1}\right)=X^{2} Y$, $\operatorname{LM}\left(1 f_{2}\right)=Y^{2}, \operatorname{LM}\left(X f_{1}\right)=X^{2} Y$, and $\operatorname{LM}\left((X+1) f_{2}\right)=X Y^{2}$ and because no term of $r_{1}$ or $r_{2}$ is divisible by $\operatorname{LM}\left(f_{1}\right)=X Y$ or $\operatorname{LM}\left(f_{2}\right)=Y^{2}$.
17. In (a), we check that $\left\{X^{2}+c X Y, X Y\right\}$ is a Gröbner basis using Theorem 8.23. The leading monomials of the two generators are $X^{2}$ and $X Y$, and neither divides the
other. Since the leading coefficients are 1 , this Gröbner basis is minimal.
In (b) when $c \neq 0, X^{2}+c X Y$ has a nonzero term whose monomial is divisible by the leading monomial of another generator; specifically the term $c X Y$ in $X^{2}+c X Y$ is divisible by the $X Y$ from the other generator. Following the procedure in Theorem 8.28 , we find that $\left\{X^{2}, X Y\right\}$ is the reduced Gröbner basis.
18. If $\left(c_{1}, \ldots, c_{n}\right)$ lies in $V_{K}(I)$, then $c_{j}$ is one of finitely many roots of $P_{j}(X)$, for each $j$. Hence $\left|V_{K}(I)\right| \leq \prod_{j=1}^{n} \operatorname{deg} P_{j}$.
19. Fix $j$, and choose a polynomial $Q_{j}$ in $X$ that vanishes at the $j^{\text {th }}$ coordinate of every member of $V_{K}(I)$. Then $P_{j}\left(X_{1}, \ldots, X_{n}\right)=Q_{j}\left(X_{j}\right)$ is a polynomial vanishing on $V_{K}(I)$, and the Nullstellensatz shows that some power of it is in $I$. The result is a polynomial in $X_{j}$ alone, as required.
20. If $V_{K}(I)$ is a finite set, then Problem 19 shows that $I$ contains a nonconstant polynomial in $X_{j}$ for each $j$. The leading monomial for the $j^{\text {th }}$ such polynomial has to be a power of $X_{j}$, and it lies in $\mathrm{LT}(I)$. Conversely suppose that a power $X_{j}^{l_{j}} \operatorname{lies} \operatorname{in} \operatorname{LT}(I)$ for each $j$. Form a reduced Gröbner basis of $I$. Since the only monomials dividing $X_{j}^{l_{j}}$ are powers of $X_{j}$, there exist members $g_{j}$ of the Gröbner basis for $1 \leq j \leq n$ such that

$$
g_{j}\left(X_{1}, \ldots, X_{n}\right)=X_{j}^{m_{j}}+X_{j}^{m_{j}-1} a_{j, m_{j}-1}+\cdots+X_{j} a_{j, 1}+a_{j, 0}
$$

for suitable polynomials $a_{j, m_{j}-1}, \ldots, a_{j, 0}$ in $X_{j+1}, \ldots, X_{n}$. Then $V_{K}(I)$ is contained in $V_{K}\left(\left(g_{1}, \ldots, g_{n}\right)\right)$, and any member $\left(c_{1}, \ldots, c_{n}\right)$ of the latter has the property for each $j$ that $c_{j}$ is a root of a polynomial of degree $m_{j}$ in one variable, once $\left(c_{j+1}, \ldots, c_{n}\right)$ is fixed. Thus $V_{K}(I)$ is contained in a finite set and has to be finite.
21. For (a), the coefficients $a_{i_{1}, \ldots, i_{n}}$ are given as in $K(X)$, and we look for solutions of $F\left(T_{1}, \ldots, T_{n}\right)=0$. Clearing fractions in the coefficients, we see that it is enough to find a solution when each $a_{i_{1}, \ldots, i_{n}}$ has denominator 1.

For (b), substitution of $T_{i}=\sum_{j=1}^{N} b_{i j} X^{j}$, where each $b_{i j}$ is an unknown in $K$, into the equation $F\left(T_{1}, \ldots, T_{n}\right)=0$ gives

$$
\sum_{i_{1}, \ldots, i_{n}} a_{i_{1}, \ldots, i_{n}}\left(\sum_{j=1}^{N} b_{i j} X^{j}\right)^{i_{1}} \cdots\left(\sum_{j=1}^{N} b_{i j} X^{j}\right)^{i_{n}}=0 .
$$

We expand this out and set the coefficient of each power of $X$ equal to 0 . The largest possible power of $X$ that can appear is the sum of the largest power of $X$ in any $a_{i_{1}, \ldots, i_{n}}$, namely $\delta$, and $\sum_{k=1}^{n} N i_{k}$. Since $F$ is homogeneous of degree $d, \sum_{k=1}^{n} i_{k}=d$. Thus the largest possible power of $X$ is $N d+\delta$. We get one equation for each power of $X$ that appears, and the unknowns are the various $b_{i j}$ 's.
22. The number of equations is $\leq N d+\delta+1$, since the powers of $X$ go from 0 to at most $N d+\delta$. The number of unknowns is one for each index $i$ with $1 \leq i \leq n$ and each possible power of $X$ from 0 to $N$, hence exactly $(N+1) n$. For $N$ sufficiently large we want to see that $N d+\delta+1 \leq(N+1) n$. Since $d<n$, the inequality in question is $\delta+1-n \leq N(n-d)$, and this is satisfied by taking $N$ large enough.
23. In the context of Problem 22, we have a homogeneous system with more unknowns than equations (for large $N$ ). If the number of unknowns is $n+1$ and the number of equations is $m$, then we are looking for solutions in $\mathbb{P}_{K}^{n}$. Since the inequality $m \leq n$ is satisfied, the quoted theorem applies and produces a nonzero solution for the $b_{i j}$ 's.

## Chapter IX

1. For (a), we argue by contradiction. Suppose that $c_{1}(x), \ldots, c_{n}(x)$ are members of $\mathbb{k}(x)$, not all 0 , such that $\sum_{j} c_{j}(x) t_{j}=0$. Clearing fractions, we may assume that each $c_{j}(x)$ lies in $\mathbb{k}[x]$. If necessary, we can divide through by a power of $x$ and arrange that some $c_{j}(x)$, say $c_{j_{0}}(x)$, has a nonzero constant term. The element $x$ is by assumption transcendental over $\mathbb{k}$. Applying the substitution homomorphism of $\mathbb{k}[x]$ into $\mathbb{k}$ given by evaluation at 0 yields $\sum_{j} c_{j}(0) t_{j}=0$. By the assumed linear independence of $t_{1}, \ldots, t_{n}$ over $\mathbb{k}, c_{j}(0)=0$ for all $j$. This contradicts the fact that $c_{j_{0}}(0) \neq 0$. Then (b) is immediate. For (c), we know that $[\mathbb{F}: \mathbb{k}(x)]<\infty$, and therefore $\left[\mathbb{k}^{\prime}(x): \mathbb{k}(x)\right]<\infty$. By (b), $\left[\mathbb{k}^{\prime}: \mathbb{k}\right]<\infty$.
2. This is immediate from Proposition 7.15. Alternatively, here is a direct proof. We may assume that the characteristic is $p$. It is enough to prove that if $K$ is perfect and $L$ is a finite extension, then $L$ is perfect. Arguing by contradiction, we may assume that $[L: K]$ is as small as possible among all counterexamples. The image $M$ of $L$ under $x \mapsto x^{p}$ is a subfield of $L$, and $M$ contains $K$ because $K$ is perfect. We cannot have $M=L$, since $L$ is assumed not to be perfect. By construction of $L, M$ is perfect. Composing $x \mapsto x^{p}$ from $L$ into $M$ with $x \mapsto x^{1 / p}$ from $M$ into itself, we obtain a field map of $L$ onto $M$ that fixes $M$. The result is a one-one $M$ linear transformation of the finite-dimensional $M$ vector space $L$ onto a proper vector subspace, contradiction.
3. Let $\mathbb{F}$ be a function field in one variable over $\mathbb{k}$. Since $\mathbb{k}$ is perfect, Theorem 7.20 shows that $\mathbb{F}$ is separably generated. Let us write $\mathbb{F}=\mathbb{k}\left(x_{1}, \ldots, x_{n}\right)$. Theorem 7.18 shows that there is some $x_{j}$ such that $\mathbb{F}$ is a separable extension of $\mathbb{k}\left(x_{j}\right)$. If we write $x$ for $x_{j}$, then the Theorem of the Primitive Element shows that $\mathbb{F}=\mathbb{k}(x)[y]$ for some $y$ algebraic over $\mathbb{k}(x)$. Put $R=\mathbb{k}[x][y]=\mathbb{k}[x, y]$; the field of fractions of $R$ is $\mathbb{F}$. Let $g(x, Y)$ be the minimal polynomial of $y$ over $\mathbb{k}(x)$. If $d(x)$ is a common denominator for the coefficients of $g(x, Y)$, then $d(x) \neq 0$ because $x$ is transcendental over $\mathbb{k}$. If we set $f(X, Y)=d(X) g(X, Y)$, then $f(x, y)=0$. Hence the substitution homomorphism $\mathbb{k}[X, Y] \rightarrow R$ given by replacing $X$ by $x$ and $Y$ by $y$ factors through to a homomorphism $\varphi$ carrying $\mathbb{k}[X, Y] /(f(X, Y))$ onto $R$. The ring $R$ is an integral domain; hence the ideal $(f(X, Y))$ is prime, and $f(X, Y)$ is irreducible. We can find an ideal $I$ in $\mathbb{k}[X, Y]$ containing $(f(X, Y))$ such that $\varphi$ descends to an isomorphism of $\mathbb{k}[X, Y] / I$ onto $R$. This ideal $I$ has to be prime, and we let $J$ be a maximal ideal
of $\mathbb{k}[X, Y]$ containing it. Then we have a chain of inclusions of prime ideals

$$
0 \varsubsetneqq(f(X, Y)) \subseteq I \subseteq J
$$

Theorem 7.22 shows that $\mathbb{k}[X, Y]$ has Krull dimension 2, and it follows that either $(f(X, Y))=I$ in the above chain of inclusions, or $I=J$. The latter equality would mean that $I$ is maximal and therefore that $R \cong \mathbb{k}[X, Y] / I$ is a field; this is not the case, and thus $(f(X, Y))=I$. Hence $R \cong \mathbb{k}[X, Y] /(f(X, Y))$. Here $f(X, Y)$ is an affine plane curve irreducible over $\mathbb{k}$, and the field of fractions of $R$ is by definition the function field of the curve; this field is $\mathbb{F}$, and the argument is complete.
4. The singular points are common zeros of $f, \frac{\partial f}{\partial X}$, and $\frac{\partial f}{\partial Y}$. If there are infinitely many, then Bezout's Theorem says that $f$ and $\frac{\partial f}{\partial X}$ have a nontrivial common factor, and so do $f$ and $\frac{\partial f}{\partial Y}$. Since $f$ is irreducible and the partial derivatives reduce degrees in one or the other variable, we must have $\frac{\partial f}{\partial X}=\frac{\partial f}{\partial Y}=0$ as polynomials. This is impossible in characteristic 0 . In characteristic $p$, the first condition says that the only powers of $X$ that appear in $f$ are powers of $X^{p}$, and the second condition says that the only powers of $Y$ that appear are powers of $Y^{p}$. The coefficients of $f$ are powers of $p$ because $\mathbb{k}$ is assumed perfect, and thus $f$ is exhibited as a $p^{\text {th }}$ power, in contradiction to its assumed irreducibility.
5. Differentiate $f(X, b)=(X-a) f_{1}(X)$ and evaluate at $(a, b)$ to obtain $\frac{\partial f}{\partial X}(a, b)=f_{1}(a)+(a-a) f_{1}^{\prime}(a)=f_{1}(a)$.
6. Multiply the equation $g(X, b)=(X-a) g_{1}(X)$ by $f_{1}(X)$ and substitute to obtain $g(X, b) f_{1}(X)=f(X, b) g_{1}(X)$. Then the function $g(X, \cdot) f_{1}(X)-f(X, \cdot) g_{1}(X)$ is 0 at $b$ and is of the form $g(X, Y) f_{1}(X)-f(X, Y) g_{1}(X)=(Y-b) h_{1}(X, Y)$, where $h_{1}(X, Y)$ for each $X$ is a polynomial in $Y$. Since $(Y-b) h_{1}(X, Y)$ is equal to a polynomial in $(X, Y), h_{1}(X, Y)$ is a polynomial in $(X, Y)$. To complete the problem, evaluate both sides at $(x, y)$, and use the facts that $f(x, y)=0$ and that $f_{1}(x) \neq 0$.
7. Since $\mathbb{F}=\mathbb{k}(x, y)$ is a function field in one variable, it is enough to see that $y$ is transcendental over $\mathbb{k}$. Arguing by contradiction, suppose that there is some nonzero polynomial $c(Y)$ in $\mathbb{k}[Y]$ having $y$ as a root. As a polynomial in $\mathbb{k}[X, Y]$, $c(Y)$ maps to $c(y)=0$ when we pass to the quotient in $\mathbb{k}[X, Y] /(f(X, Y))$, and therefore $c(Y)$ is the product of $f(X, Y)$ by a polynomial. On the other hand, $\frac{\partial f}{\partial X}$ is not 0 , and thus $f(X, Y)$ depends nontrivially on $X$. Hence the product of $f(X, Y)$ and any nonzero polynomial in $(X, Y)$ depends nontrivially on $X$, contradiction. The result now follows from the observation at the end of Section 1.
8. Substituting $a$ for $x$ in the formula for $g(x, y)$ gives

$$
g(a, y)=(y-b)^{k} h_{k}(a, y) / f_{1}(a)^{k}
$$

In this formula, $h_{k}(a, y)$ is a polynomial expression in $y$, hence also in $y-b$. Thus $v_{1}$ is $\geq 0$ on it. The expression $f_{1}(a)^{k}$ is a nonzero member of $\mathbb{k}$, on which $v_{1}$ takes the value 0 . Therefore

$$
v_{1}(g(a, y))=k v_{1}(y-b)+v_{1}\left(h_{k}(a, y)\right) \geq k v_{1}(y-b) .
$$

The left side is independent of $k$, and the right side is unbounded in $k$. Therefore there is some upper bound to the values of $k$ for which $g(x, y)$ has an expansion of the kind in question.
9. For (a), we cannot have $h_{k}(a, b)=0$ in Problem 8 for arbitrarily large $k$ because of the bound found in Problem 8. If $k=n$ is the smallest $k$ for which $h_{k}(a, b) \neq 0$, then the displayed formula holds with $h=h_{n}$. For uniqueness we substitute $a$ for $x$ and see that $g(a, y)=p_{n}(y)(y-b)^{n}$ for a polynomial $p_{n}$ with $p_{n}(b) \neq 0$. We cannot have two such expressions involving distinct powers $n$ because $y$ is transcendental over $\mathbb{k}$.

For (b), we see from (a) that every nonzero member of $R$ is of the required form with $n \geq 0$. Since $\mathbb{F}$ is the field of fractions of $R$, the same thing is true for $\mathbb{F}$ as long as we allow $n$ to be arbitrary in $\mathbb{Z}$.

For (c), if we have two such expressions, we set them equal, clear fractions, and write the result as $(y-b)^{k} p(x, y)=q(x, y)$ for some $k \geq 0$ and for some polynomials $p$ and $q$ with $p(a, b) \neq 0$ and $q(a, b) \neq 0$. Substituting $(a, b)$ for $(x, y)$, we obtain 0 from $(y-b)^{k} p(x, y)$ unless $k=0$, and we obtain something nonzero from $q(x, y)$. Therefore $k=0$, and the required uniqueness follows.
10. From the definition we immediately have $v(g)=+\infty$ if and only if $g=0$, as well as $v\left(g g^{\prime}\right)=v(g)+v\left(g^{\prime}\right)$ for all $g$ and $g^{\prime}$. We are to show that $v\left(g+g^{\prime}\right) \geq$ $\min \left(v(g), v\left(g^{\prime}\right)\right)$. Thus write $g(x, y)=(y-b)^{n} h_{1}(x, y) / h_{2}(x, y)$ and $g^{\prime}(x, y)=$ $(y-b)^{m} h_{1}^{\prime}(x, y) / h_{2}^{\prime}(x, y)$ with $n \leq m$. Then $\min \left(v(g), v\left(g^{\prime}\right)\right)=\min (n, m)=n$. Also,

$$
g+g^{\prime}=(y-b)^{n} \frac{h_{1} h_{2}^{\prime}+(y-b)^{m-n} h_{2} h_{1}^{\prime}}{h_{2} h_{2}^{\prime}} .
$$

The numerator of the displayed fraction is a polynomial and can be written in the form of Problem 9a. Say that $(y-b)^{k}$ is the power of $(y-b)$ that appears in it, $k$ being $\geq 0$. Then $v\left(g+g^{\prime}\right)=n+k$, and this is $\geq n=\min \left(v(g), v\left(g^{\prime}\right)\right)$. The assertions about the valuation ring and the valuation ideal are clear.
11. Let $v^{\prime}$ be a second valuation having the stated properties. If $g(x, y)$ is given in $\mathbb{F}^{\times}$, decompose $g$ as in Problem 9b, and apply $v^{\prime}$. Then we obtain $v^{\prime}(g(x, y))=$ $n v^{\prime}(y-b)+v^{\prime}\left(h_{1}(x, y)\right)-v^{\prime}\left(h_{2}(x, y)\right)$. The assumptions on $v^{\prime}$ show that $v^{\prime}\left(h_{1}(x, y)\right)=v^{\prime}\left(h_{2}(x, y)\right)=0$. Therefore

$$
v^{\prime}(g(x, y))=n v^{\prime}(y-b)=v^{\prime}(y-b) v(g(x, y))
$$

and $v^{\prime}=v^{\prime}(y-b) v$. By assumption, $v^{\prime}(y-b)$ is positive. Since $v^{\prime}$ has to be onto $\mathbb{Z} \cup\{\infty\}$, we must have $v^{\prime}(y-b)=1$.
12. For (a), the argument is the same as with Problem 7 except that the roles of $x$ and $y$ are reversed. The partial derivative $\frac{\partial\left(y^{2}-f(x)\right)}{\partial y}=2 y$ is not the 0 element because the characteristic is not 2, and hence that earlier argument applies. Part (b) is elementary field theory, and (d) is a routine verification.

For (c), let $\mathbb{k}^{\prime}$ be the subfield of elements of $\mathbb{F}$ algebraic over $\mathbb{k}$. Problem 1 shows that $\left[\mathbb{k}^{\prime}: \mathbb{k}\right] \leq\left[\mathbb{k}^{\prime}(x): \mathbb{k}(x)\right] \leq[\mathbb{F}: \mathbb{k}]=2$. Arguing by contradiction, suppose
that $\{1, t\}$ is a basis of $\mathbb{k}^{\prime}$ over $\mathbb{k}$. let $X^{2}+u X+v$ be the minimal polynomial of $t$ over $\mathbb{k} ; t$ satisfies $t^{2}+u t+v=0$. Problem 1a shows that $t=a(x)+y b(x)$ with $b(x) \neq 0$, and then $t$ satisfies $t^{2}-2 a(x) t+\left(a(x)^{2}-f(x) b(x)^{2}\right)=0$. Hence $u t+v=-2 a(x) t+\left(a(x)^{2}-f(x) b(x)^{2}\right)$. If $u \neq-2 a(x)$, then we can solve for $t$ and obtain the contradiction that $t$ is in $\mathbb{k}(x)$. Thus $u=-2 a(x)$, and also $v=a(x)^{2}-f(x) b(x)^{2}$. Since $x$ is transcendental over $\mathbb{k}$, the first of these shows that $a(x)$ does not involve $x$, i.e., $a(x)$ lies in $\mathbb{k}$. Then the second shows that $f(x) b(x)^{2}$ lies in $\mathbb{k}$, and unique factorization leads to the conclusion that $f(x)$ and $b(x)$ do not depend on $x$. This contradicts the assumption that $f(X)$ is nonconstant.
13. Let $z=a(x)+y b(x)$ be in the integral closure. Then so is the image of $z$ under the nontrivial Galois group element $\sigma$, and so are $z+\sigma(z)$ and $z \sigma(z)$. The latter elements are $2 a(x)$ and $a(x)^{2}-f(x) b(x)^{2}$. Thus $a(x)$ is in the intersection of the integral closure with $\mathbb{k}(x)$, which is $\mathbb{k}[x]$ because $\mathbb{k}[x]$ is a principal ideal domain and is integrally closed. Then $f(x) b(x)^{2}$ is in $\mathbb{k}[x]$ by the same argument. Since $f(x)$ is square free, it follows that $b(x)$ is in $\mathbb{k}[x]$.
14. Part (a) is immediate from Corollary 6.6. Discrete valuations of $\mathbb{F}$ that are not in $D_{\mathbb{F}}$ play no role because of the inclusion $\mathbb{k} \subseteq R$ : any discrete valuation that is $\geq 0$ on $R$ has to be 0 on $\mathbb{k}^{\times}$, since the image of $\mathbb{k}^{\times}$under the valuation is a subgroup of $\mathbb{Z}$.

For (b), the condition for $z \neq 0$ to be in $p(x)_{\infty}$ is that $v(z) \geq-p \operatorname{ord}_{v}(x)_{\infty}$ for all $v \in D_{\mathbb{F}}$. If a particular $v$ has $v(x) \geq 0$, then $v$ does not contribute to $(x)_{\infty}$, and this condition says that $v(z) \geq 0$. By (a), $z$ is in $R$.
15. For (a), let $c(x)=c_{n} x^{n}+\cdots+c_{0}=x^{n}\left(c_{n}+c_{n-1} x^{-1}+\cdots+c_{0} x^{-n}\right)$ with $c_{n} \neq 0$. Then $v\left(c_{n}\right)=0$, and $v\left(c_{j} x^{j-n}\right)>0$ for $j<n$. Hence

$$
\begin{aligned}
v\left(x^{n}\left(c_{n}+c_{n-1} x^{-1}+\cdots+c_{0} x^{-n}\right)\right) & =n v(x)+v\left(c_{n}+c_{n-1} x^{-1}+\cdots+c_{0} x^{-n}\right) \\
& =n v(x)+v\left(c_{n}\right)=n v(x) .
\end{aligned}
$$

For (b), $2 v(y)=v\left(y^{2}\right)=v(f(x))=(\operatorname{deg} f) v(x)$, the latter equality holding by (a). In (c), we have

$$
\begin{aligned}
v(a(x)+y b(x)) & \geq \min (v(a(x)), v(y b(x))) \\
& =\min (v(a(x)), v(y)+v(b(x))) \\
& =\min \left((\operatorname{deg} a) v(x),\left(\frac{1}{2} \operatorname{deg} f+\operatorname{deg} b\right) v(x)\right) \\
& =v(x) \max \left(\operatorname{deg} a, \frac{1}{2} \operatorname{deg} f+\operatorname{deg} b\right) \geq p v(x) .
\end{aligned}
$$

16. Any $v \in D_{\mathbb{F}}$ with $v(x) \geq 0$ has $v(z) \geq 0=-\operatorname{ord}_{v}(x)_{\infty}$ on all elements $z=a(x)+y b(x)$ with $a(x)$ and $b(x)$ in $\mathbb{k}[x]$, by Problems 13 and 14a. Suppose that $v(x)<0$. Then Problem 15c and the assumptions on the degrees of $a(x)$ and $b(x)$ shows that $v(z) \geq p v(x)=-p \operatorname{ord}_{v}(x)_{\infty}$. Hence $(z) \geq-p(x)_{\infty}$, and $z$ lies in $L\left(p(x)_{\infty}\right)$.
17. For (a), let $\sigma$ be the nontrivial element of the Galois group. Problem 17c shows that if $z=a(x)+y b(x)$ is in $L\left(p(x)_{\infty}\right)$, then so is $\sigma(z)=a(x)-y b(x)$. Hence any $v \in D_{\mathbb{F}}$ with $v(x)<0$ has $v(a(x)+y b(x)) \geq-p \operatorname{ord}_{v}(x)_{\infty}=p v(x)$ and $v(a(x)-y b(x)) \geq-p \operatorname{ord}_{v}(x)_{\infty}=p v(x)$. Consequently

$$
\begin{aligned}
v(a(x))=v(2 a(x)) & \geq \min (v(a(x)+y b(x)), v(a(x)-y b(x))) \\
& \geq \min (p v(x), p v(x))=p v(x)
\end{aligned}
$$

and

$$
v\left(a(x)^{2}-f(x) b(x)^{2}\right)=v(a(x)+y b(x))+v(a(x)-y b(x)) \geq p v(x)+p v(x) .
$$

Using Problem 15a and the fact that $v(x)<0$, we see from these two inequalities that $\operatorname{deg} a \leq p$ and $\operatorname{deg}\left(a^{2}-f b^{2}\right) \leq 2 p$.

For (b), Problem 14b shows that $L\left(p(x)_{\infty}\right) \subseteq R$, and Problem 13 shows that $R$ consists of all $a(x)+y b(x)$ with $a(x)$ and $b(x)$ in $\mathbb{k}[x]$. Part (a) thus shows that $\operatorname{deg} a \leq p$ and $\operatorname{deg}\left(a^{2}-f b^{2}\right) \leq 2 p$. Since $\operatorname{deg} a \leq p$, the second of these inequalities shows that $\operatorname{deg} f b^{2} \leq 2 p$. Thus $\operatorname{deg} b+\frac{1}{2} \operatorname{deg} f \leq p$. In the reverse direction, if $a(x)$ and $b(x)$ are polynomials satisfying the degree relations, then Problem 16 shows that $a(x)+y b(x)$ is in $L\left(p(x)_{\infty}\right)$.
19. The polynomials $a(x)$ and $b(x)$ are limited only by the restrictions on their degrees. From $\operatorname{deg} a \leq p$, we get a space of dimension $p+1$. From $\operatorname{deg} b+\frac{1}{2} \operatorname{deg} f \leq$ $p$, we have $\operatorname{deg} b \leq\left[p-\frac{1}{2} \operatorname{deg} f\right]$, and we get a space of dimension $\left[p-\frac{1}{2} \operatorname{deg} f\right]+1$ if $\left[p-\frac{1}{2} \operatorname{deg} f\right] \geq 0$. Thus

$$
\begin{aligned}
\ell\left(p(x)_{\infty}\right) & =(p+1)+\left[p-\frac{1}{2} \operatorname{deg} f\right]+1 \\
& =2 p+2+\left[-\frac{1}{2} \operatorname{deg} f\right]=2 p+2-\left[\frac{1}{2}(1+\operatorname{deg} f)\right]
\end{aligned}
$$

if $p \geq-\left[-\frac{1}{2} \operatorname{deg} f\right]=+\left[\frac{1}{2}(1+\operatorname{deg} f]\right.$.
20. Part (a) is immediate from Theorem 9.3 , since $[\mathbb{F}: \mathbb{k}(x)]=2$. For (b), Theorem 9.9 and Problem 19, in combination with the result of (a), show for sufficiently large positive $p$ that

$$
1-g=\ell\left(p(x)_{\infty}\right)-p \operatorname{deg}(x)_{\infty}=2 p+2-\left[\frac{1}{2}(1+\operatorname{deg} f]-2 p\right.
$$

Hence $g=\left[\frac{1}{2}(1+\operatorname{deg} f]-1\right.$.
21. Let $\Phi: \mathbb{k}(X)[Y] \rightarrow \mathbb{k}(X)[Z]$ be the substitution homomorphism that fixes $\mathbb{k}(X)$ and has $\Phi(Y)=g(X) Z$, and follow it with the quotient homomorphism to $\mathbb{k}(X)[Z] /\left(Z^{2}-h(X)\right)$. Then

$$
\Phi\left(Y^{2}-f(X)\right)=g(X)^{2} Z^{2}-f(X)=g(X)^{2}\left(Z^{2}-h(X)\right),
$$

which goes to 0 in the quotient. Thus the composition of $\Phi$ followed by the quotient map descends to a field map $\varphi: \mathbb{k}(X)[Y] /\left(Y^{2}-f(X)\right) \rightarrow \mathbb{k}(X)[Z] /\left(Z^{2}-h(X)\right)$. The inverse is constructed in the same way, starting from the formula $\Psi(Z)=$ $g(X)^{-1} Y$.
22. For (a), the conclusion genus 1 when there are no repeated roots is immediate from Problem 20 b with $\operatorname{deg} f=3$. If there are repeated roots, then we can write $f(X)=g(X)^{2} h(X)$ with $\operatorname{deg} g=\operatorname{deg} h=1$. Applying Problem 21, we see that the genus is the same as for Problem 20b with $\operatorname{deg} f=1$, i.e., the genus is 0 .

For (b), a singularity occurs only at points $(x, y)$ of the zero locus in $\mathbb{K}_{\text {alg }}^{2}$ at which both first partials are 0 . Then $2 Y=0$, which says that $y=0$ because the characteristic is not 2 , and $f^{\prime}(X)=0$, which says that $x$ is a root in $\mathbb{k}_{\text {alg }}$ of both $f(X)$ and $f^{\prime}(X)$. This means that $x$ is at least a double root in $\mathbb{k}_{\text {alg }}$ of $f(X)$.
23. The residue class degree $f_{v}$ is 1 , since $\mathbb{k}$ is algebraically closed. Thus $\operatorname{deg} n v=$ n. Corollary 9.4 gives $\ell(0 v)=1$, Corollaries 9.22 and 9.23 together give $\ell(1 v)=1$ if $g \geq 1$, and Corollary 9.19 gives $\ell((2 g-1) v)=\operatorname{deg}((2 g-1) v)+(1-g)=$ $(2 g-1)+(1-g)=g$ and $\ell(2 g v)=\operatorname{deg}(2 g v)+(1-g)=g+1$. The inequality $\ell(n v) \leq \ell((n+1) v) \leq \ell(n v)+1$ follows by combining Theorem 9.6, the fact that $A \leq B$ implies $L(A) \subseteq L(B)$, and the fact that $f_{v}=1$.

24 . For each $n \geq 0$,

$$
L(n v)=\{0\} \cup\left\{x \in \mathbb{F}^{\times} \mid-(x)_{\infty} \geq-n v\right\}=\{0\} \cup\left\{x \in \mathbb{F}^{\times} \mid(x)_{\infty} \leq n v\right\} .
$$

Thus $n \geq 1$ is a gap if and only if $\ell(n v)=\ell((n-1) v)$, and otherwise $\ell(n v)=$ $\ell((n-1) v)+1$ by the last fact in Problem 23.

Suppose that there are $m$ gaps in passing from $\ell(0 v)$ to $\ell(2 g v)$. In the process we take $2 g$ steps from $(n-1) v$ to $n v$, of which $m$ are gaps and $2 g-m$ are nongaps. (The gaps are certain of these integers $n, 1 \leq n \leq 2 g$.) Since $\ell(0 v)=1$ and $\ell(2 g v)=g+1$ by Problem 23, the total number of nongaps is $(g+1)-1=g$. Solving $2 g-m=g$ gives $m=g$. The formulas $\ell((2 g-1) v)=g$ and $\ell(2 g v)=g+1$ from Problem 23 show that $2 g$ is not a gap.
25. For (a), if the gap sequence is $(1,2, \ldots, g)$, then $1=\ell(0 v)=\ell(1 v)=$ $\ell(2 v)=\cdots=\ell(g v)$. Conversely if the gap sequence is something else, let $n$ with $1 \leq n \leq g$ be the first nongap; then $1=\ell(0 v)=\cdots=\ell((n-1) v)<\ell(n v) \leq \ell(g v)$.

For (b), Problem 23 gives $\ell(0 v)=\ell(1 v)=1$ if $g \geq 1$, and thus 1 is a gap.
For (c), there are no integers strictly between 0 and $2 g$ if $g=1$, and the only such integer for $g=1$ is 1 . Part (b) shows that the gap sequence is indeed (1) if $g=1$, and thus the gap sequence is always the standard one.

For (d), we have some $x$ and $y$ in $\mathbb{F}^{\times}$with $(x)_{\infty}=r v$ and $(y)_{\infty}=s v$. Thus $(x)=(x)_{0}-r v$ and $(y)=(y)_{0}-s v$, and $(x y)=(x)_{0}+\left(y_{0}\right)-(r+s) v$. Since $v$ does not contribute to $(x)_{0}$ and $(y)_{0},(x y)_{\infty}=(r+s) v$, and thus $r+s$ is a nongap.

For (e), if 2 is a nongap, then iteration of (d) shows that $2,4,6, \ldots, 2 g-2$ are nongaps. The only possible gaps are the remaining integers from 1 to $2 g-1$, namely $1,3,5, \ldots, 2 g-1$. There are $g$ of these, and so all of them must be gaps.

## Chapter X

1. If $F$ is in $I(P)$, expand $F$ as a sum of homogeneous terms $F=\sum_{d=0}^{\infty} F_{d}$. Then $0=F\left(t x_{0}, \ldots, t x_{n}\right)=\sum_{d=0}^{\infty} F_{d}\left(t x_{0}, \ldots, t x_{n}\right)=\sum_{d=0}^{\infty} F_{d}\left(x_{0}, \ldots, x_{n}\right) t^{d}$ for all $t \in \mathbb{k}^{\times}$. Since $\mathbb{k}$ is infinite, every coefficient of this polynomial in $t$ is 0 . Thus each $F_{d}$ is in $I(P)$, and $I(P)$ is generated by homogeneous elements.
2. In each part we argue by contradiction. For (a), if $\left\{X_{\alpha}\right\}$ is a system of nonempty closed subsets of $X$ with the finite intersection property such that $\bigcap_{\alpha} X_{\alpha}=\varnothing$, then we can inductively define a strictly decreasing sequence of finite intersections of the $X_{\alpha}$ 's, in contradiction to the Noetherian property. In (b), if $E$ is a closed irreducible subset that is not connected, then $E=U \cup V$ with $U$ and $V$ nonempty, disjoint, and relatively open. Then $E=U^{c} \cup V^{c}$ contradicts the irreducibility of $E$.
3. For (a), the continuous image of a connected set is connected. Continuity is by Proposition 10.32, and connectedness is by Problem 2 b applied to the Noetherian topological space $V$. For (b), if $f$ is any polynomial function on $\mathbb{A}^{n}$, then $f \circ \varphi$ is in $\mathcal{O}(V)$ because $\varphi$ is a morphism, and $f \circ \varphi$ is constant by Corollary 10.31. Then $\varphi$ cannot have two distinct points in its image, since any two points in $\mathbb{A}^{n}$ can be distinguished by some polynomial.
4. Certainly $\mathcal{O}(U) \supseteq \mathbb{k}[X, Y]$. Also, the function field $\mathbb{k}(U)$ consists of all quotients of polynomials $a / b$ with $a$ and $b$ in $\mathbb{k}[X, Y]$ and $b \neq 0$. Thus suppose that $f=a / b$ lies in $\mathcal{O}(U)$. By unique factorization in $\mathbb{k}[X, Y]$, we may assume that $a$ and $b$ are relatively prime. In the expression $f=a / b$, regularity at $P$ implies that $b(P) \neq 0$ because an equality $a / b=c / d$ of two such expressions implies that $a=k c$ and $b=k d$ for some nonzero scalar $k$. Since $f$ is regular everywhere in $\mathbb{A}^{2}$ except possibly at the origin, $b(X, Y)$ is nonvanishing away from the origin. However, if $b$ is nonconstant, then $V(b)$ is a curve and has dimension 1 , whereas the origin has dimension 0 . We conclude that $b$ is constant, and $f=a / b$ is in $\mathbb{k}[X, Y]$.
5. Arguing by contradiction, let $\varphi: W \rightarrow U$ be an isomorphism from an affine variety onto $U$. Then the $\operatorname{map} \widetilde{\varphi}: \mathcal{O}(U) \rightarrow \mathcal{O}(W)=A(W)$ given by $\widetilde{\varphi}(f)=f \circ \varphi$ is an isomorphism. Let $\iota: U \rightarrow \mathbb{A}^{2}$ be the inclusion. The corresponding map on regular functions is $\tilde{\iota}: A\left(\mathbb{A}^{2}\right) \rightarrow \mathcal{O}(U)$ given by $\tilde{\iota}(h)(x, y)=h(x, y)$ for $(x, y) \neq(0,0)$, and it is an isomorphism by Problem 4. Then $(\varphi \circ \iota)^{\sim}=\tilde{\iota} \circ \tilde{\varphi}$ is an isomorphism of $A\left(\mathbb{A}^{2}\right)$ onto $A(W)$. Its inverse has to be of the form $\widetilde{\psi}$ with $\widetilde{\psi}(g)=g \circ \psi$ for some isomorphism $\psi: \mathbb{A}^{2} \rightarrow W$, according to Theorem 10.38 . Since $\tilde{\psi} \circ \widetilde{\varphi} \circ \tilde{\iota}$ is the identity map on $A\left(\mathbb{A}^{2}\right), \iota \circ \varphi \circ \psi$ is the identity map on $\mathbb{A}^{2}$. Using the definition of $\iota$ shows that $\varphi \circ \psi(x, y)=(x, y)$ for $(x, y) \neq(0,0)$. Thus $\varphi \circ \psi$ is an isomorphism of $\mathbb{A}^{2}$ onto $U$ that is the identity on $U$. This is a contradiction, since there is no possible image for $(0,0)$ under $\varphi \circ \psi$ that makes $\varphi \circ \psi$ one-one.
6. Let $\varphi$ be the rational map of the irreducible curve $C$ into the irreducible curve $C^{\prime}$, and let $\left(E, \varphi_{E}\right)$ be a morphism in the class $\varphi$. If $\varphi$ is not dominant, then $\overline{\varphi_{E}(E)}$ is a proper closed subset of $C^{\prime}$ and must be finite. Hence $\varphi_{E}(E)$ is finite. The set $E$ is connected by Problem 2b, and morphisms are continuous by definition. Therefore
$\varphi_{E}(E)$ is connected. Being connected and finite, it is a singleton set $\{y\}$. If $\varphi_{C}$ is defined as everywhere equal to $y$ on $C$, then $\left(C, \varphi_{C}\right)$ is in the equivalence class $\varphi$. So $\varphi$ is constant.
7. Suppose that $f$ is a member of $\mathcal{O}_{\varphi(P)}(V)$ with $\varphi_{P}^{*}(f)=0$. Since the set on which $f \in \mathbb{k}(V)$ is regular is open, there exists an open neighborhood $E$ of $\varphi(P)$ on which $f$ is defined. The morphism $\varphi$ is continuous, and thus $\varphi^{-1}(E)$ is open in $U$. Since $\varphi$ is a morphism and $f$ is regular on $E, f \circ \varphi$ is regular on $\varphi^{-1}(E)$. According to the proof of Proposition $10.42, \varphi_{P}^{*}(f)$ is defined to be the unique member of $\mathbb{k}(V)$ that agrees with $f \circ \varphi$ on $\varphi^{-1}(E)$. We are assuming $\varphi_{P}^{*}(f)$ to be 0 , and thus $f \circ \varphi$ equals 0 on $\varphi^{-1}(E)$. By dominance of $\varphi, \varphi\left(\varphi^{-1}(E)\right)$ is a dense subset of $E$. Thus the continuous function $f$ is 0 on a dense subset of its domain $E$ and is 0 .
8. The inclusion $(W X-Y Z) \subseteq(X, Z)$ yields a homomorphism $\varphi$ of $A(V)$ onto $\mathbb{k}[W, X, Y, Z] /(X, Z) \cong \mathbb{k}[W, Y]$. Let $b^{\prime}=\varphi(\bar{b})$. Then $b^{\prime}(w, y)=\bar{b}(w, 0, y, 0)$ is a polynomial in $(w, y)$ nonzero in the complement of the origin. The solution of Problem 4 shows that $b^{\prime}(0,0) \neq 0$. Thus $\bar{b}(0,0,0,0) \neq 0$, and $f$ is defined at $(0,0,0,0)$. In view of the discussion of this example in Section $4, f$ is everywhere defined. Therefore it is in $\mathcal{O}(V)$, which equals $A(V)$ because $V$ is an affine variety. Thus there is a polynomial $g$ in $\mathbb{k}[W, X, Y, Z]$ whose image $\bar{g}$ in $A(V)$ equals $\bar{X} / \bar{Y}$. Then $\bar{Y} \bar{g}=\bar{X}$, and $Y g=X+(W X-Y Z) h$ for some polynomial $h$. So $Y(g+h Z)=$ $X(1+W h)$. This implies that $Y$ divides $1+W h$, which we see is impossible by evaluating at the origin.
9. The equivalence of continuity of $\varphi$ and continuity of all $\varphi_{\alpha}$ will be taken as known. Suppose that $\varphi: U \rightarrow V$ is a morphism. Let an index $\alpha$, an open set $E \subseteq V_{\alpha}$, and a member $f$ of $\mathcal{O}(E)$ be given. We are to show that $f \circ \varphi_{\alpha}$ is in $\mathcal{O}\left(\varphi_{\alpha}^{-1}(E)\right)$. Since $\varphi$ is a morphism and $E$ is open in $V$, we know that $f \circ \varphi$ is in $\mathcal{O}\left(\varphi^{-1}(E)\right)$. By restriction, $f \circ \varphi_{\alpha}$ is in $\mathcal{O}\left(U_{\alpha} \cap \varphi^{-1}(E)\right)=\mathcal{O}\left(\varphi_{\alpha}^{-1}(E)\right)$. Thus $\varphi_{\alpha}$ is a morphism.

In the reverse direction suppose that all $\varphi_{\alpha}: U_{\alpha} \rightarrow V_{\alpha}$ are morphisms. Let $E$ be open in $V$, and let $f$ be in $\mathcal{O}(E)$. We are to show that $f \circ \varphi$ is in $\mathcal{O}\left(\varphi^{-1}(E)\right)$. Since $\varphi^{-1}(E)=\bigcup_{\alpha}\left(U_{\alpha} \cap \varphi^{-1}(E)\right)$, it is enough to prove regularity of $f \circ \varphi$ on each $U_{\alpha} \cap \varphi^{-1}(E)$. On this open set, $f \circ \varphi$ equals $f \circ \varphi_{\alpha}$, which is regular because $\varphi_{\alpha}$ is a morphism. Thus $\varphi$ is a morphism.
10. For (a), we use the equivalence of regularity with the condition in Proposition 10.28. Thus regularity at $P$ in $U$ means that there is a subneighborhood $U_{0}$ of $U$ within $V$ about $P$ such that $f$ equals a quotient $\bar{a} / \bar{b}$ on $U_{0}$ with $\bar{a}$ and $\bar{b}$ in $A(V)$ and with $\bar{b}$ nowhere vanishing on $U_{0}$. Choose polynomials $a$ and $b$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$ that restrict to $\bar{a}$ and $\bar{b}$ on $V$. Let $U_{0}^{\prime}$ be an open subset of $\mathbb{A}^{n}$ whose intersection with $V$ is $U_{0}$. Since $b$ is nowhere 0 on $U_{0}$ and is continuous on $U_{0}^{\prime}$, the subset $\widetilde{U}_{0}$ of $U_{1}$ on which $b$ is nonvanishing is open and contains $U_{0}$. Then Proposition 10.28 shows that $F=a / b$ is a member of $\mathcal{O}\left(\widetilde{U}_{0}\right)$ whose restriction to $U_{0}$ equals $f$.

For (b), the result of (a) is local. Thus we can immediately allow $V$ to be quasiaffine. Using Proposition 10.37, we can extend (a) to the case that $V$ is quasiprojective.
11. Continuity is no problem. For the condition involving regularity, we use Problem 10. Let $E$ be a relatively open set in $V$, and let $f$ be in $\mathcal{O}(E)$. We are to show that $f \circ \varphi$ is in $\mathcal{O}\left(\varphi^{-1}(E)\right)$. Thus let $P$ be in $\varphi^{-1}(E) \subseteq U$; then $\varphi(P)$ is in $E \subseteq V$. Since $f$ is in $\mathcal{O}(\underset{\sim}{E})$, Problem 10 produces a relatively open neighborhood $E_{0}$ of $\varphi(P)$, an open subset $\widetilde{E}_{0}$ of $Y$ with $\widetilde{E}_{0} \cap V=E_{0}$, and a function $F$ in $\mathcal{O}\left(\widetilde{E}_{0}\right)$ such that $\left.F\right|_{E_{0}}=\left.f\right|_{E_{0}}$. Since $\varphi: X \rightarrow Y$ is a morphism, $F \circ \varphi$ is in $\mathcal{O}\left(\varphi^{-1}\left(\widetilde{E}_{0}\right)\right)$. Since $\varphi\left(\varphi^{-1}\left(\widetilde{E}_{0}\right) \cap U\right) \subseteq \widetilde{E}_{0} \cap V=E_{0}, F \circ \varphi$ agrees with $f \circ \varphi$ on $\varphi^{-1}\left(\widetilde{E}_{0}\right) \cap U$. Thus $f \circ \varphi$ has an extension $F \circ \varphi$ from $\varphi^{-1}\left(\widetilde{E}_{0}\right) \cap U$ to $\varphi^{-1}\left(\widetilde{E}_{0}\right)$ that is in $\mathcal{O}\left(\widetilde{E}_{0}\right)$. The quotients that exhibit $F \circ \varphi$ as defined at points of $\varphi^{-1}\left(\widetilde{E}_{0}\right) \cap U$ exhibit $f \circ \varphi$ as defined there. The inclusion $\varphi^{-1}\left(E_{0}\right)=\varphi^{-1}\left(\widetilde{E}_{0} \cap V\right)=\varphi^{-1}\left(\widetilde{E}_{0}\right) \cap \varphi^{-1}(V) \subseteq \varphi^{-1}\left(\widetilde{E}_{0}\right) \cap U$ shows that $f \circ \varphi$ is in $\mathcal{O}\left(\varphi^{-1}\left(E_{0}\right)\right)$. This being true for all $P$ in $\varphi^{-1}(E), f \circ \varphi$ is in $\mathcal{O}\left(\varphi^{-1}(E)\right)$.
12. Part (a) follows by applying instances of Problem 11 to $\varphi$ and $\varphi^{-1}$. Then (b) follows by another application of Problem 11. Part (c) follows by inductive application of (b).
13. Let $d_{i}$ be the degree of homogeneity of $F_{i}$. Then the $i^{\text {th }}$ row of the right-hand matrix is $\lambda^{d_{i}-1}$ times the $i^{\text {th }}$ row of the left-hand matrix. Hence the dimension of the span of the rows is the same for the two matrices, and this number is the rank.
14. This comes down to the fact that differentiating with respect to $X_{j}$ for $j>0$ and then setting $X_{0}$ equal to 1 is the same as setting $X_{0}$ equal to 1 and then differentiating with respect to $X_{j}$.
15. For any of the functions $F_{i}$, the right side of the formula in Euler's Theorem is 0 at $\left(x_{0}, \ldots, x_{n}\right)$ by assumption. Hence Euler's Theorem gives $x_{0} \frac{\partial F_{i}}{\partial X_{0}}\left(x_{0}, \ldots, x_{n}\right)=$ $-\sum_{j=1}^{n} x_{j} \frac{\partial F_{i}}{\partial X_{j}}\left(x_{0}, \ldots, x_{n}\right)$. This says that
$x_{0} \times 0^{\text {th }}$ column of $J(F)\left(x_{0}, \ldots, x_{n}\right)=-\sum_{j=1}^{n} x_{j} \times j^{\text {th }}$ column of $J(F)\left(x_{0}, \ldots, x_{n}\right)$.
Since $x_{0} \neq 0$, this is a relation of the required type.
16. Problem 13 shows that the left side equals rank $J(F)\left(1, x_{1} / x_{0}, \ldots, x_{n} / x_{0}\right)$, which Problem 15 shows to be equal to the rank of the matrix formed from the last $n$ columns, which Problem 14 shows to be equal to the rank of $J(f)\left(x_{1} / x_{0}, \ldots, x_{n} / x_{0}\right)$.
18. Regard the elements $w_{i j}$ as the entries of a matrix. The given condition is that every 2 -by- 2 subdeterminant of this matrix equals 0 . The matrix is not 0 , and consequently its rank is 1 . Every matrix over $\mathbb{k}$ of rank 1 is of the form $x y^{t}$ for column vectors $x$ and $y$, and then $\left[\left\{w_{i j}\right\}\right]$ is exhibited as $\sigma\left(\left[\left\{x_{i}\right\}\right],\left[\left\{y_{j}\right\}\right]\right)$.
19. For (a), one suitable monomial ordering is the lexicographic ordering that takes the elements $W_{i j}$ in the order $W_{00}, W_{01}, \ldots, W_{m n}$ with $W_{00}$ largest. Given a monomial $M^{\prime}$ of total degree $d$, choose among all monomials of total degree $d$ the smallest one in the ordering that is congruent to $M^{\prime}$ modulo $\mathfrak{a}$. Write $M=\prod_{i, j} W_{i j}^{a_{i j}}$. If $a_{i j}>0$ and if there exists $(k, l)$ with $l>j, k>i$, and $a_{k l}>0$, then $W_{i j} W_{k l}$ divides
$M$. Write $M_{0}=M / W_{i j} W_{k l}$. Put $M^{\prime \prime}=M_{0} W_{i l} W_{k j}$. Since $W_{i j} W_{k l}-W_{i l} W_{k j}$ is in $\mathfrak{a}, M^{\prime \prime}$ is congruent to $M$ modulo $\mathfrak{a}$. In the monomial ordering, all of the elements $W_{k l}, W_{i l}, W_{k j}$ are smaller than $W_{i j}$. Therefore $M^{\prime \prime}<M$, in contradiction to the minimality of $M$.

In (b), let the largest $W_{i j}$ whose exponents in $M$ and $M^{\prime}$ are unequal be $W_{i_{0} j_{0}}$. Let the products of the powers of the strictly larger monomials be $N$ and $N^{\prime}$, respectively. It is enough to prove that $\varphi(M / N) \neq \varphi\left(M^{\prime} / N^{\prime}\right)$. Then we have

$$
M / N=\prod_{W_{i j} \leq W_{i_{0} j_{0}}} W_{i j}^{a_{i j}}=W_{i_{0} j_{0}}^{a_{0, j}} \prod_{\substack{(i, j) \text { with } \\ i_{0}<i \text { or } \\\left(i_{0}=i \text { and } j_{0}<j\right)}} W_{i j}^{a_{i j}}
$$

and a similar expression for $M^{\prime} / N^{\prime}$. The minimality condition says that $a_{i j}=0$ if $i_{0}<i$ and $j_{0}<j$. Thus

$$
M / N=\left(\prod_{i_{0}<i, j_{0} \geq j} W_{i j}^{a_{i j}}\right)\left(\prod_{i_{0}=i, j_{0} \leq j} W_{i j}^{a_{i j}}\right)=\left(\prod_{k>i_{0}} \prod_{l \leq j_{0}} W_{k l}^{a_{k l}}\right)\left(\prod_{l \geq j_{0}} W_{i_{0} l}^{a_{i_{0} l}}\right),
$$

and

$$
\varphi(M / N)=\left(\prod_{k>i_{0}} \prod_{l \leq j_{0}} X_{k}^{a_{k l}} Y_{l}^{a_{k l}}\right)\left(\prod_{l \geq j_{0}} X_{i_{0}}^{a_{i_{0} l}} Y_{l}^{a_{i_{0} l}}\right)
$$

On the right side each pair of indices $(k, l)$ occurs at most once. Thus an equality $\varphi(M / N)=\varphi\left(M^{\prime} / N^{\prime}\right)$ would imply that $a_{k l}=b_{k l}$ for every ( $k, l$ ). This proves (b).

In (c), we know that $\mathfrak{a} \subseteq \operatorname{ker} \varphi$. If equality fails, then there is a linear combination $\sum_{r} c_{r} M_{r}$ of monomials in $\operatorname{ker} \varphi$ that is not in $\mathfrak{a}$. Applying (a), we may assume that each $M_{r}$ is reduced. Then $\sum_{r} c_{r} \varphi\left(M_{r}\right)=0$. Each $\varphi\left(M_{r}\right)$ is a monomial, and (b) shows that the various monomials $\varphi\left(M_{r}\right)$ are distinct. Since the set of monomials is linearly independent, each $c_{r}$ is 0 . Therefore $\sum_{r} c_{r} M_{r}=0$, contradiction.
20. For (a), compute the kernel of the natural substitution homomorphism of $\mathbb{k}\left[X_{0}, \ldots, X_{m}, Y_{0}, \ldots, Y_{n}\right]$ into $R\left[Y_{0}, \ldots, Y_{n}\right]$. For (b), let $P=\left[y_{0}, y_{1}, \ldots, y_{n}\right]$, $\mathfrak{p}=I(U) \subseteq \mathbb{k}\left[X_{0}, \ldots, X_{m}\right]$, and $\mathfrak{q}=I\left(\{P\} \subseteq \mathbb{k}\left[Y_{0}, \ldots, Y_{n}\right]\right.$. The inside homomorphism has kernel $\mathfrak{a}$ by Problem 19. The outside homomorphism takes $X_{0}, \ldots, X_{m}$ into $R$ and takes each $Y_{j}$ to $y_{j} Z$, where $Z$ is an indeterminate; its kernel is isomorphic to $\mathfrak{p q}$. The kernel of the composition is $I(\sigma(U \times\{P\}))$, which is prime because $R[Z]$ is an integral domain.
21. See Fulton's book, page 145.
22. See Fulton's book, page 146.
23. For (a), Proposition 10.9 shows that $I(V(I))=(h(X, Y))$ for an irreducible polynomial $h$ if $\operatorname{dim} V(I)=1$. The containment $I \subseteq I(V(I))$ shows that each $f_{j}$ has to be of the form $f_{j}=a_{j} h$ for some $a_{j}$ in $\mathbb{k}[X, Y]$. Since $f_{j}$ and $h$ are irreducible, $a_{j}$ has to be a scalar. Thus $I=(h(X, Y))$, and $I$ is prime. For (b), one can take $I=\left(Y+X^{2}, Y-X^{2}\right.$, which has $V(I)=\{(0,0)\}$ and which is not prime because it contains $X^{2}$ but not $X$.
24. Let $\left\{g_{1}, \ldots, g_{s}\right\}$ be a minimal Gröbner basis, and suppose that $g_{j}=a b$ is a nontrivial factorization of $g_{j}$ in $\mathbb{k}\left[X_{1}, \ldots, X_{n}\right]$. Since $I$ is prime, we may assume that $a$ lies in $I$. Then $\operatorname{LM}\left(g_{j}\right)=\operatorname{LM}(a) \operatorname{LM}(b)$, and $\operatorname{LM}(a)$ lies in $\operatorname{LT}(I)$. Since $\left\{g_{1}, \ldots, g_{s}\right\}$ is a Gröbner basis, LM $(a)$ lies in the monomial ideal $\left(\operatorname{LM}\left(g_{1}\right), \ldots, \operatorname{LM}\left(g_{s}\right)\right)$. By Lemma 8.17, $\mathrm{LM}\left(g_{i}\right)$ divides $\mathrm{LM}(a)$ for some $i$. It follows that $\mathrm{LM}\left(g_{i}\right)$ divides $\mathrm{LM}\left(g_{j}\right)$. Since the Gröbner basis is minimal, $i=j$. That is, $\operatorname{LM}\left(g_{i}\right)=\operatorname{LM}(a)=\operatorname{LM}\left(g_{j}\right)$. Thus $\operatorname{LM}(b)=1$, in contradiction to the assumption that the factorization of $g_{j}$ is nontrivial.
25. Identify $a_{11} X^{2}+2 a_{12} X Y+a_{22} Y^{2}+2 a_{13} X Z+2 a_{23} Y Z+a_{33} Z^{2}$ with the symmetric matrix

$$
A=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{12} & a_{22} & a_{23} \\
a_{13} & a_{23} & a_{33}
\end{array}\right) .
$$

By the Principal Axis Theorem choose an invertible matrix $M$ such that $A^{\prime}=M^{t} A M$ is diagonal. Put $\left(\begin{array}{c}X^{\prime} \\ Y^{\prime} \\ Z^{\prime}\end{array}\right)=M^{-1}\left(\begin{array}{c}X \\ Y \\ Z\end{array}\right)$ and substitute. Then the given quadratic polynomial equals $\alpha X^{\prime 2}+\beta Y^{\prime 2}+\gamma Z^{\prime 2}$, where $\alpha, \beta, \gamma$ are the diagonal entries of $A^{\prime}$. If $\alpha \beta \gamma=0$, this is reducible; it is readily checked to be irreducible if $\alpha \beta \gamma \neq 0$. Since $\alpha \beta \gamma=\operatorname{det} A^{\prime}=(\operatorname{det} M)^{2} \operatorname{det} A$, the reducible polynomials correspond to the affine hypersurface on which $\operatorname{det} A=0$.
26. The first conclusion is a special case of Corollary 9.19. Then take $x$ to be a nonconstant member of $L\left(2 v_{O}\right)$, and take $y$ to be a member of $L\left(3 v_{O}\right)$ not in the linear span of $\{1, x\}$. Corollary 9.22 shows that $(x)_{\infty}=2$, and then the equality $(y)_{\infty}=3$ follows from the definitions.
27. These are special cases of Theorem 9.3.
28. Since $2=[\mathbb{k}(E): \mathbb{k}(x)]=[\mathbb{k}(E): \mathbb{k}(x, y)][\mathbb{k}(x, y): \mathbb{k}(x)]$, the integer $[\mathbb{k}(E): \mathbb{k}(x, y)]$ divides 2 . The corresponding equality with 3 and $\mathbb{k}(y)$ shows that $[\mathbb{k}(E): \mathbb{k}(x, y)]$ divides 3 . Therefore $[\mathbb{k}(E): \mathbb{k}(x, y)]=1$.
29. The values of $v_{O}$ on the seven listed members of $\mathbb{k}(E)$ are $0,2,3,4,5,6,6$, respectively. The members are all in $L\left(6 v_{O}\right)$, which has dimension 6 by Problem 28, and thus the listed members are linearly dependent. If $y^{2}$ or $x^{3}$ does not contribute to this dependence, then $v_{O}$ takes distinct values on the remaining six members of $L\left(6 v_{O}\right)$, and Problem 19a at the end of Chapter VI gives a contradiction. Hence the coefficients $b$ and $c$ of $y^{2}$ and $x^{3}$, respectively, are nonzero. If $x$ and $y$ are replaced by $-b c x$ and $b c^{2} y$ and if the linear combination of terms is then divided by $b^{3} c^{4}$, then the linear dependence takes the form $\left(y^{2}+a_{1} x y+a_{3} x\right)-\left(x^{3}+a_{2} x^{2}+a_{4} x+a_{6}\right)=0$, as required. Hence $\varphi$ carries $E-\{0\}$ into $C \cap \mathbb{A}^{2}$.
30. Certainly $f(X, Y)$ is not divisible by any nonconstant polynomial in $X$. Thus the only possible reducibility is of the form $f(X, Y)=(Y+p(X))(Y+q(X))$. Expanding out the right side shows that

$$
\begin{aligned}
p(X)+q(X) & =a_{1} X+a_{3} \\
p(X) q(X) & =-\left(X^{3}+a_{2} X^{2}+a_{4} X+a_{6}\right)
\end{aligned}
$$

The second equation shows that at least one of $p(X)$ and $q(X)$ has degree $>1$, and then the first equation shows that $\operatorname{deg} p(X)=\operatorname{deg} q(X)$. But this equality would mean that $\operatorname{deg} p(X) q(X)$ is even, contradiction. Hence $f(X, Y)$ is irreducible.
31. The function $\varphi$ is a morphism of $E-\{O\}$ into $C \cap \mathbb{A}^{2}$ by Lemma 10.39, and the composition with $\beta_{0}$ is a morphism into $\mathbb{P}^{2}$. Then $\varphi$ is a morphism of $E-\{O\}$ into $C$ by Problem 11. The class of $(E-\{O\}, \varphi)$ is therefore a rational map of $E$ into $C$, and Corollary 10.54 shows that $\varphi$ extends to a morphism $\Phi: E \rightarrow C$.
32. Let $\widetilde{\Phi}: \mathbb{k}(C) \rightarrow \mathbb{k}(E)$ be the field mapping that corresponds to $\Phi$ under Theorem 10.45. The field $\mathbb{k}(C)$ is generated by the functions $x_{0}$ and $y_{0}$ that pick out the coordinates of points of $C \cap \mathbb{A}^{2}$, and Theorem 10.45 shows that $\widetilde{\Phi}\left(x_{0}\right)=$ (class of $x_{0} \circ \varphi$ ). For $\underset{\sim}{P}$ in $E-\{O\}$, this has $\underset{\sim}{\Phi}\left(x_{0}\right)(P)=x_{0}(\varphi(P))=x(P)$, i.e., $\widetilde{\Phi}\left(x_{0}\right)=x$. Similarly $\widetilde{\Phi}\left(y_{0}\right)=y$. Therefore $\widetilde{\Phi}(\mathbb{k}(C))=\mathbb{k}(x, y)$. By Problem 28, $\widetilde{\Phi}$ is onto $\mathbb{k}(E)$. By Corollary $10.46, \Phi$ is birational.
33. The homogeneous polynomial of degree 3 from which $f(X, Y)$ arises is $F(X, Y, W)=\left(Y^{2} W+a_{1} X Y W+a_{3} Y W^{2}\right)-\left(X^{3}+a_{2} X^{2} W+a_{4} X W^{2}+a_{6} W^{3}\right)$. The points of $C$ on the line at infinity arise by setting $W=0$ and $F(X, Y, W)=$ 0 simultaneously, and the only such point is $[0,1,0]$. Computation shows that $\frac{\partial F}{\partial W}(0,1,0)=1$. Consequently $[0,1,0]$ is a nonsingular point of $C$.
34. A point $\left(x_{0}, y_{0}\right)$ in $\mathbb{A}^{2}$ is a singular point of $C$ if and only if $f\left(x_{0}, y_{0}\right)=$ $\frac{\partial f}{\partial X}\left(x_{0}, y_{0}\right)=\frac{\partial f}{\partial Y}\left(x_{0}, y_{0}\right)=0$. At $\left(x_{0}, y_{0}\right)$, computation shows that

$$
\frac{\partial^{2} f}{\partial X^{2}}=-6 X-2 a_{2}, \quad \frac{\partial^{2} f}{\partial X \partial Y}=a_{1}, \quad \frac{\partial^{2} f}{\partial Y^{2}}=2, \quad \frac{\partial^{3}}{\partial X^{3}}=-6 .
$$

All higher-order derivatives are 0. Application of Taylor's formula about $\left(x_{0}, y_{0}\right)$ therefore gives
$f(X, Y)=\left(-3 x_{0}-a_{2}\right)\left(X-x_{0}\right)^{2}+a_{1}\left(X-x_{0}\right)\left(Y-y_{0}\right)+\left(Y-y_{0}\right)^{2}-\left(X-x_{0}\right)^{3}$.
We put $X=x$ and $Y=y$, taking into account that $f(x, y)=0$. After division by $\left(x-x_{0}\right)^{2}$, the result is that

$$
\left(\left(y-y_{0}\right)\left(x-x_{0}\right)^{-1}\right)^{2}+a_{1}\left(y-y_{0}\right)\left(x-x_{0}\right)^{-1}=\left(3 x_{0}+a_{2}\right)+\left(x-x_{0}\right) .
$$

That is, $z^{2}+a_{1} z=\left(3 x_{0}+a_{2}\right)+\left(x-x_{0}\right)$. Suppose that $P$ is in $E-\{O\}$ and that $v_{P}(z)<0$. Then we have $v_{P}\left(z+a_{1}\right)<0$ and

$$
0 \leq v_{P}\left(\left(3 x_{0}+a_{2}\right)+\left(x-x_{0}\right)\right)=v_{P}\left(z^{2}+a_{1} z\right)=v_{P}(z)+v_{P}\left(z+a_{1}\right)<0
$$

contradiction. Therefore $v_{P}(z) \geq 0$. Meanwhile, $v_{O}\left(x-x_{0}\right)=v_{O}(x)=-2$ and $v_{O}\left(y-y_{0}\right)=v_{0}(y)=-3$. Hence $v_{O}(z)=(-3)-(-2)=-1$.
35. Corollary 9.22 shows that no member of $\mathbb{k}(E)$ has the properties of $z$ found in Problem 34. Thus $C$ is nonsingular at every ( $x_{0}, y_{0}$ ). In combination with Problem 33, this shows that $C$ is everywhere nonsingular. By Corollary 10.55, $\Phi$ is an isomorphism.
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## INDEX OF NOTATION

This list indexes recurring symbols introduced in Chapters I through X (pages 1-648). For recurring symbols introduced in Basic Algebra, see the list of Notation and Terminology on pages xxi-xxiv. Some of the latter notation has been repeated here for the reader's convenience.

In the list below, each piece of notation is regarded as having a key symbol. The first group consists of those items for which the key symbol is a fixed Latin letter, and the items are arranged roughly alphabetically by that key symbol. The next group consists of those items for which the key symbol is a Greek letter. The final group consists of those items for which the key symbol is a variable or a nonletter, and these are arranged by type. To locate an item below, first proceed on the assumption that the key symbol is a Latin or Greek letter; if the item does not appear to be in the list, then treat it as if its key symbol is a variable or a letter.
$\mathbb{A}, \mathbb{A}_{K}, 389,559$
$\mathbb{A}^{n}, \mathbb{A}_{K}^{n}, 455,559$
$\mathcal{A}(K, \operatorname{Gal}(K / F), a), 137$
$\mathcal{A}_{F}, 542,543$
$\mathcal{A}_{F}^{*}, 542,543$
A(V), 579
$\widetilde{\sim}, 570$
$\widetilde{A}_{d}, 570$
$\underset{\sim}{\sim}(V), 584$
$\widetilde{A}(V)_{d}, 585$
$K_{\text {alg }}, 434$
${ }^{a} \varphi, 639$
$\mathcal{B}(F), 126$
$\mathcal{B}(K / F), 127$
$\mathcal{C}, 330$
$\mathcal{C}(\mathfrak{a}), 620$
$\mathcal{C}_{R}, 169$
$C(V(\mathfrak{a})), 633$
$C_{\mathrm{F}}, 532,549$
$C_{\mathbb{F}, 0}, 534$
$E^{c}$, complement, xxi
coimage $f, 240$
coker $f, 175$
$\mathcal{D}(\xi), 279$
$\mathcal{D}(K / F), 372$
$D_{\mathbb{F}}, 532,549$
$D_{\mathbb{F}, 0}, 534$
$D_{\mathbb{K}}, 267$
$D(\Gamma), 267$
Diff( $\mathbb{F}$ ), 547
$\operatorname{Div}(\omega), 548$
$d_{-1}, 194$
$d_{n}, 153$
$X=\left\{\left(X_{n}, d_{n}\right)\right\}_{n=-\infty}^{\infty}, 174$
$\operatorname{dim} R, 424$
$\operatorname{Ext}_{R}^{n}(A, B), 223$
$e_{i}, f_{i}, g, 275,354$
$\left\langle e_{j_{1}}, \ldots, e_{j_{k}}\right\rangle, 619$
$\operatorname{ext}_{R}^{n}(A, B), 223$
$\mathbb{F}_{q}[[X]], 347$
$\mathbb{F}_{q}((X)), 347$
$F_{\mathfrak{p}}, 346$

| $\mathrm{Fr}_{q}, 437$ | $\operatorname{LCM}\left(X^{\alpha}, X^{\beta}\right), 501$ |
| :---: | :---: |
| $f_{v}, 533$ | Log, 289 |
| $G_{P}, 368$ | $\operatorname{LM}(f), \operatorname{LC}(f), \operatorname{LT}(f), 496$ |
| $\operatorname{Gal}\left(F_{2}, F_{1}\right), 434$ | LT( $I$ ), 497 |
| $\leq_{\text {GLEX }}, \leq_{\text {GREVLEX }}, 494$ | $\leq_{\text {LEX }}, 493$ |
| $g, 538$ | $\ell(A), 536$ |
| $g_{x}, 538$ | $\lim _{\leftarrow}, 439$ |
| $\mathcal{H}(s, \mathfrak{a}), 633$ | M, 493, 620 |
| $\mathcal{H}_{a}(s, \mathfrak{a}), 621,626$ | $M_{P}, 600$ |
| $H(s, \mathfrak{a}), 633$ | $M_{x}, 431$ |
| $H_{a}(s, \mathfrak{a}), 625,628$ | $\mathfrak{m}_{P}, 600$ |
| $H_{j}, 620$ | $\mathfrak{m}_{x}, 431$ |
| $H_{n}(X), 153,172$ | $m_{P}(F), 474$ |
| $H^{n}(X), 153,174$ | $N(I), 39,273$ |
| $H_{*}(X), 172$ | $N_{A / F}(\cdot), 165$ |
| $H^{*}(X), 174$ | $N_{K / F}(\cdot)$, norm, xxiv |
| $H_{n}(G, M), 209$ | $\operatorname{Nrd}_{A / F}(\cdot), 165$ |
| $H^{n}(G, M), 147$ | $\mathcal{O}(U), 580,582,587,641$ |
| $\operatorname{Hom}_{R}(A, B), 169$ | $\mathcal{O}_{P}(U), 582,587$ |
| $h(D), 7,14$ | $\mathcal{O}_{P}(V), 580,585$ |
| $h_{\mathbb{K}}, 299$ | $R^{o}$, opposite ring, xxii |
| $\mathbb{I}, \mathbb{I}_{K}, 390$ | $\operatorname{ord}_{v}(A), 532$ |
| $\mathbb{I}^{1}, 390$ | $\mathbb{P}^{2}, 456$ |
| $\underset{\sim}{\mathcal{I}}, 330,393,576$ | $\mathbb{P}^{n}, 457,570$ |
| $\widetilde{\mathcal{I}}, 576$ | $\mathbb{P}_{K}^{n}, 457$ |
| $I=\left(r_{1}, r_{2}\right), 38$ | $\mathcal{P}, 330,393$ |
| $I=\left\langle r_{1}, r_{1}\right\rangle, 38$ | $P_{\mathbb{F}}, 532,549$ |
| $I(E), 560,571$ | $P_{v}, 322,533$ |
| $I(P, F \cap G), 474$ | $\mathbb{Q}_{p}, 316,318$ |
| $I(P, L \cap F), 467$ | $\mathcal{R}(f, g), 451$ |
| image $f, 240$ | $R(f, g), 451$ |
| $J(\xi), 272$ | $R\left(f_{1}, F\right), 514$ |
| $K(S), 409$ | $R_{\mathfrak{p}}, 346$ |
| $\overline{K(E)}, 412$ | $R_{v}, 322,533$ |
| k, 528, 559 | $R_{x}, 431$ |
| $\mathbb{k}(V), 580,585$ | Residue, 542 |
| $\mathbb{k}^{\prime}, 531$ | Residue $_{p(v)}, 541$ |
| $\mathcal{L}(A), 544$ | $r_{1}, r_{2}, 348,383$ |
| $L(A), 535$ | $\operatorname{rad} A, 79$ |
| $L(s, \chi), 63$ | $S\left(f_{1}, f_{2}\right), 502$ |

$S_{\infty}, 391$
$S^{-1} R$, localization, xxiv
Spec A, 639
(Spec $A, \mathcal{O}$ ), 641
$K_{\text {sep }}, 434$
$\operatorname{Tor}_{n}^{R}(A, B), 224$
$\operatorname{Tr}_{A / F}(\cdot), 165$
$\operatorname{Tr}_{K / F}(\cdot)$, trace, xxiv
$\operatorname{Trrd}_{A / F}(\cdot), 165$
$A^{t}$, transpose, xxi
$\operatorname{tor}_{n}^{R}(A, B), 224$
tr. $\operatorname{deg} R, 424$
$V(C), V_{K}(C), 455-456$
$V(I), 429$
$V(S), 559,571$
$V\left(f_{1}, \ldots, f_{k}\right), 559$
$V_{\mathbb{F}}, 532$
$v_{P}(\cdot), 321$
$v_{\infty}, 328$
$X(S), 388$
$X^{\alpha}, 494,620$
$x_{j}(P), 559$
$\mathbb{Z}(\Gamma), 268$
$\mathbb{Z}_{p}, 318$
$\widehat{Z}, 437$
$\mathbb{Z} G$, integral group ring, xxiii

## Greek

$\alpha_{i}, 369$
$\beta_{0}, 574$
$\beta_{0}^{t}, 574$
$\beta_{i}, 369,575$
$\delta(A), 543$
$\delta_{i j}$, Kronecker $\delta$, xxi
$\varepsilon$, 149, 195
$\eta_{i}, 369$
$\iota, 390,391$
$\sigma, 617,646$
$\sigma_{1}, \ldots, \sigma_{n}, 283,383$
$\chi_{0}, 62$
$\omega, 185,547$

Functors given by subscripts and superscripts
$R^{\times}$, units, xxiv
$R_{P}$, localization, xxiv
$X^{+}, 194$
$M^{G}$, invariants, 208
$M_{G}$, coinvariants, 208
$\widehat{M}$, dual fractional ideal, 372
$M_{\mathfrak{p}}, 376$
$L^{\Phi}, 460$

## Specific functions

$\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, multi-index, 494
$|\alpha|, 620$
$\left(\frac{a}{p}\right)$, Legendre symbol, 8
$\left(\frac{m}{n}\right)$, Jacobi sysmbol, 68
[ $K: F]$, degree, xxiv
$|\cdot|_{p}, 316$
| • |, absolute value, 331
|| • ||, norm, 356
$(x)_{0},(x)_{\infty}, 532$

## Isolated symbols

~, Brauer equivalent, 124
$\simeq$, homotopic, 154
$\partial_{n}, 153,172$
$\partial_{-1}, 194$
$\prod^{\prime}$, restricted direct product, 388

## Operations on sets and classes

$R G$, group algebra, xxiii
$\sqrt{I}$, radical, 405
$K\left[X_{1}, \ldots, X_{n+1}\right]_{d}, 458$
$A \xrightarrow{u} B$, morphism, 235

## Miscellaneous

$(x)$, principal divisor, 532
$\left(x_{i}\right)_{i \in I}, 388$
$I=\left(r_{1}, r_{2}\right)$, generated ideal, 38
$I=\left\langle r_{1}, r_{2}\right\rangle, 38$
$[x, y, w]$, point in $\mathbb{P}^{2}, 459$
$\left[x_{0}, \ldots, x_{n}\right]$, point in $\mathbb{P}^{n}, 570$
$\varphi=\left\{\left(E, \varphi_{E}\right)\right\}$, rational map, 595
$X=\left\{\left(X_{n}, \partial_{n}\right)\right\}_{n=-\infty}^{\infty}, 171$
$\left(F,|\cdot|_{F}\right)$, valued field, 342
$\left\{\mathcal{O}(U), \rho_{V U}\right\}$, presheaf, 640

## INDEX

Abel, 521
abelian category, 238
abelian group
divisible, 196
torsion, 169
abelian Lie algebra, 78
absolute discriminant, 35, 267
absolute norm of ideal, 39, 273
absolute value, 289, 331
archimedean, 289
discrete, 338
of idele, 390
nontrivial, 332
normalized, 383, 384, 385, 386
trivial, 331
acyclic resolution, 219
additive category, 233
additive functor, 170,178
adele, 389
adjoint, 252
affine algebraic set, 559
dimension of, 566
irreducible, 563
affine coordinate ring, 579
affine curve, irreducible, 529
affine Hilbert function, 621, 626
affine Hilbert polynomial, 625, 628
affine hypersurface, irreducible, 430, 562
affine local coordinates, 461
affine $n$-space, 455,559
affine plane curve, 455
irreducible, 430, 524, 562
affine plane line, 455
affine scheme, 642
affine variety, 429, 562
algebra, xxiii
abelian Lie, 78
central, 111
central simple, 111
crossed-product, 137
cyclic, 122, 162, 163
generalized quaternion, 121
Lie, 77
polynomial, 164
semisimple, 80
semisimple Lie, 78
simple, 80
simple Lie, 79
solvable Lie, 78
Weyl, 85
algebraic closure, separable, 434
algebraic set
affine, 559
irreducible affine, 563
projective, 571
algebraically independent, 409
aligned primitive forms, 25
archimedean, 331, 333, 348
archimedean absolute value, 289
archimedean place, 383
archimedean valuation, 289
Artin product formula, 387, 390, 395
Artin reciprocity, 265
Artin's Theorem, 89
Artinian ring, 87
associated prime ideal, 446
associated translation, 622
associated vector subspace, 622
associative algebra
semisimple, 80
simple, 80
augmentation map, 149

Baer, 168
base field, 327
base space, 640
Bayer-Stillman ordering, 494
Bezout, 449

Bezout's Theorem, 453, 465, 471, 488
bidegree, 617
bifunctor, 223
bihomogeneous polynomial, 617
binary quadratic form, 3,12
similar, 74
birational, 595
birational map, 595
birationally equivalent, 595
Blichfeldt, 293
boundary, 172
boundary map, 172
boundary operator, 172
bounded sequence, 317
bracket, 78
Brauer equivalent, 124
Brauer group, 126
relative, 127
Buchberger, 450
Buchberger's algorithm, 506
canonical class, 551
canonical divisor, 551
Cartan, E., 79
Cartan, H., 168
category
abelian, 238
additive, 233
good, 169
Cauchy sequence, 317
Cayley, 77
central algebra, 111
central simple algebra, 111
centralizer, 114
chain complex, 171
in abelian category, 240
double, 257
tensor product for, 258
chain map, $154,155,173$
character
Dirichlet, 62
genus, 74
multiplicative, 61
principal Dirichlet, 62
Chase, 141
Chevalley, 165, 168
Chinese Remainder Theorem, xxiii, 30, 69, $106,314,341,367,480,483$
class field, Hilbert, 265
class field theory, 265
class group
form, 28
ideal, 42, 265, 299, 330
idele, 393
class number, 299, 393
Dirichlet, 7, 14
co-invariant, 209
co-invariants functor, 209
coboundary, 174
coboundary map, 174
coboundary operator, 174
cochain complex, 173
cochain map, 154,174
cocycle, 174
codomain of morphism, 232
cohomology, 153, 174
sheaf, $168,171,218,643$
coimage in abelian category, 239
cokernel, 175
of morphism, 236 universal mapping property, 236
common discriminant divisor, 272
common index divisor, 272, 287, 310, 371
commutator ideal, 78
complete presheaf, 641
complete valued field, 343
equal-characteristic case, 398
unequal-characteristic case, 398
completion, 342
universal mapping property of, 343
complex, 171
in abelian category, 240
chain, 171
cochain, 173
double, 257
flat, 259
complex place, 383
composition formula, 24
condition (C1), 165, 518
cone, 572, 633
conic, 458
conjugate, 266, 288, 383
connecting homomorphism, 185, 187
connecting morphism in abelian category, 248
convergent infinite product, 51
convergent sequence, 317
coordinate, 455, 559
affine local, 461
coordinate hyperplane, 620
coordinate ring
affine, 579
homogeneous, 584
coordinate subspace, 619
coproduct, xxiii
correspondence, one-one, xxi
countable, xxi
Cramer, 448
Cramer's paradox, 449
Cramer's rule, 448
crossed-product algebra, 137
cubic, 458
twisted, 562
cubic extension, pure, 280
cubic number field, 279
cubical singular chain, 172
cubical singular homology, 172
cup product, 256
curve
affine plane, 455
elliptic, 648
irreducible, 604
irreducible affine, 529
irreducible affine plane, 430, 524, 562
projective plane, 458
cycle, 172
cyclic algebra, 122, 162, 163
cyclotomic field, 309
decomposition group, 368
Dedekind, 77
Dedekind Discriminant Theorem, 275, 371, 379, 381
Dedekind domain, xxiv, 266
extension of, xxiv, 327, 417
Dedekind example, 287, 310
Dedekind's Theorem on Differents, 376
defined at a point, 580, 585
degenerate, 172
degree, 153
of divisor, 533
of inseparability, 415
residue class, 275, 354, 533
total, 457
transcendence, 413
derived functor, 204
formation of, 205
long exact sequence, 209, 214
Dickson, 122
different, 279
relative, 279, 372
differential, 543, 547
differential form, 541
dimension
of affine algebraic set, 566
of affine variety, 563
geometric, 565
Krull, 424, 528, 529, 564
of zero locus, 423
Diophantus, 1
direct product, restricted, 388
direct sum in additive category, 233
directed set, 438
Dirichlet, 2, 24, 77
Dirichlet box principle, 297
Dirichlet character modulo $m, 62$
Dirichlet class number, 7, 14
Dirichlet $L$ function, 63
Dirichlet pigeonhole principle, 297
Dirichlet series, 56
Dirichlet Unit Theorem, 290, 292, 384, 390, 395
Dirichlet's Theorem, 7, 50
discrete, 290
discrete absolute value, 338
discrete valuation, 322
defined over $\mathfrak{k}, 529$
discriminant, 12
absolute, 35, 267
of commutative semisimple algebra, 382
field, $35,264,267$
fundamental, 33
of ordered basis, 267
relative, 275, 381
discriminant divisor, 272
divisible abelian group, 196
divisible module, 251
division algorithm, generalized, 499
divisor, 532
principal, 532
divisor class, 532, 549
domain of morphism, 232
dominant rational map, 595

Double Centralizer Theorem, 115
double chain complex, 257
dual of fractional ideal, 372

Eckmann, 168
Eilenberg, 168
Eisenstein, 12
Eisenstein polynomial, 402
elimination ideal, 512
Elimination Theorem, 512
elimination type ordering, 494, 512
elliptic curve, 648
enough injectives, 202
enough projectives, 202
epi, 233
epimorphism, 233
equal-characteristic case, 398
equivalence class of forms
ordinary, 13
proper, 13
equivalence of
absolute values, 333
completions, 383
forms, 13, 32
improper, 13
proper, 13,32
ideals, 40, 298
narrow, 40
strict, 40, 298
morphisms, 242
Euler, 1, 3, 9, 50
Euler product, 50, 54, 60
first-degree, 60
Euler's Theorem, 516, 646
exact complex, 175
exact functor, 179
left, 182
right, 183
exact on injectives, 222
exact on projectives, 222
exact sequence, 175
in abelian category, 240
long, 187, 188
short, 175
split, 200
Exchange Lemma, 412
Ext functor, 223
extension normal 435
extension
of Dedekind domain, xxiv, 327, 417
of integrally closed domain, 610
purely transcendental, 409
of valued field, 358
Extension Theorem, 512
factor set, 133
trivial, 135
Fermat, 1, 3, 9
field discriminant, 35, 264, 267
field of formal Laurent series, 347
field of fractions, xxiv
field polynomial, 266
fine sheaf, 218
finiteness of class number, 390
first-degree Euler product, 60
flabby sheaf, 218
flat complex, 259
flat module, 256
form
binary quadratic, 3,12
class group, 28
negative definite, 14
positive definite, 14
reduced primitive, 18,21
forms, primitive aligned, 25
Fourier inversion formula for finite abelian groups, 61
fractional ideal, 321
principal, 321
relative dual, 372
free resolution, 152, 195
Freudenthal, 168
Frobenius element, 437
Frobenius's Theorem about division algebras over the reals, 118,160
function field, 419, 528, 580, 582, 585, 587
in one variable, $326,382,528,529$
in $r$ variables, 419
functor
additive, 170, 178
co-invariants, 209
derived, 204
exact, 179
Ext, 223
global-sections, 218
homology-of-groups, 209
invariants, 208
left exact, 182
right exact, 183
Tor, 224
functorial, 177
functoriality
with long exact sequence, 191
of long exact sequence of derived functors, 215, 218
with snake diagram, 190
fundamental discriminant, 33
fundamental parallelotope, 293
Fundamental Theorem of Galois Theory, 443
fundamental unit, 36, 288

Galois, 77
Galois group, 434
gap sequence, 557
Gauss, 1, 3, 9, 24, 77
Gauss's group, 5, 28
Gelfand, 348
generalized division algorithm, 499
generalized quaternion algebra, 121
generalized resultant, 514
genus, 32, 539, 556, 557
principal, 33
genus character, 74
genus group, 33, 70, 73
geometric dimension, 565
germ, 584
global field, 382
global-sections functor, 218
good category, 169
graded lexicographic ordering, 493
graded monomial ordering, 627
graded reverse lexicographic ordering, 494
Grothendieck, 638
Gröbner, 450
Gröbner basis, 450, 497, 564
minimal, 508
reduced, 509

Haar measure, 385
Halphen, 450
Hamilton, 77
Hensel, 279
Hensel's Lemma, 349, 351, 353, 399
Herstein, 130

Hilbert, 404
Hilbert Basis Theorem, xxiv, 491, 560
Hilbert class field, 265
Hilbert function, 633
affine, 621, 626
Hilbert polynomial, 633
affine, 625,628
Hilbert's Theorem 90, 71, 145
homogeneous coordinate ring, 584
homogeneous ideal, 458
homogeneous member of homogeneous
coordinate ring, 585
homogeneous Nullstellensatz, 572
homogeneous polynomial, 457
homology, 153, 172
cubical singular, 172
simplicial, 172
homology-of-groups functor, 209
homomorphism, 78
connecting, 185, 187
inflation, 254
restriction, 254
of valued field, 342
homotopic, 154, 173, 174, 193, 198
homotopy, 173, 174, 193, 198
Hopf, H., 167
Hopkins, 92
Hurewicz, 167
hyperplane coordinate, 620
hypersurface, irreducible affine, 430, 562
hypersurface, irreducible projective, 573
ideal
fractional, 321
in Lie algebra, 078
principal fractional, 321
valuation, 322
ideal class group, 42, 265, 299, 330
idele, 390
idele class group, 393
idempotent, 91, 369
primitive, 369
image in abelian category, 239
Implicit Function Theorem, 428, 600
improper equivalence of forms, 13
independent, algebraically, 409
index, 272
ramification, 275, 354
inertia group, 370
inertia subfield, 368
inflation homomorphism, 254
inflation-restriction sequence, 254
injective, 195
in abelian category, 241
injective module, 195
injective resolution, 199, 205
inseparable element, 414
integral closure, xxiv, 610
integral domain, xxiii
integral element, xxiv
integrally closed, xxiv
intersection multiplicity, 467, 474
intersection number, 467
invariant, 208
invariants functor, 208
inverse limit, 439
standard, 439
inverse system, 438
irreducible affine algebraic set, 563
irreducible affine curve, 529
irreducible affine hypersurface, 430, 562
irreducible affine plane curve, 430, 524,562
irreducible closed set, 564, 573
irreducible curve, 604
irreducible element, xxiii
irreducible ideal, 446
irreducible projective hypersurface, 573
irredundant, 446
isomorphic idempotents, 97
isomorphism, 78
of valued field, 342
of varieties, 591

Jacobi, 521
Jacobi identity, 78
Jacobi symbol, 68
Jacobson radical, 89
kernel of morphism, 235
universal mapping property, 235
Koszul, 168
Kronecker, 77
Krull dimension, 424, 528, 529, 564
Kummer, 77
Kummer's criterion, 275
Künneth Theorem, 258

Lagrange, 1, 4
Langlands reciprocity, 265
largest domain, 583, 595
Lasker-Noether Decomposition Theorem, 446, 639
lattice, 290
Law of Quadratic Reciprocity, 3, 8
least common multiple, 501
left adjoint, 252
left Artinian ring, 87
left exact functor, 182
left Noetherian ring, 87
left semisimple ring, 81
Legendre, 1, 4
Legendre symbol, 8
Leibniz, 7
Leray, 168
Levi, E. E., 79
lexicographic ordering, 493
Lie algebra, 77
abelian, 78
semisimple, 78
simple, 79
solvable, 78
Lie subalgebra, 78
line
affine plane, 455
at infinity, 459
projective, 458
Liouville, 521
local expression, 462
local morphism, 642
local ring, xxiv
local ring at a point, $580,582,585,587$
local/global approach, 371
localization, xxiv
locus of common zeros, $429,559,571$
long exact sequence, 187,188
functoriality with, 191
of derived functors, 209, 214
functoriality with, 215, 218

Mac Lane, 168, 420
Macaulay, 627
maps of a good category, 169
matrix units, 101
member in abelian category, 242
minimal Gröbner basis, 508

Minkowski, 301, 302
Minkowski Lattice-Point Theorem, 293, 384
modules of a good category, 169
monic, 232
mono, 232
monomial, 457
reduced, 646
monomial ideal, 619
monomial ordering, 493
graded, 627
monomorphism, 232
morphism, 169
of affine scheme, 642
local, 642
of ringed space, 642
of varieties, 591
multiplicative, 60
strictly, 60
multiplicative character, 61
multiplicity of a tangent line, 478

Nakayama's Lemma, xxiii, 120, 605, 606
narrow equivalence of ideals, 40
natural, 177
negative, xxi
negatively oriented, 40
neighbor, 21
neighbor on the left, 21
neighbor on the right, 21
nil left ideal, 89
nilpotent element, 89, 446
nilpotent left ideal, 80, 90
Noether Normalization Lemma, 612
Noether-Jacobson Theorem, 130
Noetherian, xxiv
Noetherian ring, 87
Noetherian topological space, 564
nonarchimedean, 331, 335, 338
nonarchimedean place, 383
nonsingular curve, 604
nonsingular point, $429,600,601$
nontrivial absolute value, 332
norm, 165, 356
of ideal, 39
absolute, 273
normal extension, 435
normalized absolute value, 383,384 , 385, 386
Nullstellensatz, 404, 561
homogeneous, 572
number field, xxiv
cubic, 279
cyclotomic, 309
quadratic, $35,69,263,269$
Oka, 168
one-one correspondence, xxi
order, 532
order of vanishing, 474
ordering
Bayer-Stillman type, 494
graded lexicographic, 493
graded monomial, 627
graded reverse lexicographic, 494
$k$-elimination type, 494, 512
lexicographic, 493
monomial, 493
total, 493
from tuple of weight vectors, 494
ordinary equivalence class of forms, 13
oriented, 40
orthogonal idempotents, 97, 369
Ostrowski, 348
Ostrowski's Theorem, 336
$p$-adic absolute value, 316
p-adic integer, 279, 318
$\mathfrak{p}$-adic integer, 346
$p$-adic metric, 316
p-adic number, 279, 316, 318
$\mathfrak{p}$-adic number, 346
parallelotope, 548
fundamental, 293
Peirce decomposition, 95
perfect field, 418, 554
place, 383
plane, projective, 456
plane curve
affine, 455
irreducible affine, 430, 524, 562
projective, 458
plane line, affine, 455
Plücker, 450
point, $455,456,459,559$
points at infinity, 459
pole part, 537
pole set, 581, 585
positive, xxi
positively oriented, 40
presheaf, 640
complete, 641
primary ideal, 445
prime element, xxiii
prime ideal, xxiii
associated, 446
primitive, 12
primitive form, reduced, 18,21
primitive forms, aligned, 25
primitive idempotent, 369
primitively represent, 14
principal Dirichlet character, 62
principal divisor, 532
principal fractional ideal, 321
principal genus, 33
problem
ideal-equality, 510
ideal-membership, 507
proper-ideal, 507
product, xxiii
profinite group, 441
projective, 192
projective algebraic set, 571
projective closure, 575
projective hypersurface, irreducible, 573
projective in abelian category, 241
projective limit, 439
projective line, 458
projective module, 192
projective $n$-space, 457, 570
projective plane, 456
projective plane curve, 458
projective resolution, 195, 205
projective transformation, 460
projective variety, 572
proper equivalence of
forms over $\mathbb{Q}, 32$
forms over $\mathbb{Z}, 13$
proper equivalence class of forms, 13
pullback, 242
pure cubic extension, 280
type of, 281
purely inseparable element, 415
purely inseparable extension, 416
purely transcendental extension, 409
pushout, 202, 243
quadratic form
binary, 3, 12
similar, 74
quadratic number field, $35,69,263,269$
quadratic reciprocity, $3,8,68$
quartic, 458
quasi-affine variety, 568
quasiprojective variety, 573
quaternion algebra, 121
radical
of algebra, 80
of ideal, 405
Jacobson, 89
of Lie algebra, 78
Wedderburn-Artin, 89, 91
ramification index, 275, 354
ramified, 367
ramify, 264, 275, 308
rational function, 580, 585
rational map, 595
dominant, 595
rational point, $455,456,457,459$
real place, 383
reciprocity
Artin, 265
Langlands, 265
quadratic, $3,8,68$
reduced Gröbner basis, 509
reduced monomial, 646
reduced norm, 165
reduced polynomial, 165
reduced primitive form, 18,21
reduced trace, 165
reducible ideal, 446
regular at a point, $580,582,585$
regular function at a point, 587
regular function on an open set, 580, 582, 587, 641
regular point, 429
relative Brauer group, 127
relative different, 279, 372
relative discriminant, 275, 381
relative dual of fractional ideal, 372
represent, 14
primitively, 14
residue class degree, $275,354,533,322$
Residue Theorem, 543
resolution, 194
acyclic, 219
free, 152, 195, 195
injective, 199, 205
projective, 205
standard, 149
restricted direct product, 388
restriction homomorphism, 254
resultant, 449, 451
generalized, 514
Riemann, 521
Riemann hypothesis, 530
Riemann sphere, 328
Riemann surface, 522
Riemann zeta function, 52,58
Riemann's inequality, 538
Riemann-Roch Theorem, 522, 551, 648
right adjoint, 252
right Artinian ring, 87
right exact functor, 183
right Noetherian ring, 87
right semisimple ring, 81
ring of formal power series, 347
ringed space, 642
$S$-polynomial, 502
scheme, 642
affine, 642
defined over a ring, 643
Schmidt, 422
Schreier, 168
Schur's Lemma, 83
section, 640
Segre embedding, 617,646
Segre variety, 617
semisimple associative algebra, 80
semisimple Lie algebra, 78
semisimple module, xxii
semisimple ring, 81,84
separable algebraic closure, 434
separable element, 414
separable extension, 415
separable polynomial, 414
separable semisimple algebra over a field, 109
separably generated extension, 419
separating transcendence basis, 419
sheaf, 168,640
cohomology, 168, 171, 218, 643
fine, 218
flabby, 218
structure, 641
short exact sequence, 175
in abelian category, 241
similar binary quadratic forms, 74
simple associative algebra, 80
simple Lie algebra, 79
simple module, xxii, 80
simple ring, 85
simplicial homology, 172
singular cube, 172
singular homology, 172
singular point, 429, 600, 601
Skolem-Noether Theorem, 113
snake diagram, 185, 261
functoriality with, 190
Snake Lemma, 185, 248
solution of problem
ideal-equality, 510
ideal-membership, 507
proper-ideal, 507
solvable Lie algebra, 78
spectral sequence, 171
spectrum, 639
split, 127
split exact sequence, 200
splitting field, 127
stalk, 640
standard inverse limit, 439
standard resolution, 149
standard subset, 622
Stickelberger's condition, 309
Stone, 638
strict equivalence of ideals, 40, 298
strictly multiplicative, 60
strong approximation property, 374
Strong Approximation Theorem, 372, 390, 391
structure sheaf, 641
summation by parts, 56
tangent lines, 478
tensor product of
algebras, 104
chain complexes, 258
fields, 104
Theorem 90, Hilbert's, 71, 145
Tor functor, 224

Tornheim, 349
torsion abelian group, 169
torsion submodule, 257
total degree, 457
total ordering, 493
totally ramified, 367
trace, 165
transcendence basis, 409, 424
existence, 411
separating, 419
transcendence degree, 413
transcendence set, 409
translate of form, 26
triangular ring, 88
trivial absolute value, 331
trivial factor set, 135
twisted cubic, 562
type of pure cubic extension, 281
ultrametric inequality, 316, 331
unequal-characteristic case, 398
uniformizer, 323
uniformizing element, 323
unit, xxii, 36, 288
fundamental, 36, 288
unital, xxii
Universal Coefficient Theorem, 261
universal mapping property of
completion of valued field, 343
cokernel, 236
kernel, 235
unramified, 367
valuation, 322, 331
archimedean, 289
discrete, 322, 529
valuation ideal, 322
valuation ring, 322
valued field, 342
complete, 343
extension of, 358
homomorphism of, 342
isomorphism of, 342
variety, 590
affine, 429, 562
projective, 572
quasi-affine, 568
quasiprojective, 573
as a scheme, 643
Segre, 617
Weak Approximation Theorem, 340, 374
Wedderburn, 79, 86, 164
Wedderburn's Main Theorem, 94
Wedderburn's Theorem about finite division rings, 117,160
Wedderburn's Theorem about semisimple rings, 83
Wedderburn-Artin radical, 89, 91
Weierstrass, 521
Weierstrass gap, 557
Weierstrass point, 557
Weierstrass valuation, 557
weight vectors, 494
Weil, 541, 543
Weyl algebra, 85

Zariski closure, 561, 578
Zariski topology, 560, 571
Zariski's Theorem, 431, 525, 601
zero locus, 455, 559, 571
zero member, 245
zero morphism, 233
zero object, 233
zeta function, 530
Riemann, 52,58


[^0]:    ${ }^{1}$ These matters are affirmed in Dirichlet's Lectures on Number Theory. The aspect that Gauss had not addressed and that provided motivation for Dirichlet is the value of the "Dirichlet class number" $h(D)$ defined below.

[^1]:    ${ }^{2}$ In each of the situations (a) and (b) of Proposition 1.17 below, $R$ is a principal ideal domain only if Gauss's group is trivial. In all other cases, Gauss's group is nontrivial, and $R$ is a principal ideal domain only if the group has order 2.

[^2]:    ${ }^{3}$ The expression $\left(\frac{D / 4}{n}\right)$ is called a "Jacobi symbol." See Problems 9-11 at the end of the chapter.

[^3]:    ${ }^{4}$ Disquisitiones Arithmeticae, Article 153. Actually, Gauss always assumed that the coefficient of $x y$ is even and consequently wrote $(a, b, c)$ for $a x^{2}+2 b x y+c y^{2}$. To study $x^{2}+x y+y^{2}$, for example, he took $a=2, b=1, c=2$. The convention of working with $a x^{2}+b x y+c y^{2}$ is due to Eisenstein.

[^4]:    ${ }^{5}$ This number was studied by Dirichlet. According to Theorem 1.20 below, it counts the "strict equivalence classes" of ideals in a sense that is introduced in Section 7. This number either equals or is twice the number of equivalence classes of ideals in the other sense that is introduced in Section 7. The latter is what is generalized in Chapter V in the subject of algebraic number theory, and the latter is how "class number" is usually defined in modern books in algebraic number theory. Consequently Dirichlet class numbers sometimes are twice what modern class numbers are. We use "Dirichlet class numbers" in this chapter and change to the modern "class numbers" in Chapter V.
    ${ }^{6}$ This number was studied by Dirichlet. See the previous footnote for further information.

[^5]:    ${ }^{7}$ The argument being used here-that a congruence modulo $2 a$ implies the congruence of the squares modulo $4 a$-will be used again later in this section without detailed comment.

[^6]:    ${ }^{8}$ As usual, we exclude the negative definite classes in the discussion.

[^7]:    ${ }^{9}$ If $m<0$, we adopt the convention that $\sqrt{m}$ is positive imaginary.

[^8]:    ${ }^{10}$ In fact, this argument is showing that $\sum 1 / p$ diverges, which says something more than just that there are infinitely many primes.

[^9]:    ${ }^{11}$ We can even recognize the value of $L\left(1, \chi_{1}\right)$ as $\pi / 4$ from the Taylor series of $\arctan x$, but the explicit value is not needed in the argument.

[^10]:    ${ }^{1}$ By convention, a "minimal left ideal" always means a "minimal nonzero left ideal."

[^11]:    ${ }^{2}$ Some comment is appropriate about the notation $R=\prod_{i=1}^{n} R_{i}$ and the terminology "direct product." Indeed, $\prod_{i=1}^{n} R_{i}$ is a product in the sense of category theory within the category of rings or the category of rings with identity. Sometimes one views $R$ alternatively as built from $n$ two-sided ideals, each corresponding to one of the $n$ coordinates; in this case, one may say that $R$ is the "direct sum" of these ideals. This direct sum is to be regarded as a direct sum of abelian groups, or perhaps vector spaces or $R$ modules, but it is not a coproduct within the category of rings with identity.

[^12]:    ${ }^{3}$ This means that $M$ is an abelian group with the structure of a unital left $R$ module and the structure of a unital right $S$ module in such a way that $(r m) s=r(m s)$ for all $r \in R, m \in M$, and $s \in S$.

[^13]:    ${ }^{4}$ Pronounced "purse." Charles Sanders Peirce (1839-1914).

[^14]:    ${ }^{1}$ All algebras in this chapter are understood to be associative.

[^15]:    ${ }^{2}$ The analogous kind of system in which the complexes have decreasing indices is called a chain map.
    ${ }^{3}$ An analogous definition is to be made in the case of two chain maps. If the maps of $X$ are $\partial_{n}: X_{n+1} \rightarrow X_{n}$ and the maps of $Y$ are $\partial_{n}^{\prime}: Y_{n+1} \rightarrow Y_{n}$, then we are to have $h_{n}: X_{n} \rightarrow Y_{n+1}$ with $\partial_{n}^{\prime} h_{n}+h_{n-1} \partial_{n-1}=f_{n}-g_{n}$.

[^16]:    ${ }^{4}$ With the understanding that genera from negative definite forms are to be allowed if $D<0$.
    ${ }^{5}$ In quoting this result, we are now making allowances for genera corresponding to negative definite forms.

[^17]:    ${ }^{1}$ One reason for working with this slight generalization is to emphasize that a certain property of categories $\mathcal{C}_{R}$, namely that they have "enough projectives" and "enough injectives" in a sense to be made precise below in Section 5, does not necessarily persist for slight variants of $\mathcal{C}_{R}$.

[^18]:    ${ }^{2}$ For the reader who is interested in learning about spectral sequences, this author is partial to the explanation of the topic in Appendix D of the book by Knapp and Vogan in the Selected References. The setting in that appendix is limited to good categories of modules, and some important applications are included.

[^19]:    ${ }^{3}$ The notation with the bar is to be avoided when there might be some ambiguity about which of homology and cohomology is involved.

[^20]:    ${ }^{4}$ Some authors use the word "natural" instead of the word "functorial" in this situation. Authors who do this may have the notion of "natural transformation" between two functors in mind, or they may not. For those who do not, it seems advisable to use a different term like "functorial" to avoid confusion. For those who do, the allusion to a natural transformation is at best tortured in this instance. A natural transformation refers to two categories $\mathcal{C}$ and $\mathcal{C}^{\prime}$, and the most intuitive choice for $\mathcal{C}$ here is the category of chain complexes $X$. There are to be two functors from $\mathcal{C}$ to $\mathcal{C}^{\prime}$ and the natural transformation relates the values of those functors on $X$, for each $X$; no second complex $X^{\prime}$ enters into matters. To have $X^{\prime}$ involved in a natural transformation would mean including at least two chain complexes in each object of $\mathcal{C}$. In other instances, however, some additional structure may be present. Then the distinction between "functorial" and "natural" may be one of emphasis concerning the data. The statements of Propositions 4.29 and 4.30 below provide examples.

[^21]:    ${ }^{5}$ For readers familiar with the use of homology in topology, connecting homomorphisms arise when one works with the homology of a topological space, the homology of a subspace, and the relative homology of the space and the subspace; the construction in this section may be regarded as an abstract version of that construction.

[^22]:    ${ }^{6}$ The lemma is a slight variant of Problem 5 at the end of Chapter X of Basic Algebra.

[^23]:    ${ }^{7}$ The pair $\left(p_{C} j, p_{P} j\right)$ is called the pullback of $(\tau, \psi)$. See Problem 35 at the end of the chapter.

[^24]:    ${ }^{8}$ The pair $\left(k i_{B}, k i_{I}\right)$ is called the pushout of $(\tau, \varphi)$. See Problem 35 at the end of the chapter.

[^25]:    ${ }^{9} \mathcal{F}$ is called the forgetful functor from $\mathcal{C}_{R}$ to $\mathcal{C}_{\mathbb{Z}}$.

[^26]:    ${ }^{10} \mathrm{~A}$ split exact sequence is the union of two four-term exact sequences from each end, and $F$ is exact on each of these. In addition, we saw in Section 2 that $F$ respects direct sums. It follows that $F$ carries split exact sequences to split exact sequences.

[^27]:    ${ }^{11}$ The case of sheaf cohomology illustrates this point well. The present theory extends from good categories of modules to arbitrary abelian categories along the lines of Section 8 below, and the cohomology theory of sheaves fits into this more general framework. One additive functor of interest with sheaves is the "global-sections" functor. Its derived functors can be formed with injective resolutions, built from "flabby" sheaves, but flabby sheaves as a practical matter are too big to be useful in computations. In the theory of several complex variables for example, one approach is to substitute "fine" sheaves in resolutions; these permit computations and fall under the abelian-category generalization of Theorem 4.27 below.

[^28]:    ${ }^{12}$ For this situation, $F$-acyclic resolutions are understood to be chain complexes rather than cochain complexes.

[^29]:    ${ }^{13}$ It would add only definitions to our discussion to say precisely what a general bifunctor is and what a general natural transformation between bifunctors is, and we shall skip that detail, in effect incorporating the definitions into the theorem.

[^30]:    ${ }^{14}$ Some authors use the word "monic" or the word "mono" as an adjectival form of this noun.

[^31]:    ${ }^{15}$ Some authors use the word "epi" as an adjectival form of this noun.
    ${ }^{16}$ These are defined in Section IV. 11 of Basic Algebra. They are always unique up to canonical isomorphism when they exist.

[^32]:    ${ }^{17}$ The term "coimage" is not really needed for recognizing exact sequences, but it makes any implementation of duality more symmetric.

[^33]:    ${ }^{18}$ The entire theory for abelian categories is carried out in detail in Freyd's book Abelian Categories: An Introduction to the Theory of Functors.

[^34]:    ${ }^{19}$ For more detail about this example and for further examples, see Mac Lane's Categories for the Working Mathematician.

[^35]:    ${ }^{20}$ Warning: The construction of $\omega$ involves $B_{0}$ and $B_{0}^{\prime}$, which are in the adjusted diagram but are not in $(*)$. These objects do not necessarily coincide with the domain of $\operatorname{ker} \beta$ and the codomain of coker $\beta$.

[^36]:    ${ }^{1}$ Solvability modulo each prime power is also of interest but played a role in Chapter I only for powers of 2 .

[^37]:    ${ }^{2}$ The field $\mathbb{K}$ is called the Hilbert class field of $\mathbb{F}$. The name "class field" is meant to be a reminder of this isomorphism.

[^38]:    ${ }^{3}$ For example this full level of generality would be appropriate if one planned ultimately to study class field theory.
    ${ }^{4}$ The field polynomial of an element of $\mathbb{K}$ is the characteristic polynomial of left multiplication on $\mathbb{K}$ by the element. This notion is discussed in Section IX. 15 of Basic Algebra.

[^39]:    ${ }^{5}$ The nondegeneracy of the trace form for a number field is a transparent result, not requiring anything deep from Section IX. 15 of Basic Algebra, since any $u \neq 0$ in $\mathbb{K}$ has $\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}\left(u u^{-1}\right)=$ $\operatorname{Tr}_{\mathbb{K} / \mathbb{Q}}(1)=n \neq 0$.

[^40]:    ${ }^{6}$ As was observed above, any $D(\Delta)$ is the product of $D(\Gamma)$ and the square of a rational number. Hence $D(\Delta)$ and $D(\Gamma)$ have the same sign.

[^41]:    ${ }^{7}$ Terminology varies for this notion. Such primes $p$ are more usually called common inessential discriminant divisors or essential discriminant divisors. The very fact that these two more usual names appear to contradict each other is sufficient reason to avoid using either name.

[^42]:    ${ }^{8}$ More generally "relative discriminants," which we have not defined, play a role in the splitting of prime ideals in passing from a general number field to a finite extension. The cited Theorem 9.60 applies in this more general situation as well. This more general topic will be discussed further in Problems 5-9 at the end of this chapter and very briefly in Chapter VI.
    ${ }^{9}$ In fact, it can be shown that every common index divisor is less than $[\mathbb{K}: \mathbb{Q}]$.

[^43]:    ${ }^{10}$ Localization was introduced in Section VIII. 10 of Basic Algebra.
    ${ }^{11}$ The different of an element is related to the notion of relative different mentioned at the end of Section 3, but the nature of that relationship will not concern us at this time.

[^44]:    ${ }^{12}$ For example, when $n=2$, we defined the fundamental unit $\varepsilon_{1}$ for the case $D_{\mathbb{K}}>0$ to be the least unit $>1$, and the sign of $N_{\mathbb{K} / \mathbb{Q}}\left(\varepsilon_{1}\right)$ was a thorny question that we did not answer fully but that affected results in the problems at the end of the chapter.

[^45]:    ${ }^{13}$ These are called archimedean absolute values of $\mathbb{K}$ in the general theory. Some authors refer to them as archimedean valuations.

[^46]:    ${ }^{14} \mathrm{~A}$ discrete subset of $\mathbb{R}^{l}$ is a subset $S$ such that every one-point subset of $S$ is open when $S$ is given the relative topology. See Lemma 5.14 below for a converse assertion.

[^47]:    ${ }^{15}$ The simple proof given here is due to H . Blichfeldt and is the standard one, so standard that Blichfeldt's name is sometimes attached to the theorem.
    ${ }^{16}$ In particular, the final paragraph of the proof can be omitted, and we can fix a value of $M$ proportional to $s$ in making the argument.

[^48]:    ${ }^{17}$ This conclusion uses a result known as the Dirichlet pigeonhole principle or the Dirichlet box principle.

[^49]:    ${ }^{18}$ Section I. 7 worked also with a notion of strict equivalence of ideals, but we shall not attempt to extend strict equivalence to the present setting.

[^50]:    ${ }^{19}$ The result of the beautification is that the fractional ideals form a group generated by the ideals, and the group of equivalence classes is a homomorphic image of the group of fractional ideals.

[^51]:    ${ }^{20}$ Again we are applying the Dirichlet pigeonhole principle.

[^52]:    ${ }^{21}$ To see this monotonicity, expand $a_{n+1}=\left(1+\frac{1}{n+1}\right)^{n+1}$ and $a_{n}=\left(1+\frac{1}{n}\right)^{n}$ by the Binomial Theorem, and observe that the asserted inequality holds term by term.

[^53]:    ${ }^{22}$ One such is the author's Basic Real Analysis; the details appear in the problems at the end of Chapter VI of that book. Another such book is Rudin's Principles of Mathematical Analysis.

[^54]:    ${ }^{1}$ This construction is carried out in detail in Section II. 11 of the author's Basic Real Analysis.

[^55]:    ${ }^{2}$ Some books use the term "uniformizer" or "uniformizing element" for any generator $\pi$ of the principal ideal $P_{v}$. The generators are exactly the prime elements of the ring $R_{v}$.

[^56]:    ${ }^{3}$ This notion has not been defined thus far in the book but will be treated in Chapter VII. The fields in question are finite algebraic extensions of a field $\mathbb{k}(X)$, where $X$ is an indeterminate and $\mathbb{k}$

[^57]:    is a field called the base field. At times later in the chapter, we shall be interested only in the case that the algebraic extension is separable. It will be proved in Chapter VII that for perfect fields $\mathbb{k}$, this separability can always be arranged by adjusting the indeterminate $X$ suitably.

[^58]:    ${ }^{4}$ For a meromorphic function on the Riemann sphere, the sum of the orders of the poles equals the sum of the orders of the zeros.

[^59]:    ${ }^{5}$ Some authors refer to a nonarchimedean absolute value as a "valuation," using the same term as for the functions $v(\cdot)$ in Section 2. There is little danger of confusing the two notions, but we shall use the two distinct names anyway.

[^60]:    ${ }^{6}$ In many books an equivalence class of absolute values on a field is called a "place" of the field. We shall use this term in Sections 9 and 10 of this chapter,

[^61]:    ${ }^{7}$ One can invoke Lemma 5.14, for example.

[^62]:    ${ }^{8}$ The case $R=F$ is excluded; this is the case that produces the trivial absolute value, which does not interest us.

[^63]:    ${ }^{9}$ Or the equivalence class of the absolute value.
    ${ }^{10}$ Within a field if a nonzero element is algebraic over a base field, then the smallest ring containing the base field and the element contains also the inverse of the element.

[^64]:    ${ }^{11}$ A proof of the Ostrowski result may be found in Hasse's Number Theory, pp. 191-194. Gelfand

[^65]:    ${ }^{12}$ In fact, $n$ could be a 2 -adic integer in this argument.

[^66]:    ${ }^{13}$ A proof may be found in Hasse's Number Theory, pp. 169-172.

[^67]:    ${ }^{14}$ The role of separability will become apparent before the statement of Theorem 6.31 below.
    ${ }^{15}$ The number-theory case ultimately requires also a limited amount of analysis of archimedean absolute values, and that will be carried out in Section 9. In the context of passing from a Diophantine equation to congruence information, part of the role that archimedean absolute values play is in analyzing signs. Thus for example the simple-minded equation $x^{2}+y^{2}=-1$ has no solutions in integers; the reason for the absence of solutions is a constraint on signs, not some limitation from congruences with respect to powers of primes. Archimedean absolute values control signs.

[^68]:    ${ }^{16}$ The words "direct product" in connection with finitely many fields refer to the direct sum of the additive structures, with multiplication given coordinate by coordinate.

[^69]:    ${ }^{17}$ The field $L$ can be taken to be a splitting field of the minimal polynomial over $F$ of an element $\xi$ such that $K=F(\xi)$. The extension $L / F$ is separable by Corollary 9.30 of Basic Algebra.

[^70]:    ${ }^{18}$ The same argument applies here with $F_{\mathfrak{p}}$ as was used in Section 4 with $\mathbb{R}$ : within a field if a nonzero element is algebraic over a base field, then the smallest ring containing the base field and the element contains also the inverse of the element.

[^71]:    ${ }^{19} \mathrm{On}$ a computer, for example, if $R / \mathfrak{p}$ is finite.
    ${ }^{20}$ In Example 5 in the previous section, the given polynomial in $\mathbb{Z}[X]$ is $m(X)=X^{3}+X^{2}-2 X+8$, and the reduced polynomial in $\mathbb{F}_{2}[X]$ is $X^{2}(X+1)$. Theorem 6.30 exhibits a factorization of $m(X)$ over $\mathbb{Z}_{2}[X]$ as the product of a linear factor and a quadratic factor, and we saw in Example 5 of Section 5 that the quadratic factor is reducible over $\mathbb{Z}_{2}[X]$.

[^72]:    ${ }^{21}$ Lemma 9.61 and Theorem 9.62 of Basic Algebra.

[^73]:    ${ }^{22}$ Dedekind's Theorem on Differents, given as Theorem 6.45.

[^74]:    ${ }^{23}$ This proof is from Hasse's Number Theory, pp. 379-380. The argument for $R=\mathbb{Z}$ and all $l_{j}=0$ is the key. After an application of the Weak Approximation Theorem, what has to be shown is that if $P_{j}=p_{j} \mathbb{Z}$ for $1 \leq j \leq r$ and if a rational $a b^{-1}$ is given, then there exists a rational $m n^{-1}$ with $l$ prime to $p_{1}, \ldots, p_{r}$ such that the denominator of $a b^{-1}-m n^{-1}$ is divisible only by the primes $p_{1}, \ldots, p_{r}$. Another proof of Theorem 6.44, which appears in other books, uses the theory of adeles and ideles to be developed in the next two sections, and again the argument for $\mathbb{Z}$ is the key.

[^75]:    ${ }^{24}$ It will be shown in Chapter VII that a function field in one variable over a finite field is always a finite separable extension of $\mathbb{F}_{q}(Y)$ for a suitable indeterminate $Y$.

[^76]:    ${ }^{25}$ It is important not to lose sight of the fact that a "completion" is a certain kind of homomorphism of valued fields and does not consist merely of the range space.
    ${ }^{26}$ The completion of the trivial absolute value is excluded.
    ${ }^{27}$ The range of each completion is a locally compact field whose topology is not the discrete topology. Such a field is often called a local field in books. Examples are $\mathbb{R}, \mathbb{C}, \mathfrak{p}$-adic fields, and fields $\mathbb{F}_{q}((X))$ of formal Laurent series. One can show that there are no other locally compact fields whose topology is not discrete. The definition of "local field" in some books is arranged to exclude $\mathbb{R}$ and $\mathbb{C}$.
    ${ }^{28}$ It is tempting to think in terms of the gluing as involving just the locally compact fields, but the completion mappings play a role and that description is thus an oversimplification.

[^77]:    ${ }^{29}$ Although the details will not be important for us, let us be more precise: The measure is on the $\sigma$-algebra of "Baire sets" on the group-the smallest $\sigma$-algebra containing those compact sets that are intersections of countably many open sets. The measure is not the 0 measure, it is finite on all the generating compact sets, and it takes the same value on a set as it does on any left translate of the set. It is called a left Haar measure. For more information, see the author's Advanced Real Analysis, Chapter VI.

[^78]:    ${ }^{30}$ In other words, a set in $\prod_{i \in I}^{\prime} X_{i}$ is open if and only if its intersection with each $X(S)$ is open in $X(S)$.

[^79]:    ${ }^{1}$ German for "zero-locus theorem."

[^80]:    ${ }^{2}$ By convention the empty set is algebraically independent over $K$.

[^81]:    ${ }^{3}$ A proof of the Schroeder-Bernstein Theorem appears in the appendix of Basic Algebra.

[^82]:    ${ }^{4}$ Warning: Not every element of $L$ that is purely inseparable over $K$ is inseparable over $K$. The elements of $K$ are counterexamples. Corollary 7.12 below shows that the elements of $K$ are the only counterexamples.

[^83]:    ${ }^{5}$ In terminology to be used in later chapters, one says that $V(I)$ is the affine variety corresponding to $I$.

[^84]:    ${ }^{6}$ Some authors include irreducibility in the definition of "affine curve." This book does not.
    ${ }^{7}$ If $K$ has characteristic 2 and if $x_{0}$ has the property that $h^{\prime}\left(x_{0}\right)=0$, then we can choose $y_{0}$ with $y_{0}^{2}=h\left(x_{0}\right)$ because $K$ is algebraically closed, and $\left(x_{0}, y_{0}\right)$ will be a singular point. Hence $V(I)$ is everywhere nonsingular if and only if $h$ has degree exactly 1 .
    ${ }^{8}$ Some authors include irreducibility in the definition of "affine hypersurface." This book does not.

[^85]:    ${ }^{9}$ This condition is always necessary. For it to be sufficient, one has to show that the only members of $K_{\text {alg }}$ fixed by all elements of $\operatorname{Gal}\left(K_{\text {alg }} / K\right)$ are the members of $K$.

[^86]:    ${ }^{10}$ The inverse limit of a finite group is called a profinite group. Profinite groups have special properties by comparison with general compact groups, but it will not be necessary for us to undertake a study of them.

[^87]:    ${ }^{1}$ G. Cramer, Introduction à l'Analyse des Lignes courbes algébriques, Chez les Frères Cramer \& Cl. Philibert, Geneva, 1750.

[^88]:    ${ }^{2} \mathrm{~A}$ correct proof of the general form of the theorem seems to have been published for the first time by Georges-Henri Halphen (1844-1889) in 1873.
    ${ }^{3}$ Devising the algorithm was Buchberger's real contribution, since the abstract existence of the special set of generators is an easy consequence of the Hilbert Basis Theorem and had already been used in papers of H. Hironaka in 1964.
    ${ }^{4}$ Wolfgang Gröbner (1899-1980). The name is often spelled out as "Groebner," particularly when it is used in connection with computer algorithms.

[^89]:    ${ }^{5}$ Warning: This definition will be changed slightly in Chapter IX and again in Chapter X to reflect changed emphasis in those chapters.
    ${ }^{6}$ The letter " $V$ " is the letter that is commonly used in the notation for a zero locus. It stands for "variety," a notion that we have not yet defined. But beware: not all objects labeled with a " $V$ " are actually varieties the way the term is normally defined. An affine plane curve will turn out to be a variety exactly when the generating polynomial $f$ is prime in $K_{\text {alg }}[X, Y]$.

[^90]:    ${ }^{7}$ If $P$ and $P^{\prime}$ are distinct points in $\mathbb{P}_{K}^{2}$, then there exists a projective transformation carrying $P$ to $[1,0,0]$ and $P^{\prime}$ to $[0,1,0]$. This transformation carries the unique line through $P$ and $P^{\prime}$ to the line at infinity.

[^91]:    ${ }^{8}$ An account appears in Walker, Chapter IV.
    ${ }^{9}$ See Fulton, Chapter 3, for the present section and Fulton, Chapter 5, for the next section.
    ${ }^{10}$ For a still more modern and more general approach, see Serre's Algèbre Locale. Serre's opening sentence summarizes matters by saying, "Intersection multiplicities in algebraic geometry are equal to certain 'Euler-Poincaré characteristics' formed by means of the Tor functors of Cartan-Eilenberg."

[^92]:    ${ }^{11}$ Fulton, p. 76.

[^93]:    ${ }^{12}$ The nature of the extended theory can be found in Van der Waerden, Volume II, Chapter XI. Theorem 8.31 below in effect reproduces some of this extended theory in a context that is manageable because of the theory of Gröbner bases.

[^94]:    ${ }^{13}$ The exposition in this section and the next three is based partly on the book of Cox-LittleO'Shea and the Web tutorial of Fabrizio listed in the Selected References.

[^95]:    ${ }^{14}$ This means a partial ordering with the properties that each pair $a, b$ has $a \leq b$ or $b \leq a$ and that both hold only if $a=b$.

[^96]:    ${ }^{15}$ Computer programs typically use an improved version of this algorithm to compute Gröbner bases.
    ${ }^{16}$ It was not a bad choice of decomposition that led to a nonzero remainder when some other decomposition might have given us 0 ; the equivalence of (b) and (c) in Theorem 8.23 assures us of that fact.

[^97]:    ${ }^{17}$ The Web essay "Representation and monomial orders," http://www.umich.edu/ $\sim$ gpcc/scs/magma/text835.htm, within the publication of the Statistics and Computation Service listed in the Selected References contains a discussion of various monomial orders and their uses and advantages.

[^98]:    ${ }^{1}$ For more details one can consult the author's book Elliptic Curves, pp. 165-183.

[^99]:    ${ }^{2}$ Let $\varphi: \mathbb{C}[X, Y] \rightarrow R$ be the quotient homomorphism. If $M$ is a maximal ideal in $R$, then $\varphi^{-1}(M)$ is a maximal ideal in $\mathbb{C}[X, Y]$ and hence is the set of all polynomials vanishing at some $\left(x_{0}, y_{0}\right)$. To show that $\left(x_{0}, y_{0}\right)$ is in $V(I)$, assume the contrary. Then there exists $g \in I$ with $g\left(x_{0}, y_{0}\right) \neq 0$. This $g$ is not in the maximal ideal $\varphi^{-1}(M)$, and thus there exist $f \in \varphi^{-1}(M)$ and $h \in \mathbb{C}[X, Y]$ with $f+g h=1$. Applying $\varphi$, we obtain $\varphi(f)=1$, in contradiction to the fact that $\varphi(f)$ lies in the proper ideal $M$ of $R$.

[^100]:    ${ }^{3}$ Beware of assuming too much irreducibility about such a curve. Just because $I$ is prime does not mean that $I$ remains prime when we extend the scalars and work with an algebraic closure $\mathbb{k}_{\text {alg }}$ of $\mathbb{k}$. For example, $X^{2}+Y^{2}$ is an affine curve irreducible over $\mathbb{R}$, but it factors as $(X+i Y)(X-i Y)$ over $\mathbb{C}$ and is therefore not irreducible over $\mathbb{C}$.
    ${ }^{4}$ This change of context for the word "curve" from the definition in Chapter VIII is appropriate because of a change of emphasis: we shall now be studying an associated function field rather than the defining ideal. The word "curve" will undergo a genuine change in meaning in Chapter X: because of the Nullstellensatz, classical algebraic geometry in the form to be discussed in much of Chapter X places emphasis on zero loci defined by prime ideals of polynomials over an algebraically closed field, and it will be convenient to define the curve to be the zero locus rather than the defining ideal.
    ${ }^{5}$ In Chapter X we shall introduce two distinct notions of sameness for the zero loci under the assumption that the field is algebraically closed, namely "isomorphism" and "birational equivalence." The first is a refinement of the second. Birational equivalence will turn out to mean that the function fields are isomorphic. An important theorem says that each birational equivalence class of irreducible curves contains one and only one isomorphism class of curves that are everywhere nonsingular in the sense of Section VII.5.

[^101]:    ${ }^{6}$ The field $\mathbb{k}^{\prime}$ is called the field of constants by some authors.

[^102]:    ${ }^{7}$ Some authors use a multiplicative notation.

[^103]:    ${ }^{8}$ In doing so, we follow the approach in the book by Villa Salvador, Chapter 3, but with different notation.

[^104]:    ${ }^{9}$ One has to show that this coefficient is independent of the choice of the local coordinate.

[^105]:    ${ }^{10}$ Weil's argument dates to 1935. It appears in book form in Weil's Basic Number Theory, where the details are carried out when $\mathbb{k}$ is a finite field and where comments are made for general $\mathbb{k}$. Lang simplified Weil's argument and wrote it down for algebraically closed fields $\mathbb{k}$ in his Introduction to Algebraic and Abelian Functions. A version of this argument for general $\mathbb{k}$ appears in Villa Salvador's book. The present exposition benefits from all three of these books.
    ${ }^{11}$ For readers familiar with Section VI.10, the notation is intended to hint at "adeles" of $\mathbb{F}$. However, completions and topologies will play no role in the construction.

[^106]:    ${ }^{12}$ The particular torus is $\mathbb{C} / \Lambda$, where $\Lambda$ is the lattice of periods.

[^107]:    ${ }^{1}$ The exposition in these sections is based in part on Chapters 2, 4, and 6 of Fulton's book, Chapter I of Hartshorne's book, and Chapter I of Volume 1 of Shafarevich's books.

[^108]:    ${ }^{2}$ Warning: The books by Fulton and Hartshorne in the Selected References use the narrow definition of variety that is reproduced here. Some books by other authors allow all affine algebraic sets to be called varieties. Volume 1 of Shafarevich's books does not use the word "variety."
    ${ }^{3}$ Warning: This definition represents a change from Chapters VIII and IX, corresponding to a change in point of view. Previously the word "curve" referred to the ideal, and now it is to refer to the zero locus. From a mathematical standpoint Proposition 10.3 shows that this distinction is not important in the presence of the irreducibility and the fact that $\mathbb{k}$ is algebraically closed. The change thus represents only a matter of convenience for the exposition.
    ${ }^{4}$ Some authors build the condition of irreducibility into the definition of "curve," but this book does not.
    ${ }^{5}$ Some authors build the condition of irreducibility into the definition of "hypersurface," but this book does not.

[^109]:    ${ }^{6}$ We shall leave the dimension of the empty set as undefined for now.

[^110]:    ${ }^{7}$ This important observation was made just before Proposition 10.5.

[^111]:    ${ }^{9}$ The prime homogeneous ideal $\mathfrak{p}=\left(X_{0}, \ldots, X_{n}\right)$ has $V(\mathfrak{p})=\varnothing$, but no other prime homogeneous ideal $\mathfrak{q}$ has $V(\mathfrak{q})=\varnothing$. In order to avoid trivial counterexamples to some results, we shall often want to exclude this particular prime ideal $\mathfrak{p}$ from consideration.

[^112]:    ${ }^{10} \mathrm{As}$ in the affine case, as long as the assumption of irreducibility is in force, the distinction between the ideal and the variety is unimportant.

[^113]:    ${ }^{11}$ That is, for each $P$ in $U_{0}$, there exist an open subset $W$ of $U_{0}$ containing $P$ and polynomials $a$ and $b$ in $A$ such that $b$ is nowhere vanishing on $W$ and $f_{0}=a / b$ on $W$.

[^114]:    ${ }^{12}$ See the previous footnote.

[^115]:    ${ }^{13}$ In the application of Lemma 10.43 to Lemma 10.44 , it is important that the polynomial $f$ is allowed to be reducible.

[^116]:    ${ }^{14}$ The exposition in this section is based in part on Chapter I of Hartshorne's book, Chapter III of Reid's book, and Chapter II of Volume 1 of Shafarevich's books.

[^117]:    ${ }^{15}$ Problems $13-16$ at the end of the chapter show that the rank computation can alternatively be made directly with the homogeneous polynomials defining the projective variety in question.

[^118]:    ${ }^{16}$ The exposition in this section is based in part on Chapter 7 of Fulton's book, Chapter I of Hartshorne's book, Chapter II of Reid's book, and Volume I by Zariski-Samuel.
    ${ }^{17}$ The subject of Teichmüller theory in effect addresses this question when $\mathbb{k}=\mathbb{C}$.

[^119]:    ${ }^{18}$ If we form the $(m+1)$-by- $(n+1)$ matrix whose $(i, j)^{\text {th }}$ entry is $W_{i j}$, then an equivalent description of the Segre variety is as the locus of common zeros of all 2-by-2 minors of this matrix.

[^120]:    ${ }^{19}$ The book edited by Buchberger and Winkler contains a number of expository "tutorials" that give an idea of the breadth of applications of the theory. The book contains also a certain number of research papers.

[^121]:    ${ }^{20}$ Solutions to the other two problems are known as well. References may be found in Cox-Little-O'Shea. For determining the radical, see p. 177. For deciding whether an ideal is prime, see p. 207.
    ${ }^{21}$ The exposition in Sections 9-12 is based in part on Chapter 9 of the book by Cox-Little-O'Shea and in part on Chapter I of Hartshorne's book.
    ${ }^{22}$ For one equation with two variables, this amounts to the Fundamental Theorem of Algebra. For two equations with three variables, it amounts to the existence part of Bezout's Theorem as formulated in Theorem 8.5.
    ${ }^{23}$ Similarly the computations associated with Gröbner bases make it possible to reduce the computation of the Hilbert polynomial of a general ideal to the computation of the Hilbert polynomial of a monomial ideal.

[^122]:    ${ }^{24}$ It is traditional not to include the word "projective" or any subscript, even though the terminology is meant to refer to the projective case.

[^123]:    ${ }^{25}$ Admittedly the inclusion of $\{0\}$ in the cone might seem unnatural if $\mathfrak{a}=\mathbb{k}\left[X_{0}, \ldots, X_{n}\right]$, but that is the definition that makes this particular $\mathfrak{a}$ behave like all other ideals.

[^124]:    ${ }^{26}$ The material in this section is based in part on lectures by V. Schechtman given in 1991-92 and in part on the books by Gunning, Hartshorne, and Shafarevich in the Selected References.
    ${ }^{27}$ Readers familiar with some functional analysis will recognize that a similar thing happens with compact Hausdorff spaces; by a theorem of M. Stone, the points of the space correspond exactly to the maximal ideals of the algebra of continuous complex-valued functions on the space.

[^125]:    ${ }^{28} \mathrm{~A}$ little care is needed with the definitions when $A$ is the 0 ring, which has an identity but no prime ideals. Then $\operatorname{Spec} A$ is empty, but we will want to allow it as part of the theory. So we need to allow the empty set as a topological space.
    ${ }^{29}$ The general theory treats dimension as defined even when $A$ is not Noetherian, but it will be enough in this section to consider only the Noetherian case.

