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## PREFACE

This book covers six aspects of graduate school mathematics: Algebra, Topology, Differential Geometry, Real Analysis, Complex Analysis and Partial Differential Equations. It contains a selection of more than 500 problems and solutions based on the Ph.D. qualifying test papers of a decade of influential universities in North America. The mathematical problems under discussion are kept within the scope of the textbooks for graduate students. Finding solutions to these problems, however, involves a deep understanding of mathematical principles as well as an acquisition of skills in analysis and computation. As a supplement to textbooks, this book may prove to be of some help to the students in taking relevant courses. It may also serve as a reference book for the teachers concerned.

It has to be pointed out that this book should not be regarded as an allpurpose troubleshooter. Nor is it advisable to take the book as an exemplary text and commit to memory all the problems and solutions and make an indiscriminate use of them. Instead, the students are expected to make a selective survey of the problems, take a do-it-yourself approach and arrive at their own solutions which they may check against those listed in the book. It would be gratifying to see that the students can work out the problems on their own and come up with better solutions than those provided by the book. If the students fail to do so or their solutions may turn out to be incomplete, it may reveal the inadequacy of their knowledge or approach, thus spurring them to greater efforts to promote their skills. The very purpose of the authors in writing the book is just to help the students to discover the truth by trial and error.

This book was inspired by Professor K. K. Phua's proposals. We are particularly grateful to him for his support. We also wish to thank Dr. Xu Peijun, Professors Zhang Yin-nan, Hong Jia-xing and Chen Xiao-man for their painstaking efforts to collect test-oriented data. For selecting problems and providing solutions, we wish to acknowledge the following professors respectively: Wu Quan-shui (Part I), Pan Yang-lian (Part II), Jiang Guo-ying (Part
III), Tong Yu-sun, Xu Sheng-zhi (Part IV), Chen Ji-xiu (Part V) and Qin Tie-hu (Part VI). We are also indebted to Professor Guo Yu-tao for carefully reading and correcting the manuscript. Finally, we pay tribute to Dr. Cai Zhi-jie for printing out the manuscript.

Li Ta-tsien<br>Department of Mathematics<br>Fudan University<br>Shanghai 200433<br>China
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## Part I

## Algebra

## Section 1 Linear Algebra

## 1101

Let $V$ be a real vector space of dimension at least 3 and let $T \in \operatorname{End}_{\mathbb{R}}(V)$. Prove that there is a non-zero subspace $W$ of $V, W \neq V$, such that $T(W) \subseteq W$. (Indiana)

## Solution.

Make $V$ into an $\mathbb{R}[\lambda]$-module by defining $\lambda \cdot v=T(v)$ for all $v \in V$. Thus for $\sum_{i=0}^{n} a_{i} \lambda^{i} \in \mathbb{R}[\lambda]$ and $v \in V$

$$
\left(\sum_{i=0}^{n} a_{i} \lambda^{i}\right) \cdot v=\sum_{i=0}^{n} a_{i} T^{i}(v)
$$

It is clear that a subspace $W$ of $V$ is an $R[\lambda]$-submodule of $V$ if and only if $T(W) \subseteq W$.

Now suppose $V$ is a simple $\mathbb{R}[\lambda]$-module. Then $V \simeq \mathbb{R}[\lambda] / I$ for some maximal ideal of $\mathbb{R}[\lambda]$. Since $\mathbb{R}[\lambda]$ is a P.I.D., there exists an irreducible polynomial $f(\lambda)$ of $\mathbb{R}[\lambda]$ such that $I=(f(\lambda))$. So

$$
3 \leq \operatorname{dim}_{\mathbb{R}}(V)=\operatorname{dim}_{\mathbb{R}} \mathbb{R}[\lambda] /(f(\lambda))=\operatorname{deg} f(\lambda)
$$

This implies that we have an irreducible polynomial $f(\lambda)$ with degree $\geq 3$ in $\mathbb{R}[\lambda]$. This is a contradiction. Hence $V$ is not a simple $\mathbb{R}(\lambda)$-module, that is, there is a non-zero subspace $W$ of $V, W \neq V$, such that $T(W) \subseteq W$.

## 1102

Let $V$ be a finite dimensional vector space over a field $K$.
Let $S$ be a linear transformation of $V$ into itself. Let $W$ be an invariant subspace of $V$ (that is, $S W \subseteq W)$. Let $m(t), m_{1}(t)$, and $m_{2}(t)$ be the minimal polynomial of $S$ as linear transformation of $V, W$ and $V / W$ respectively.
(a) Prove that $m(t)$ divides $m_{1}(t) \cdot m_{2}(t)$.
(b) Prove that if $m_{1}(t)$ and $m_{2}(t)$ are relatively prime, then

$$
m(t)=m_{1}(t) \cdot m_{2}(t)
$$

(c) Give an example of a case in which $m(t) \neq m_{1}(t) \cdot m_{2}(t)$.
(Indiana)

## Solution.

As usual, $V$ can be viewed as a $K[t]$-module via the linear transformation $S$. Since $W$ is an $S$-invariant subspace of $V, W$ is a $K[t]$-submodule of $V$. Then it is clear that $(m(t))=\operatorname{Ann}_{K[t]} V,\left(m_{1}(t)\right)=\operatorname{Ann}_{K[t]} W$ and $\left(m_{2}(t)\right)=$ $\mathrm{Ann}_{K[t]} V / W$.
(a) Since

$$
\begin{aligned}
& m_{1}(t) \cdot m_{2}(t) \cdot V \subseteq m_{1}(t) \cdot W=0 \\
& m_{1}(t) \cdot m_{2}(t) \in \operatorname{Ann}_{K[t]} V=(m(t))
\end{aligned}
$$

Hence $m(t)$ divides $m_{1}(t) \cdot m_{2}(t)$.
(b) Since

$$
m(t) \in \mathrm{Ann}_{K[t]} V \subseteq \mathrm{Ann}_{K[t]} W=\left(m_{1}(t)\right)
$$

$m_{1}(t)$ divides $m(t)$. Similarly, $m_{2}(t)$ divides $m(t)$. Since $m_{1}(t)$ and $m_{2}(t)$ are relatively prime, $m_{1}(t) \cdot m_{2}(t)$ divides $m(t)$. Then we have $m(t)=m_{1}(t) \cdot m_{2}(t)$, since $m(t), m_{1}(t)$ and $m_{2}(t)$ are all monic polynomials.
(c) Let $W$ be a 2-dimensional vector space over the field $Q$ of rational numbers and $S: W \rightarrow W$ be a linear transformation with minimal polynomial $t^{2}+1$. Let $V=W \oplus W$ and $S: V \rightarrow V$ be the natural extenaion of $S$ to $V$. Then it is clear that $m(t)=m_{1}(t)=m_{2}(t)=t^{2}+1$. So $m(t) \neq m_{1}(t) \cdot m_{2}(t)$ in this example.

## 1103

Let $V$ be a finite dimensional vector space over $\mathbb{R}$ and $T: V \rightarrow V$ be a linear transformation such that (a) the minimal polynomial of $T$ is irreducible and (b) there exists a vector $v \in V$ such that $\left\{T^{i} v \mid i \geq 0\right\}$ spans $V$. Show that $V$ doesn't have proper $T$-invariant subspace.
(Indiana)

## Solution.

$V$ can be viewed as a module over the polynomial ring $\mathbb{R}[\lambda]$ via $f(\lambda) \cdot x=$ $f(T) \cdot(x)$, for any $f(\lambda) \in \mathbb{R}[\lambda]$ and $x \in V$. Then we have $V=\mathbb{R}[\lambda] \cdot v$, a cyclic module, since $\left\{T^{i} v \mid i \geq 0\right\}$ spans $V$ by (b). Let $m(\lambda)$ be the minimal
polynomial of the linear transformation $T: V \rightarrow V$. Then $m(\lambda) \in A n n_{\mathbb{R}[\lambda]}(v)$. Since $m(\lambda)$ is irreducible, we have

$$
\mathbb{R}[\lambda] /(m(\lambda)) \simeq \mathbb{R}[\lambda] \cdot v=V
$$

(we may assume that $V \neq 0$ ). So $V$ is an irreducible $\mathbb{R}[\lambda]$-module. Thus, $V$ does not have proper $T$-invariant subspace.

1104

Let $A$ be an $n \times n$ matrix with entries in $\mathbb{C}$. Show that $A$ has $n$ distinct eigenvalues in $\mathbb{C}$ if and only if $A$ commutes with no nonzero nilpotent matrix.
(Indiana)

## Solution.

Necessity. Suppose that $A$ has $n$ distinct eigenvalues $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ in $\mathbb{C}$. Then there exists an invertible $n \times n$ matrix $P$ such that

$$
P A P^{-1}=\operatorname{diag}\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}
$$

If $A$ commutes with some nilpotent matrix $B$, we have to show $B=0$. Since $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ are distinct and

$$
P A P^{-1}=\operatorname{diag}\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}
$$

commutes with $P^{-1} B P, P^{-1} B P$ is a diagonal matrix. But the nilpontency of $B$ implies that $P^{-1} B P$ is nilpotent. Hence we have $P^{-1} B P=0$. So $B=0$.

Sufficiency. Suppose that the characteristic polynomial of $A$ has multiple roots. We have to show that $A$ commutes with some nonzero nilpotent matrix. Let $\operatorname{diag}\left(J_{1}, J_{2}, \cdots, J_{t}\right)$ be the Jordan canonical form of $A$ and

$$
P A P^{-1}=\operatorname{diag}\left(J_{1}, J_{2}, \cdots, J_{t}\right)
$$

where $P$ is an $n \times n$ invertible matrix and $J_{i}$ is a Jordan block of order $e_{i}$. Without loss of generality, we may assume that $e_{1}>1$ (If all the $e_{i}=1$, then it is easy to see that $A$ commutes with some nonzero nilpotent matrix).

Let $B_{1}$ be the Jordan block of order $e_{1}$, with 0 on the diagonal. Then $J_{1} B_{1}=B_{1} J_{1}$ and $B_{1}(\neq 0)$ is nilpotent. Let

$$
B^{\prime}=\operatorname{diag}\left(B_{1}, B_{2}, \cdots, B_{t}\right)
$$

where $B_{i}(i \geq 2)=0 \in M_{e_{i}}(\mathbb{C})$. Then

$$
B^{\prime} \cdot P A P^{-1}=P A P^{-1} \cdot B^{\prime}
$$

Taking $B=P^{-1} B^{\prime} P$, we have $B \neq 0$, which is nilpotent, and $A B=B A$.

Suppose $V$ is a finite dimensional vector space over a field $K, T: V \rightarrow$ $V$ a linear map such that the minimal polynomial of $T$ coincides with the characteristic polynomial, which is the square of an irreducible polynomial in $K[T]$. Show that if $\vec{u}, \vec{v}$ and $\vec{w}$ are any three non-zero vectors in $V$, then at least two of the three subspaces spaned by the sets $\left\{T^{i} \vec{u}\right\}_{i \geq 0},\left\{T^{i} \vec{v}\right\}_{i \geq 0}$ and $\left\{T^{i} \overleftrightarrow{w}\right\}_{i \geq 0}$ coincide.
(Stanford)

## Solution.

$V$ can be viewed as a module over the polynomial ring $F[\lambda]$ simply by $f(\lambda) \cdot x=f(T) \cdot(x)$ for any $x \in V, f(\lambda) \in F[\lambda]$. Let $\left\{u_{1}, u_{2}, \cdots, u_{n}\right\}$ be a base of $V$ over $F, A=\left(a_{i j}\right)_{n \times n}$ be the matrix of $T$ relative to the base. In general, a normal form for $\lambda I-A$ in $M_{n}(F[\lambda])$ has the form

$$
\operatorname{diag}\left\{1, \cdots, 1, d_{1}(\lambda), \cdots, d_{s}(\lambda)\right\}
$$

where the $d_{i}(\lambda)$ are monic of positive degree and $d_{i}(\lambda) \mid d_{j}(\lambda)$ if $i \leq j$. By the structure theory of finite generated modules over P.I.D., there exist $z_{i}(i=$ $1,2, \cdots, s) \in V$ such that $V=F[\lambda] \cdot z_{1} \oplus F[\lambda] \cdot z_{2} \oplus \cdots \oplus F[\lambda] \cdot z_{s}$ where $\operatorname{Ann}\left(z_{i}\right)=$ $\left(d_{i}(\lambda)\right)$. Here, according to the assumptions, the minimal polynomial $m(\lambda)$ of $T$ is $\operatorname{det}(\lambda I-A)$, so

$$
m(\lambda)=d_{s}(\lambda)=\operatorname{det}(\lambda I-A)
$$

Hence $s=1$ and

$$
V=F[\lambda] \cdot z_{1} \cong F[\lambda] /(m(\lambda))
$$

is cyclic. Since $m(\lambda)$ is the square of some irreducible polynomial, $V=F[\lambda] \cdot z_{1}$ has exactly two non-zero submodules. Obviously, the three subspaces generated by the sets $\left\{T^{i} \vec{u}\right\}_{i \geq 0},\left\{T^{i} \vec{V}\right\}_{i \geq 0}$ and $\left\{T^{i} \vec{w}\right\}_{i \geq 0}$ are non-zero submodules of $V$ over $F[\lambda]$. So at least two of them coincide.

## 1106

Let $V$ be a finite dimensional vector space over $\mathbb{C}$ with basis $\left\{v_{1}, \cdots, v_{n}\right\}$. Let $\sigma$ be a permutation on $\left\{v_{1}, \cdots, v_{n}\right\}$ and thus induce a linear transformation $A$ on $V$. Show that $A$ is diagonalizable.

## Solution.

By re-ordering the elements $v_{1}, v_{2}, \cdots, v_{n}$, we assume that

$$
\sigma=\left(v_{1} \cdots v_{i_{1}}\right)\left(v_{i_{1}+1} \cdots v_{i_{2}}\right) \cdots\left(v_{i_{\mathrm{a}}+1} \cdots v_{n}\right), \quad\left(1 \leq i_{1}<i_{2}<\cdots<i_{s}<n\right),
$$

when $\sigma$ is expressed as the product of disjoint cycles (This decomposition may have 1-cycles). Let $W_{j}$ be the subspace of $V$ generated by $\left\{V_{i_{j-1}}+1, \cdots, v_{i_{j}}\right\}$ for $j=1,2, \cdots, s+1\left(i_{0}=0, i_{s+1}=n\right)$. Then the $W_{j}$ are invariant subspaces of $A$ and $V=W_{1} \oplus W_{2} \oplus \cdots \oplus W_{s+1}$. Let $M_{j}$ be the matrix of $\left.A\right|_{W_{j}}$ : $W_{j} \rightarrow W_{j}$ relative to the base $\left\{v_{i_{j-1}+1}, \cdots, v_{i_{j}}\right\}$ of $W_{j}$ over $\mathbb{C}$. Then $M=$ $\operatorname{diag}\left\{M_{1}, \cdots, M_{s+1}\right\}$ is the matrix of $A$ relative to the base $\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$. So it suffices to prove that every $M_{j}$ is diagonalizable.

Hence, without loss of generality, we may assume that $\sigma$ is the $n$-cycle $\left(v_{1}, v_{2}, \cdots, v_{n}\right)$. The matrix of $A$ relative to the base $\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$ is

$$
M=\left(\begin{array}{cccccc}
0 & 1 & 0 & \cdots & \cdots & 0 \\
0 & 0 & 1 & \cdots & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & 0 & 1 \\
1 & 0 & 0 & \cdots & 0 & 0
\end{array}\right)
$$

It is easy to see that the minimal polynomial of $M$ is $\lambda^{n}-1$, and thus $M$ is diagonalizable.

This completes the proof that $A$ is diagonalizable.

## 1107

Let $V$ be a finite dimensional vector space over the field of rational numbers. Suppose $T$ is a non-singular linear transformation of $V$ such that $T^{-1}=T^{2}+T$. Prove that 3 divides the dimension of $V$, and prove that if $\operatorname{dim} V=3$, then all such $T^{\prime} s$ are similar.
(Harvard)

## Solution.

Since $T^{-1}=T^{2}+T, T$ is annihilated by the polynomial $\lambda^{3}+\lambda^{2}-1$. Obviously, $\lambda^{3}+\lambda^{2}-1$ is irreducible over the field $Q$ of rational numbers. Thus $\lambda^{3}+\lambda^{2}-1$ is the minimal polynomial $m(\lambda)$ of $T$.

Now let $n$ be the dimension of $V$ over $Q, A$ be the matrix of $T$ relative to some base of $V, \operatorname{diag}\{\overbrace{1, \cdots, 1}^{n-s}, d_{1}(\lambda), \cdots, d_{s}(\lambda)\}$ be the normal form for $\lambda I-A$
where the $d_{i}(\lambda)$ are monic of positive degree and $d_{i}(\lambda) \mid d_{j}(\lambda)$ if $i \leq j$. By the irreduciblity of $d_{s}(\lambda)=m(\lambda)=\lambda^{3}+\lambda^{2}-1$, we have

$$
d_{1}(\lambda)=d_{2}(\lambda)=\cdots=d_{s}(\lambda)=\lambda^{3}+\lambda^{2}-1 .
$$

Since $\operatorname{det}(\lambda I-A)=d_{1}(\lambda) \cdots d_{s}(\lambda)$,

$$
3 \cdot s=\operatorname{deg}(\operatorname{det}(\lambda I-A))=n
$$

Thus we have proved that 3 divides the dimension of $V$.
If $\operatorname{dim} V=3$, then $\lambda I-A$ is equivalent to $\operatorname{diag}\left\{1,1, \lambda^{3}+\lambda^{2}-1\right\}$. The rational canonical form for $A$ (or $T$ ) is $\left(\begin{array}{ccc}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & -1\end{array}\right)$. It follows that all the $T$ 's are similar when $\operatorname{dim} V=3$.

## 1108

Let $F_{q}$ be a finite field with $q=p^{n}$ elements, where $p$ is a prime. Let II : $F_{q} \rightarrow F_{q}$ be the Frobenius automorphism $\Pi(x)=x^{p}$. Prove that $\Pi$ considered as a linear map over $F_{p}$ is diagonalizable if and only if $n$ divides $p^{n}-1$. (Here is a misprint. It should be " $n$ divides $p-1$ ".)
(Harvard)

## Solution.

It is wellknown that $F_{p} \subseteq F_{q}$ is a Galois extension with

$$
\operatorname{Gal}\left(F_{q} / F_{p}\right)=\left\{1, \Pi, \Pi^{2}, \cdots, \Pi^{n-1}\right\}
$$

By the Normal Base Theorem, there exists a $u \in F_{q}$ such that $\left\{u, \Pi(u), \Pi^{2}(u)\right.$, $\left.\cdots, \Pi^{n-1}(u)\right\}$ is a base for $F_{q}$ over $F_{p}$. When $\Pi$ is considered as a linear map of $F_{q}$ over $F_{p}$, the matrix of $\Pi$ relative to the base $\left\{u, \Pi(u), \Pi^{2}(u), \cdots, \Pi^{n-1}(u)\right\}$ is

$$
M=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right)
$$

The normal form for $\lambda E-M$ is $\operatorname{diag}\left\{1, \cdots, 1, \lambda^{n}-1\right\}$ and the minimal polynomial $m(\lambda)$ of $\boldsymbol{M}$ is $\lambda^{n}-1=\operatorname{det}(\lambda \boldsymbol{E}-\boldsymbol{M})$.

Suppose that $\Pi$ is diagonalizable as a linear map over $F_{p}$. Then $m(\lambda)=$ $\lambda^{n}-1$ has no multiple root, and all the roots of $\lambda^{n}-1$ are in $F_{p}$. On the other
hand, all the root of $\lambda^{n}-1$ forms a subgroup of $F_{p}^{*}=F_{p} \backslash\{0\}$. Thus $n$ divides $p-1$.

Conversely, if $n$ divides $p-1, \lambda^{n}-1$ has no multiple root and

$$
\lambda^{n}-1=(\lambda-1) \cdot\left(\lambda-a^{d}\right)\left(\lambda-a^{2 d}\right) \cdots\left(\lambda-a^{(n-1) d}\right)
$$

where $d=\frac{p-1}{n}$ and $a$ is the generator of the group $F_{p}^{*}$. Hence $M$ is similar to $\operatorname{diag}\left\{1, a^{d}, \cdots, a^{(n-1) d}\right\}$ in $M_{n}\left(F_{p}\right)$. So $\Pi$ is diagonalizable as a linear map over $F_{p}$.

## 1109

Let $A(t)$ be a non-singular matrix wnose elements are differentiable functions of real variable $t$. Let $A^{\prime}(t)$ denote the matrix formed by the derivatives of the elements. Show that the derivative of the $\operatorname{determinant} \operatorname{det} A$ satisfies

$$
\frac{d}{d t}(\operatorname{det} A)=\operatorname{det} A \cdot \operatorname{trace}\left(A^{\prime} \cdot A^{-1}\right)
$$

(Harvard)

## Solution.

Let

$$
A(t)=\left(\begin{array}{cccc}
a_{11}(t) & a_{12}(t) & \cdots & a_{1 n}(t) \\
a_{21}(t) & a_{22}(t) & \cdots & a_{2 n}(t) \\
\cdots & \cdots & \cdots & \cdots \\
a_{n 1}(t) & a_{n 2}(t) & \cdots & a_{n n}(t)
\end{array}\right)
$$

Then

$$
A^{\prime}(t)=\left(\begin{array}{cccc}
a_{11}^{\prime}(t) & a_{12}^{\prime}(t) & \cdots & a_{1 n}^{\prime}(t) \\
a_{21}^{\prime}(t) & a_{22}^{\prime}(t) & \cdots & a_{2 n}^{\prime}(t) \\
\cdots & \cdots & \cdots & \cdots \\
a_{n 1}^{\prime}(t) & a_{n 2}^{\prime}(t) & \cdots & a_{n n}^{\prime}(t)
\end{array}\right)
$$

and

$$
A^{-1}=(\operatorname{det} A)^{-1}\left(\begin{array}{cccc}
A_{11} & A_{21} & \cdots & A_{n 1} \\
A_{12} & A_{22} & \cdots & A_{n 2} \\
\cdots & \cdots & \cdots & \cdots \\
A_{1 n} & A_{2 n} & \cdots & A_{n n}
\end{array}\right)
$$

where $A_{i j}$ is the algebraic cofactor of $a_{i j}(t)$. Hence

$$
\begin{aligned}
\operatorname{det} A \cdot \operatorname{trace}\left(A^{\prime} A^{-1}\right) & =\sum_{j=1}^{n} a_{1 j}^{\prime}(t) A_{1 j}+\sum_{j=1}^{n} a_{2 j}^{\prime}(t) A_{2 j}+\cdots+\sum_{j=1}^{n} a_{n j}^{\prime}(t) A_{n j} \\
& =\sum_{i} \sum_{j} a_{i j}^{\prime}(t) A_{i j}=\sum_{j}\left(\sum_{i} a_{i j}^{\prime}(t) A_{i j}\right)
\end{aligned}
$$

For $1 \leq k \leq n$, let

$$
A_{k}=\left(\begin{array}{cccc}
a_{11}(t) & a_{12}(t) & \cdots & a_{1 n}(t) \\
\cdots & \cdots & \cdots & \cdots \\
a_{k 1}^{\prime}(t) & a_{k 2}^{\prime}(t) & \cdots & a_{k n}^{\prime}(t) \\
\cdots & \cdots & \cdots & \cdots \\
a_{n 1}(t) & a_{n 2}(t) & \cdots & a_{n n}(t)
\end{array}\right)
$$

So,

$$
\operatorname{det} A \cdot \operatorname{trace}\left(A^{\prime} A^{-1}\right)=\operatorname{det} A_{1}+\operatorname{det} A_{2}+\cdots+\operatorname{det} A_{n}
$$

On the other hand, by definition,

$$
\begin{aligned}
\frac{d}{d t}(\operatorname{det} A) & =\frac{d}{d t}\left(\sum_{\left(p_{1} \cdots p_{n}\right)}(-1)^{r\left(p_{1} \cdots p_{n}\right)} a_{1 p_{1}}(t) a_{2 p_{2}}(t) \cdots a_{n p_{n}}(t)\right) \\
& =\sum_{\left(p_{1} \cdots p_{n}\right)}(-1)^{\tau\left(p_{1} \cdots p_{n}\right)}\left(\sum_{k=1}^{n} a_{1 p_{1}}(t) \cdots a_{k p_{k}}^{\prime}(t) \cdots a_{n p_{n}}(t)\right) \\
& =\sum_{k=1}^{n}\left(\sum_{\left(p_{1} \cdots p_{n}\right)}(-1)^{\tau\left(p_{1} \cdots p_{n}\right)} a_{1 p_{1}}(t) \cdots a_{k p_{k}}^{\prime}(t) \cdots a_{n p_{n}}(t)\right) \\
& =\operatorname{det} A_{1}+\operatorname{det} A_{2}+\cdots+\operatorname{det} A_{n} .
\end{aligned}
$$

Hence we have proved that

$$
\frac{d}{d t}(\operatorname{det} A)=\operatorname{det} A \cdot \operatorname{trace}\left(A^{\prime} \cdot A^{-1}\right)
$$

1110
Let $V$ be the vector space of polynomials $p(x)=a+b x+c x^{2}$ with real coefficients $a, b$, and $c$. Define an inner product on $V$ by

$$
(p, q)=\frac{1}{2} \int_{-1}^{1} p(x) q(x) d x
$$

(a) Find an orthonormal basis for $V$ consisting of polynomials $\phi_{0}(x), \phi_{1}(x)$, and $\phi_{2}(x)$, having degree 0,1 , and 2 , respectively.
(b) Use the answer to (a) to find the second degree polynomial that solves the minimization problem

$$
\min _{p \in V} \int_{-1}^{1}\left(p(x)-x^{3}\right)^{2} d x
$$

## Solution.

(a) Since $1, x, x^{2}$ is a base of $V$, we can orthonormalization $1, x, x^{2}$ to get an orthonormal basis

$$
\phi_{0}(x)=1, \quad \phi_{1}(x)=\sqrt{3} x, \quad \phi_{2}(x)=-\frac{\sqrt{5}}{2}+\frac{3 \sqrt{5}}{2} x^{2}
$$

of $V$ with degree 0,1 and 2 respectively as usual.
(b) Let

$$
p_{0}(x)=c_{0} \phi_{0}(x)+c_{1} \phi_{1}(x)+c_{2} \phi_{2}(x) \in V \quad\left(c_{i} \in \mathbb{R}\right)
$$

and

$$
q_{0}(x)=x^{3}-p_{0}(x)
$$

such that $q_{0}(x)$ is orthogonal to $V$, that is

$$
\left(x^{3}-p_{0}(x), \phi_{i}(x)\right)=0 \quad(i=0,1,2)
$$

Then for any $p(x) \in V$,

$$
\begin{aligned}
\int_{-1}^{1}\left(p(x)-x^{3}\right)^{2} d x & =2\left|x^{3}-p(x)\right|^{2} \\
& =2\left|x^{3}-p_{0}(x)+p_{0}(x)-p(x)\right|^{2} \\
& =2\left|q_{0}(x)+p_{0}(x)-p(x)\right|^{2}
\end{aligned}
$$

Since $\left(q_{0}(x), p_{0}(x)-p(x)\right)=0$,

$$
\int_{-1}^{1}\left(p(x)-x^{3}\right)^{2} d x=2\left|q_{0}(x)\right|^{2}+2\left|p_{0}(x)-p(x)\right|^{2}
$$

It follows that

$$
\min _{p \in V} \int_{-1}^{1}\left(p(x)-x^{3}\right)^{2} d x=2\left|q_{0}(x)\right|^{2}
$$

Since $\left(q_{0}(x), \phi_{i}(x)\right)=0$ if and only if

$$
\left(x^{3}, \phi_{i}(x)\right)=\left(p_{0}(x), \phi_{i}(x)\right)=c_{i} \quad(i=0,1,2)
$$

By an easy calculation, we get $c_{0}=0, c_{1}=\frac{\sqrt{3}}{5}$ and $c_{2}=0$. Hence $p_{0}(x)=\frac{3}{5} x$ and $q_{0}(x)=x^{3}-\frac{3}{5} x$. Obviously,

$$
\int_{-1}^{1}\left(x^{3}-\frac{3}{5} x\right)^{2} d x=\frac{8}{175}
$$

Thus, when $p(x)=\frac{3}{5} x$,

$$
\int_{-1}^{1}\left(p(x)-x^{3}\right)^{2} d x
$$

is minimal, and

$$
\min _{p \in V} \int_{-1}^{1}\left(p(x)-x^{3}\right)^{2} d x=\frac{8}{175}
$$

## 1111

Suppose that $A$ is an $n \times n$ matrix and that

$$
x=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right), \quad y=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right), \quad y^{*}=\left(y_{1}, \cdots, y_{n}\right)
$$

Suppose that all the entries of $A, x$, and $y$ are real.
(a) Show that there exist numbers $a$ and $b$ so that

$$
\operatorname{det}\left(A+s x y^{*}\right)=a+b s
$$

(b) Show that if $\operatorname{det}(A) \neq 0$ then $a=\operatorname{det}(A)$ and $b=\operatorname{det}(A) \cdot y^{*} A^{-1} x$.
(c) Is it true that $a=0$ if $\operatorname{det}(A)=0$ ?
(Courant Inst.)

## Solution.

(a) Directly,

$$
\begin{aligned}
& \operatorname{det}\left(A+s x y^{*}\right) \\
= & \operatorname{det}\left(\begin{array}{ccc}
a_{11}+s x_{1} y_{1} & \cdots & a_{1 n}+s x_{1} y_{n} \\
\cdots & \cdots & \cdots \\
a_{n 1}+s x_{n} y_{1} & \cdots & a_{n n}+s x_{n} y_{n}
\end{array}\right) \\
= & \operatorname{det}\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\cdots & \cdots & \cdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right) \\
& +s \cdot\left(\operatorname{det}\left(\begin{array}{ccc}
x_{1} y_{1} & \cdots & x_{1} y_{n} \\
a_{21} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right)+\operatorname{det}\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
x_{2} y_{1} & \cdots & x_{2} y_{n} \\
a_{31} & \cdots & a_{3 n} \\
\cdots & \cdots & \cdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right)\right.
\end{aligned}
$$

$$
\left.+\cdots+\operatorname{det}\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\cdots & \cdots & \cdots \\
a_{n-1,1} & \cdots & a_{n-1, n} \\
a_{n} y_{1} & \cdots & x_{n} y_{n}
\end{array}\right)\right)
$$

Hence $\operatorname{det}\left(A+s x y^{*}\right)=a+b s$ for some $a$ and $b$, for any $s$.
(b) Since for any $s, \operatorname{det}\left(A+s x y^{*}\right)=a+b s$ as in (a), we have $a=\operatorname{det}(A)$ and

$$
\begin{aligned}
b= & \operatorname{det}\left(\begin{array}{ccc}
x_{1} y_{1} & \cdots & x_{1} y_{n} \\
a_{21} & \cdots & a_{2 n} \\
\cdots & \cdots & \cdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right)+\operatorname{det}\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
x_{2} y_{1} & \cdots & x_{2} y_{n} \\
a_{31} & \cdots & a_{3 n} \\
\cdots & \cdots & \cdots \\
a_{n 1} & \cdots & a_{n n}
\end{array}\right) \\
& +\cdots+\operatorname{det}\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\cdots & \cdots & \cdots \\
a_{n-11} & \cdots & a_{n-1 n} \\
x_{n} y_{1} & \cdots & x_{n} y_{n}
\end{array}\right) \\
= & \sum_{j=1}^{n} x_{1} y_{j} A_{1 j}+\sum_{j=1}^{n} x_{2} y_{j} A_{2 j}+\cdots+\sum_{j=1}^{n} x_{n} y_{j} A_{n j} \\
= & \sum_{i=1}^{n} x_{i}\left(\sum_{j=1}^{n} y_{j} A_{i j}\right)
\end{aligned}
$$

where $A_{i j}$ is the algebraic cofactor of $a_{i j}$. If $\operatorname{det} A \neq 0$,

$$
A^{-1}=\frac{1}{\operatorname{det}(A)}\left(\begin{array}{ccc}
A_{11} & \cdots & A_{n 1} \\
\cdots & \cdots & \cdots \\
A_{1 n} & \cdots & A_{n n}
\end{array}\right)
$$

Thus

$$
\begin{aligned}
b & =\sum_{i=1}^{n} x_{i}\left(\sum_{j=1}^{n} y_{j} A_{i j}\right) \\
& =y^{*} \cdot\left(\begin{array}{ccc}
A_{11} & \cdots & A_{n 1} \\
\cdots & \cdots & \cdots \\
A_{1 n} & \cdots & A_{n n}
\end{array}\right) \cdot x \\
& =y^{*}\left(\operatorname{det}(A) \cdot A^{-1}\right) x \\
& =\operatorname{det}(A) \cdot y^{*} A^{-1} x
\end{aligned}
$$

(c) If $\operatorname{det}(A)=0, a=\operatorname{det}(A)=0$.

## 1112

Let $A$ be an $n \times n$ real matrix with distinct (possibly complex) eigenvalues, $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$, and corresponding eigenvector $v_{1}, v_{2}, \cdots, v_{n}$. Assume that $\lambda_{1}=$ 1 and that $\left|\lambda_{j}\right|<1$ for $2 \leq j \leq n$. Prove that $\lim _{n \rightarrow \infty} A^{n} v$ exists. Define $T: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ by $T(v)=\lim _{n \rightarrow \infty} A^{n} v$. Find the dimensions of the kernel and image of $T$ and give basis for both.
(Courant Inst.)

## Solution.

Let $P=\left(v_{1}, v_{2}, \cdots, v_{n}\right)$. Since $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ are distinct, $P$ is an invertible matrix in $M_{n}(\mathbb{C})$ and $P^{-1} A P=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right\}$.

For any $v \in \mathbb{C}^{n}$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} A^{n} v & =\lim _{n \rightarrow \infty} P \operatorname{diag}\left\{\lambda_{1}^{n}, \lambda_{2}^{n}, \cdots, \lambda_{n}^{n}\right\} \cdot P^{-1} \cdot v \\
& =P \cdot \operatorname{diag}\{1,0, \cdots, 0\} \cdot P^{-1} \cdot v
\end{aligned}
$$

(Since $\left.\lim _{n \rightarrow \infty}\left(X_{n} Y_{n}\right)=\lim _{n \rightarrow \infty} X_{n} \cdot \lim _{n \rightarrow \infty} Y_{n}\right)$. Let $\left(e_{1}, e_{2}, \cdots, e_{n}\right)$ be the standard orthonormal basis of $\mathbb{C}^{n}$. Then the matrix of $T$ with respect to this basis is $P^{\prime-1} \operatorname{diag}(1,0, \cdots, 0) \cdot P^{\prime}$. Let

$$
\left(\begin{array}{c}
f_{1} \\
\vdots \\
f_{n}
\end{array}\right)=P^{\prime} \cdot\left(\begin{array}{c}
e_{1} \\
\vdots \\
e_{n}
\end{array}\right)
$$

Then $\left(f_{1}, f_{2}, \cdots, f_{n}\right)$ is a basis of $\mathscr{C}^{n}$ and

$$
\operatorname{diag}(1,0, \cdots, 0)=P^{\prime} \cdot P^{\prime-1} \cdot \operatorname{diag}(1,0, \cdots, 0) P^{\prime} P^{\prime-1}
$$

is the matrix of $T$ with respect to the basis $\left(f_{1}, f_{2}, \cdots, f_{n}\right)$. Hence $\left\{f_{1}\right\}$ is a basis of $\operatorname{Im}(T),\left\{f_{2}, \cdots, f_{n}\right\}$ is a basis of $\operatorname{ker}(T)$, and $\operatorname{dim}(\operatorname{Im}(T))=1$, $\operatorname{dim}(\operatorname{ker}(T))=n-1$.

1113
Let $A$ be a matrix. Define

$$
\sin (A)=A-\frac{1}{3!} A^{3}+\frac{1}{5!} A^{5}-\cdots
$$

For

$$
A=\frac{\pi}{4}\left(\begin{array}{cc}
7 & -3 \\
-3 & 7
\end{array}\right)
$$

express $\sin (A)$ in closed form.
(Courant Inst.)
Solution.
Denote

$$
B=\left(\begin{array}{cc}
7 & -3 \\
-3 & 7
\end{array}\right)
$$

Then $B$ is similar to

$$
\left(\begin{array}{cc}
4 & 0 \\
0 & 10
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
4 & 0 \\
0 & 10
\end{array}\right)\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)^{-1}=\left(\begin{array}{cc}
7 & -3 \\
-3 & 7
\end{array}\right)
$$

Obviously,

$$
\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2}
\end{array}\right)
$$

Hence

$$
\begin{aligned}
& \sin (A) \\
= & \left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \cdot\left[\frac{\pi}{4} \cdot\left(\begin{array}{cc}
4 & 0 \\
0 & 10
\end{array}\right)-\frac{1}{3!}\left(\frac{\pi}{4}\right)^{3} \cdot\left(\begin{array}{cc}
4^{3} & 0 \\
0 & 10^{3}
\end{array}\right)\right. \\
& \left.+\frac{1}{5!}\left(\frac{\pi}{5}\right)^{5} \cdot\left(\begin{array}{cc}
4^{5} & 0 \\
0 & 10^{5}
\end{array}\right)-\cdots\right]\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)^{-1} \\
= & \left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \cdot P \cdot\left(\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2}
\end{array}\right),
\end{aligned}
$$

where

$$
P=\left(\begin{array}{cc}
\sum_{k=1}^{\infty}(-1)^{k} \cdot \frac{1}{(2 k-1)!} \cdot \pi^{2 k-1} & 0 \\
0 & \sum_{k=1}^{\infty}(-1)^{k} \cdot \frac{1}{(2 k-1)!}\left(\frac{5}{2} \pi\right)^{2 k-1}
\end{array}\right)
$$

So,

$$
\begin{aligned}
\sin (A) & =\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \cdot\left(\begin{array}{cc}
\sin \pi & 0 \\
0 & \sin \frac{5 \pi}{2}
\end{array}\right) \cdot\left(\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2}
\end{array}\right) \\
& =\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right) \cdot\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2}
\end{array}\right) \\
& =\frac{1}{2}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) .
\end{aligned}
$$

## 1114

Let $A$ be the $9 \times 9$ tridiagonal matrix

$$
A=\left(\begin{array}{cccccc}
-2 & 1 & & & & \\
1 & -2 & 1 & & & \\
& 1 & \ddots & \ddots & & \\
& & \ddots & \ddots & \ddots & \\
& & & \ddots & -2 & 1 \\
& & & & 1 & -2
\end{array}\right)
$$

All entries not shown are zero.
(a) Show that

$$
x^{T} A x=-\left(x_{1}^{2}+\left(x_{2}-x_{1}\right)^{2}+\cdots+\left(x_{9}-x_{8}\right)^{2}+x_{9}^{2}\right) .
$$

(b) Use part (a) to show that $A$ has all negative eigenvalues.
(c) Let $B$ be the following $10 \times 10$ tridiagonal matrix, which agrees with $A$ except in the first row and column:

$$
B=\left(\begin{array}{ccccc}
1 & -3 & & & \\
-3 & -2 & 1 & & \\
& 1 & -2 & 1 & \\
& & 1 & \ddots & \ddots \\
& & & \ddots & \ddots
\end{array}\right)
$$

Let $\lambda_{\max }(B)$ be the largest eigenvalue of $B$. Show that $\lambda_{\max }(B)>1$.
(d) Show that $B$ has 9 negative eigenvalues.
(Courant Inst.)

## Solution.

(a) A direct verification shows that (a) is true.
(b) Since $x^{T} A x \leq 0$ for all $x \in \mathbb{R}^{9}$ and $x^{T} A x=0$ if and only if $x=0$, all the eigenvalues of $A$ are negative.
(c) Obviously, the symmetric matrix $\lambda_{\max } I-B$ is semi-definite positive. Then for any $Y \in \mathbb{R}^{10}, Y^{T}\left(\lambda_{\max } I-B\right) Y \geq 0$, this is, $Y^{T} B Y \leq \lambda_{\max } Y^{T} Y$. Taking $Y^{T}=(1,-1,0, \cdots, 0)$, we have $Y^{T} B Y=5 \leq \lambda_{\max } \cdot 2$. Thus $\lambda_{\max }>1$.
(d) Let $V_{1}=\left\{\left(0, x_{1}, \cdots, x_{9}\right) \mid x_{i} \in \mathbb{R}\right\} \subseteq \mathbb{R}^{10}$. Then for any $Y \in V_{1}$, $Y^{T} B Y \leq 0$ and $Y^{T} B Y=0$ if and only if $Y=0$. If $B$ has more than two nonnegative eigenvalues. Let $\lambda_{1}$ and $\lambda_{2}$ be two of them, we have $y_{1}, y_{2} \in \mathbb{R}^{10}$ such
that $y_{1} \perp y_{2}, y_{1}^{T} y_{1}=y_{2}^{T} y_{2}=1$ and $B y_{i}=\lambda_{i} y_{i}(i=1,2)$. Let $V_{2}=\left\langle y_{1}, y_{2}\right\rangle$, the subspace spaned by $y_{1}$ and $y_{2}$. Then for any $y=a_{1} y_{1}+a_{2} y_{2} \in V_{2}$, $y^{T} B y=a_{1}^{2} \lambda_{1}+a_{2}^{2} \cdot \lambda_{2} \geq 0$.

Since

$$
\operatorname{dim} V_{1}+\operatorname{dim} V_{2}=9+2=11>10,
$$

there exists $0 \neq y \in V_{1} \cap V_{2}$. Then we have $y^{T} B y<0\left(y \neq 0, y \in V_{1}\right)$ and $y^{T} B y \geq 0\left(y \in V_{2}\right)$, a contradiction. Thus $B$ has 9 negative eigenvalues.

## 1115

Let $T$ be a real symmetric, positive-definite, $n \times n$ matrix with distinct eigenvalues $\lambda_{1}>\lambda_{2}>\cdots>\lambda_{n}$. Show that

$$
\lambda_{2}=\max _{V} \min _{x \in V-\{0\}} \frac{|T x|}{|x|},
$$

where $V$ ranges over all two dimensional subspaces of $\mathbb{R}^{n}$ and $|x|$ is the Euclidean norm of $x$.

Hint. Show $=$ by showing $\leq$ and $\geq$ separately. You may wish to express $T$ in a basis of eigenvectors.
(Courant Inst.)

## Solution.

By assumption, there exists an $n \times n$ orthogonal matrix $P$ such that $P^{\prime} T P=$ $\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right)$. Since for any orthogonal matrix $H$ and any $y \in \mathbb{R}^{n}$, $|H y|=|y|$, we have

$$
\begin{aligned}
\min _{x \in V-\{0\}} \frac{|T x|}{|x|} & =\min _{x \in V-\{0\}} \frac{\left|P^{\prime-1} \operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right) \cdot P^{-1} x\right|}{|x|} \\
& =\min _{x \in V-\{0\}} \frac{\left|\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right) \cdot P^{-1} x\right|}{\left|P^{-1} x\right|}
\end{aligned}
$$

If $V$ is a 2 -dimensional subspace, $P^{-1} V$ is also two-dimensional. Hence

$$
\max _{V} \min _{x \in V-\{0\}} \frac{|T x|}{|x|}=\max _{V} \min _{x \in V-\{0\}} \frac{\left|\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right) \cdot x\right|}{|x|}
$$

when $V$ ranges over all two dimensional subspaces of $\mathbb{R}^{n}$.
Now let $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ be the standard orthonormal basis of $\mathbb{R}^{n}$, and $V=\left(e_{1}, e_{2}\right)$. Then

$$
\min _{x \in V-\{0\}} \frac{\left|\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right) x\right|}{|x|}
$$

$$
\begin{aligned}
& =\min \left\{\left.\frac{\sqrt{\lambda_{1}^{2} a_{1}^{2}+\lambda_{2}^{2} a_{2}^{2}}}{\sqrt{a_{1}^{2}+a_{2}^{2}}} \right\rvert\, 0 \neq\left(a_{1}, a_{2}\right) \in \mathbb{R}^{2}\right\} \\
& =\lambda_{2}\left(\lambda_{1}>\lambda_{2}>0\right)
\end{aligned}
$$

It follows that

$$
\max _{V} \min _{x \in V-\{0\}} \frac{|T x|}{|x|} \geq \lambda_{2}
$$

On the other hand, for any two dimensional subspace $V$ of $\mathbb{R}^{n}$. we can find an orthogonal basis $\left\{f_{1}, f_{2}, \cdots, f_{n}\right\}$ of $\mathbb{R}^{n}$ such that $V=\left(f_{1}, f_{2}\right)$. Let

$$
\left(f_{1}, f_{2}, \cdots, f_{n}\right)^{T}=Q\left(e_{1}, e_{2}, \cdots, e_{n}\right)^{T}
$$

Then $Q=\left(q_{i j}\right)_{n \times n}$ is an orthogonal matrix, and if $0 \neq x=a_{1} f_{1}+a_{2} f_{2} \in V$.

$$
\begin{aligned}
& \frac{\left|\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right) \cdot x\right|}{|x|} \\
= & \frac{\sqrt{\sum_{k=1}^{n}\left(\lambda_{1} a_{1} q_{1 k}+\lambda_{2} a_{2} q_{2 k}\right)^{2}}}{\sqrt{a_{1}^{2}+a_{2}^{2}}} \\
\leq & \frac{\sqrt{\sum_{k=1}^{n} \lambda_{1}^{2} a_{1}^{2} q_{1 k}^{2}}+\sqrt{\sum_{k=1}^{n} \lambda_{2}^{2} a_{2}^{2} q_{2 k}^{2}}}{\sqrt{a_{1}^{2}+a_{2}^{2}}} \\
= & \frac{\sqrt{\lambda_{1}^{2} a_{1}^{2}}+\sqrt{\lambda_{2}^{2} a_{2}^{2}}}{\sqrt{a_{1}^{2}+a_{2}^{2}}}
\end{aligned}
$$

So,

$$
\begin{aligned}
& \min _{x \in V-\{0\}} \frac{\left|\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right) x\right|}{|x|} \\
\leq & \min \left\{\left.\frac{\sqrt{\lambda_{1}^{2} a_{1}^{2}}+\sqrt{\lambda_{2}^{2} a_{2}^{2}}}{\sqrt{a_{1}^{2}+a_{2}^{2}}} \right\rvert\, 0 \neq\left(a_{1} a_{2}\right) \in \mathbb{R}^{2}\right\} \leq \lambda_{2},
\end{aligned}
$$

and

$$
\max _{V} \min _{x \in V-\{0\}} \frac{|T x|}{|x|} \leq \lambda_{2}
$$

Thus

$$
\max _{V} \min _{x \in V-\{0\}} \frac{|T x|}{|x|}=\lambda_{2}
$$

when $V$ ranges over all two dimensional subspace of $\mathbb{R}^{n}$.

## 1116

For any $n \times n$ matrix $P$, consider the sum

$$
R(P)=\sum_{k=0}^{\infty} P^{k} .
$$

(a) Prove that if $\sum_{k=0}^{\infty}\left\|P^{k}\right\|<\infty$, then $(I-P)^{-1}$ exist and $R(P)=(I-P)^{-1}$.
(b) Assume that $\|P\|<1$ in a matrix norm induced by a vector norm. Prove that $\left\|(I-P)^{-1}\right\| \leq \frac{1}{1-\|P\|}$.
(c) Use part (a) to compute the inverse of

$$
A=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

## Solution.

(a) First, we claim that the norms of all eigenvalues of $P$ are $<1$. Let $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}$ be the $n$ eigenvalues of $P$ and

$$
Q^{-1} P Q=\left(\begin{array}{ccc}
\lambda_{1} & & * \\
& \ddots & \\
0 & & \lambda_{n}
\end{array}\right)
$$

be the Jordan form of $P$. Denote

$$
\phi_{m}(x)=1+x+\cdots+x^{m} .
$$

Then $\phi_{m}\left(\lambda_{1}\right), \phi_{m}\left(\lambda_{2}\right), \cdots, \phi_{m}\left(\lambda_{n}\right)$ are the $n$ eigenvalues of

$$
S_{m}=E+P+P^{2}+\cdots+P^{m}
$$

and

$$
Q^{-1} S_{m} Q=\left(\begin{array}{ccc}
\phi_{m}\left(\lambda_{1}\right) & & * \\
& \ddots & \\
0 & & \phi_{m}\left(\lambda_{n}\right)
\end{array}\right)
$$

Since $\sum_{k=0}^{\infty}\left\|P^{k}\right\|<\infty$ and the norms over vector space are all equivalent,

$$
R(P)=\sum_{k=0}^{\infty} p^{k}=\lim _{m \rightarrow \infty} S_{m}
$$

is convergent. Since

$$
\lim _{m \rightarrow \infty} Q^{-1} S_{m} Q=Q^{-1}\left(\lim _{m \rightarrow \infty} S_{m}\right) Q
$$

$\lim _{m \rightarrow \infty} \phi_{m}\left(\lambda_{i}\right)$ exists, that is, $\sum_{m=0}^{\infty} \lambda_{i}^{m}$ is convergent $(i=1,2, \cdots, n)$. Hence $\left|\lambda_{i}\right|<1(1 \leq i \leq n)$.

Thus all the eigenvalues of $I-P$ are non-zero, and $(I-P)$ is invertible. Since

$$
\begin{aligned}
S_{m}(I-P) & =I-P^{m+1} \\
\lim _{m \rightarrow \infty} S_{m} & =\lim _{m \rightarrow \infty}\left(I-P^{m+1}\right)(I-P)^{-1} \\
& =\left(I-\lim _{n \rightarrow \infty} P^{m+1}\right)(I-P)^{-1} \\
& =(I-0)(I-P)^{-1} \\
& =(I-P)^{-1}
\end{aligned}
$$

Thus

$$
R(P)=\sum_{k=0}^{\infty} P^{k}=(I-P)^{-1}
$$

(b) By definition,

$$
\|P\|=\sup \left\{\left.\frac{\|P v\|}{\|v\|} \right\rvert\, v \text { non-zero vector }\right\} .
$$

Since $\|P\|<1$, for any non-zero vector $u,\|P u\| \leq\|P\| \cdot\|u\|<\|u\|$ for the corresponding vector norm.

Now suppose $(I-P) \cdot u=0$ for some vector $u$. Then $\|u\|=\|I \cdot u\|=\|P u\|$. We must have $u=0$. The matrix $I-P$ is therefore invertible, and we can write $(I-P)^{-1}=I+P(I-P)^{-1}$. Then we have

$$
\left\|(I-P)^{-1}\right\| \leq\|I\|+\|P\| \cdot\left\|(I-P)^{-1}\right\|=1+\|P\| \cdot\left\|(I-P)^{-1}\right\|
$$

Thus $\left\|(I-P)^{-1}\right\| \leq \frac{1}{1-\|P\|}$, since $\|P\|<1$.
(c) Denote

$$
N=\left(\begin{array}{cccc}
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

Then $A=I-N$. So

$$
\begin{aligned}
A^{-1} & =(I-N)^{-1}=I+N+N^{2}+N^{3}+\cdots=I+N+N^{2}+N^{3} \\
& =\left(\begin{array}{cccc}
1 & -1 & 1 & -1 \\
0 & 1 & -1 & 1 \\
0 & 0 & 1 & -1 \\
0 & 0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

## 1117

Let $G$ be a $p$-group and $G \times V \rightarrow V$ be a linear action of $G$ on a finite vector space over a finite field $\mathcal{F}_{p^{n}}$. Using Sylow theory, prove that there exist a basis of $V$ in which all the transformation $v \rightarrow \sigma \cdot v(\sigma \in G)$ are unipotent matrices.
(Columbia)

## Solution.

Let

$$
G^{\prime}=\{V \rightarrow V, v \rightarrow \sigma \cdot v \mid \sigma \in G\}
$$

Then $G^{\prime}$ is a $p$-group, since there is a surjective homomorphism $G \rightarrow G^{\prime}$ $\left(\leq \operatorname{End}_{F}(V)\right)$. We fix a base of $V$ over $\mathcal{F}_{p^{n}}$. Then $G^{\prime}$ is isomorphic to a subgroup $H$ of $G L\left(m, \mathcal{F}_{p^{n}}\right)$, where $m=\operatorname{dim}_{F_{P^{n}}} V$.

It is well known that

$$
\begin{aligned}
\left|G L\left(m, \mathcal{F}_{p^{n}}\right)\right| & =\left(p^{n m}-1\right)\left(p^{n m}-p^{n}\right) \cdots\left(p^{n m}-p^{n(m-1)}\right) \\
& =p^{\frac{n m(m-1)}{2}} \cdot \prod_{j=1}^{m}\left(p^{j n}-1\right)
\end{aligned}
$$

and

$$
U=\left\{\left(\begin{array}{llll}
1 & & & * \\
& 1 & & \\
& & \ddots & \\
0 & & & 1
\end{array}\right)\right\}
$$

is a Sylow $p$-subgroup of $G L\left(m, \mathcal{F}_{p^{n}}\right)$. By Sylow's Theorem, there exists some $P \in G L_{n}\left(m, \mathcal{F}_{p^{n}}\right)$ such that $P H P^{-1} \subseteq U$. Thus, if we change the base of $V$ via $P$, the corresponding matrices of the linear transformations in $G^{\prime}$ are in $U$, which are unipotent matrices.

## 1118

Let $S$ be an endomorphism of a finite dimensional vector space $V$ over a field $F$ whose characteristic polynomial is not equal to its minimal polynomial. Show that there is an endomorphism $T$ of $V$ so that $T$ commutes with $S$ but $T$ is not a polynomial in $S$ ( $T$ is a polynomial in $S$ if $T=a_{0} I+a_{1} S+a_{2} S^{2}+\cdots+a_{k} S^{k}$ for some $k$ and $a_{i} \in F$.)
(Stanford)

## Solution.

Let

$$
F[S]=\{f(S): V \rightarrow V \mid f(\lambda) \in F[\lambda]\} .
$$

Then as $F$-vector space, $\operatorname{dim}_{F} F[S]=\operatorname{deg} m(\lambda)$, where $m(\lambda)$ is the minimal polynomial of $S$. Since the minimal polynomial of $S$ is not equal to its characteristic polynomial, $\operatorname{dim}_{F} F[S]<\operatorname{dim}_{F} V$.

On the other hand, let $d_{1}(\lambda), d_{2}(\lambda), \cdots, d_{s}(\lambda)$ be the invariant factors $\neq 1$ of $S$ and let $n_{i}=\operatorname{deg} d_{i}(\lambda)$, then by Frobenius theorem, the dimension of the vector spcae over $F$ of matrices commutative with the matrix of $S$ is

$$
N=\sum_{j=1}^{s}(2 s-2 j+1) n_{j} .
$$

Obviously,

$$
N \geq \sum_{j=1}^{s} n_{j}=\operatorname{dim}_{F} V
$$

So there is a linear transformation $T$ of $V$ such that $T$ commutes with $S$ but $T$ is not a polynomial in $S$.

## 1119

Let $A$ be an $n \times n$ real matrix, all of whose (complex) eigenvalues are real and positive. Show that for any integer $m \geq 1$, there exists at least one $n \times n$ real matrix $B$ with $B^{m}=A$.

Hint. Make use of the Jordan form $S+N$ of a conjugate of $A$, where $S$ is diagonal and $N$ is strictly triangular.

## Solution.

Suppose first that

$$
A=\left(\begin{array}{ccccc}
a & 1 & & & 0 \\
0 & a & 1 & & \\
& & \ddots & \ddots & \\
0 & 0 & \cdots & a & 1 \\
0 & 0 & \cdots & 0 & a
\end{array}\right)
$$

be a Jordan block with a real and positive. For any integer $m \geq 1$, let $b=\sqrt[m]{a}$ and

$$
\boldsymbol{B}=\left(\begin{array}{ccccc}
b & 1 & & & 0 \\
0 & b & 1 & & \\
& & \ddots & \ddots & \\
0 & 0 & \cdots & b & 1 \\
0 & 0 & \cdots & 0 & b
\end{array}\right)
$$

It is easy to see that

$$
B^{m}=\left(\begin{array}{ccccc}
b^{m} & C_{m}^{1} b^{m-1} & C_{m}^{2} b^{m-1} & \cdots & C_{m}^{n-1} b^{m-n+1} \\
0 & b^{m} & C_{m}^{1} b^{m-1} & \cdots & C_{m}^{n-2} b^{m-n+2} \\
\vdots & & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & C_{m}^{1} b^{m-1} \\
0 & \cdots & \cdots & \cdots & b^{m}
\end{array}\right)
$$

Obviously, $\lambda E-A$ and $\lambda E-B^{m}$ have the same invariant divisors $\{1, \cdots, 1,(\lambda-$ $\left.a)^{n}\right\}, A$ and $B^{m}$ are similar. Thus

$$
A=Q^{-1} B^{m} Q=\left(Q^{-1} B Q\right)^{m}
$$

for some invertible $n \times n$ real matrix $Q$.
Now let $A$ be an $n \times n$ real matrix, all of whose eigenvalues are real and positive. Then there exists an $n \times n$ invertible real matrix $P$ such that

$$
P^{-1} A P=\operatorname{diag}\left(J_{1}, J_{2}, \cdots, J_{k}\right)
$$

where $J_{i}(1 \leq i \leq k)$ are Jordan blocks with diagonal elements real and positive. As proved in the above, for any integer $m \geq 1$, any $1 \leq i \leq k$, there exists real matrix $B_{i}$ such that $B_{i}^{m}=J_{i}(1 \leq i \leq k)$. Hence

$$
P^{-1} A P=\left(\operatorname{diag}\left(B_{1}, B_{2}, \cdots, B_{k}\right)\right)^{m}
$$

and

$$
A=\left(P \cdot\left(\begin{array}{cccc}
B_{1} & & & 0 \\
& B_{2} & & \\
& & \ddots & \\
0 & & & B_{k}
\end{array}\right) P^{-1}\right)^{m}=B^{m}
$$

where

$$
B=P^{-1} \cdot \operatorname{diag}\left(B_{1}, B_{2}, \cdots, B_{k}\right) \cdot P
$$

Let $V$ be a finite dimensional vector space over an algebraically closed field $K$, and let $T: V \rightarrow V$ be a linear transformation.
(a) Show that there are $T$-invariant subspaces $V_{i} \subseteq V$ and elements of $\alpha_{i} \in K$ such that $V$ is the direct sum of the $V_{i}$ and $\left(T-\alpha_{i} I\right): V_{i} \rightarrow V_{i}$ is nilpotent. (A transformation $N$ is nilpotent if $N^{n}=0$, for some $n \geq 1$.)
(b) show that there are polynomials $S(T), N(T) \in K[T]$ such that $T=$ $S(T)+N(T), S(T): V \rightarrow V$ is diagonalizable, and $N(T): V \rightarrow V$ is nilpotent.

Hint. Use the chinese Remainder Theorem.
(Stanford)

## Solution.

Viewing $V$ as a module over the polynomial ring $K[\lambda]$ via $T$. Let ( $\lambda-$ $\left.\alpha_{1}\right)^{e_{11}}, \cdots,\left(\lambda-\alpha_{1}\right)^{e_{1 r_{1}}} ;\left(\lambda-\alpha_{2}\right)^{e_{21}}, \cdots,\left(\lambda-\alpha_{2}\right)^{e_{2 r_{2}}} ;\left(\lambda-\alpha_{n}\right)^{e_{n 1}}, \cdots,\left(\lambda-\alpha_{n}\right)^{e_{n r_{n}}}$ be the elementary divisors of $V_{K[\lambda]}$, where $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ are distinct and

$$
0<e_{11} \leq e_{12} \leq \cdots \leq e_{1 r_{1}} ; \cdots ; 0<e_{n 1} \leq e_{n 2} \leq \cdots \leq e_{n r_{n}}
$$

By the structure theorem of finitely generated modules over PID, we may write

$$
\begin{aligned}
V= & K[\lambda] w_{11} \oplus \cdots \oplus K[\lambda] w_{1 r_{1}} \oplus K[\lambda] w_{21} \oplus \cdots \oplus K[\lambda] w_{2 r_{2}} \\
& \oplus \cdots \oplus K[\lambda] w_{n 1} \oplus \cdots \oplus K[\lambda] w_{n r_{n}}
\end{aligned}
$$

where all the $w_{i j} \in V$ and

$$
A n n\left(w_{i j}\right)=\left(\left(\lambda-\alpha_{i}\right)^{e_{i j}}\right)
$$

Denote $V_{i j}=K[\lambda] w_{i j}$. Then

$$
V=V_{11} \oplus \cdots \oplus V_{1 r_{1}} \oplus \cdots \oplus V_{n 1} \oplus \cdots \oplus V_{n r_{n}}
$$

The $V_{i j}$ 's are $T$-invariant subspace and $\left(T-\alpha_{i} I\right): V_{i j} \rightarrow V_{i j}$ is nilpotent. Thus (a) is proved.

Since

$$
\left(\lambda-\alpha_{1}\right)^{e_{1 r_{1}}},\left(\lambda-\alpha_{2}\right)^{e_{2 r_{2}}}, \cdots\left(\lambda-\alpha_{n}\right)^{e_{n r_{n}}}
$$

are pairwise relatively prime, there exists some $S(\lambda) \in K[\lambda]$ such that

$$
S(\lambda) \equiv \alpha_{i}\left(\bmod \left(\lambda-\alpha_{i}\right)^{e_{i r_{i}}}\right), \quad(1 \leq i \leq n)
$$

by Chinese Remainder Theorem. Then

$$
S(T) \cdot w_{i j}=\alpha_{i} \cdot w_{i j}
$$

for all $w_{i j}$ and it is easy to see that $S(T): V \rightarrow V$ is diagonalizable. Let $N(\lambda)=\lambda-S(\lambda)$. Obviously, $T=S(T)+N(T)$ and $\lambda-\alpha_{i} \mid N(\lambda)$ for any $1 \leq i \leq n$. So the minimal polynomial $m(\lambda) \mid N(\lambda)^{h}$ for some positive integer $h$. Thus $N(T): V \rightarrow V$ is nilpotent. Thus (b) is proved.

# SECTION 2 GROUP THEORY 

## 1201

Let $G$ be the group of real $2 \times 2$ matrices, of determinant one. Describe the set of conjugacy classes of elements of $G$.
(Harvard)

## Solution.

Let $g \in G, \lambda_{1}$ and $\lambda_{2}$ be the eigenvalues of $g$ viewed in $M_{2}(\mathbb{C})$. Then $\lambda_{1} \cdot \lambda_{2}=1$.
i) If $\lambda_{1}=\lambda_{2}$, then $\lambda_{1}=\lambda_{2}=1$ or $\lambda_{1}=\lambda_{2}=-1 . g$ is similar to
a) $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ or b) $\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$ or $\left.c\right)\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ or d$)\left(\begin{array}{cc}-1 & 1 \\ 0 & -1\end{array}\right)$ in $G L_{2}(\mathbb{R})$.

In case a$), g=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$;
In case b) $g=\left(\begin{array}{cc}-1 & 0 \\ 0 & -1\end{array}\right)$;
In case c), let $A$ be an invertible $2 \times 2$ matrix with real entries such that

$$
A g A^{-1}=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

We take $N=d^{-\frac{1}{2}} \cdot A$ if $d=\operatorname{det} A>0$, or

$$
N=(-d)^{-\frac{1}{2}}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) A
$$

if $d=\operatorname{det} A<0$, then $N \in G$ and

$$
N g N^{-1}=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

or

$$
N g N^{-1}=\left(\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right) .
$$

Hence $g$ is conjugate to $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ or $\left(\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right)$ in $G$. But $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ is not conjugate to $\left(\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right)$ in $G$, for if

$$
A \cdot\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) A^{-1}=\left(\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right)
$$

where $A=\left(\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right) \in G$, then we have $a_{21}=0, a_{11}=-a_{22}$ and $\operatorname{det} A=-a_{11}^{2}=1$ which is a contradiction. Thus in case $c$ ), we have two conjugacy classes $\left[\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)\right]$ and $\left[\left(\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right)\right]$.

In case d$), g$ is similar to $\left(\begin{array}{cc}-1 & 1 \\ 0 & -1\end{array}\right)$ in $G L_{2}(\mathbb{R})$. As in case $\left.c\right), g$ is similar (conjugate) to $\left(\begin{array}{cc}-1 & 1 \\ 0 & -1\end{array}\right)$ or $\left(\begin{array}{cc}-1 & -1 \\ 0 & -1\end{array}\right)$ in $G$ and $\left(\begin{array}{cc}-1 & 1 \\ 0 & -1\end{array}\right)$ is not conjugate to $\left(\begin{array}{cc}-1 & -1 \\ 0 & -1\end{array}\right)$ in $G$. Thus in case d ), we have two conjugacy classes $\left[\left(\begin{array}{cc}-1 & 1 \\ 0 & -1\end{array}\right)\right]$ and $\left[\left(\begin{array}{cc}-1 & -1 \\ 0 & -1\end{array}\right)\right]$.
ii) If $\lambda_{1} \neq \lambda_{2}$ and $\lambda_{i} \in \mathbb{R}(i=1,2)$, then $g$ is similar to $\left(\begin{array}{cc}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right)$ in $G L_{2}(\mathbb{R})$.

There exists $M \in G L_{2}(\mathbb{R})$ such that

$$
M g M^{-1}=\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right)
$$

We take $N=d^{-\frac{1}{2}} \cdot M$ if $d=\operatorname{det} M>0$ or

$$
N=(-d)^{-\frac{1}{2}}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) M
$$

if $\operatorname{det} M=d<0$. Then $N \in G$ and

$$
N g N^{-1}=\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right)
$$

Thus $g$ is conjugate to $\left(\begin{array}{cc}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right)$ in $G$. So in this case, we have the conjugacy classes

$$
\left\{\left.\left[\left(\begin{array}{cc}
\lambda & 0 \\
0 & 1 / \lambda
\end{array}\right)\right] \right\rvert\, \lambda \in \mathbb{R} \text { and } \lambda \neq \pm 1\right\}
$$

iii) If $\lambda_{1} \neq \lambda_{2}$ and $\lambda_{i} \in \mathbb{C} \backslash \mathbb{R}(i=1,2)$, we denote $\lambda_{1}=\cos \theta+i \sin \theta$ and $\lambda_{2}=\cos \theta-i \sin \theta\left(\right.$ since $\lambda_{1} \cdot \lambda_{2}=1$ and trace $\left.(g)=\lambda_{1}+\lambda_{2} \in \mathbb{R}\right)$, where $|\theta|<\pi, \theta \neq 0 . g$ is similar to $\left(\begin{array}{cc}\cos \theta+i \sin \theta & 0 \\ 0 & \cos \theta-i \sin \theta\end{array}\right)$ in $G L_{2}(\boldsymbol{C})$, and also similar to $\left(\begin{array}{cc}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right)$ in $G L_{2}(\mathbb{C})$.

As it is well known, that two matrices $A, B \in M_{2}(\mathbb{R})$ are similar in $M_{2}(\mathbb{C})$ implies that $A$ and $B$ are similar in $M_{2}(\mathbb{R})$. So there exists $M \in G L_{2}(\mathbb{R})$ such that

$$
M g M^{-1}=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

As in the above, we conclude that $g$ is conjugate to

$$
\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

or

$$
\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

in $G$. But

$$
\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

and

$$
\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

are not conjugate in $G$, for if

$$
A=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right) \in G
$$

such that

$$
A\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right) A^{-1}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

then $a_{12}=a_{21}, a_{11}=-a_{22}$ and

$$
\operatorname{det} A=-\left(a_{11}^{2}+a_{21}^{2}\right)=1
$$

which is a contradiction. So in this case, we have the conjugacy classes

$$
\left[\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)\right]
$$

and

$$
\left[\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)\right] .
$$

To sum up, the set of conjugate classes of elements of $G$ is

$$
\begin{aligned}
& \left\{\left.\left[\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right)\right] \right\rvert\, \lambda_{1}, \lambda_{2} \in \mathbb{R} \text { and } \lambda_{1} \cdot \lambda_{2}=1\right\} \\
\cup & \left\{\left.\left[\left(\begin{array}{cc}
\lambda & \pm 1 \\
0 & \lambda
\end{array}\right)\right] \right\rvert\, \lambda= \pm 1\right\} \\
\cup & \left\{\left[\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)\right]|0<|\theta|<\pi\} .\right.
\end{aligned}
$$

## 1202

Let $G=G L_{n}\left(F_{q}\right)$, the group of invertible $n \times n$ matrices over the finite field $F_{q}$ with $q=p^{r}, p$ a prime, $U=U_{n}\left(F_{q}\right)$, the subgroup of upper triangular matrices with 1's on the diagonal
a) Calculate the orders of $G$ and $U$. Deduce that $U$ is a Sylow $p$-subgroup of $G$.
b) Deduce that every $p$-subgroup of $G$ is conjugate to a subgroup of $U$.
c) Determine the number of $G$-conjugates of $U$.
d) Show that $g \in G$ has $p$-power order iff $g=I+N$ with $N^{n}=0$.
e) Show that $G$ contains elements of order $q^{n}-1$

Hint. Make use of $F_{q^{n}}$.
(Columbia)

## Solution.

a) When forming a matrix in $G L_{n}\left(F_{q}\right)$, we may choose the first row in $q^{n}-1$ ways (a row of zeros not being allowed), the second row in $q^{n}-q$ ways (no multiple of the first row being allowed), the third row in $q^{n}-q^{2}$ ways (no linear combination of the first two rows being allowed), and so on. Thus we can conclude that the order of $G L_{n}\left(F_{q}\right)$ is

$$
\begin{aligned}
\left(q^{n}-1\right)\left(q^{n}-q\right)\left(q^{n}-q^{2}\right) \cdots\left(q^{n}-q^{n-1}\right) & =q^{\frac{n(n-1)}{2}} \cdot \prod_{i=1}^{n}\left(q^{i}-1\right) \\
& =p^{\frac{r n(n-1)}{2}} \cdot \prod_{i=1}^{n}\left(p^{r i}-1\right)
\end{aligned}
$$

When forming a matrix in $U_{n}\left(F_{q}\right)$, we may choose the first row in $q^{n-1}$ ways, the second row in $q^{n-2}$ ways: the third rows in $q^{n-3}$ ways and so on. Hence the order of $U_{n}\left(F_{q}\right)$ is

$$
q^{n-1} \cdot q^{n-2} \cdots q=q^{\frac{n(n-1)}{2}}=p^{\frac{r n(n-1)}{2}}
$$

So $U=U_{n}\left(F_{q}\right)$ is a $p$-subgroup of $G=G L_{n}\left(F_{q}\right)$. Since $p \nmid[G: U]=$ $\prod_{i=1}^{n}\left(p^{r i}-1\right), U$ is a Sylow $p$-subgroup of $G$.
b) It follows directly from Sylow's Theorem.
c) By Sylow's Theorem, the number of $G$-conjugates of $U$ is equal to [ $G$ : $N_{G}(U)$ ] where $N_{G}(U)$ is the normalizer of $U$ in $G$.

Suppose $g=\left(g_{i j}\right)_{n \times n} \in N_{G}(U)$, or $g U g^{-1}=U$. Then for any $1 \leq i<j \leq$ $n$, there exists some

$$
u=\left(\begin{array}{ccccc}
1 & u_{12} & \cdots & \cdots & u_{1 n} \\
0 & 1 & u_{23} & \cdots & u_{2 n} \\
0 & 0 & 1 & \cdots & u_{3 n} \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right) \in U
$$

such that $g\left(I+E_{i j}\right)=u g$ where $E_{i j}$ is the matrix with a lone 1 in the $(i, j)$ place, 0 's elsewhere. Checking the last row of $g\left(I+E_{i j}\right)$ and $u g$, we get $g_{n i}=0$. So $g_{n i}=0$ if $i<n$. Then checking the $(n-1)$ th row, we get $g_{n-1, i}=0$ if $i<n-1$. By this way, we get $g_{i j}=0$ if $i>j$. Hence $g \in T=T_{n}\left(F_{q}\right)$, the set of matrices $\left(a_{i j}\right) \in G$ with $a_{i j}=0(0 \leq j<i \leq n)$.

Conversely, if $g \in T$. It is easy to see that $g U g^{-1} \subseteq U$ (by matrix multiplication). So $g \in N_{G}(U)$ and we have $N_{G}(U)=T$.

We can define a map $\theta: T \rightarrow \overbrace{F_{q}^{*} \times \cdots \times F_{q}^{*}}^{n}$ by mapping a matrix onto its principal diagonal, matrix multiplication shows that $\theta$ is a group epimorphism whose kernel is precisely $U=U_{n}\left(F_{q}\right)$. So the order of $T$ is

$$
(q-1)^{n} \cdot q^{\frac{n(n-1)}{2}}=\left(p^{r}-1\right)^{n} \cdot p^{\frac{n n(n-1)}{2}}
$$

Hence the number of $G$-conjugates of $U$ is $\prod_{i=1}^{n}\left(q^{i}-1\right) /(q-1)^{n}$.
d) Suppose $g \in G$ has $p$-power order. Then $\langle g\rangle$ is a $p$-subgroup and $\langle g\rangle$ is conjugate to a subgroup of $U$ by b). There exists an $h \in G$ such that $h g h^{-1} \in U$. Denote $h g h^{-1}=I+M$ where $M$ is a matrix with zero on and below the diagonal. Obviously $M^{n}=0$ and $g=I+h^{-1} M h=I+N$ where $N=h^{-1} M h$ and $N^{n}=h^{-1} M^{n} h=0$.

Conversely, if $g=I+N$ with $N^{n}=0$, the Jordan canonical form for $N$ is a matrix with zero on and below the diagenal. Thus $g$ is similar (conjugate) to some matrix in $U$. So the order of $g$ is $p$-power.
e) Consider the finite field $F_{q^{n}}$ as an extension of the field $F_{q}$ and as a vector space over $F_{q}$. For any $a(\neq 0) \in F_{q^{n}}$, we have a linear map $a_{l}: F_{q^{n}} \rightarrow F_{q^{n}}$, $a_{l}(x)=a x$ (over $F_{q}$ ) which is invertible. We fix a base of $F_{q^{n}}$ over $F_{q}$, then we can obtain a group homomorphism $\sigma: F_{q^{n}}^{*} \rightarrow G=G_{n}\left(F_{q}\right), \sigma(a)=a_{l}$. Obviously, $\sigma$ is injective. It is well known that $F_{q^{n}}^{*}$ has an element with order $q^{n}-1$. It follows that $G$ contains element of order $q^{n}-1$.

## 1203

(a) Let $G$ be a finite group and $H$ a subgroup. Prove that if $G=\bigcup_{g \in G} g H g^{-\mathbf{1}}$, then $H=G$.
(b) Recall that a subgroup $M$ of a group $G$ is said to be maximal if the only subgroups $H$ satisfying $M \subseteq H \subseteq G$ are $H=M$ and $H=G$. Let $G$ be a finite group with the property that all of its maximal subgroups are conjugate. Prove that $G$ is cyclic of prime power order.
(Indiana)

## Solution.

(a) Let $S$ be the set of all subgroups of $G$. Then we have an action of $G$ on the set $S$ defined to be $g \cdot K=g K g^{-1}$ for any $g \in G$ and $K \in S$. Obviously, the stabilizer of $H$ under this action is the normalizer $N(H)$ of $H$ in $G$, and the length of the orbit defined by $H$ is $[G: N(H)]$.

If $G=\bigcup_{g \in G} g H g^{-1}$, then

$$
|G|=\left|\bigcup_{g \in G} g H g^{-1}\right| \leq[G: N(H)] \cdot(|H|-1)+1
$$

If $H$ is not normal in $G$, then $[G: N(H)]>1$. Hence

$$
\begin{aligned}
|G| & \leq[G: N(H)] \cdot|H|-[G: N(H)]+1 \\
& <[G: N(H)] \cdot|H| \\
& \leq[G: H] \cdot|H|=|G|
\end{aligned}
$$

This is a contradition. So $H$ is normal in $G$. Hence

$$
G=\bigcup_{g \in G} g H g^{-1}=H
$$

(b) First we claim that $G$ is cyclic. Suppose that $G$ is not cyclic. Then for any $a \in G,(\mathrm{a})<G$. So (a) is contained in some maximal subgroup of $G$ (since $G$ is finite). Let $H$ be a maximal subgroup of $G$. Then we have $G=\bigcup_{g \in G} g H g^{-1}$ by assumption. By (a) $G=H$. This contradicts the maximality of $H$. Hence $G$ is cyclic. Now, it is easy to see that $G$ is cyclic of prime power order since all of its maximal subgroup are conjugate.

1204
Suppose that $H$ and $K$ are normal subgroups of a finite group $G$ and that $G / H \simeq K$.
(a) Give an example to show that $G / K$ need not be isomorphic to $H$.
(b) Show that if $H$ is simple, then $G / K \simeq H$.
(Columbia)

## Solution.

(a) Let $G=Q_{8}=\{ \pm 1, \pm i, \pm j, \pm k\}$ be the Hamilton's Quaternion group and $H=\langle i\rangle=\{ \pm 1, \pm i\}, K=\langle-1\rangle=\{ \pm 1\}$ be the subgroups of $G$ generated by $i$ and -1 respectively. Obviously, we have $H \triangleleft G, K \triangleleft G$ and $G / H$ is cyclic of order 2 , so it is isomorphic to $K$. But $G / K=\{\overline{1}, \bar{i}, \bar{j}, \bar{k}\} \simeq K_{4}$ (Klein four group), $K$ is not isomorphic to $H$.
(b) Let $\{1\}=K_{0} \triangleleft K_{1} \triangleleft \cdots \triangleleft K_{n-1} \triangleleft K_{n}=K$ be a composition series of $K$. Since $G / H \simeq K$, there exist subgroups $H_{i}$ such that $H_{i} \supseteq H, H_{i} / H \simeq K_{i}$ $(i=0,1, \cdots, n)$ and $H_{i} \triangleleft H_{i+1}(i=0, \cdots, n-1)$.

Suppose $H$ is simple, then

$$
\{1\} \triangleleft H \triangleleft H_{1} \triangleleft \cdots \triangleleft H_{n-1} \triangleleft H_{n}=G
$$

is a composition series of $G$ with composition factors $H$ and $H_{i} / H_{i-1} \simeq$ $K_{i} / K_{i-1}(i=1,2, \cdots, n)$. On the other hand,

$$
\{1\}=K_{0} \triangleleft K_{1} \triangleleft \cdots \triangleleft K_{n-1} \triangleleft K \triangleleft G
$$

is a normal series of $G$ with factors $K_{i} / K_{i-1}(i=1,2, \cdots, n)$ and $G / K$. By the Jordan-Hölder Theorem, we have the isomorphism $G / K \simeq H$.

1205
Prove that if $G$ is a finitely generated infinite group then for each positive integer $n, G$ has only finitely many subgroups of index $n$.

Hint. Let $H \leq G$ and define $H_{G}=\bigcap_{g \in G} g^{-1} H g$. Show that if $H \leq G$ (finite index) then there exists a homomorphism of $G / H_{G}$ into $S_{[G: H]}$, where $S_{n}$ denotes the symmetric group on $n$ letters.
(Columbia)

## Solution.

Let $H$ be any subgroup of $G$ such that $[G: H]=n$. Then $G \times G / H \rightarrow G / H$, $g \cdot(x H)=(g x) \cdot H$ defines an action of $G$ on $G / H$, where $G / H$ denotes the set of all left cosets $x H(x \in G)$. The kernel of this action is $H_{G}=\bigcap_{g \in G} g^{-1} H g$. Hence the group $G / H_{G}$ is isomorphic to a subgroup of $S_{n}$, the symmetric group on $n$ letters. This induces a homomorphism $G \rightarrow S_{n}$ with $H_{G}$ as its kernel.

Since $G$ is finite generated, there are only finite number of homomorphisms from $G$ to $S_{n}$. It follows that the set

$$
\left\{H_{G} \mid H<G,[G: H]=n\right\}
$$

is finite. Since $G / H_{G}$ is finite, $G / H_{G}$ has only finitely many subgroups of index $n$. Thus $G$ has only finitely many subgroups of index $n$.

1206

Let

$$
G=\left\{\left.\left(\begin{array}{cc}
a & b \\
0 & a^{-1}
\end{array}\right) \right\rvert\, a \in \mathbb{R}^{*}, b \in \mathbb{R}\right\} \subseteq G L(2, \mathbb{R})
$$

Show that $G$ is solvable but not nilpotent.
(Columbia)

## Solution.

Let $\theta$ be the map $G \rightarrow \mathbb{R}^{*} \times \mathbb{R}^{*}$ mapping $\left(\begin{array}{cc}a & b \\ 0 & a^{-1}\end{array}\right)$ to its diagonal ( $a, a^{-1}$ ). Matrix multiplication shows that $\theta$ is a homomorphism, and

$$
\operatorname{ker} \theta=\left\{\left.\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right) \right\rvert\, b \in R\right\} .
$$

Obviously, $N=\operatorname{ker} \theta(\simeq(\mathbb{R},+))$ is an abelian subgroup of $G$, and $G / N \simeq$ $\mathbb{R}^{*} \times \mathbb{R}^{*}$ is also abelian. Hence $G$ is a solvable group.

Suppose

$$
\left(\begin{array}{cc}
a & b \\
0 & a^{-\mathbf{1}}
\end{array}\right) \in C(G)
$$

the center of $G$. Then for any $\left(\begin{array}{cc}x & y \\ 0 & x^{-1}\end{array}\right) \in G$,

$$
\left(\begin{array}{cc}
a & b \\
0 & a^{-1}
\end{array}\right)\left(\begin{array}{cc}
x & y \\
0 & x^{-1}
\end{array}\right)=\left(\begin{array}{cc}
x & y \\
0 & x^{-1}
\end{array}\right)\left(\begin{array}{cc}
a & b \\
0 & a^{-1}
\end{array}\right)
$$

So $a y+b x^{-1}=x b+y a^{-1}$ for any $x \neq 0, y \in \mathbb{R}$. It follows that $b=0, a= \pm 1$. Thus

$$
C(G)=\left\{\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)\right\}
$$

A direct discussion as above shows that $C(G / C(G))=\{1\}$. Hence

$$
C_{1}(G)=C_{2}(G)=\cdots=C_{n}(G)=\cdots \notin G
$$

where $C_{i+1}(G) / C_{i}(G)=C\left(G / C_{i}(G)\right)\left(C_{0}(G)=1\right)$. So $G$ is not nilpotent.

## 1207

Let $p$ be a prime and let $V$ be an $n$-dimensional vector space over $F_{p}$. Let $G=G L_{F_{p}}(V)$. Recall that $|G|=\left(p^{n}-1\right)\left(p^{n}-p\right) \cdots\left(p^{n}-p^{n-1}\right)$.
(a) Recall that a linear transformation is called semisimple if its minimal polynomial is separable. Prove that a transformation $T \in G$ is semisimple if and only if $T^{p^{m}-1}=1$ for some positive integer $m$.
(b) Let $H$ be a subgroup of $G$ of order a power of $p$. Show that $H$ can be simultaneously upper triangularized, that is, there is a basis of $V$ with respect to which all of the elements of $H$ are upper triangular.

Hint. Find a Sylow $p$-subgroup of $G$.
(Indiana)

## Solution.

(a) Let $T \in G$ and $f(\lambda)$ be the minimal polynomial of $T$ over $F_{p}$. Then $\lambda$ $\ f(\lambda)$. If $T$ is semisimple, that is, $f(\lambda)$ is separable (remark: here separability means that $f(\lambda)$ has no multiple roots), then $f(\lambda)=f_{1}(\lambda) f_{2}(\lambda) \cdots f_{k}(\lambda)$ for some distinct irreducible polynomials $f_{i}(1 \leq i \leq k)$. Denote $n_{i}=\operatorname{deg} f_{i}(\lambda)$ and $m=n_{1} \cdot n_{2} \cdots n_{k}$. Let $E$ be a splitting subfield of $\lambda^{p^{m}}-\lambda$ over $F_{p}$ and $E_{i}=F_{p}[\lambda] /\left(f_{i}(\lambda)\right)(1 \leq i \leq k)$. Then $|E|=p^{m}$ and $E_{i}$ is a field of order $p^{n_{i}}$. Since $n_{i} \mid m, E_{i}$ is isomorphic to a subfield of $E$. So $E$ contains an element $r_{i}$ whose minimal polynomial over $F_{p}$ is $f_{i}(x)$. Since $r_{i} \neq 0$ and $r_{i}^{p^{m}-1}=1$, $f_{i}(\lambda) \mid\left(\lambda^{p^{m}-1}-1\right),(1 \leq i \leq k)$. Hence $f(\lambda)=f_{1}(\lambda) \cdot f_{2}(\lambda) \cdots f_{k}(\lambda) \mid\left(\lambda^{p^{m}-1}-1\right)$. Thus $T^{p^{m}-1}=1$.

Next suppose $T^{p^{m}-1}=1$ for some positive integer $m$. Then $f(\lambda) \mid\left(\lambda^{p^{m}-1}-\right.$ 1). Since $\left(\lambda^{p^{m}-1}-1\right)^{\prime}=-\lambda^{p^{m}-2} \neq 0, f(\lambda)$ has no multiple roots. Thus $T$ is semisimple.
(b) Let $U=U_{F_{p}}(V)$, the subgroup of upper triangular matrices with 1's on the diagonal. Then

$$
|U|=p^{n-1} \cdot p^{n-2} \cdots p=p^{\frac{n(n-1)}{2}}
$$

(when forming a matrix in $U$, we may choose the first row in $p^{n-1}$ ways, the second row in $p^{n-2}$ ways and so on). Since

$$
\begin{aligned}
|G| & =\left(p^{n}-1\right)\left(p^{n}-p\right) \cdots\left(p^{n}-p^{n-1}\right) \\
& =p^{\frac{n(n-1)}{2}} \cdot\left(p^{n}-1\right) \cdot\left(p^{n-1}-1\right) \cdots(p-1)
\end{aligned}
$$

$U$ is a Sylow $p$-subgroup of $G$.
Now let $H$ be a subgroup of $G$ of order a power of $p$. By Sylow's Theorem, $H$ is contained in some Sylow $p$-subgroup $K$ of $G$ and $K$ is conjugate to $U$. Hence there exists an element $g$ in $G$ such that $g H g^{-1} \subseteq g K g^{-1}=U$. Thus we have proved that $H$ can be simultaneously upper triangularized.

## 1208

Let $p$ and $q$ be distinct prime numbers. Let $G$ be a group of order $p^{3} \cdot q$ such that its commutator subgroup $K$ is of order $q$. Let $H$ be a $p$-Sylow subgroup of $G$.
(a) Show that $H$ is abelian and $G=H K$.
(b) Show that there are elements $h \in H$ and $k \in K$ such that $h k \neq k h$.
(c) From (b) show that $p$ divides $q-1$.
(Indiana)

## Solution.

(a) Since $K$ is the commutator subgroup of $G . K$ is normal in $G$ and $G / K$ is abelian. So $H \cdot K=K H$ is a subgroup of $G$. Since $|K|=q,|H|=p^{3}$, $H \cap K=\{e\}$ and $|H K|=p^{3} \cdot q=|G|$. Hence $G=H K$ and $H \simeq H /(e)=$ $H / H \cap K \simeq H K / K \simeq G / K$ is abelian.
(b) Suppose that for any elements $h \in H$ and $k \in K$ holds $h k=k h$. Since $K$ is abelian and $H$ is abelian, $G=H K$ is abelian. This contradicts the fact that the commutator subgroup $K$ of $G$ is of order $q$. This proves (b).
(c) First we claim that $H$ is not normal in $G$. Otherwise, for any $h \in H$ and $k \in K, h k h^{-1} k^{-1} \in H \cap K=\{e\}$ and so $h k=k h$. By Sylow Theorem,
the number of $p$-Sylow subgroups of $G$ is greater than 1 and divides $q$. So it is $q$. Again by Sylow Theorem, $p \mid q-1$.

1209
(a) Let $p, q$ be primes, $p>q>2$. Let $G$ be a group of order $p q^{2}$. Show $G$ has a subgroup of order $p q$.
(b) What can you say if $q=2$ (and $p>q)$ ?

## Solution.

(a) Let $r_{p}$ be the number of Sylow $p$-subgroups of $G$. Then, by Sylow's Theorem, $r_{p} \mid q^{2}$ and $p \mid r_{p}-1$. Since $p, q$ are primes and $p>q>2$, it is easy to see that $r_{p}=1$. So $G$ has only one Sylow $p$-subgroup $H$, which is normal in $G$ and of order $p$. By Cauchy's Theorem, $G$ also contains an element of order $q$. So $G$ has a subgroup $K$ of order $q$. Thus $H \cdot K$ is a subgroup of order $p \cdot q$ since $H$ is normal in $G$.
(b) If $q=2, G$ may not contain a subgroup of order $p \cdot q$. For example, $A_{4}$, the alternating group of degree 4 , is a group of order $3 \cdot 2^{2} . A_{4}$ does not have a subgroup of order 6 .

1210

Let $A$ be the abelian group on generators $e, f$, and $g$, subject to the relations

$$
\begin{array}{ll}
9 e+3 f+6 g & =0 \\
3 e+3 f & =0 \\
3 e-3 f+6 g & =0
\end{array}
$$

Give a decomposition of $A$ as a direct sum of cyclic groups of prime order or infinite order.
(Stanford)

## Solution.

Let $F$ be the free abelian group $\boldsymbol{Z} e_{1} \oplus \boldsymbol{Z} e_{2} \oplus \boldsymbol{X} e_{3}, K$ be the subgroup of $F$ generated by $f_{1}=9 e_{1}+3 e_{2}+6 e_{3}, f_{2}=3 e_{1}+3 e_{2}$ and $f_{3}=3 e_{1}-3 e_{2}+6 e_{3}$. Obviously $A \simeq F / K$. Denote

$$
M=\left(\begin{array}{ccc}
9 & 3 & 6 \\
3 & 3 & 0 \\
3 & -3 & 6
\end{array}\right) \in M_{3}(\boldsymbol{X})
$$

It is easy to get the normal form $\operatorname{diag}\{3,6,0\}$ of $M$ in $M_{3}(\boldsymbol{X})$ and to find

$$
P=\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right)
$$

and

$$
Q=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & -1 & 1 \\
1 & -2 & -1
\end{array}\right)
$$

such that $Q M P=\operatorname{diag}\{3,6,0\}\left(P\right.$ and $Q$ are invertible matrices in $\left.M_{3}(\boldsymbol{X})\right)$. Let

$$
\left(e_{1}^{\prime}, e_{2}^{\prime}, e_{3}^{\prime}\right)^{\prime}=P^{-1}\left(e_{1}, e_{2}, e_{3}\right)^{\prime}
$$

and

$$
\left(f_{1}^{\prime}, f_{2}^{\prime}, f_{3}^{\prime}\right)^{\prime}=Q \cdot\left(f_{1}, f_{2}, f_{3}\right)^{\prime}
$$

Then

$$
F=\boldsymbol{Z} e_{1}^{\prime} \oplus \boldsymbol{Z} e_{2}^{\prime} \oplus \boldsymbol{Z} e_{3}^{\prime}
$$

and

$$
K=\mathbb{Z} f_{1}+\boldsymbol{Z} f_{2}+\boldsymbol{Z} f_{3}=3 \boldsymbol{Z} e_{1}^{\prime} \oplus 6 \boldsymbol{Z} e_{2}^{\prime}
$$

So

$$
\begin{aligned}
A & \cong F / K=\boldsymbol{Z} e_{1}^{\prime} \oplus \boldsymbol{Z} e_{2}^{\prime} \oplus \boldsymbol{Z} e_{3}^{\prime} / 3 \boldsymbol{Z} e_{1}^{\prime} \oplus 6 \boldsymbol{Z} e_{2}^{\prime} \\
& \simeq \boldsymbol{Z} /(3) \oplus \boldsymbol{Z} /(6) \oplus \boldsymbol{Z} \\
& \simeq \boldsymbol{Z}_{2} \oplus \boldsymbol{Z}_{3} \oplus \boldsymbol{Z}_{3} \oplus \boldsymbol{X}
\end{aligned}
$$

Let $M$ be an $n \times n$ matrix of integers. Suppose that $M$ is invertible when viewed as a matrix of rational numbers, i.e., that there exists an $n \times n$ matrix $N$ with rational entries so that $M N$ equals the $n \times n$ identity matrix. View $M$ as an endomorphism of $\boldsymbol{Z}^{n}$.
a) Show that $Z^{n} / M Z^{n}$ is finite.
b) Show that the order of $Z^{n} / M X^{n}$ is equal to the absolute value of the determinant of $M$.

## Solution.

a) It follows directly from b). It is also obvious from the facts that the map $g: \boldsymbol{Z}^{n} / \boldsymbol{M X}^{n} \rightarrow \boldsymbol{Z}^{n} /|M| \mathbb{Z}^{n}, \delta(\bar{X})=\overline{M^{*} X}$ is injective, where $|M|$ is the determinant of $M, M^{*}$ is the adjoint of $M$, and the fact $\left|Z^{n} /|M| Z^{n}\right|=$ $(|\operatorname{det} M|)^{n}$.
b) Let $D=\operatorname{diag}\left\{d_{1}, d_{2}, \cdots, d_{n}\right\}$ be the normal form of $M$ in $M_{n}(\boldsymbol{X})$, where the $d_{i} \neq 0$ and $d_{i} \mid d_{i+1}(i=1,2, \cdots, n-1)$, and $P, Q \in M_{n}(\mathbb{Z})$ be invertible matrices in $M_{n}(\boldsymbol{X})$ such that $D=Q M P$. Obviously

$$
\operatorname{det} D=d_{1} \cdot d_{2} \cdots d_{n}=\operatorname{det} Q \cdot \operatorname{det} M \cdot \operatorname{det} P=\operatorname{det} M \text { or }-\operatorname{det} M \text {. }
$$

Let $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ be a base for the free module $\boldsymbol{Z}^{n}$. Denote

$$
\left(e_{1}^{\prime}, e_{2}^{\prime}, \cdots, e_{n}^{\prime}\right)^{\prime}=P^{-1}\left(e_{1}, e_{2}, \cdots, e_{n}\right)^{\prime}
$$

Then $\left\{e_{1}^{\prime}, e_{2}^{\prime}, \cdots, e_{n}^{\prime}\right\}$ is another base of $\boldsymbol{Z}^{n}$. Let

$$
\left(f_{1}, f_{2}, \cdots, f_{n}\right)^{\prime}=M \cdot\left(e_{1}, e_{2}, \cdots, e_{n}\right)^{\prime}=M P \cdot\left(e_{1}^{\prime}, e_{2}^{\prime}, \cdots, e_{n}^{\prime}\right)^{\prime} .
$$

Then $M \boldsymbol{Z}^{n}$ is generated by $\left\{f_{1}, f_{2}, \cdots, f_{n}\right\}$. Since $Q$ is invertible in $M_{n}(\boldsymbol{X})$, $M \mathbb{Z}^{n}$ can be generated by $\left\{f_{1}^{\prime}, f_{2}^{\prime}, \cdots, f_{n}^{\prime}\right\}$ where

$$
\left(f_{1}^{\prime}, f_{2}^{\prime}, \cdots, f_{n}^{\prime}\right)^{\prime}=Q \cdot\left(f_{1}, f_{2}, \cdots, f_{n}\right)^{\prime}
$$

Obviously,

$$
\begin{aligned}
\left(f_{1}^{\prime}, f_{2}^{\prime}, \cdots, f_{n}^{\prime}\right)^{\prime} & =Q \cdot\left(f_{1}, f_{2}, \cdots, f_{n}\right)^{\prime} \\
& =Q M P \cdot\left(e_{1}^{\prime}, e_{2}^{\prime}, \cdots, e_{n}^{\prime}\right)^{\prime} \\
& =\operatorname{diag}\left\{d_{1}, d_{2}, \cdots, d_{n}\right\} \cdot\left(e_{1}^{\prime}, e_{2}^{\prime}, \cdots, e_{n}^{\prime}\right)^{\prime} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\boldsymbol{Z}^{n} / M \mathbb{Z}^{n} & =\boldsymbol{Z} e_{1}^{\prime} \oplus \boldsymbol{Z} e_{2}^{\prime} \oplus \cdots \oplus \boldsymbol{Z} e_{n}^{\prime} /\left(d_{1} e_{1}^{\prime}, d_{2} e_{2}^{\prime}, \cdots, d_{n} e_{n}^{\prime}\right) \\
& \simeq \boldsymbol{Z} /\left(d_{1}\right) \oplus \boldsymbol{Z} /\left(d_{2}\right) \oplus \cdots \oplus \boldsymbol{Z} /\left(d_{n}\right) .
\end{aligned}
$$

It follows that the order of $\boldsymbol{Z}^{n} / M \mathbb{Z}^{n}$ is $\left|d_{1}\right| \cdot\left|d_{2}\right| \cdots \cdots\left|d_{n}\right|=|\operatorname{det} M|$.

## 1212

Let $D=\mathscr{Z}[\xi]$ with $\xi=\frac{-1+\sqrt{-3}}{2}$. Calculate the order of the additive group $G=D^{2} / K$ where $K$ is the $D$-submodule of $D^{2}$ generated by $(2 \xi+1, \xi-1)$, $(\xi+2, \xi-4)$ and $(21,21)$. Then express $G$ as a product of cyclic groups.

## Solution.

Since $\xi$ is a root of the irreducible polynomial $x^{2}+x+1, D=\boldsymbol{X}[\xi]=\boldsymbol{Z} \oplus \boldsymbol{X} \xi$ (as additive group).

Let $\left\{e_{1}, e_{2}\right\}$ be a base of the free $D$-module $D^{2}$. Then

$$
D^{2}=D e_{1} \oplus D e_{2}=\boldsymbol{Z} e_{1} \oplus \boldsymbol{Z} \xi e_{1} \oplus \boldsymbol{Z} e_{2} \oplus \boldsymbol{Z} \xi e_{2}
$$

$\left\{e_{1}, \xi e_{1}, e_{2}, \xi e_{2}\right\}$ is a base of $D^{2}$ as $\boldsymbol{Z}$-module, and $\left\{(1+2 \xi) e_{1}+(-1+\xi) e_{2},(2+\right.$ $\left.\xi) e_{1}+(-4+\xi) \cdot e_{2}, 21 \cdot e_{1}+21 \cdot e_{2}\right\}$ is a generating subset of the $D$-submodule $K$ of $D^{2}$. For any $a+b \xi \in D$,

$$
\begin{aligned}
& (a+b \xi)\left[(1+2 \xi) e_{1}+(-1+\xi) e_{2}\right] \\
= & a\left(e_{1}+2 \xi e_{1}-e_{2}+\xi e_{2}\right)+b\left(-2 e_{1}-\xi e_{1}-e_{2}-2 \xi e_{2}\right) \\
& (a+b \xi)\left[(2+\xi) e_{1}+(-4+\xi) e_{2}\right] \\
= & a\left(2 e_{1}+\xi e_{1}-4 e_{2}+\xi e_{2}\right)+b\left(-e_{1}+\xi e_{1}-e_{2}-5 \xi e_{2}\right) \\
& (a+b \xi)\left(21 e_{1}+21 e_{2}\right) \\
= & a\left(21 \cdot e_{1}+0 \cdot \xi e_{1}+21 \cdot e_{2}+0 \cdot \xi e_{2}\right) \\
& +b\left(0 \cdot e_{1}+21 \cdot \xi e_{1}+0 \cdot e_{2}+21 \cdot \xi e_{2}\right)
\end{aligned}
$$

It is easy to see that $\left\{e_{1}+2 \xi e_{1}-e_{2}+\xi e_{2},-2 e_{1}-\xi e_{1}-e_{2}-2 \xi e_{2}, 2 e_{1}+\xi e_{1}-\right.$ $\left.4 e_{2}+\xi e_{2},-e_{1}+\xi e_{1}-e_{2}-5 \xi e_{2}, 21 e_{1}+21 e_{2}, 21 \xi e_{1}+21 \xi e_{2}\right\}$ is a generating subset of $K$ as $\boldsymbol{X}$-module (additive group).

Denote

$$
A=\left(\begin{array}{cccc}
1 & 2 & -1 & 1 \\
-2 & -1 & -1 & -2 \\
2 & 1 & -4 & 1 \\
-1 & 1 & -1 & -5 \\
21 & 0 & 21 & 0 \\
0 & 21 & 0 & 21
\end{array}\right)
$$

It is routine to get the normal form

$$
N=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 21 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

for $A$ in $M_{6 \times 4}(\boldsymbol{X})$ and to find invertible matrices $P \in M_{6}(\boldsymbol{X})$ and $Q \in M_{4}(\boldsymbol{X})$ such that $P A Q=N$. It follows that $D^{2} / K \simeq Z /(3) \oplus \boldsymbol{Z} /(21)$ and the order of $D^{2} / K$ is 63.

Prove that $S L(2, \boldsymbol{X})$ is generated by $\left(\begin{array}{cc}1 & \pm 1 \\ 0 & 1\end{array}\right)$ and $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ where $S L(2, Z)$ is the group of $2 \times 2$ matrices with integral coefficients and determinant $=1$.
(Stanford)

## Solution.

Suppose that $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \boldsymbol{X})$.
If $a=0$ or $b=0$, then $M$ has the form $\left(\begin{array}{cc}0 & 1 \\ -1 & d\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & d\end{array}\right),\left(\begin{array}{ll}1 & b \\ 0 & 1\end{array}\right)$ and $\left(\begin{array}{cc}-1 & b \\ 0 & -1\end{array}\right)$ where $b, d \in \boldsymbol{Z}$.

If both $a$ and $c$ are nonzero, we claim that $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is a prodct of the matrices in $S L(2, \mathcal{X})$ with the form

$$
\left(\begin{array}{cc}
1 & b^{\prime} \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{cc}
1 & 0 \\
c^{\prime} & 1
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & d^{\prime}
\end{array}\right)
$$

for some $b^{\prime}, c^{\prime}, d^{\prime} \in \mathbb{Z}$.
Since $\operatorname{det} M=a d-b c=1, a$ and $c$ are relatively prime. It is easy to know that if $a=1$,

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
c & 1
\end{array}\right)\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right)
$$

and if $c=1$,

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
1 & a \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & d
\end{array}\right)
$$

If $a>c>1$, there exist some $q, a_{1} \in \mathcal{X}$ such that $1 \leq a_{1}<c$ and $a=q c+a_{1}$. Hence

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
1 & q \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
a_{1} & b^{\prime} \\
c & d
\end{array}\right)
$$

for some $b^{\prime} \in \mathbb{Z}$.
Similarly, if $c>a>1$, let $c=h a+c_{1}, 1 \leq c_{1}<a$, then

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
h & 1
\end{array}\right)\left(\begin{array}{cc}
a & b \\
c_{1} & d^{\prime}
\end{array}\right)
$$

for some $d^{\prime} \in \boldsymbol{Z}$.

According to the above discussions, it can be derived that $M=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is a product of the matrices in $S L(2, \boldsymbol{Z})$ with the form

$$
\left(\begin{array}{cc}
1 & b^{\prime} \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{cc}
1 & 0 \\
c^{\prime} & 1
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & d^{\prime}
\end{array}\right)
$$

for some $b^{\prime}, c^{\prime}, d^{\prime} \in \boldsymbol{Z}$.
So to prove that $S L(2, \boldsymbol{Z})=\left(\left(\begin{array}{cc}1 & \pm 1 \\ 0 & 1\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right)$, the subgroup generated by $\left(\begin{array}{cc}1 & \pm 1 \\ 0 & 1\end{array}\right)$ and $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$, it suffices to prove that all

$$
\left(\begin{array}{ll}
1 & b^{\prime} \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{cc}
1 & 0 \\
c^{\prime} & 1
\end{array}\right), \quad\left(\begin{array}{cc}
0 & -1 \\
1 & d^{\prime}
\end{array}\right), \quad\left(\begin{array}{cc}
0 & 1 \\
-1 & d^{\prime}
\end{array}\right), \quad\left(\begin{array}{cc}
-1 & b^{\prime} \\
0 & -1
\end{array}\right)
$$

are in $\left(\left(\begin{array}{ccc}1 & \pm 1 & c c \\ 0 & 1 & c c\end{array}\right),\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)\right)$ where $b^{\prime}, c^{\prime}, d^{\prime} \in \boldsymbol{Z}$.
It is easy to check this by the property of the elementary matrices. This completes the proof.

## 1214

Let $G$ be a finite group, $K$ a normal subgroup of $G$ and $P$ a Sylow subgroup of $K$. If $N$ is the normalizer of $P$ in $G$ (i.e., $N=\left\{g \in G \mid g P g^{-1}=P\right\}$ then show that $G=K \cdot N$.
(Indiana)

## Solution.

For any $g \in G$, we have $g P^{-1} \subseteq g K g^{-1} \subseteq K$ since $K$ is normal in $G$. Hence $g P g^{-1}$ is also a Sylow subgroup of $K$. By Sylow Theorem, there exists $h \in K$ such that $g P g^{-1}=h P h^{-1}$. Hence $h^{-1} g P\left(h^{-1} g\right)^{-1}=P$ and $h^{-1} g \in N$. So we have $g=h \cdot h^{-1} g \in K \cdot N$. Thus we have $G=K \cdot N$.

## 1215

Let $P$ be a Sylow subgroup of a finite group $G$. Let $N=\left\{x \in G \mid x P x^{-1}=\right.$ $P\}$. Let $H$ be a subgroup of $G, H \supseteq N$. Prove: If $y \in G$ such that $y H y^{-1}=H$, then $y \in H$.

## Solution.

Obviously, $P$ is a Sylow subgroup of $H$. Since $y P y^{-1} \subseteq y H y^{-1} \subseteq H$, $y P y^{-1}$ is also a Sylow subgroup of $H$. So there exists an $h \in H$ such that $y P y^{-1}=h P h^{-1}$. Hence $h^{-1} y P \cdot\left(h^{-1} y\right)^{-1}=P$ and $h^{-1} y \subseteq N$. So

$$
y=h \cdot h^{-1} y \in H \cdot N \subseteq H
$$

## 1216

Let $G$ be a finite group. The probability of $G$ to be commutative is defined by

$$
P(G)=\frac{|\{(a, b) \in G \times G \mid a b=b a\}|}{|G \times G|}
$$

(a) If $G$ is not commutative, prove that $P(G) \leq 5 / 8$.
(b) Give an example such that $P(G)$ is exactly $5 / 8$.
(Stanford)

## Solution.

(a) Let $C(G)$ be the center of $G$ and $C_{G}(a)=\{b \in G \mid a b=b a\}$ be the centralizer of $a$ in $G$ for any $a \in G$. If $G$ is not commutative, then, obviously, $|G / C(G)| \geq 4$.

Since

$$
\begin{aligned}
|\{(a, b) \in G \times G \mid a b=b a\}| & =\sum_{a \in G}\left|C_{G}(a)\right| \\
& =|C(G)| \cdot|G|+\sum_{a \in G-C(G)}\left|C_{G}(a)\right| \\
P(G) & =\frac{|C(G)|}{|G|}+\sum_{a \in G-C(G)} \frac{\left|C_{G}(a)\right|}{|G|^{2}} \\
& =\frac{1}{|G|}\left(|C(G)|+\sum_{a \in G-C(G)} \frac{1}{\left[G: C_{G}(a)\right]}\right) \\
& \leq \frac{1}{|G|}\left[|C(G)|+\frac{1}{2} \cdot(|G|-|C(G)|]\right. \\
& =\frac{1}{2} \cdot\left(1+\frac{|C(G)|}{|G|}\right) \\
& \leq \frac{1}{2} \cdot\left(1+\frac{1}{4}\right)=\frac{5}{8}
\end{aligned}
$$

(b) Let $G$ be the dihedral group $D_{4}=\left\{x^{i} y^{j} \mid 0 \leq i \leq 1,0 \leq j \leq 3, x^{2}=\right.$ $\left.y^{4}=1, x y=y^{3} x\right\}$. Then $|G|=8$ and $C(G)=\{1, y\}$. For any $a \in G-C(G)$, obviously, $3 \leq\left|C_{G}(a)\right|<8$, and so $\left|C_{G}(a)\right|=4$. It is easy to see that $P(G)=$ $5 / 8$.

## SECTION 3 <br> RING THEORY

## 1301

a) Prove the ring $\boldsymbol{X}[\sqrt{-\overline{2}}]$ is Euclidean.
b) Using a), find all integer solutions to the equation $y^{2}+2=x^{3}$.
(Harvard)

## Solution.

a) It is readily known that $\mathbb{Z}[\sqrt{-2}]$ is a subring of $\mathcal{C}$, hence an integral domain. For any $a=m+n \sqrt{-2} \in Z[\sqrt{-2}]$, we define $\delta(a)=m^{2}+2 n^{2}$. So we have a map $\delta: \mathbb{Z}[\sqrt{-2}]^{*} \rightarrow \mathbb{N}, a \mapsto \delta(a)$.

Suppose that $a, b \neq 0 \in \mathbb{Z}[\sqrt{-2}]$. Then $a b^{-1}=\mu+\nu \sqrt{-2}$ where $\mu$ and $\nu$ are rational numbers. We can find integers $u$ and $v$ such that $|u-\mu| \leq 1 / 2$ and $|v-\nu| \leq 1 / 2$. Then

$$
\begin{aligned}
a & =b(\mu+\nu \sqrt{-2}) \\
& =b[(u+\mu-u)+(v+\nu-v) \sqrt{-2}] \\
& =b q+r
\end{aligned}
$$

where $q=u+v \sqrt{-2}$ is in $Z[\sqrt{-2}]$ and

$$
r=a-b q=b(\mu-u)+b(\nu-v) \sqrt{-2} .
$$

Obviously $r \in \mathbb{Z}[\sqrt{-2}]$ and

$$
\begin{aligned}
\delta(r) & =\delta(b) \cdot\left(|\mu-u|^{2}+2|\nu-v|^{2}\right) \\
& \leq \delta(b) \cdot\left(\frac{1}{4}+2 \cdot \frac{1}{4}\right)<\delta(b) .
\end{aligned}
$$

Hence $\boldsymbol{Z}(\sqrt{-2}]$ is Euclidean.
b) By a), $\boldsymbol{X}[\sqrt{-2}]$ is a unique factorization domain. $\{1,-1\}$ is the set of units of $\boldsymbol{Z}[\sqrt{-2}]$. Suppose $\left(x_{0}, y_{0}\right)$ be an integer solution to the equation $y^{2}+2=x^{3}$. In the ring $\boldsymbol{Z}[\sqrt{-2}]$, we have $\left(y_{0}+\sqrt{-2}\right)\left(y_{0}-\sqrt{-2}\right)=x_{0}^{3}$. Since the integral divisor of $y_{0}+\sqrt{-2}$ or $y_{0}-\sqrt{-2}$ can only be $\pm 1, x_{0}$ is not a prime element in $\boldsymbol{X}[\sqrt{-2}]$. If $a=m+n \sqrt{-2}$ is an irreducible divisor of $x_{0}$, $\bar{a}=m-n \sqrt{-2}$ is also an irreducible divisor of $x_{0}$, and if $a \mid y_{0}+\sqrt{-2}$, then
$\bar{a} \mid y_{0}-\sqrt{-2}$ from which it follows that $a^{3}\left|y_{0}+\sqrt{-2}, \bar{a}^{3}\right| y_{0}-\sqrt{-2}$. So without loss of generality, $y_{0}+\sqrt{-2}$ is of the form $(m+n \sqrt{-2})^{3}, m, n \in \boldsymbol{Z}$. Hence

$$
\left\{\begin{array}{l}
y_{0}=m^{3}-6 m n^{2} \\
1=3 m^{2} n-2 n^{3}=\left(3 m^{2}-2 n^{2}\right) \cdot n
\end{array}\right.
$$

Thus it is easy to conclude that the integer solution to the equation $y^{2}+2=x^{3}$ are

$$
\left\{\begin{array} { l } 
{ y = 5 } \\
{ x = 3 }
\end{array} \text { and } \quad \left\{\begin{array}{l}
y=-5 \\
x=3
\end{array}\right.\right.
$$

1302

Let $p$ be a prime. Show that for any element $a \in \boldsymbol{X} / p \boldsymbol{Z}$, there exist $b, c \in$ $Z / p Z$ such that $a=b^{2}+c^{2}$.
(Harvard)

## Solution.

When $p=2$, it is trivial.
Assume that $p \neq 2$. Let $S$ be the set $\left\{b^{2} \mid b \in \mathbb{Z} / p \mathbb{Z}\right\}$. Then $S=$ $\left\{\overline{0}, \overline{1}, \overline{2}^{2}, \cdots, \overline{\left(\frac{p-1}{2}\right)^{2}}\right\}$ has exactly $\frac{p+1}{2}$ elements. On one hand for any $i \neq j$, $0 \leq j \leq \frac{p-1}{2}, 0 \leq j \leq \frac{p-1}{2}, \bar{i}^{2}-\bar{j}^{2}=\overline{i+j} \cdot \overline{i-j} \neq \overline{0}(0<i+j \leq p-1$, $0<i-j \leq \frac{p-1}{2}$ if $\left.i>j\right),\left\{\overline{0}, \overline{1}, \overline{2}, \cdots, \overline{\left(\frac{p-1}{2}\right)^{2}}\right\}$ are $\frac{p+1}{2}$ elements in $S$. On the other hand, for any $\bar{n}^{2} \in S$ where $\frac{p-1}{2}<n<p, 0<p-n \leq \frac{p-1}{2}$ and $\bar{n}^{2}=$ $\overline{n^{2}}=\overline{(n-p)}^{2}=\overline{n-p}^{2}$. Thus $S^{\prime}=\left\{b^{2} \mid b \in Z / p Z\right\}=\left\{\overline{0}, \overline{1}, \overline{2}^{2}, \cdots, \overline{\left(\frac{p-1}{2}\right)}^{2}\right\}$ has exactly $\frac{p+1}{2}$ elements.

Now for any element $a \in \boldsymbol{X} / p \boldsymbol{X}$, the set $a-S:=\left\{a-b^{2} \mid b \in \boldsymbol{X} / p \boldsymbol{X}\right\}$ has exactly $\frac{p+1}{2}$ elements. Since $a-S \subseteq \mathbb{Z} / p \boldsymbol{Z}$ and $\mathbb{Z} / p \boldsymbol{Z}$ has only $p$ elements, $(a-S) \cap S \neq \emptyset$. Hence there exist $b, c \in \mathbb{Z} / p \boldsymbol{Z}$ such that $a-b^{2}=c^{2}$, that is $a=b^{2}+c^{2}$.

For a ring $R, R^{*}$ denotes its multiplicative group of units, $M_{n}(R)$ the ring of $n \times n$ matrices over $R$, and $G L_{n}(R)=M_{n}(R)^{*}$.
(a) If $a \in R$ is nilpotent ( $a^{m}=0$ for some $m$ ) then $1-a \in R^{*}$.
(b) Let $J$ be a nilpotent ideal of $R\left(J^{m}=0\right.$ for some $m$ ).

Show that $G L_{n}(R) \rightarrow G L_{n}(R / J)$ is surjective, with kernel

$$
I+M_{n}(J)=\left\{A \in M_{n}(R) \mid A \equiv I \bmod M_{n}(J)\right\} .
$$

(c) Let $\mathcal{F}_{q}$ denote the finite field with $q=p^{r}$ elements ( $p$ prime). What is the order of $G L_{3}\left(\mathcal{F}_{q}\right)$ ?
(d) Show that $U=\left\{\left.\left(\begin{array}{ccc}1 & a & b \\ 0 & 1 & c \\ 0 & 0 & 1\end{array}\right) \right\rvert\, a, b, c \in \mathcal{F}_{q}\right\}$ is a $p$-Sylow subgroup of $G L_{3}\left(\mathcal{F}_{q}\right)$.
(e) Show that $G L_{3}\left(\mathcal{F}_{q}\right)$ contains an element of order $q^{3}-1$.
(f) Find the order of $G L_{3}(\boldsymbol{Z} / 25 \boldsymbol{X})$, and describe a 5-Sylow subgroup.
(Columbia)

## Solution.

(a) Since $(1-a)\left(1+a+\cdots+a^{m-1}\right)=\left(1+a+\cdots+a^{m-1}\right)(1-a)=1-a^{m}=1$, $1-a \in R^{*}$.
(b) Let $\bar{A}=\left(\bar{a}_{i j}\right)_{n \times n} \in G L_{n}(R / J)$ and $\bar{B}=\left(\bar{b}_{i j}\right)_{n \times n}=\bar{A}^{-1}$, where $A=\left(a_{i j}\right)_{m}$ and $B=\left(b_{i j}\right)_{n \times n} \in M_{n}(R) . \overline{A B}=\overline{B A}=I=\operatorname{diag}(\overline{1}, \overline{1}, \cdots, \overline{1})$ implies that $I-A B \in M_{n}(J)$ and $I-B A \in M_{n}(J)$. So there exist integers $m_{1}$ and $m_{2}$ such that $(I-A B)^{m_{1}}=(I-B A)^{m_{2}}=0$. Then it is easy to find some $X$ and $Y \in M_{n}(R)$ such that $A X=I$ and $Y A=I$. Thus $A \in G L_{n}(R)$ and $G L_{n}(R) \rightarrow G L_{n}(R / J)$ is surjective.

Obviously, the kernel of this map is

$$
\begin{aligned}
& \left\{A=\left(a_{i j}\right) \mid \bar{A}=\operatorname{diag}\{\overline{1}, \overline{1}, \cdots, \overline{1}\}\right\} \\
= & \left\{A \in M_{n}(R) \mid A=I \bmod M_{n}(J)\right\} \\
= & I+M_{n}(J) .
\end{aligned}
$$

(c) By calculating the possibility of the row vectors of $A$ in $G L_{3}\left(\mathcal{F}_{q}\right)$, it is easy to see that

$$
\left|G L_{3}\left(\mathcal{F}_{q}\right)\right|=\left(q^{3}-1\right)\left(q^{3}-q\right)\left(q^{3}-q^{2}\right)=q^{3}\left(q^{3}-1\right)\left(q^{2}-1\right)(q-1) .
$$

(d) $|U|=q^{3}$. Since $U$ is a subgroup of $G L_{3}\left(\mathcal{F}_{q}\right)$ with order $p^{3 r}$ and

$$
\left|G L_{3}\left(\mathcal{F}_{q}\right)\right|=p^{3 r}\left(p^{3 r}-1\right)\left(p^{2 r}-1\right)\left(p^{r}-1\right),
$$

$U$ is a $p$-Sylow subgroup of $G L_{3}\left(\mathcal{F}_{q}\right)$.
(e) We consider the field extension $\mathcal{F}_{q} \subseteq \mathcal{F}_{q^{3}}$. There exsits $a \in \mathcal{F}_{q^{3}}$. Such that $\mathcal{F}_{q^{s}}^{*}=(a)$. Obviously, $T_{a}: \mathcal{F}_{q^{s}} \rightarrow \mathcal{F}_{q^{3}}, x \mapsto a x$ is an invertible linear
transformation over $\mathcal{F}_{q}$. Let $A \in G L_{3}\left(\mathcal{F}_{q}\right)$ be the matrix of $T_{a}$ relative to some base for $\mathcal{F}_{q^{3}} / \mathcal{F}_{q}$. Since $o(a)=q^{3}-1$, the order of $A$ in $G L_{3}\left(\mathcal{F}_{q}\right)$ is $q^{3}-1$.
(f) Let $R=\boldsymbol{Z} / 25 \boldsymbol{Z}$ and $J=5 \boldsymbol{Z} / 25 \boldsymbol{Z}<R$. Then $J^{2}=0$ and $\bar{R}=R / J \simeq$ $\boldsymbol{Z} / 5 \boldsymbol{Z}$. By (b), the kernel of the surjective homomorphism

$$
G L_{3}(X / 25 X) \rightarrow G L_{3}(X / 5 X)
$$

is $I+M_{\mathbf{3}}(J)$. Obviously

$$
\left|I+M_{3}(J)\right|=5^{9}
$$

and

$$
\left|G L_{3}(\mathbb{Z} / 5 \boldsymbol{X})\right|=5^{3}\left(5^{3}-1\right)\left(5^{2}-1\right)(5-1)=2^{7} \cdot 3 \cdot 5^{3} \cdot 31
$$

So

$$
\left|G L_{3}(Z / 25 Z)\right|=2^{7} \cdot 3 \cdot 5^{12} \cdot 31
$$

Let

$$
P=\left\{A=\left(a_{i j}\right)_{3 \times 3} \in G L_{3}(\boldsymbol{Z} / 25 \pi) \mid \sigma(A) \in U \subseteq G L_{3}(\boldsymbol{Z} / 5 Z)\right\}
$$

where $\sigma$ is the homomorphism $G L_{3}(\boldsymbol{X} / 25 \pi) \rightarrow G L_{3}(X / 5 X)$. Then $P / \operatorname{ker} \sigma \simeq U$ and $|P|=|\operatorname{ker} \sigma| \cdot|U|=5^{12}$. Thus $P$ is a 5-Sylow subgroup of $G L_{3}(\boldsymbol{Z} / 25 \boldsymbol{Z})$.

1304

Describe an infinite set of integral solutions $(a, b)$ of the Pell's equation $x^{2}-2 y^{2}=1$ (i.e., $a, b \in \mathbb{Z}$ such that $a^{2}-2 b^{2}=1$ ).
(Indiana)

## Solution.

Suppose that $(a, b)$ is an integral solution of $x^{2}-2 y^{2}=1$. Then $a$ must be odd and $b$ even. Let $a=2 a^{\prime}+1$ and $b=2 b^{\prime}$. Then we have $b^{2}=\frac{a^{\prime}\left(a^{\prime}+1\right)}{2}$. So $\frac{a^{\prime}\left(a^{\prime}+1\right)}{2}$ must be a square number. Hence either both $\frac{a^{\prime}}{2}$ and $a^{\prime}+1$ are square numbers or $a^{\prime}$ and $\frac{a^{\prime}+1}{2}$ are square numbers.

If $\frac{a^{\prime}}{2}$ and $a^{\prime}+1$ are square numbers, say $a^{\prime}=2 b_{0}^{2}, a^{\prime}+1=a_{0}^{2}$ for some integers $a_{0}, b_{0}$, then $b^{\prime 2}=b_{0}^{2} \cdot a_{0}^{2},\left(a_{0}, b_{0}\right)$ is a solution of $x^{2}-2 y^{2}=1$, and $a=2 a_{0}^{2}-1, b= \pm 2 a_{0} b_{0}$.

From the above consideration, it is easy to see that if $\left(a_{0}, b_{0}\right)$ is a solution of $x^{2}-2 y^{2}=1$, then $\left(a_{1}=2 a_{0}^{2}-1, b=2 a_{0} b_{0}\right)$ is another solution of $x^{2}-2 y^{2}=1$.

Obviously, $(3,2)$ is an integral solution of $x^{2}-2 y^{2}=1$. So if we take $a_{0}=3, b_{0}=2$ and $a_{i}=2 a_{i-1}^{2}-1, b_{i}=2 a_{i-1} b_{i-1}(i \geq 1)$, we get an infinite set of integral solutions $\left\{\left(a_{i}, b_{i}\right) \mid i \geq 0\right\}$ of the pell's equation $x^{2}-2 y^{2}=1$.

Remark. If $a^{\prime}$ and $\frac{a^{\prime}+1}{2}$ are square numbers, say $a^{\prime}=a_{0}^{2}, a^{\prime}+1=2 b_{0}^{2}$, then $\left(a_{0}, b_{0}\right)$ is an integer solution of $x^{2}-2 y^{2}=-1$ and $a=2 a_{0}^{2}+1, b= \pm 2 a_{0} b_{0}$. Conversely, if $\left(a_{0}, b_{0}\right)$ is an solution of $x^{2}-2 y^{2}=-1$, then $\left(a=2 a_{0}^{2}+1, b=\right.$ $\pm 2 a_{0} b_{0}$ ) is an solution $x^{2}-2 y^{2}=1$. For example, from the solution $(7,5)$ of $x^{2}-2 y^{2}=-1$, we get a solution $(99,70)$ of $x^{2}-2 y^{2}=1$.

## 1305

Let $p$ be a prime. Let $R$ be a commutative ring in which $a^{p}=a$ for all $a \in R$.
(a) If $R$ is an integral domain, prove that $R$ is isomorphic (as a ring) to $Z / p \boldsymbol{Z}$.
(b) In the general case (i.e., $R$ not necessarily an integral domain), prove that $R$ is isomorphic (as a ring) to a subring of a direct product (not necessarily finite) of rings each of which is isomorphic to $\boldsymbol{X} / \overline{\mathbb{Z}}$.
(Indiana)

## Solution.

(a) Suppose that $R$ is an integral domain. For any $a(\neq 0) \in R$, since $a^{p}-a=a\left(a^{p-1}-1\right)=0, a^{p-1}=1$. Hence $R$ is a field, and for any $a \in R, a$ is a root of the polynomial $x^{p}-x=0$. It follows that $R$ has at most $p$ elements. Since $p$ is a prime, $\operatorname{Char}(R)=p$ and $R \simeq \mathbb{Z} / p \boldsymbol{Z}$.
(b) Since for any $a \in R, a^{p}=a$, the nil radical of $R$ is 0 , that is, the intersection of all prime ideals of $R$ is 0 . Hence

$$
R \hookrightarrow \prod_{\text {all prime } P} R / P
$$

For any prime ideal $P$ of $R, R / P$ is an integral domain and for any $\bar{a} \in R / P$, $\bar{a}^{p}=\overline{a^{p}}=\bar{a}$. By (a), $R / P \simeq \mathbb{Z} / p \boldsymbol{Z}$. Thus we have proved that $R$ is isomorphic to a subring of a direct product of rings, each of which is isomorphic to $\boldsymbol{Z} / \boldsymbol{\mathcal { Z }}$.

## 1306

Let $R$ be a commutative ring with 1 . If $R$ satisfies the a.c.c. (ascending chain condition) for finitely generated ideals then show that $R$ satisfies the a.c.c. for all ideals. Give example (without proof) of such a ring which is an integral domain but not a p.i.d.

## Solution.

If $R$ satisfies the a.c.c. for finitely generated ideals, then for any ideal $I$ of $R, I$ is finitely generated. For otherwise, we can construct a strictly ascending chain of finitely generated subideals of $I$. Hence $R$ is a Noetherian ring, i.e., $R$ satisfies the a.c.c. for all ideals.
$\mathcal{Z}[x]$, the polynomial ring over $\mathcal{Z}$, satisfies the a.c.c. for all ideals, but not a p.i.d.

1307
Let $R$ be a commutative ring. Let $A$ be an ideal of $R$.
(a) Show that $S=\{1+a \mid a \in A\}$ is a multiplicatively closed subset of $R$.
(b) Show there is a one-to-one correspondence between the prime ideals of $S^{-1} R$ and those prime ideals $P$ of $R$ such that $P+A \neq R$.
(c) If $A$ is contained in every maximal ideal of $R$, what is $S^{-1} R$ ?
(d) If $A$ is a maximal ideal of $R$, what can you say about the structure of $S^{-1} R$ ?
(Indiana)

## Solution.

(a) Obviously, $1=1+0 \in S$. For any $1+a$ and $1+b, a, b \in A$,

$$
(1+a)(1+b)=1+(a+b+a b) \in S
$$

It follows that $S$ is a multiplicatively closed subset of $R$.
(b) It is well known that there is an one-to-one correspondence between the prime ideas of $S^{-1} R$ and those prime ideals $P$ of $R$ such that $P \cap S=\emptyset$. Obviously, $P \cap S \neq \emptyset$ if and only if $P+A \neq R$ here. This is what we need to prove (b).
(c) If $A$ is contained in every maximal ideal of $R$, then $A \subseteq J(R)$, the Jacobson radical of $R$. So every elements in $S$ is invertible in $R$. Hence $S^{-1} R=R$.
(d) If $A$ is a maximal ideal of $R$, then $S^{-1} A$ is the unique maximal ideal of $S^{-1} R$ by (b). So $S^{-1} R$ is a local ring, and it is easy to see that $S^{-1} R$ is isomorphic to $R_{A}$, the localization of $R$ at the maximal ideal $A$.

Let $I$ be a nilpotent ideal in a ring $R$, let $M$ and $N$ be $R$-modules, and let $f: M \rightarrow N$ be an $R$-homomorphism. Show that if the induced map

$$
\bar{f}: M / I M \rightarrow N / I N
$$

is surjective, then $f$ is surjective.
(Harvard)

## Solution.

Since

$$
\bar{f}: M / I M \rightarrow N / I N
$$

is surjective, $f(M)+I N=N$. It follows that

$$
I \cdot N / f(M)=I N+f(M) / f(M)=N / f(M)
$$

Hence

$$
N / f(M)=I \cdot N / f(M)=I^{2} \cdot N / f(M)=\cdots=I^{n} \cdot N / f(M)=\cdots=0
$$

because $I$ is nilpotent. So $N=f(M)$ and $f$ is surjective.

## 1309

Let $F$ be a finite field containing 5 elements. Let $t$ be transcendental over $F$. Explicitly construct one non-archimedean absolute value \| on $F(t)$. If $\overline{f(t)}$ is the completion of $F(t)$ with respect to $\|$, show that the set of $\alpha(t) \in \overline{F(t)}$ satisfying $|\alpha(t)| \leq 1$ is a local ring.
(Columbia)

## Solution.

Let $p=p(t)=t-1 \in F[t]$. We define $V_{p}: F(t) \rightarrow \mathbb{R}$ by $V_{p}(0)=\infty$ and $V_{p}(f(t))=k$ if $0 \neq f(t)=p(t)^{k} \cdot b(t) / c(t)$, where $b(t), c(t) \in F[t]$ and

$$
(b(t), p(t))=1=(c(t), p(t))
$$

Obviously, we have
i) $V_{p}(f(t))=\infty$ if and only if $f(t)=0$,
ii) $V_{p}(f(t) \cdot g(t))=V_{p}(f(t))+V_{p}(g(t))$ and
iii) $V_{p}(f(t)+g(t)) \geq \min \left(V_{p}(f(t)), V_{p}(g(t))\right)$.

Then, by defining $|f(t)|_{p}=2^{-V_{p}(f(t))}$, we get an absolute value $\left|\left.\right|_{p}\right.$ (called $p$-adic absolute value) on $F(t)$. Obviously, $\left|\left.\right|_{p}\right.$ is non-archimedean $(\mid f(t)+$ $\left.\left.g(t)\right|_{p} \leq \max \left\{|f(t)|_{p},|g(t)|_{p}\right\}\right)$.

Suppose $\overline{F(t)}$ is the completion with respect to $\left|\left.\right|_{p}\right.$. Let $R=\{\alpha(t) \mid \alpha(t) \in$ $\left.\overline{F(t)},|\alpha(t)|_{p} \leq 1\right\}$ and $\mathcal{M}=\{\alpha(t) \in R| | \alpha(t) \mid<1\}$. Since

$$
|\alpha(t)+\beta(t)|_{p} \leq \max \left\{|\alpha(t)|_{p},|\beta(t)|_{p}\right\}
$$

and

$$
|\alpha(t) \beta(t)|_{p}=|\alpha(t)|_{p}|\beta(t)|_{p}
$$

$R$ is a subring of the field $\overline{F(t)}$ and $\mathcal{M}$ is an ideal of $R$.
For any $\alpha(t) \in R \backslash \mathcal{M}$, we have $|\alpha(t)|_{p}=1$ and $\left|\alpha(t)^{-1}\right|_{p}=1$ where $\alpha(t)^{-1} \in$ $\overline{F(t)}$ is the inverse of $\alpha(t)$. So, $\alpha(t)^{-1} \in R$ and $\alpha(t)$ is invertible in $R$. Thus $R$ is a local ring with maximal ideal $\mathcal{M}$.

## 1310

Prove that the ideal generated by $X_{1}, \cdots, X_{n}$ in the polynomial ring $\mathbb{C}\left[X_{1}\right.$, $\cdots, X_{n}$ ] cannot be generated by fewer than $n$ elements.
(Stanford)

## Solution.

Suppose that $\left\{Y_{1}, Y_{2}, \cdots, Y_{m}\right\}$ is another generating subset of the ideal $\left\langle X_{1}, X_{2}, \cdots, X_{n}\right\rangle$ of the ring $\mathbb{C}\left[X_{1}, X_{2}, \cdots, X_{n}\right]$. We have to show that $m \geq n$.

We can write

$$
X_{i}=a_{i 1} Y_{1}+\cdots+a_{i m} Y_{m}+f_{i}
$$

for any $X_{i}$ where $a_{i 1}, a_{i 2}, \cdots, a_{i m} \in \mathbb{C}$, and $f_{i}$ is a sum of monomials in $Y_{1}, \cdots, Y_{m}$ of degree two or greater. In the same way, we also have

$$
Y_{j}=b_{j 1} X_{1}+b_{j 2} X_{2}+\cdots+b_{j n} X_{n}+g_{j}
$$

for $j=1,2, \cdots, m$, where $b_{j 1}, \cdots, b_{j n} \in \mathbb{C}$, and $g_{j}$ is a sum of monomials in $X_{1}, X_{2}, \cdots, X_{n}$ of degree two or greater.

So

$$
\begin{aligned}
X_{i} & =\left(\sum_{j=1}^{m} a_{i j} Y_{j}\right)+f_{i} \\
& =\sum_{j=1}^{m} a_{i j}\left(\sum_{k=1}^{n} b_{j k} X_{k}+g_{k}\right)+f_{i} \\
& =\sum_{k=1}^{n}\left(\sum_{j=1}^{m} a_{i j} b_{j k}\right) X_{k}+\left(\text { terms in } X_{1}, \cdots X_{n} \text { of degree } \geq 2\right)
\end{aligned}
$$

$$
(i=1,2, \cdots, n)
$$

Since $X_{1}, X_{2}, \cdots, X_{n}$ are algebraically independent over $\mathbb{C}$,

$$
\sum_{j=1}^{m} a_{i j} b_{j k}=\delta_{i k} \quad(i, k=1,2, \cdots, n)
$$

It follows that

$$
\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 m} \\
a_{21} & a_{22} & \cdots & a_{2 m} \\
\cdots & \cdots & \cdots & \cdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n m}
\end{array}\right)\left(\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 n} \\
b_{21} & b_{22} & \cdots & b_{2 n} \\
\cdots & \cdots & \cdots & \cdots \\
b_{m 1} & b_{m 2} & \cdots & b_{m n}
\end{array}\right)=I_{n \times n}
$$

Hence $m \geq n$.

Let $A$ be a commutative ring, and let $I$ and $J$ be two (proper) ideals such that every prime ideal of $A$ contains either $I$ or $J$ but no prime ideal contains both $I$ and $J$. Prove that

$$
A \simeq A_{1} \times A_{2}
$$

for some (nontrivial) rings $A_{1}$ and $A_{2}$.
(Stanford)

## Solution.

Since every prime ideal of $A$ contains either $I$ or $J$ but no prime ideal contains both $I$ and $J$, we have $I J \subseteq N(A)$ (the nil radical of $A$ ) and $I+J=A$. There exist $a \in I, b \in J$ such that $a+b=1$, and since $a b \in I J \subseteq N(A)$, there exists an integer $n$ such that $(a b)^{n}=a^{n} \cdot b^{n}=0$. Let $I_{1}=\left\langle a^{n}\right\rangle$ and $I_{2}=\left\langle b^{n}\right\rangle$. Then $I_{1}$ and $I_{2}$ are proper and $I_{1}+I_{2}=A$, since

$$
1=(a+b)^{2 n} \in\left\langle a^{n}\right\rangle+\left\langle b^{n}\right\rangle=I_{1}+I_{2}
$$

By Chinese Remainder Theorem, we have

$$
I_{1} \cap I_{2}=I_{1} \cdot I_{2}=\left\langle a^{n}\right\rangle \cdot\left\langle b^{n}\right\rangle=\left\langle a^{n} b^{n}\right\rangle=0
$$

and thus $A \simeq A / I_{1} \times A / I_{2}$ where $A / I_{1}$ and $A / I_{2}$ nontrivial.

1312

Define $f:[0,1) \rightarrow[0,1)$ by

$$
f(x)= \begin{cases}2 x, & \text { if } 0 \leq 2 x<1 \\ 2 x-1, & \text { if } 1 \leq 2 x<2\end{cases}
$$

Find all $x$ such that

$$
f(f(f(f(f(f(x))))))=x
$$

## Solution.

For any real number $a,[a]$ denotes the largest integer $\leq a$ (Gauss function). We denote $\{a\}=a-[a]$ here. Then it is clear that

$$
f(x)=2 x-[2 x]=\{2 x\}
$$

for any $x \in[0,1)$. Hence

$$
f(f(f(f(f(f(x) \cdots)=\{2 \cdot\{2 \cdot\{2 \cdot\{2 \cdot\{2 \cdot\{2 x\} \cdots\} .
$$

Since for any real number $a$ and positive integer $n$, we have

$$
\begin{aligned}
\{n \cdot\{a\}\}= & n\{a\}-[n \cdot\{a\}]=n(a-[a])-[n(a-[a])] \\
= & n a-n \cdot[a]-[n a-n[a]]=n a-n[a]-([n a]-n[a]) \\
= & n a-[n a]=\{n a\}, \\
& f(f(f(f(f(f(x))))))=\left\{2^{6} x\right\}=\{64 x\} .
\end{aligned}
$$

Notice that $x=\{64 x\}=64 x-[64 \cdot x]$ if and only if $63 x=[64 x]$. Since $x \in[0,1), 63 x=[64 x]=[63 x+x]$ (to be an integer) if and only if

$$
x \in\left\{0, \frac{1}{63}, \frac{2}{63}, \cdots, \frac{62}{63}\right\} .
$$

Thus $f\left(f\left(f\left(f(f(f(x)) \cdots)=x\right.\right.\right.$ if and only if $x=\frac{k}{63}, 0 \leq k \leq 62$.

$$
1313
$$

Let $T$ be the ring of all real trigonometric polynomials

$$
f(x)=a_{0}+\sum_{n=1}^{N} a_{n} \cos n x+b_{n} \sin n x
$$

Define $\operatorname{deg} f(x)=N$ where $a_{N}$ or $b_{N} \neq 0$. Show that $\operatorname{deg} f \cdot g=\operatorname{deg} f+\operatorname{deg} g$. Use this result to prove that $T$ is an integral domain which is not a unique factorization domain.
(Columbia)

## Solution.

By using the orthogonality of the set $\{1, \cos n x, \sin n x \mid n \in I N\}$, it is easy to see that

$$
f(x)=a_{0}+\sum_{n=1}^{N} a_{n} \cos n x+b_{n} \sin n x \equiv 0
$$

if and only if all the coefficients of $f(x)$, i.e., $a_{0}, a_{1}, \cdots, a_{N}$ and $b_{0}, b_{1}, \cdots, b_{N}$ are zero.

Let

$$
f(x)=a_{0}+\sum_{n=1}^{N} a_{n} \cos n x+b_{n} \sin n x
$$

and

$$
g(x)=c_{0}+\sum_{m=1}^{M} c_{m} \cos m x+d_{m} \sin m x
$$

Suppose that $\operatorname{deg} f(x)=N$ and $\operatorname{deg} g(x)=M$. Since

$$
\begin{aligned}
& \left(a_{n} \cos n x+b_{n} \sin n x\right) \cdot\left(c_{m} \cos m x+d_{m} \sin m x\right) \\
= & \frac{a_{n} c_{m}-b_{n} d_{m}}{2} \cos (n+m) x+\frac{a_{n} d_{m}+b_{n} c_{m}}{2} \sin (n+m) x \\
& +\frac{a_{n} c_{m}+b_{n} d_{m}}{2} \cos (n-m) x+\frac{-a_{n} d_{m}+b_{n} c_{m}}{2} \sin (n-m) x, \\
& f(x) \cdot g(x) \\
= & \sum_{k=0}^{N+M}\left[\left(\sum_{n+m=k} \frac{a_{n} c_{m}-b_{n} d_{m}}{2}+\sum_{|n-m|=k} \frac{a_{n} c_{m}+b_{n} d_{m}}{2}\right) \cos k x\right. \\
& +\left(\sum_{n+m=k} \frac{a_{n} d_{m}+b_{n} c_{m}}{2}+\sum_{n-m=k} \frac{-a_{n} d_{m}+b_{n} c_{m}}{2}\right. \\
& \left.\left.+\sum_{m-n=k} \frac{a_{n} d_{m}-b_{n} c_{m}}{2}\right) \sin k x\right] .
\end{aligned}
$$

The coefficients of $\cos (N+M) x$ and $\sin (N+M) x$ in $f(x) \cdot g(x)$ are $\frac{a_{N} c_{M}-b_{N} d_{M}}{2}$ and $\frac{a_{N} d_{M}+b_{N} c_{M}}{2}$ respectively. If both of them are zero, then

$$
a_{N} \cdot c_{M} \cdot d_{M}=b_{N} \cdot d_{M}^{2}=-b_{N} c_{M}^{2}
$$

and so $b_{N}\left(c_{M}^{2}+d_{M}^{2}\right)=0$. Since $c_{M}^{2}+d_{M}^{2} \neq 0, b_{N}=0$. Then we have $a_{N} c_{M}=a_{N} d_{M}=0$. Hence $a_{N}=0$, which is contrary to $a_{N}$ or $b_{N} \neq 0$.

Thus we have proved that

$$
\operatorname{deg}(f(x) \cdot g(x))=N+M=\operatorname{deg} f(x)+\operatorname{deg} g(x)
$$

Now $f(x) \cdot g(x)=0$ can happen only if either $f(x)=0$ or $g(x)=0$ by the above degree relation. So $T$ is an integral domain.

If $f(x) \cdot g(x)=1$, then the degree relation implies that $\operatorname{deg} f(x)=0=$ $\operatorname{deg} g(x)$. Hence the units of $T$ are $\{ \pm 1\}$.

Obviously, in $T$ we have

$$
\begin{aligned}
\cos 2 x & =(\cos x+\sin x)(\cos x-\sin x) \\
& =(1+\sqrt{2} \sin x)(1-\sqrt{2} \sin x)
\end{aligned}
$$

Again by the degree relation, all the factors $\cos x \pm \sin x, 1 \pm \sqrt{2} \sin x$ are irreducible, and $\cos x \pm \sin x$ and $1 \pm \sqrt{2} \sin x$ are not associates. Thus $\cos 2 x$ in $T$ does not have an essentially unique factorization into irreducible elements. Hence $T$ is not a unique factorization domain.

## 1314

Let $A$ be a Noetherian integral domain integrally closed in its field of fractions $K$. Let $L$ be a finite separable field extension of $K$. If $B$ is the integral closure of $A$ in $L$, outline a proof that $B$ is Noetherian.
(Stanford)

## Solution.

First, we claim that the trace function $\operatorname{Tr}_{L / K} \neq 0$. Let $p=\operatorname{Char}(K)$ and $n=[L: K]$. If $p=0$ or $(p, n)=1$, it is easy to see that $\operatorname{Tr}_{L / K} \neq 0$ ( $\operatorname{Tr}_{L_{/ K K}}(b)=n b$ for any $b \in K$ ). Now, suppose that $p \neq 0$ and $p \mid n$. Since $L \supseteq K$ is a finite separable extension, $L=K[\alpha]$ for some $\alpha \in L$. Denote $\alpha=\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ be the set of the conjugates of $\alpha$. For any $f(\alpha) \in L$, $\operatorname{Tr}_{L / K}(f(\alpha))=\sum_{i=1}^{n} f\left(\alpha_{i}\right)$. Let $x^{n}-c_{1} x^{n-1}+c_{2} x^{n-2}-\cdots+(-1)^{n} \cdot c_{n}$ be the minimal polynomial of $\alpha$ over $K$ and $j$ be the minimal positive integer such that $p \nmid j$ and $c_{j} \neq 0$. Then by using Newton's identities on the elementary symmetric polynomials, we get

$$
\operatorname{Tr}_{L / K}\left(\alpha^{j}\right)=(-1)^{n+j+1} \cdot j \cdot c_{j} \neq 0 .
$$

Thus $\operatorname{Tr}_{L / K} \neq 0$.
Let $u_{1}, u_{2}, \cdots, u_{n}$ be a basis of $L$ over $K$ contained in $B$. The bilinear function $(x, y) \rightarrow \operatorname{Tr}_{L / K}(x y)$ is non-degenerate since $\operatorname{Tr}_{L / K} \neq 0$. Let $v_{1}, v_{2}, \cdots, v_{n}$ be the dual basis of $u_{1}, u_{2}, \cdots, u_{n}$ (the elements in $L$ satisfying $\operatorname{Tr}_{L / K}\left(u_{i} v_{j}\right)=$ $\delta_{i j}$ for all $i, j$ ). Then, for any $x \in B, x$ has the form $k_{1} v_{1}+k_{2} v_{2}+\cdots+k_{n} v_{n}$ $\left(k_{i} \in B\right)$. Since $x u_{i} \in B, k_{i}=\operatorname{Tr}_{L / K}\left(x u_{i}\right) \in A$ for any $i$. Hence $B \subseteq$ $A v_{1}+A v_{2}+\cdots+A v_{n}$. Since $A$ is Noetherian, $B$ is Noetherian.

If $A$ is a commutative ring and $A[[x]]$ is the ring of formal power series over $A$, show that if $f=\sum_{n=0}^{\infty} a_{n} x^{n}$ is nilpotent, then all the elements $a_{i} \in A$ are nilpotent. If $A$ is Noetherian, prove the converse, i.e., that if all the elements $a_{i}$ are nilpotent, then $f$ is nilpotent.
(Stanford)

## Solution.

Suppose that $f=\sum_{n=0}^{\infty} a_{n} x^{n}$ is nilpotent. It is easy to see that $f^{m}=0$ implies that $a_{0}^{m}=0$. So, first we get that $a_{0}$ is nilpotent. Assume that $a_{0}, a_{1}, \cdots, a_{k}$ is nilpotent. Since $A$ is commutative, $a_{0}+a_{1} x+\cdots+a_{k} x^{k}$ is nilpotent and

$$
f-\left(a_{0}+a_{1} x+\cdots+a_{k} x^{k}\right)=\sum_{n=k+1}^{\infty} a_{n} x^{n}=x^{k+1}\left(\sum_{n=k+1}^{\infty} a_{n} x^{n-k-1}\right)
$$

is nilpotent. Hence $\sum_{n=k+1}^{\infty} a_{n} x^{n-k+1}$ is nilpotent and so $a_{k+1}$ is nilpotent. By induction, all the elements $a_{i}$ are nilpotent.

Conversely, suppose that $A$ is Noetherian and all the elements $a_{i}$ are nilpotent. Let $I$ be the ideal generated by $\left\{a_{i} \mid 0 \leq i<\infty\right\}$. Since $A$ is commutative Noetherian, $I$ is finitely generated and nilpotent. If $I^{m}=0$, that is, $b_{1} b_{2} \cdots b_{m}=0$ for any $b_{1}, b_{2}, \cdots, b_{m} \in I$, then it is easy to see that $f^{m}=0$. Hence $f$ is nilpotent.

## 1316

Let $F$ be a field, and for $n \geq 1$ let $R_{n}$ be the subring of the ring of polynomials $\mathrm{F}[\mathrm{x}]$ consisting of polynomials

$$
f_{0}+f_{1} x+f_{2} x^{2}+\cdots+f_{k} x^{k} \in F[x]
$$

such that $f_{1}=f_{2}=\cdots=f_{n}=0$.
(a) Show that $R_{n}$ is a Noetherian ring.
(b) Show that the field of fractions of $R_{n}$ is $F(x)$, and determine the integral closure of $R_{n}$ in its field of fractions.

## Solution.

(a) Since $F[x]$ is Noetherian and

$$
F[x]=R_{n}+R_{n} x+R_{n} x^{2}+\cdots+R_{n} x^{n}
$$

is finitely generated as $R_{n}$-module, $R_{n}$ is a Noetherian ring by Artin-Tate Lemma (or Eakin's Theorem).
(b) Observe that

$$
\frac{a(x)}{b(x)}=\frac{x^{n+1} a(x)}{x^{n+1} b(x)}
$$

for any $a(x) / b(x) \in F(x)$. It is clear that the field of fractions of $R_{n}$ is $F(x)$.
Obviously, $x$ is integral over $R_{n}$, since $x$ is a root of $X^{n+1}-x^{n+1} \in R_{n}[X]$. Hence $F[x]$ is integral over $R_{n}$. On the other hand, if $a(x) / b(x) \in F(x)$ is integral over $R_{n}, a(x) / b(x)$ is integral over $F[x]$. Since $F[x]$ is an integrally closed domian, $a(x) / b(x) \in F[x]$. Hence $F[x]$ is the integral closure of $R_{n}$ in its field of fractions.

## 1317

Describe all subrings of $\boldsymbol{Q}$. (A subring contains 1 by definition.)
(Stanford)

## Solution.

Let $R$ be a subrings of $\mathbb{Q}$. Then $R \supseteq \mathbb{Z}$ by definition. Let

$$
S=\left\{0 \neq p \in \boldsymbol{Z} \left\lvert\, \frac{1}{p} \in R\right.\right\}
$$

Obviously, $S$ is a multiplicatively closed subset of $\boldsymbol{Z}$ containing 1 . Let $\boldsymbol{Z}_{S}$ be the localization of $\boldsymbol{Z}$ at the multiplicatively closed subset $S$. For any $q / p \in \boldsymbol{Z}_{S}$ $(q \in \boldsymbol{Z}, p \in S), \frac{q}{p}=q \cdot \frac{1}{p} \in R$. Hence $\boldsymbol{Z}_{S} \subseteq R$.

On the other hand, for any $q / p \in R$, we may assume that $(p, q)=1$ and $p l+q k=1$ for some $l, k \in \boldsymbol{Z}$. Then

$$
\frac{1}{p}=\frac{p l+q k}{p}=l+k \cdot \frac{q}{p} \in R
$$

So $p \in S$ and $q / p \in \boldsymbol{X}_{S}$. Hence $R \subseteq \boldsymbol{X}_{S}$. It follows that $R=\boldsymbol{X}_{S}$ where

$$
S=\left\{0 \neq p \in Z \left\lvert\, \frac{1}{p} \in R\right.\right\}
$$

Thus

$$
\left\{\boldsymbol{X}_{S} \mid S \text { is a multiplicatively closed subset of } \boldsymbol{X}\right\}
$$

is the set of all subrings of $\mathbb{Q}$ ( $S$ can be choosed as the complement in $\boldsymbol{Z}$ of the union of some prime ideals of $\boldsymbol{Z}$ ).

## SECTION 4 <br> FIELD AND GALOIS THEORY

1401

1) Let $X$ be a finite set and $G$ a subgroup of the group of permutations of $X$. Define a relation $\sim$ on $X$ by requiring $x \sim y$ if either $x=y$ or the transposition $(x, y)$ (which interchanges $x, y \in X$ and leaves all other elements fixed) is an element of $G$. Show the following.
(a) $\sim$ is an equivalence relation.
(b) If $G$ acts transitively, then all equivalence classes are distinct and contain the same number of elements.
(c) If $\operatorname{Card}(X)$ is a prime number and if $G$ acts transitively and contains at least one transposition then $G$ must be the whole permutation group of $X$.
2) Suppose $f \in \mathbb{Q}[x]$ is irreducible and has degree $p$, a prime number. If $f$ has exactly $p-2$ real roots and 2 complex roots, show that the Galois group of $f$ over $\mathscr{Q}$ is the symmetric group $S_{p}$ on $p$ symbols. Show that the polynomial

$$
\left(x^{2}+4\right) \cdot x \cdot\left(x^{2}-4\right)\left(x^{2}-16\right)-2
$$

is irreducible and determine its Galois group over $\mathscr{Q}$.
(Columbia)

## Solution.

1) (a) By the defintion of $\sim, \sim$ is reflexive and symmetric. Since

$$
(x, y)(y, z)(x, y)^{-1}=(x, z), \quad(x \neq y, y \neq z)
$$

it is easy to see that $\sim$ is transitive. Hence $\sim$ is an equivalence relation.
(b) Let $\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ and $\left\{y_{1}, y_{2}, \cdots, y_{m}\right\}$ be two equivalence classes of $\sim$ determined by $x=x_{1}$ and $y=y_{1}$ respectively. Since $G$ acts transitively on $X$, there exists $\sigma \in G$ such that $\sigma(x)=y$. For any $1<i \leq n$, we have

$$
\left(\sigma\left(x_{1}\right), \sigma\left(x_{i}\right)\right)=\sigma\left(x_{1}, x_{i}\right) \sigma^{-1} \in G
$$

Thus $\left\{\sigma\left(x_{1}\right), \sigma\left(x_{2}\right), \cdots, \sigma\left(x_{n}\right)\right\}$ are $n$ distinct elements belonging to the equivalence class determined by $y_{1}=\sigma\left(x_{1}\right)$. Hence $m \geq n$. Similarly, we have $n \geq m$. Thus $m=n$. So all equivalence classes contain the same number of elements.
(c) Suppose $G$ acts transitively and contains at least one transposition. Then, by (b), all the equivalence classes contain the same number of elements, say $n$, and $n>1$. So $\operatorname{Card}(X)=m \cdot n$, where $m$ is the number of distinct equivalence classes determined by $\sim$. Since $\operatorname{Card}(X)$ is a prime, $m=1$ and $n=\operatorname{Card}(X)$. Thus for any $x, y \in X, x \sim y$, i.e., $(x, y) \in G$. It follows that $G$ is the whole permutation group of $X$, which is generated by all the transpositions.
2) Suppose

$$
f(x)=\prod_{i=1}^{p}\left(x-r_{i}\right)
$$

in $\mathscr{C}[x]$. So $E=\mathscr{Q}\left(r_{1}, \cdots, r_{p}\right)$ is a splitting field of $f(x)$ over $\boldsymbol{Q}$ contained in $\boldsymbol{C}$. Identify $G=\operatorname{Gal}(E / Q)$ with a permutation group of the set $X=\left\{r_{1}, \cdots, r_{p}\right\}$ of the (distinct) roots by $\left.\eta \rightarrow \eta\right|_{X}$. For any $r_{i}, r_{j} \in X$, since $f(x)$ is irreducible and $f\left(r_{i}\right)=0=f\left(r_{j}\right)$, there exists an isomorphism of $\mathbb{Q}\left(r_{i}\right) / \mathbb{Q}$ into $\mathscr{Q}\left(r_{j}\right) / \mathbb{Q}$ by sending $r_{i}$ to $r_{j}$. Since $E=\boldsymbol{Q}\left(r_{1}, \cdots, r_{p}\right)$ is a splitting field of $f(x)$ over $\boldsymbol{Q}\left(r_{i}\right)$, and also over $Q\left(r_{j}\right)$, this isomorphism can be extended to an automorphism $\eta$ of $E / Q$. Then $\eta \in \operatorname{Gal}(E / Q)$ and $\eta\left(r_{i}\right)=r_{j}$, which shows $G$ acts transitively on $X$.

Consider the conjugation automorphism on $\mathbb{C}$. This maps $f(x)$ to itself. Let $r_{1}$ and $r_{2}$ be the two non-real roots of $f(x)$. Thus the conjugation interchanges $r_{1}$ and $r_{2}=\bar{r}_{1}$ and fixed all other real roots. Hence the restriction of the conjugation to $E$ is an element of $G$ and it is a transposition. Thus the Galois group $G$ of $f(x)$ over $Q$ is the symmetric group $S_{p}$ on $\left\{r_{1}, \cdots, r_{p}\right\}$.

By Eisenstein criterion,

$$
f(x)=\left(x^{2}+4\right) x\left(x^{2}-4\right)\left(x^{2}-16\right)-2
$$

is irreducible over $\boldsymbol{Q}$. Let

$$
g(x)=\left(x^{2}+4\right) x\left(x^{2}-4\right)\left(x^{2}-16\right)
$$

The real roots of $g(x)$ are $0, \pm 2, \pm 4$, and the graph of $y=g(x)$ has the form


Fig.1.1

Since $|g(n)|>2$ for any odd integer $n$, it is easy to see that $f(x)=g(x)-2$ has five real roots and two non-real roots. Hence the Galois group of $f(x)$ over $Q$ is $S_{7}$.

1402

Let $p$ be an odd prime. Let $\zeta_{p}$ be a primitive $p^{t h}$ root of unity and $g$ a primitive root $(\bmod p)$ (i.e., $g$ is a generator for $\left.(\boldsymbol{X} / p \boldsymbol{Z})^{*}\right)$. Fix $e$, a divisor of $p-1$ and put $f=(p-1) / e$. Define

$$
\eta_{i}=\sum_{j=0}^{f-1}\left(\zeta_{p}\right)^{g^{e j+i}}
$$

Show that, for any $i, \eta_{i}$ generates a subfield of $\mathbb{Q}\left(\zeta_{p}\right)$ of degree $e$ over $\mathbb{Q}$.
Hint. Use the generator $\sigma: \zeta_{p} \rightarrow\left(\zeta_{p}\right)^{g}$ of the Galois group of $\mathbb{Q}\left(\zeta_{p}\right)$ over $\mathbb{Q}$.
(Columbia)

## Solution.

Since $g$ is a primitive root $(\bmod p), \sigma: \zeta_{p} \mapsto\left(\zeta_{p}\right)^{g}$ is an automorphism of $\boldsymbol{Q}\left(\zeta_{\boldsymbol{p}}\right)$ over $\boldsymbol{Q}$ and

$$
G=\operatorname{Gal}\left(Q\left(\zeta_{p}\right) / Q\right)=<\sigma>=\left\{\sigma, \sigma^{2}, \cdots, \sigma^{p-2}, \sigma^{p-1}=1\right\}
$$

Obviously, $\left\{\sigma\left(\zeta_{p}\right), \sigma^{2}\left(\zeta_{p}\right), \cdots, \sigma^{p-1}\left(\zeta_{p}\right)=\zeta_{p}\right\}$ is a base for $\mathbb{Q}\left(\zeta_{p}\right) / \mathbb{Q}$.
Let $H=<\sigma^{e}><G$. Then $|H|=f$,

$$
\left[\mathbb{Q}\left(\zeta_{p}\right): \operatorname{Inv} H\right]=|H|=f
$$

and $[\operatorname{Inv}(H): \mathbb{Q}]=e$. Since $H$ is normal in $G, \operatorname{Inv}(H) / \mathbb{Q}$ is a Galois extension and $\operatorname{Gal}(\operatorname{Inv}(H) / Q) \simeq G / H$.

Now for any $i$,

$$
\begin{aligned}
\sigma\left(\eta_{i}\right) & =\sigma\left(\sum_{j=0}^{f-1}\left(\zeta_{p}\right)^{g^{e j+i}}\right) \\
& =\sigma\left(\sum_{j=0}^{f-1} \sigma^{e j+i}\left(\zeta_{p}\right)\right) \\
& =\sum_{j=0}^{f-1} \sigma^{e j+i+1}\left(\zeta_{p}\right) \\
& =\eta_{i+1}
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma^{e}\left(\eta_{i}\right) & =\sigma^{e}\left(\sum_{j=0}^{f-1} \sigma^{e j+i}\left(\zeta_{p}\right)\right) \\
& =\sum_{j=0}^{f-1} \sigma^{e(j+1)+i}\left(\zeta_{p}\right) \\
& =\sum_{j=1}^{f-1} \sigma^{e j+i}\left(\zeta_{p}\right)+\sigma^{e f+i}\left(\zeta_{p}\right) \\
& =\sum_{j=1}^{f-1} \sigma^{e j+i}\left(\zeta_{p}\right)+\sigma^{i}\left(\zeta_{p}\right) \\
& =\sum_{j=0}^{f-1} \sigma^{e j+i}\left(\zeta_{p}\right) \\
& =\eta_{i}
\end{aligned}
$$

It follows that $\eta_{i} \in \operatorname{Inv}(H)$ and $\left\{\eta_{0}, \eta_{1}, \cdots, \eta_{e-1}\right\}$ is the orbit $\operatorname{Gal}(\operatorname{Inv}(H) / Q)$ $\left(\eta_{i}\right)$ of $\eta_{i}$ for any $i$. Since $\left\{\sigma\left(\zeta_{p}\right), \sigma^{2}\left(\zeta_{p}\right), \cdots, \sigma^{p-1}\left(\zeta_{p}\right)\right\}$ is a base for $\mathscr{Q}\left(\zeta_{p}\right) / \boldsymbol{Q}$,

$$
\begin{aligned}
\eta_{0}= & \sigma\left(\zeta_{p}\right)+\sigma^{e}\left(\zeta_{p}\right)+\cdots+\sigma^{e(f-1)}\left(\zeta_{p}\right), \\
\eta_{1}= & \sigma^{2}\left(\zeta_{p}\right)+\sigma^{e+1}\left(\zeta_{p}\right)+\cdots+\sigma^{e(f-1)+\mathbf{1}}\left(\zeta_{p}\right) \\
& \cdots \\
\eta_{e-1}= & \sigma^{e-1}\left(\zeta_{p}\right)+\sigma^{2 e-1}\left(\zeta_{p}\right)+\cdots+\sigma^{e(f-1)+e-1}\left(\zeta_{p}\right)\left(=\sigma^{p-2}\left(\zeta_{p}\right)\right)
\end{aligned}
$$

are distinct. Hence $\prod_{j=0}^{e-1}\left(x-\eta_{j}\right)$ is the minimal polynomial for $\eta_{i}$ over $\boldsymbol{Q}$ (for any $i$. It follows that $\eta_{i}$ is a primitive element for $\operatorname{Inv}(H) / \mathscr{Q}$, i.e., $\operatorname{Inv}(H)=\mathscr{Q}\left(\eta_{i}\right)$ for any $i$. Thus $\eta_{i}$ generates a subfield of $\mathscr{Q}\left(\zeta_{p}\right)$ of degree $e$.

1403

Let $K$ be a field and $x$ be an element of an extension of $K$ such that $x$ is transcendental over $K$. Put $G=\operatorname{Aut}(K(x) / K)$, and let $H$ denote the subgroup of $G$ consisting of the substitutions $x \rightarrow x+b$ with $b \in K$.
(a) Let $A, B \in K[X], A B \notin K, \operatorname{gcd}(A, B)=1$, and put $y=A(x) / B(x)$. Show in succession that the polynomial $A-y B \in K(y)[X]$ is not 0 , that $x$ is
algebraic over $K(y)$, that $y$ is transendental over $K$, that $A-y B$ is irreducible in $K(y)[X]$, and that

$$
[K(x): K(y)]=\max \{\operatorname{deg} A, \operatorname{deg} B\}
$$

(b) Show that the elements of $G$ are given by the fractional linear substitutions $x \rightarrow a x+b / c x+d$ with $a, b, c, d \in K$ and $a d-b c \neq 0$.
(c) Show that when $K$ is infinite, then $G$ is infinite and the fixed field of $G$ is $K$. Find the fixed field of $H$.
(d) Show that when $K=I F_{q}$ and put

$$
z=\left(x^{q^{2}}-x\right)^{q+1} /\left(x^{q}-x\right)^{q^{2}+1}
$$

then ord $G=q^{3}-q$ and the fixed field of $G$ is $\boldsymbol{F}_{q}(z)$. Conclude that $\boldsymbol{F}_{q}(x)$ is a Galois extension of a given field $L$ with $\boldsymbol{F}_{q} \subseteq L \subseteq \mathbb{F}_{q}(x)$ if and only if $L \supseteq I F_{q}(z)$. Find the fixed field of $H$.
(Columbia)

## Solution.

(a) Since $\operatorname{gcd}(A, B)=1$, there exist $S, T \in K[X]$ such that $A S+B T=1$ in $K[X]$. Suppose $A-y B=0$ in $K(y)[X]$. Then

$$
y=A S y+B T y=A(S y+T)
$$

It follows that $\operatorname{deg} A=0$ and $\operatorname{deg} B=\operatorname{deg}(A)=0$, which is contrary to $A B \notin K$. Thus $A-y B \neq 0$.

Since $A(x)-y B(x)=0, x$ is algebraic over $K(y)$. If $y$ is algebraic over $K$, $x$ must be algebraic over $K$, which is contrary to the assumption. Hence $y$ is transendental over $K$.

Again, since $\operatorname{gcd}(A, B)=1$ in $K[X](\subseteq K(y)[X]), A-y B$ is irreducible in $K[y][X]=K[X][y]$. Thus $A-y B$ is irreducible in $K(y)[X]$. Thus the minimal polynomial of $x$ over $K(y)$ is the monic polynomial which is a multiple in $K(y)$ of $A-y B$ and

$$
[K(x): K(y)]=\operatorname{deg}(A-y B)=\max \{\operatorname{deg} A, \operatorname{deg} B\}
$$

(b) By (a), $y=A(x) / B(x)$ is a generator of $K(x) / K$ (i.e., $K(y)=K(x))$ if and only if $\max \{\operatorname{deg} A, \operatorname{deg} B\}=1$, or if and only if $y$ has the form $a x+b / c x+d$, $a d-b c \neq 0$.
(c) By (b), it is easy to see that $G \simeq G L_{2}(K) / K^{*} \cdot I_{2}$, where

$$
K^{*} \cdot I_{2}=\left\{\operatorname{diag}(a, a) \mid a \in K^{*}\right\}
$$

If $K$ is infinite, so is $G$.
Obviously, $K \subseteq \operatorname{Inv}(G)$, the fixed subfield of $G$. On the other hand, if there exists some $y=f(x) / g(x) \in \operatorname{Inv}(G) \backslash K$, then by (a), $K(x) / K(y)$ is a finite dimensional simple extension. Hence Aut $_{K(y)} K(x)$ is finite, which is contrary to the facts that $G \subseteq \operatorname{Aut}_{K(y)} K(x)$ and $G$ is infinite. Thus we have $\operatorname{Inv}(G)=K$.

Similarly, we have $\operatorname{Inv}(H)=K$, since $H$ is also infinite.
(d) Suppose $K=F_{q}$. Then

$$
\operatorname{ord} G=\left|\frac{G L_{2}\left(F_{q}\right)}{F_{q}^{+} \cdot I_{2}}\right|=\frac{\left(q^{2}-1\right)\left(q^{2}-q\right)}{q-1}=q^{3}-q
$$

and

$$
\left[F_{q}(x): \operatorname{Inv}(G)\right]=q^{3}-q
$$

For any

$$
\sigma: x \mapsto a x+b / c x+d, \quad(a d-b c \neq 0)
$$

in $G$, it is routine to check

$$
\sigma(z)=\sigma\left(\left(x^{q^{2}}-x\right)^{q+1} /\left(x^{q}-x\right)^{q^{2}+1}\right)=z
$$

Hence $F(z) \subseteq \operatorname{Inv}(G)$. On the other hand, we have

$$
\begin{aligned}
& \left(X^{q^{2}}-X\right)^{q+1} /\left(X^{q}-X\right)^{q^{2}+1} \\
= & \left(\frac{\left(X^{q^{2}}-X\right)}{\left(X^{q}-X\right)}\right)^{q+1} \cdot \frac{1}{\left(X^{q}-X\right)^{q^{2}-q}} \\
= & \frac{\left(1+X^{q-1}+X^{(q-1) 2}+\cdots+X^{(q-1) q}\right)^{q+1}}{\left(X^{q}-X\right)^{q^{2}-q}}
\end{aligned}
$$

Denote

$$
A=\left(1+X^{q-1}+X^{(q-1) 2}+\cdots+X^{(q-1) q}\right)^{q+1}
$$

and

$$
B=\left(X^{q}-X\right)^{q^{2}-q}
$$

Then $\operatorname{gcd}(A, B)=1$ and

$$
\max \{\operatorname{deg} A, \operatorname{deg} B\}=q^{3}-q
$$

Hence we have $\left[F_{q}(x): F_{q}(z)\right]=q^{3}-q$. Thus $\operatorname{Inv}(G)=F_{q}(z)$ and $F_{q}(x)$ is a Galois extension of a given field $L$ with $F_{q} \subseteq L \subseteq F_{q}(x)$ if and only if $L \supseteq F(z)$.

Similarly, we have $\left[F_{q}(x): \operatorname{Inv}(H)\right]=q$ since $|H|=q$. Let $A=X^{q}-X$ and $B=1$ in $F_{q}[X]$ and let $z^{\prime}=x^{q}-x \in F_{q}(x)$. Then $z^{\prime} \in \operatorname{Inv}(H)$ and by (a), $\left[F_{q}(x): F_{q}\left(z^{\prime}\right)\right]=q$. Thus

$$
\operatorname{Inv}(H)=F_{q}\left(z^{\prime}\right)=F_{q}\left(x^{q}-x\right)
$$

## 1404

Let $E=\boldsymbol{C}(Y)$ with $Y$ an indeterminate, $F=\boldsymbol{C}(Z)$ with $Z=Y^{n}+Y^{-n}$, and $\zeta=e^{2 \pi i / n}$.
(a) Show that there are unique automorphisms $\sigma$ and $\tau$ of $E / Q$ such that $\sigma(Y)=\zeta Y$ and $\tau(Y)=Y^{-1}$, and that the subgroup $G$ of $\operatorname{Aut}(E)$ which these generate is isomorphic to $D_{n}$, the Dihedral group of order $2 n$.
(b) Show that $Y$ is a root of a polynomial of degree $2 n$ with coefficients in $F$.
(c) Show that $E / F$ is a Galois extension with Galois group $G$.
(Columbia)

## Solution.

(a) Since $Y$ is a generator of $E$ over $\mathbb{C}$, there are unique homomorphisms $\sigma$ and $\tau$ of $E$ to $E$ over $\mathbb{C}$ such that $\sigma(Y)=\zeta Y$ and $\tau(Y)=Y^{-1}$. Obviously, $\sigma^{n}=1=\tau^{2}$. Hence $\sigma$ and $\tau$ are automorphisms of $E / \mathbb{C}$. Since ord $(\sigma)=n$, $\operatorname{ord}(\tau)=2$ and $\tau \sigma=\sigma^{n-1} \tau$ in $G, G=<\sigma, \tau>\simeq D_{n}$, the Dihedral group of order $2 n$.
(b) Since

$$
\begin{aligned}
X^{2 n}-Z \cdot X+1 & =X^{2 n}-\left(Y^{n}+Y^{-n}\right)+1 \\
& =\left(X^{n}-Y^{n}\right)\left(X^{n}-Y^{-n}\right) \in F[X]
\end{aligned}
$$

$Y$ is a root of $X^{2 n}-Z X+1$.
(c) Obviously, $E / \operatorname{Inv}(G)$ is a Galois extension with Galois group $G$ and $[E: \operatorname{Inv}(G)]=2 n$. Since $\sigma(Z)=\sigma\left(Y^{n}+Y^{-n}\right)=Z$ and $\tau(Z)=Z$, we have $Z \in \operatorname{Inv}(G)$ and $F=\mathbb{C}(Z) \subseteq \operatorname{Inv}(G)$. It is readily verified that $X^{2 n}-Z X+1$ is irreducible over $F$ ( $Z$ is transendental over $\mathscr{C}$ and $X^{2 n}-Z X+1$ is irreducible in $\mathbb{C}[Z][X]$,for example, using 1403$). E$ is a splitting field of $X^{2 n}-Z X+1$ since

$$
\begin{aligned}
X^{2 n}-Z X+1= & (X-Y)(X-\zeta Y) \cdots\left(X-\zeta^{n-1} Y\right) \\
& \left(X-Y^{-1}\right)\left(X-\zeta Y^{-1}\right) \cdots\left(X-\zeta^{n-1} Y^{-1}\right)
\end{aligned}
$$

in $E$. It follows that $E / F$ is Galois and $[E: F]=2 n$. Hence we have $F=\operatorname{Inv}(G)$ and $E / F$ is Galois with Galois group $G$.

## 1405

Let $F=\boldsymbol{Q}(x)$ be the field of rational polynomials in one variable $x$ over $\boldsymbol{Q}$ (i.e., the quotient field of the polynomial ring $\mathbb{Q}[x]$ ). Consider the elements $\sigma, \tau$ in $\operatorname{Aut}_{\mathscr{Q}}(F)$ (i.e., field automorphisms of $F$ ) given by $\sigma(x)=2-x$ and $\tau(x)=\frac{x}{x-1}$.
(a) Find the subgroup $G$ (of $A^{\boldsymbol{A}} \boldsymbol{Q}_{\boldsymbol{Q}}(F)$ ) generated by $\sigma$ and $\tau$.
(b) If $K$ is fixed field of $G$ in $F$, find a finite subset $S$ of $F$ such that $K=\boldsymbol{Q}(S)$.
(c) How many subfields lie strictly between $K$ and $F$ ? How many of these are Galois over $K$ ? Justify your answers.
(Indiana)

## Solution.

(a) Since $\sigma^{2}(x)=x, \tau^{2}(x)=x$ and $\tau \sigma(x)=\frac{x-2}{x-1}=\sigma \tau(x)$, we have $\sigma^{2}=1$, $\tau^{2}=1$ and $\sigma \tau=\tau \sigma$. Hence

$$
G=(\sigma, \tau) \simeq K_{4}
$$

where $K_{4}$ is the Klein 4-group.
(b) Obviously $\sigma(x-1)=1-x$ and $\tau(x-1)=\frac{1}{x-1}$. It is easy to see that $(x-1)^{2}+\frac{1}{(x-1)^{2}} \in K$, the fixed field of $G$ in $F$. Denote $\eta=(x-1)^{2}+\frac{1}{(x-1)^{2}}$. Then $Q(\eta) \subseteq K \subseteq F$. Let

$$
f(t)=t^{4}-\eta t^{2}+1 \in \mathbb{Q}(\eta)[t]
$$

Then $f(t)$ is irreducible in $Q(\eta)[t]$ and $F$ is a splitting field of $f(t)$ since

$$
f(t)=(t-x+1)(t+x-1) \cdot\left(t-\frac{1}{x-1}\right)\left(t+\frac{1}{x-1}\right)
$$

in $F[t]$. Hence $\mathscr{Q}(\eta) \subseteq F$ is a Galois extension and $[F: \mathscr{Q}(\eta)]=4$. On the other hand, $K \subseteq F$ is a Galois extension and $[F: K]=|G|=4$. It follows that

$$
K=\boldsymbol{Q}(\eta)=\boldsymbol{Q}\left((x-1)^{2}+\frac{1}{(x-1)^{2}}\right) .
$$

(c) By the fundamental theorem of Galois theory, there are exactly 3 subfields lying strictly between $K$ and $F$ which correspond to the three proper
subgroups of $G \simeq K_{4}$. Since all the subgroups of $K_{4}$ are normal, all these 3 subfields are normal over $K$ (finite dimensional and separable). Thus all these 3 subfields are Galois over $K$.

## 1406

Consider $\mathscr{Q}(t)$, the field of quotients of the polynomial ring $\mathscr{Q}[t]$. Let $\sigma$ and $r$ be elements of Aut $(\mathbb{Q}(t))$ given by $\sigma(t)=\frac{t-1}{t+1}$ and $\tau(t)=-t$. Let $G$ be the subgroup of $\mathrm{Aut}_{\Phi}(\Phi(t))$ generated by $\sigma$ and $\tau$.
(a) Identify $G$.
(b) Let $H$ be the subgroup of $G$ generated by $\sigma^{2}$ and $\tau$. Find $\alpha \in \mathscr{Q}(t)$ such that $\boldsymbol{Q}(\alpha)$ is the fixed field of $H$ (Justify your answer).
(Indiana)
Solution.
(a) Obviously, $\tau^{2}(t)=t, \sigma^{2}(t)=\sigma\left(\frac{t-1}{t+1}\right)=-\frac{1}{t}, \sigma^{3}(t)=-\frac{t+1}{t-1}$ and $\sigma^{4}(t)=$ $t$. It is easy to see that $\tau^{2}=1, \sigma^{4}=1$ and $\tau \sigma=\sigma^{3} \tau$. It follows that $G$ is isomorphic to the Dihedral group $D_{4}$.
(b) Since

$$
\tau\left(t^{2}+\frac{1}{t^{2}}\right)=\sigma^{2}\left(t^{2}+\frac{1}{t^{2}}\right)=t^{2}+\frac{1}{t^{2}}, \quad t^{2}+\frac{1}{t^{2}} \in \operatorname{Inv} H
$$

the fixed field of $H$. Hence,

$$
Q\left(t^{2}+\frac{1}{t^{2}}\right) \subseteq \operatorname{Inv} H \subseteq \boldsymbol{Q}(t)
$$

and obviously

$$
[Q(t): \operatorname{Inv} H]=|H|=4 .
$$

On the other hand,

$$
\begin{aligned}
f(x) & =x^{4}-\left(t^{2}+\frac{1}{t^{2}}\right) \cdot x^{2}+1 \\
& =\left(x^{2}-t^{2}\right)\left(x^{2}-\frac{1}{t^{2}}\right) \\
& =(x-t)(x+t)\left(x-\frac{1}{t}\right)\left(x+\frac{1}{t}\right)
\end{aligned}
$$

is irreducible over $\mathbb{Q}\left(t^{2}+\frac{1}{t^{2}}\right)$ and $Q(t)$ is a splitting field over $\mathbb{Q}\left(t^{2}+\frac{1}{t^{2}}\right)$ of separable polynomial $f(x)$. So

$$
Q(t) \supseteq Q\left(t^{2}+\frac{1}{t^{2}}\right)
$$

is a Galois extension and

$$
\left[Q(t): Q\left(t^{2}+\frac{1}{t^{2}}\right)\right]=4
$$

It follows that

$$
\left[\operatorname{Inv} H: Q\left(t^{2}+\frac{1}{t^{2}}\right)\right]=1
$$

that is,

$$
\operatorname{Inv} H=\mathscr{Q}\left(t^{2}+\frac{1}{t^{2}}\right)
$$

1407

Let $\mathbb{Q}$ denote the field of rational numbers. let $K=\mathbb{Q}(\alpha)$, where $\alpha$ is a root of $f(x)=x^{3}-3 x+1$.
a) Prove that $f(x)$ is irreducible over $\boldsymbol{Q}$.
b) Prove that $K / Q$ is Galois.

Hint. Consider $\alpha^{2}-2$.
c) Find a generator of the Galois group $\operatorname{Gal}(K / \mathbb{Q})$.
(Indiana)

## Solution.

a) If $f(x)=x^{3}-3 x+1$ is reducible over $\mathbb{Q}$, then $f(x)$ has a factor with degree one in $\mathscr{Q}[x]$, that is, $f(x)$ has a root in $\mathbb{Q}$. Since $f(x)=x^{3}-3 x+1$ is monic, the rational roots must be integral factors of 1. But $\pm 1$ are not roots of $f(x)$. This is a contradiction. Thus $f(x)$ is irreducible over $\mathbb{Q}$.
b) Let $\beta, \gamma$ be the other two roots of $f(x)=x^{3}-3 x+1$ in a splitting field of $f(x)$ over $K$. Obviously, $\alpha+\beta+\gamma=0, \alpha \beta \gamma=-1$ and the discriminant $\Delta$ of $f(x)$ is $3^{4}$. Hence $\beta+\gamma=-\alpha$ and

$$
\begin{aligned}
\beta-\gamma & =\frac{(\alpha-\beta)(\beta-\gamma)(\gamma-\alpha)}{(\alpha-\beta)(\gamma-\alpha)} \\
& =\frac{\sqrt{\Delta}}{-\alpha^{2}+(\beta+\gamma) \alpha-\beta \gamma} \\
& =\frac{\sqrt{81} \cdot \alpha}{3(1-2 \alpha)} \\
& =\frac{\sqrt{81}}{3\left(1-\alpha^{2}\right)}
\end{aligned}
$$

It follows that $\alpha, \frac{1}{1-\alpha}=-\alpha^{2}-\alpha+2$ and $-\frac{1}{1-\alpha}-\alpha=\alpha^{2}-2$ are the roots of $f(x)$. So $K$ is a splitting field of $f(x)$. Hence $K / Q$ is Galois since $\operatorname{Char}(\mathbb{Q})=0$. (We may check $\alpha^{2}-2$ is a root of $f(x)$ directly by using the hint).
c) From a) and b), it is easy to see that the Galois group $\operatorname{Gal}(K / \mathbb{Q}) \simeq A_{3}$.

$$
\begin{aligned}
\sigma: & K=\mathbb{Q}(\alpha) \rightarrow K \\
& \alpha \mapsto \alpha^{2}-2
\end{aligned}
$$

is a generator of $\operatorname{Gal}(K / Q)$.

Let $K$ be a field and $x$ an indeterminate.
(a) Show that the rational functions $f_{a}=\frac{1}{x-a}(a \in K)$ are linearly independent over $K$.
(b) As $K$-modules, $K[x]$ and $K(x)$ have what dimensions?
(c) Let $G$ denote the additive group of $K$, acting on $K(x)$ by $a \in G$ sending $x$ to $x+a$. Assume that $K$ is infinite. Let $f \in K(x)$. Show that the $G$-orbit of $f$ spans a finite dimensional $K$-module if and only if $f \in K[x]$.
(Columbia)

## Solution.

(a) Suppose that $\left\{\left.f_{a}=\frac{1}{x-a} \right\rvert\, a \in K\right\}$ is linearly dependent over $K$. There exist some non-zero elements $\alpha_{1}, \cdots, \alpha_{n} \in K$ and some distinct elements $a_{1}, a_{2}, \cdots, a_{n} \in K$ such that

$$
\sum_{i=1}^{n} \alpha_{i} f_{a_{i}}=0
$$

Hence

$$
\sum_{i} \alpha_{i}\left(\prod_{j \neq i}\left(x-a_{j}\right)\right)=0
$$

and

$$
\left(x-a_{i}\right) \mid \prod_{j \neq i}\left(x-a_{j}\right)
$$

which is not true. Thus $\left\{\left.f_{a}=\frac{1}{x-a} \right\rvert\, a \in K\right\}$ is linearly independent.
(b) $\operatorname{dim}_{K} K[x]=\operatorname{dim}_{K} K(x)=\infty$.
(c) Suppose

$$
f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0} \in K[x] .
$$

We claim that for any $n+1$ distinct elements $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n+1}$ in $K$ (note that $K$ is infinite), $f\left(x+\alpha_{1}\right), f\left(x+\alpha_{2}\right), \cdots, f\left(x+\alpha_{n+1}\right)$ spans the subspace generated by the $G$-orbit of $f$.

For any $a \in G$, we take $\left(\beta_{1}, \beta_{2}, \cdots, \beta_{n+1}\right) \in K^{n+1}$ to be the solution of the equation system

$$
\left(\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{n+1} \\
\alpha_{1}^{2} & \alpha_{2}^{2} & \cdots & \alpha_{n+1}^{2} \\
\cdots & \cdots & \cdots & \cdots \\
\alpha_{1}^{n} & \alpha_{2}^{n} & \cdots & \alpha_{n+1}^{n}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
\vdots \\
x_{n}
\end{array}\right)=\left(\begin{array}{c}
1 \\
a \\
a^{2} \\
\vdots \\
a_{n}
\end{array}\right)
$$

Then it is clear that

$$
(x+a)^{n}=\beta_{1}\left(x+\alpha_{1}\right)^{n}+\beta_{2}\left(x+\alpha_{2}\right)^{n}+\cdots+\beta_{n+1}\left(x+\alpha_{n+1}\right)^{n}
$$

and also

$$
(x+a)^{i}=\beta_{1}\left(x+\alpha_{1}\right)^{i}+\beta_{2}\left(x+\alpha_{2}\right)^{i}+\cdots+\beta_{n+1}\left(x+\alpha_{n+1}\right)^{i}
$$

for $1 \leq i<n$. Hence

$$
f(x+a)=\beta_{1} f\left(x+\alpha_{1}\right)+\beta_{2} f\left(x+\alpha_{2}\right)+\cdots+\beta_{n+1} f\left(x+\alpha_{n+1}\right)
$$

This shows that $\left\{f\left(x+\alpha_{i}\right) \mid 1 \leq i \leq n+1\right\}$ spans the subspace generated by the $G$-orbit of $f$.

On the other hand, suppose $f(x) \in K(x)$, and the G-orbit of $f,\{f(x+a) \mid$ $a \in K\}$ spans a finite dimensional $K$-module. We write $f(x)=g(x) / h(x)$ where $g(x), h(x) \in K[x]$ and $(g(x), h(x))=1$. Let $f\left(x+\alpha_{1}\right), f\left(x+\alpha_{2}\right), \cdots, f(x$ $\left.+\alpha_{n}\right)\left(\alpha_{i} \in K\right)$ span the subspace $<\{f(x+a) \mid a \in K\}>$. Then for any $a \in K$, there exist $\beta_{1}, \beta_{2}, \cdots, \beta_{n}$ in $K$ such that

$$
\begin{aligned}
f(x+a) & =\frac{g(x+a)}{h(x+a)} \\
& =\sum_{i=1}^{n} \beta_{i} f\left(x+\alpha_{i}\right) \\
& =\sum_{i=1}^{n} \beta_{i} \frac{g\left(x+\alpha_{i}\right)}{h\left(x+\alpha_{i}\right)} \\
& =\frac{\sum_{i=1}^{n} \beta_{i} g\left(x+\alpha_{i}\right) \prod_{j \neq i} h\left(x+\alpha_{j}\right)}{\prod_{i=1}^{n} h\left(x+\alpha_{i}\right)}
\end{aligned}
$$

Since $(g(x+a), h(x+a))=1$, we have

$$
h(x+a) \mid \prod_{i=1}^{n} h\left(x+\alpha_{i}\right)
$$

for any $a \in F$. Since $K$ is infinite, an easy discussion in a splitting field of $h(x)$ over $F$ will lead to $\operatorname{deg} h(x)=0$. Thus we have

$$
f(x)=\frac{g(x)}{h(x)} \in F[x] .
$$

1409

Let $E$ be a finite Galois extension of $F$ and let $f(x)$ be an irreducible polynomial in $F[x]$. Show that all the irreducible factors of $f(x)$ over $E$ are of the same degree.
(Columbia)

## Solution.

For any $\sigma \in G=\operatorname{Gal}(E / F)$, we still denote $\sigma$ to be the isomorphism $E[x] \rightarrow E[x]$ which extends $\sigma$ on $E$ and maps $x$ to $x$. Since $f(x) \in F[x]$, $\sigma(f(x))=f(x)$. Let $e(x)$ be a monic irreducible factor of $f(x)$ over $E$. Then, for any $\sigma \in G, \sigma(e(x))$ is an irreducible factor of $f(x)$ over $E$.

We prove in the following that all monic irreducible factors of $f(x)$ over $E$ arise in this way. Thus all the irreducible factors of $f(x)$ over $E$ are of the same degree.

Suppose $e^{\prime}(x)$ is another monic irreducible factor over $E$. Let $\alpha$ and $\alpha^{\prime}$ be roots of $e(x)$ and $e^{\prime}(x)$ in some extension field of $E$. Then, $\alpha$ and $\alpha^{\prime}$ are roots of $f(x)$, which is irreducible over $F$. Hence we have an isomorphism $\eta: F(\alpha) \rightarrow F\left(\alpha^{\prime}\right)$ which sends $a$ to $a(a \in F)$ and $\alpha$ to $\alpha^{\prime}$.

Since $E / F$ is Galois, we can write $E=F(\beta)$, where $\beta$ is a root of $g(x)$, a separable irreducible polynomial over $F$. Obviously $E$ is a splitting field of $g(x)$. Then $E(\alpha)=F(\alpha)(\beta)$ and $E\left(\alpha^{\prime}\right)=F\left(\alpha^{\prime}\right)(\beta)$ are splitting fields of $g(x)$ over $F(\alpha)$ and $F\left(\alpha^{\prime}\right)$ respectively. Hence $\eta: F(\alpha) \rightarrow F\left(\alpha^{\prime}\right)$ can be extended to an isomorphism $\eta$ of $E(\alpha)$ onto $E\left(\alpha^{\prime}\right)$. Note that $\eta(\beta)$ may not be $\beta$, but $\eta(\beta)$ is a root of $\eta(g(x))=g(x)$. It follows that $\left.\eta\right|_{E}: E \rightarrow E$ is in $G$.

Now, since $\alpha$ and $\alpha^{\prime}$ are roots of the monic irreducible polynomial $e(x)$ and $e^{\prime}(x)$ over $E$ respectively, $\eta: E(\alpha) \rightarrow E\left(\alpha^{\prime}\right)$ is an isomorphism and $\eta(\alpha)=\alpha^{\prime}$, we must have $\left(\left.\eta\right|_{E}\right)(e(x))=e^{\prime}(x)$ and $\operatorname{deg} e(x)=\operatorname{deg} e^{\prime}(x)$.
(a) Let $K$ be a field of characteristic $p>0$. Show that the polynomial $t^{p}-t-c$ in $K[t]$ is either irreducible or splits completely into $p$ linear factors over $K$.

Hint. If $u$ is a root of $t^{p}-t-c$ then so is $u+1$.
(b) Let $F$ be the splitting field of the polynomial $t^{62}-1$ over $\boldsymbol{X}_{5}$. Show that $\left[F: X_{5}\right]=3$.

Hint. First prove that the zeroes of $t^{62}-1$ form a cyclic group $G$ of order 62.

## Solution.

Suppose that $t^{p}-t-c=f(t) \cdot g(t)$ in $K[t]$ where $f(t)$ is a monic polynomial of degree $n, 1 \leq n \leq p-1$. Let $E$ be a splitting field of $t^{p}-t-c$ and let $u \in E$ be a root of this polynomial. Then for any $m \in \boldsymbol{Z}_{p}$, the prime field of $K$,

$$
(u+m)^{p}-(u+m)-c=u^{p}+m^{p}-u-m-c=u^{p}-u-c=0
$$

Hence we have

$$
f(t) \cdot g(t)=\prod_{m \in \mathbb{Z}_{p}}(t-u-m)
$$

and there exist $i_{1}, i_{2}, \cdots, i_{n} \in X_{p}$ such that

$$
f(t)=\left(t-u-i_{1}\right)\left(t-u-i_{2}\right) \cdots\left(t-u-i_{n}\right)
$$

Comparing the coefficients of the term of degree $n-1$, we obtain $n \cdot u+i_{1}+$ $i_{2}+\cdots+i_{n} \in K$. So we have $n \cdot u \in K$. Since $p \cdot u=0$ and there exist integers $v$ and $w$ such that $v \cdot n+w p=1, u=(v \cdot n+w p) \cdot u=v(n \cdot u) \in K$. Thus we have

$$
t^{p}-t-c=\prod_{m \in \boldsymbol{Z}_{p}}(t-u-m)
$$

in $K[t]$.
(b) Let $G$ be all the zeroes of $t^{62}-1$ in $F$. Obviously, $G$ is a subgroup of $F^{*}$ and $G$ is cyclic of order 62 since

$$
\left(t^{62}-1\right)^{\prime}=62 t^{61}=2 t^{61} \neq 0
$$

It follows that

$$
\left[F: \mathcal{Z}_{5}\right] \geq 3
$$

Let $E$ be a extension field of $\boldsymbol{Z}_{5}$ such that $\left[E: \boldsymbol{Z}_{5}\right]=3$. Then $E^{*}$ is a cyclic group of order $5^{3}-1=124$. Let $G^{\prime}$ be its unique subgroup of order 62 . Then all the elements of $G^{\prime}$ satisfies $t^{62}-1$. So $t^{62}-1$ splits in $E$ and $E$ is a splitting field of $t^{62}-1$. Thus we have $E \simeq F$ and $\left[F: \mathscr{H}_{5}\right]=3$.

## 1411

(a) Suppose you are given a field $L, \mathbb{Q} \subseteq L \subseteq \mathscr{Q}$, such that $L / \mathbb{Q}$ is algebraic and every finite field extension $K / L, K \subseteq \mathbb{C}$ is of even degree. Show that every finite field extension of $L$ must in fact have degree equal to a power of 2 .
(b) Show that such a field $L$ actually exists.
(Indiana)

## Solution.

(a) Let $K / L(K \subseteq \mathbb{C})$ be a finite field extension. We have to show $[K: L]$ is a power of 2. For this purpose, we may assume that $K$ is Galois over $L$. Let $G=\operatorname{Gal} K / L$ and $|G|=2^{n} \cdot m$ where $m$ is odd. By Sylow's Theorem, $G$ has a subgroup $H$ of order $2^{n}$. If $K^{\prime}$ is the corresponding subfield of $K / L$, then $\left[K: K^{\prime}\right]=2^{n}$ and $\left[K^{\prime}: L\right]=m$. Since $L$ has no proper odd dimensional extension field, we must have $m=1$, and so $K^{\prime}=L$ and $[K: L]=2^{n}$.
(b) Let $L$ be the field of real algebraic numbers, that is, the subfield of $\mathbb{R}$ of numbers which are algebraic over $\boldsymbol{Q}$. Then $\mathbb{Q} \subseteq L \subseteq \mathbb{C}$ and $L / Q$ is algebraic.

Now for any finite field extension $K / L, K \subseteq \mathbb{C}$, there exists some element $\alpha \in K$ such that $K=L(\alpha)$ by Primitive Element Theorem. Let $f(x)$ be the minimal polynomial of $\alpha$ over $L$. Then $f(x)$ has no real root since $f(x)$ is irreducible in $L[x]$. So, $f(x)$, when decomposed in $\mathbb{R}[x]$, is a product of irreducible polynomials of degree 2. Hence,

$$
[K: L]=[L(\alpha): L]=\operatorname{deg} f(x)
$$

is even. By (a), it is in fact a power of 2.

Let $K$ be a field of characteristic $p \neq 0$. The set $\left\{x^{p} \mid x \in K\right\}$ is a subfield of $K$ that is denoted by $K^{p}$ (no proof required).
(a) Let $L$ be an intermediate field between $K^{p}$ and $K$. If $\left[L: K^{p}\right]$ is finite, prove that it is a power of $p$.
(b) A subset $B$ of $K$ is called $p$-independent if for any finite set $b_{1}, b_{2}, \cdots, b_{m}$ of distinct elements of $B$

$$
\left[K^{p}\left(b_{1}, b_{2}, \cdots, b_{m}\right): K^{p}\right]=p^{m}
$$

Prove that if $K^{p} \neq K$, then $K$ contains a maximal $p$-independent subset $B$.
(c) Prove that the set $B$ of part (b) satisfies $K^{p}(B)=K$.
(Indiana)

## Solution.

(a) If $\left[L: K^{p}\right]$ is finite, there exists a finite set of elements $\left\{b_{1}, b_{2}, \cdots, b_{n}\right\}$ such that

$$
K^{p}\left(b_{1}, b_{2}, \cdots, b_{n}\right)=L
$$

Without loss of generality, we can assume that $b_{i} \notin K^{p}\left(b_{1} \cdots b_{i-1}\right)$ for any $1 \leq i \leq n\left(K^{p}\left(b_{1}, \cdots, b_{i-1}\right)=K^{p}\right.$ when $\left.i=1\right)$. Since

$$
b_{i}^{p} \in K^{p} \subseteq K^{p}\left(b_{1}, \cdots, b_{i-1}\right)
$$

and

$$
b_{i} \notin K^{p}\left(b_{1}, \cdots, b_{i-1}\right)
$$

$t^{p}-b_{i}^{p}$ is irreducible in $K^{p}\left(b_{1}, \cdots, b_{i-1}\right)[t]$. Hence

$$
\left[K^{p}\left(b_{1}, \cdots, b_{i}\right): K^{p}\left(b_{1}, \cdots, b_{i-1}\right)\right]=p
$$

It follows that

$$
\begin{aligned}
{\left[L: K^{p}\right] } & =\left[K^{p}\left(b_{1}, b_{2}, \cdots, b_{n}\right): L\right] \\
& =\prod_{i=1}^{n}\left[K^{p}\left(b_{1}, \cdots, b_{i}\right): K^{p}\left(b_{1}, \cdots, b_{i-1}\right)\right] \\
& =p^{n}
\end{aligned}
$$

(b) If $K^{p} \neq K$, there exist $p$-independent subsets. For example, if $b \in$ $K \backslash K^{p}, B=\{b\}$ is a $p$-independent subset of $K$. Now suppose that $\left\{B_{i} \mid i \in I\right\}$ is a chain of $p$-independent subsets of $K$. Let $B=\bigcup_{i \in I} B_{i}$. Then for any finite set $\left\{b_{1}, \cdots, b_{m}\right\}$ of distinct elements of $B$, there exists some $i$, such that $\left\{b_{1}, b_{2}, \cdots, b_{m}\right\} \subseteq B_{i}$. Since $B_{i}$ is a $p$-independent subset,

$$
\left[K^{p}\left(b_{1}, b_{2}, \cdots, b_{m}\right): K^{p}\right)=p^{m}
$$

It follows that $B$ is $p$-independent. By Zorn's Lemma, $K$ contains a maximal p-independent subset.
(c) Let $B$ be a maximal $p$-independent subset of $K$. Suppose $K^{p}(B) \subset K$. Let $b \in K \backslash K^{p}(B)$. Then $B \cup\{b\}$ is $p$-independent. The reason is that, for any distinct elements $b_{1}, b_{2}, \cdots, b_{m}$ in $B \cup\{b\}$, if $b \notin\left\{b_{1}, b_{2}, \cdots, b_{m}\right\}$, then

$$
\left\{b_{1}, b_{2}, \cdots, b_{m}\right\} \subseteq B
$$

and

$$
\left[K^{p}\left(b_{1}, \cdots, b_{m}\right): K^{p}\right]=p^{m}
$$

and if $b \in\left\{b_{1}, b_{2}, \cdots, b_{m}\right\}$, say, $b=b_{m}$, then $\left\{b_{1}, \cdots, b_{m-1}\right\} \subseteq B$ and we still have

$$
\begin{aligned}
& {\left[K^{p}\left(b_{1}, \cdots, b_{m}\right): K^{p}\right] } \\
= & {\left[K^{p}\left(b_{1}, \cdots, b_{m}\right): K^{p}\left(b_{1}, \cdots, b_{m-1}\right)\right] \cdot\left[K^{p}\left(b_{1}, \cdots, b_{m-1}\right): K^{p}\right] } \\
= & p \cdot p^{m-1}=p^{m} .
\end{aligned}
$$

Since $B \subset B \cup\{b\}$, the independency of $B \cup\{b\}$ contradicts the maximality of $B$. Thus we have $K^{p}(B)=K$.

## 1413

Let $K$ be a finite field with $p^{r}$ elements ( $p$ a prime) and $n$ be a positive integer. If $m$ is an integer which divides $n$ and $f(t) \in K[t]$ is an irreducible polynomial of degree $m$, show that $f$ divides $t^{p^{n n}}-t$.
(Indiana)

## Solution.

Let $E$ be a splitting field of $t^{p^{r n}}-t$ over $K$. Then $|E|=p^{r n}$ and $[E: K]=n$. Let $\alpha$ be a root of the irreducible polynomial $f(t)$ in some extension field of $K$. Then $|K(\alpha)|=p^{r m}$ and $[K(\alpha): K]=m$.

Since $m \mid n, E$ contains a subfield $L$ such that $K \subseteq L \subseteq E$ and $L \simeq K(\alpha)$. Hence there exists an element $\beta \in L \subseteq E$ such that $f(\beta)=0$, that is, $f(t)$ is the minimal polynomial of $\beta$. Since $\beta^{p^{r n}}-\beta=0$, we have $f(t) \mid\left(t^{p^{r n}}-t\right)$.

## 1414

Let $K / F$ be a finite extension of fields and let $L$ and $E$ be intermediate fields, with $E / F$ Galois and $[K: L]=p$, a prime. Prove that if $p$ does not divide $[E: F]$ then $E \subseteq L$.

## Solution.

Let $f(x)$ be a separable irreducible polynomial over $F$ such that $E$ is its splitting field. Let

$$
E \cdot L=E(L)=L(E)
$$

be the composite of $E$ and $L$ in $K$. Then $E \cdot L=L(E)$ is a splitting field of $f(x)$ over $L$. Hence $E \cdot L$ is Galois over $L$. Let $\alpha \in E$ be a root of $f(x)$. Then $E=F(\alpha)$ and $E \cdot L=L(E)=L(\alpha)$. For any

$$
\sigma \in \operatorname{Gal}(E \cdot L / L)=\operatorname{Gal}(L(\alpha) / L)
$$

it is clear that $\left.\sigma\right|_{E} \in \operatorname{Aut}(E / L \cap E)$. And further, we have

$$
\operatorname{Gal}(E \cdot L / L) \simeq \operatorname{Gal}(E / L \cap E)
$$

Now suppose $E \nsubseteq L$. Then $E \cdot L=K$, since $L \subseteq E \cdot L$ and $[K: L]=p$, a prime. It follows that

$$
p=|\operatorname{Gal}(E \cdot L / L)|=|\operatorname{Gal}(E / L \cap E)|
$$

dividers $|\operatorname{Gal}(E / F)|=[E: F]$, contrary to the assumption. Thus we have $E \subseteq L$.

## 1415

Let $K_{i}$ be the subfields of $\mathbb{C}$ defined as follows: $K_{0}=\mathbb{Q}$. If $i \geq 0, K_{i+1}$ is the smallest subfield of $\mathscr{C}$ containing the set

$$
\left\{\theta \in \mathbb{C} \mid \theta^{n} \in K_{i} \text { for some } n>0\right\}
$$

Let

$$
K=\bigcup_{i=0}^{\infty} K_{i}
$$

(1) Prove $K$ is a field.
(2) Let $f(x) \in K[x]$ be irreducible. Prove that $\operatorname{deg}(f) \geq 5$.
(Indiana)

## Solution.

(1) Since

$$
K_{0} \subseteq K_{1} \subseteq \cdots \subseteq K_{i} \subseteq K_{i+1} \subseteq \cdots
$$

is a chain of subfields of $\mathscr{C}$. It is clear that $\bigcup_{i=1}^{\infty} K_{i}$ is a subfield of $\boldsymbol{C}$.
(2) (Remark: $\operatorname{deg} f(x)$ may be 1 ).

Let $f(x) \in K[x]$ be an irreducible polynomial with $\operatorname{deg} f(x)>1$. There exsits some $i$ such that $f(x) \in K_{i}[x]$. Suppose $\operatorname{deg} f(x) \leq 4$. By the formulas for the roots of quadratic, cubic and quartic equations and

$$
K_{i+1}=\left\{\theta \in \mathbb{C} \mid \theta^{n} \in K_{i} \text { for some } n>0\right\},
$$

$f(x)$ splits in $K_{i+3}[x]$, hence in $K[x]$. Contradicts the irreducibility of $f(x)$. Hence $\operatorname{deg} f(x) \geq 5$.

## 1416

Let $K$ be an extension field of $F_{p}$, the field with $p$ elements. Let $a$ be an algebraic element in $K$. Prove that $\left[F_{p}(a): F_{p}\right]$ is the smallest positive integer $m$ such that $a^{g(m)} \in F_{p}$, where $g_{(m)}=\frac{p^{m}-1}{p-1}$.

## Solution.

Let $n=\left[F_{p}(a): F_{p}\right]$. Then $\left|F_{p}(a)\right|=p^{n}$ and $a^{p^{n}-1}=1$. Since $\left(a^{(g(n)}\right)^{p-1}=$ $a^{p^{n}-1}=1, a^{g(n)} \in F_{p}$.

On the other hand, if $a^{g(m)} \in F_{p}$, for some positive integer $m$, then

$$
a^{p^{m}-1}=\left(a^{g(m)}\right)^{p-1}=1,
$$

so $a$ is a root of $x^{p^{m}}-x$. Let $E$ be a splitting field of $x^{p^{m}}-x$ over $F_{p}$ and $a \in E$. Then $\left[E: F_{p}\right]=m$ and $F_{p} \subseteq F_{p}(a) \subseteq E$. Hence

$$
n=\left[F_{p}(a): F_{p}\right] \mid\left[E: F_{p}\right]=m .
$$

Thus $\left[F_{p}(a): F\right]$ is the smallest positive integer $m$ such that $a^{g(m)} \in F_{p}$.

## 1417

Let $F \supseteq K$ be a field extension of finite degree $m$. Let $f \in K[t]$ be an irreducible polynomial of degree $n$. If $m$ and $n$ are coprime then show that $f$ remains irreducible in $F[t]$.
(Indiana)

## Solution.

Suppose that $f(t)$ is reducible in $F[t]$ and let $f(t)=g(t) \cdot h(t)$ in $F[t]$ where $g(t)$ is a irreducible polynomial in $F[t]$ of degree $k, 1 \leq k<n$. Let $E=F(\alpha)$,
where $\alpha$ is a root of $g(t)$ in some extension field of $F$. Then $[E: F]=k$ since $g(t)$ is irreducible in $F[t]$. So

$$
[E: K]=[E: F][F: K]=k \cdot m
$$

On the other hand,

$$
[E: K]=[E: K(\alpha)] \cdot[K(\alpha): K]=[E: K(\alpha)] \cdot n
$$

since $\alpha$ is a root of $f(t)$ and $f(t)$ is irreducible in $K[t]$. It follows that $n \mid k \cdot m$, which contradicts $(m, n)=1$ and $1 \leq k<n$. Thus $f(t)$ is irreducible in $F[t]$.

## 1418

Find a Galois extension $E$ over $\mathcal{Q}$ with $\operatorname{Gal}(E / Q)$ cyclic of order 16 .
(Stanford)

## Solution.

For any positive integer $n$, the cyclotomic field $\mathbb{Q}\left(z_{n}\right)$ over $\boldsymbol{Q}$ is a Galois extension and $\left[\mathbb{Q}\left(z_{n}\right): \mathbb{Q}\right]=\phi(n)$ where $z_{n}$ is an $n$-th primitive root of the unit, $\phi(n)$ is the Euler $\phi$-function. It is easy to see that $\left|\operatorname{Gal}\left(\mathbb{Q}\left(z_{i}\right) / \mathbb{Q}\right)\right|=\phi(n)$ and $\operatorname{Gal}\left(Q\left(z_{n}\right) / Q\right) \simeq \operatorname{Aut}(G)$ where $G$ is the cyclic group of order $n$. When $n$ is prime, $\operatorname{Aut}(G)$ is cyclic of order $n-1$.

So if we take $n=17, E=\mathscr{Q}\left(z_{17}\right)$, then $E$ is a Galois extension of $\mathscr{Q}$ with $\operatorname{Gal}(E / Q)$ cyclic of order 16.

## 1419

Find a Galois extension $E$ over $Q$ with $\operatorname{Gal}(E / Q)$ cyclic of order 32 .
(Stanford)

## Solution.

As in 1418 , for any positive integer $n$, the cyclotomic field $\mathscr{Q}\left(z_{n}\right)$ over $\mathscr{Q}$ is a Galois extension and $\left[Q\left(z_{n}\right): Q\right]=\phi(n)$ where $z_{n}$ is an $n$-th primitive root of the unit, $\phi(n)$ is the Euler $\phi$-fur stion. It is easy to see that $\left|\operatorname{Gal}\left(\mathbb{Q}\left(z_{i}\right) / \boldsymbol{Q}\right)\right|=$ $\phi(n)$ and $\operatorname{Gal}\left(\Phi\left(z_{n}\right) / \Phi\right) \simeq \operatorname{Aut}\left(\begin{array}{l}\eta \\ \dot{x})\end{array}\right.$ where $G$ is the cyclic group of order $n$. When $n=2^{m}$ and $m \geq 3$, it is well known that $\operatorname{Aut}(G) \simeq X_{2} \oplus \boldsymbol{X}_{2^{m-2}}$.

By the Fundamental Theorem of Galois Theory, if we take $E=\operatorname{Inv}\left(\boldsymbol{X}_{2}\right)$, then $\mathscr{Q} \subseteq E$ is a Galois extension and $\operatorname{Gal}(E / \mathbb{Q}) \simeq \boldsymbol{X}_{2^{m-2}}$.

Taking $m=7$, then $\mathbb{Q} \subseteq E$ is a cyclic extension of order 32 .

Let $E / F$ be a finite Galois extension, $G=\operatorname{Gal}(E / F)$ and $a \in E$. Consider the $F$-linear map $M_{a}: E \rightarrow E, M_{a}(x)=a x$. Show that its trace is given by $\operatorname{Tr}_{F}\left(M_{a}\right)=\sum \sigma(a)$ where $\sigma$ varies over $G$.
(Columbia)

## Solution.

Let $z$ be a primitive element of $E / F,[E: F]=n$ and

$$
G=\operatorname{Gal}(E / F)=\left\{\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right\}
$$

Then

$$
\begin{aligned}
f(x) & =\prod_{i=1}^{n}\left(x-\sigma_{i}(z)\right) \\
& =x^{n}+a_{1} x^{n-1}+\cdots+a_{n}
\end{aligned}
$$

is the minimal polynomial of $z$ over $F$, and $\sigma_{1}(z), \sigma_{2}(z), \cdots, \sigma_{n}(z)$ are distinct.
Now, for any $a \in E, a$ has the form

$$
\alpha_{0}+\alpha_{1} z+\cdots+\alpha_{n-1} z^{n-1} \quad\left(\alpha_{i} \in F\right)
$$

since $\left\{1, z, \cdots, z^{n-1}\right\}$ is a base for $E / F$. To prove that

$$
\operatorname{Tr}_{F}\left(M_{a}\right)=\sum_{i=1}^{n} \sigma_{i}(a)
$$

it suffices to prove that

$$
\operatorname{Tr}_{F}\left(M_{z^{k}}\right)=\sum_{i=1}^{n} \sigma_{i}\left(z^{k}\right)
$$

for any $1 \leq k \leq n-1$.
Obviously, $f(x)$ is also the minimal polynomial of the $F$-linear map $M_{z}$ : $E \rightarrow E, M_{z}(x)=z \cdot x$. Since $f(x)$ has distinct roots $\sigma_{1}(z), \sigma_{2}(z), \cdots, \sigma_{n}(z)$ in $E$, the matrix of $M_{z}\left(\in M_{n}(F)\right)$, say, relative to the base $\left\{1, z, \cdots, z^{n-1}\right\}$, is similar to $\operatorname{diag}\left\{\sigma_{1}(z), \cdots, \sigma_{n}(z)\right\}$ in $M_{n}(E)$. Anyway, we have

$$
\operatorname{Tr}_{F}\left(M_{z}\right)=\sum_{i=1}^{n} \sigma_{i}(z)
$$

and for any $1 \leq i \leq n-1$,

$$
\begin{aligned}
\operatorname{Tr}_{F}\left(M_{z^{k}}\right) & =\operatorname{Tr}_{F}\left(\left(M_{z}\right)^{k}\right) \\
& =\sigma_{1}(z)^{k}+\sigma_{2}(z)^{k}+\cdots+\sigma_{n}(z)^{k} \\
& =\sum_{i=1}^{n} \sigma_{i}\left(z^{k}\right)
\end{aligned}
$$

This completes the proof.

## Part II

## Topology

## SECTION 1 POINT SET TOPOLOGY

## 2101

Let $A$ and $B$ be connected subspaces of a topological space $X$, such that $A \cap \bar{B} \neq \emptyset$. Prove that $A \cup B$ is connected. If $A$ and $B$ are path connected, need $A \cup B$ be path connected?
(Indiana)

## Solution.

Let $f$ be any continuous map from $A \cup B$ to $S^{0}=\{-1,1\}$. Since $A$ is connected, $\left.f\right|_{A}$ must be constant. Without loss of generality, we may assume that $A \subset f^{-1}(-1)$. By the same reason, $\left.f\right|_{B}$ is also constant. Let $x_{0} \in A \cap \bar{B}$. We have $f\left(x_{0}\right)=-1$. Since $f$ is continuous, there exists a neighborhood of $x_{0}$, say $U$, such that $U \subset f^{-1}(-1)$. But since $x_{0} \in \bar{B}$, there is a point of $B$ which belongs to $U$. Therefore we have $B \subset f^{-1}(-1)$. Hence $f$ is not surjective. It means that $A \cup B$ is connected.

The following example shows that if $A$ and $B$ are path connected then $A \cup B$ needs not to be path connected. Let

$$
A=\{(0,0)\} \subset R^{2}
$$

and

$$
B=\left\{\left.\left(x, \sin \frac{1}{x}\right) \right\rvert\, 0<x \leq 1\right\} .
$$

Then $A$ and $B$ are path connected and $A \cap \bar{B}=A$, but $A \cup B$ is not path connected.

## 2102

Suppose that $A$ and $B$ are compact subspaces of spaces $X$ and $Y$ respectively, and that $N$ is an open neighborhood of

$$
A \times B \subset X \times Y
$$

Prove that there are open sets $U \subset X$ and $V \subset Y$ such that

$$
A \times B \subset U \times V \subset N
$$

(Indiana)

## Solution.

Let' $x$ be a point of $A$. For any $y \in B$, since $(x, y)$ belongs to $A \times B$ and $N$ is an open neighborhood of $A \times B \subset X \times Y$, there exist open sets $U_{y}(x) \subset X$ and $V_{y}(x) \subset Y$ such that

$$
(x, y) \in U_{y}(x) \times V_{y}(x) \subset N
$$

Therefore the family of open sets $\left\{V_{y}(x), y \in B\right\}$ covers $B$. Since $B$ is compact, there is a subcover $\left\{V_{y_{i}}(x), i=1, \cdots, p\right\}$ such that $B \subset \bigcup_{i=1}^{p} V_{y_{i}}(x)$. Let $U(x)=$ $\bigcap_{i=1}^{p} U_{y_{i}}(x)$ and $V(x)=\bigcup_{i=1}^{p} V_{y_{i}}(x)$. It is obvious that $U(x)$ and $V(x)$ are open sets of $X$ and $Y$ respectively and that

$$
\{x\} \times B \subset U(x) \times V(x) \subset N
$$

On the other hand, $\{U(x), x \in A\}$ is an open cover of $A$. Since $A$ is also compact, there exists a subcover $\left\{U\left(x_{i}\right), j=1, \cdots, q\right\}$ such that $A \subset \bigcup_{j=1}^{q} U\left(x_{j}\right)$. Let $U=\bigcup_{j=1}^{q} U\left(x_{j}\right)$ and $V=\bigcap_{j=1}^{q} V\left(x_{j}\right)$. It is easy to see that $U$ and $V$ are open sets of $X$ and $Y$ respectively and that $A \times B \subset U \times V \subset N$.

Let $X$ be a locally compact Hausdorff space. Let $A$ and $B$ be disjoint subsets of $X$, with $A$ compact and $B$ closed. Does there exist a continuous function $f: X \rightarrow[0,1]$ such that $\left.f\right|_{A}=0$ and $\left.f\right|_{B}=1$ ?
(Cincinnati)

## Solution.

If $X$ is compact, then $X$ is normal and the existence of $f$ is obvious. Hence we may assume that $X$ is noncompact. We denote by $X^{*}$ the one-point compactification of $X$. Since $X$ is locally compact and Hausdorff, $X^{*}$ is compact and Hausdorff, and consequently is also a normal space. Let $X^{*}=X \cup\{\infty\}$. It is easy to see that $A$ and $F=B \cup\{\infty\}$ are two disjoint closed subsets of $X^{*}$. Then by the Urysohn Lemma there exists a continuous function $\tilde{f}: X^{*} \rightarrow[0,1]$
such that $\left.\widetilde{f}\right|_{A}=0$ and $\left.\widetilde{f}\right|_{F}=1$. Therefore, the restriction of $\tilde{f}$ on $X, f$, satisfies the requirements that $\left.f\right|_{A}=0$ and $\left.f\right|_{B}=1$.

## 2104

No proofs, only the correct answers to the question asked, are required for this problem.

If $X$ and $Y$ are topological spaces, the join of $X$ and $Y$ is the quotient space

$$
X * Y=(X \times Y \times[0,1]) / \sim
$$

where

$$
(x, y, t) \text { is equivalent to }\left(x^{\prime}, y, t^{\prime}\right) \text { if and only if }\left\{\begin{array}{l}
x=x^{\prime} \text { and } t=t^{\prime}=0 \\
\text { or } \\
y=y^{\prime} \text { and } t=t^{\prime}=1
\end{array}\right.
$$

(a) $S^{0} * S^{0}$ and $S^{1} * S^{0}$ are homeomorphic to familiar spaces. What space are they?
(b) Describe $X * S^{0}$ for a general space $X$.
(Indiana)

## Solution.

(a) $S^{0} * S^{0}$ is homeomorphic to the unit circle $S^{1}$, and $S^{1} * S^{0}$ is homeomorphic to the unit sphere $S^{2}$.
(b) Generally, $X * S^{0}$ is homeomorphic to the quotient space $X \times[0,1] / \sim$ obtained from the cylinder $X \times[0,1]$ by collapsing $X \times\{0\}$ and $X \times\{1\}$ to two points $p$ and $q$ respectively.

## 2105

(a) Define quotient map.
(b) Show that if $X$ is compact, $Y$ is Hausdorff and $f: X \rightarrow Y$ is continuous and onto, then $f$ is a closed map.
(c) Show that if $f$ satisfies the condition of (b) then $f$ is a quotient map.
(Indiana)

## Solution.

(a) Let $X$ be a topological space and $\sim$ be an equivalence relation on $X$. Define by $X / \sim$ the space of equivalence classes under $\sim$. By the quotient $\operatorname{map} \pi: X \rightarrow X / \sim$ we mean the map which assigns to $x \in X$ the equivalence
class containing $x$. The quotient space $X / \sim$ may be topologized by defining a subset $U \subset X / \sim$ to be open if and only if $\pi^{-1}(U)$ is open in $X$. Under this topology, $\pi$ becomes a continuous map. More generally, if $f: X \rightarrow Y$ is a continuous map, there is naturally associated an equivalence relation on $X$ such that $x_{1} \sim x_{2}$ if and only if $f\left(x_{1}\right)=f\left(x_{2}\right)$. If $Y$ is homeomorphic to $X / \sim$ under the map $i: X / \sim \longrightarrow Y$ and $f=i \circ \pi$ then we call $f$ a quotient map.
(b) Let $A$ be a closed subset of $X$. Since $X$ is compact, $A$ is compact too. It follows from the continuity of $f$ that $f(A)$ is a compact subset of $Y$. Since $Y$ is Hausdorff, $f(A)$ is closed in $Y$. Hence $f$ is a closed map.
(c) Let $\sim$ be the equivalence relation on $X$ associated to the map $f$. Denote by $[x]$ the equivalence class containing $x$. Then we define a map $i: X / \sim \rightarrow Y$ by $i([x])=f(x)$. Since $f$ is onto, $i$ is obviously a $1-1$ map. By the result of (b), the quotient space $X / \sim$ is compact. Hence $i$ is a continuous $1-1$ map from the compact space $X / \sim$ to the Hausdorff space $Y$, and, therefore, is a homeomorphism. It is clear that $f=i \circ \pi$. So $f$ is a quotient map.

## 2106

Let $f: X \rightarrow Y$ be a continuous function from a space $X$ to a Hausdorff space $Y$. Let $C$ be a closed subspace of $Y$, and let $U$ be an open neighborhood of $f^{-1}(C)$ in $X$.
(a) Prove that if $X$ is compact then there is an open neighborhood $V$ of $C$ in $Y$ such that $f^{-1}(V) \subset U$.
(b) Give a counterexample to show that if $X$ is not compact, then there need not be such a neighborhood $V$.
(Indiana)
Solution.
(a) Let $W=X-U$, then $W$ is closed in $X$. Since $X$ is compact, $W$ is compact too. Since $f$ is a continuous function, $f(W)$ is a compact set of $Y$, and consequently is a closed set of $Y$ because $Y$ is a Hausdorff space. Let $V=Y-f(W)$. Then $V$ is an open neighborhood of $C$ in $Y$. Since $W \subset f^{-1}(f(W))$, we see that

$$
f^{-1}(V)=X-f^{-1}(f(W)) \subset X-W=U
$$

(b) Let $X=R$ and $Y=S^{1} . f: X \rightarrow Y$ is the continuous function defined by $f(t)=e^{2 \pi i t}$ for $t \in R$. Take $C=\{1\} \in S^{1}$. It is obvious that

$$
f^{-1}(C)=\{n \mid n \in Z\}
$$

Let $U=\bigcup_{n \in Z} U_{n}$ be the open neighborhood of $f^{-1}(C)$ in $X$, where

$$
U_{n}=\left(-\frac{1}{n}+n, n+\frac{1}{n}\right)
$$

Since

$$
\lim _{n \rightarrow \infty}\left|U_{n}\right|=\frac{2}{n}=0
$$

one can easily prove that there does not exist such a neighborhood $V$.

## 2107

Let $X$ be a normal topological space and $A \subset X$ a closed subspace.
(a) Show that the quotient space $Y$ obtained by collapsing $A$ to a point is normal.
(b) Does this result hold if normality is replaced with regularity?
(Indiana)

## Solution.

(a) Let $\pi: X \rightarrow Y$ be the identification map and $y_{0} \in Y$ be the point which $A$ collapses to. Let $U$ and $V$ be two nonempty closed sets in $Y$ such that $U \cap V=\emptyset$. Then $\pi^{-1}(U)$ and $\pi^{-1}(V)$ are two nonempty disjoint closed sets in $X$. If $y_{0} \notin U \cup V$, then, by the normality of $X$, it is clear that there exist two disjoint open sets $W_{1}$ and $W_{2}$ in $X$ containing $\pi^{-1}(U)$ and $\pi^{-1}(V)$ respectively such that $W_{i} \cap A=\emptyset$ for $i$ equal to 1 and 2 . Thus we see that $\pi\left(W_{1}\right)$ and $\pi\left(W_{2}\right)$ are two disjoint open sets in $Y$ and contain $U$ and $V$ respectively. If $y_{0} \in U$ (or $V$ ), we only need to take the sets $W_{1}$ and $W_{2}$ without the restrictions that $W_{i} \cap A=\emptyset$.
(b) Let $X$ be a regular space which is not a normal space. It means that there exist two disjoint closed sets $A$ and $B$ in $X$ such that they cannot be separated by disjoint open sets in $X$. Then the quotient space $Y$ obtained by collapsing $A$ to a point $y_{0}$ is not regular, because one can prove that the point $y_{0}$ and the closed set $\pi(B)$ in $Y$ cannot be separated by disjoint open sets in $Y$.

## 2108

Let $p: E \rightarrow B$ be a covering map with $E$ locally path connected and simply connected. Let $X$ be a connected space, let $f: X \rightarrow B$ be a continuous map,
and $f_{1}, f_{2}: X \rightarrow E$ be two lifts of $f$. Prove that there is a deck transformation $g: E \rightarrow E$ such that $f_{2}=g f_{1}$.
(Indiana)

## Solution.

Take a point $x_{0} \in X$ and let $f_{1}\left(x_{0}\right)=e_{0} \in E$. Then $e_{0} \in p^{-1}\left(b_{0}\right)$, where $b_{0}=p\left(e_{0}\right)$. Let $f_{2}\left(x_{0}\right)=e_{1}$. Since $p f_{1}=p f_{2}=f$, we see that $e_{1} \in p^{-1}\left(b_{0}\right)$. By the assumptions $p: E \rightarrow B$ is the universal covering map. Thus there exists a deck transformation $g$ such that $g\left(e_{0}\right)=e_{1}$. Therefore, $g f_{1}\left(x_{0}\right)=f_{2}\left(x_{0}\right)$. Let

$$
A=\left\{x \in X \mid g f_{1}(x)=f_{2}(x)\right\}
$$

It is obvious that $A$ is not empty.
It is not difficult to prove that $A$ is both-open-and-closed in $X$. Thus, by the connectedness of $X$, we see that $A=X$, which means $f_{2}=g f_{1}: X \rightarrow E$.

## 2109

Let $p: \tilde{X} \rightarrow X$ be an $n$-sheeted covering projection, $n<\infty$. Suppose that $X$ is compact. Prove that $\tilde{X}$ is compact.
(Indiana)

## Solution.

Suppose that $\mathcal{U}=\left\{U_{\lambda}, \lambda \in \Lambda\right\}$ is an open covering of $\tilde{X}$. For any point $x \in X$, let $p^{-1}(x)=\left\{\widetilde{x}_{1}, \cdots, \widetilde{x}_{n}\right\}$. Let $W(x)$ be an elementary neighborhood, i.e., $W(x)$ is an path-connected open neighborhood of $x$ such that each path component of $p^{-1}(W(x))$ is mapped topologically onto $W(x)$ by $p$. Let

$$
p^{-1}(W(x))=\bigcup_{i=1}^{n} \widetilde{W}_{i}(x)
$$

where $\widetilde{W}_{i}(x)$ is a path component of $p^{-1}(W(x))$ such that $\widetilde{x}_{i} \in \widetilde{W}_{i}(x)$. Choose a $U_{i} \in U$ such that $\widetilde{x}_{i} \in U_{i}$. Let $\widetilde{V}_{i}(x)$ be the path component of $\widetilde{W}_{i}(x) \cap U_{i}$ containing $\widetilde{x}_{i}$. It is obvious that each $\widetilde{V}_{i}(x)$ is open and $\widetilde{V}_{i}(x) \cap \widetilde{V}_{j}(x)=\emptyset$ for $i \neq j$. Since $p$ is an open map, $\bigcap_{i=1}^{n} p\left(\tilde{V}_{i}(x)\right)$ is an open neighborhood of $x$ in $X$. Choose another elementary neighborhood $V(x)$ of $x$ such that

$$
V(x) \subset \bigcap_{i=1}^{n} p\left(\tilde{V}_{i}(x)\right)
$$

Let

$$
p^{-1}(V(x))=\bigcup_{i=1}^{n} \tilde{V}_{i}^{\prime}(x),
$$

where $\tilde{V}_{i}^{\prime}(x)$ is the path component of $p^{-1}(V(x))$ for any $i$. Then it is easy to see that $\widetilde{V}_{i}^{\prime}(x) \subset \tilde{V}_{i}(x) \subset U_{i}$ for $i=1, \cdots, n$. It follows that $p^{-1}(V(x)) \subset \bigcup_{i=1}^{n} U_{i}$. That is, we have proved that for any point $x \in X$ there exists an elementary neighborhood $V(x)$ of $x$ such that $p^{-1}(V(x))$ can be covered by a finite number of sets in $\mathcal{U}$. Since $X$ is compact, $X$ can be covered by a finite number of $V\left(x_{i}\right)$, $i=1, \cdots, m$, and consequently $\widetilde{X}$ can be covered by a finite subcover of $\mathcal{U}$.

## 2110

Let $T$ and $\mathcal{U}$ be two different topology on $X$ such that $X$ is compact and Hausdorff with respect to both. Prove that $\mathcal{T} \not \subset \mathcal{U}$. (Recall that $\mathcal{T} \subset \mathcal{U}$ means that every set in the topology $\mathcal{T}$ is contained in $\mathcal{U}$.)
(Indiana)

## Solution.

We use the reduction to absurdity. Suppose that $\mathcal{T} \subset \mathcal{U}$. Let $(X, \mathcal{T})$ and ( $X, \mathcal{U}$ ) denote the topological spaces of $X$ with respect to $T$ and $\mathcal{U}$ respectively. $h:(X, \mathcal{U}) \rightarrow(X, \mathcal{T})$ is the identity map of $X$. Then $h$ is a $1-1$ map from the compact space $(X, \mathcal{U})$ to the Hausdorff space $(X, \mathcal{T})$. We claim that $h$ is a continuous map. For any point $x_{0} \in X$. Let $U$ be any open neighborhood of $x_{0}$ in $(X, \mathcal{T})$. Since $\mathcal{T} \subset \mathcal{U}, U$ is also an open neighborhood of $x_{0}$ in $(X, \mathcal{U})$. It is obvious that $h\left(x_{0}\right)=x_{0}$ and $h(U)=U$. Hence $h$ is continuous at $x_{0}$. Thus $h$ is a homeomorphism from $(X, \mathcal{U})$ to $(X, T)$, which means $\mathcal{U}=T$. This contradicts the assumption.

## 2111

Let $X$ be a topological space and let $A \subset X$. Show that if $C$ is a connected subset of $X$ that intersects both $A$ and $X-A$, then $C$ intersects $B d A$. (Recall that $B d A=\bar{A} \cap \overline{(X-A)}$.)
(Indiana)

## Solution.

We use the reductio ad absurdum. Suppose that $C \cap B d A=\emptyset$. Take $U=C \cap \bar{A}$ and $V=C \cap \overline{(X-A)}$. Since $C \cap A \subset U$ and $C \cap(X-A) \subset V$,
from the assumption, we see that both $U$ and $V$ are nonempty subset of $C$. It is clear that $C=U \cup V$ and both $U$ and $V$ are closed subsets of $C$, and, consequently, that both $U$ and $V$ are open sets of $C$. But

$$
U \cap V=C \cap \bar{A} \cap \overline{(X-A)}=C \cap B d A=\emptyset,
$$

which is a contradiction to the connectedness of $C$.

## 2112

Let ( $X, d$ ) be a metric space. For any subspace $A \subset X$ and real number $\varepsilon>0$, let

$$
\begin{aligned}
& O_{\varepsilon}(A)=\{x \in A: d(x, a)<\varepsilon \text { for some } a \in A\} \\
& C_{\varepsilon}(A)=\{x \in A: d(x, a) \leq \varepsilon \text { for some } a \in A\} .
\end{aligned}
$$

(a) Prove that $O_{\varepsilon}(A)$ is an open subspace of $X$.
(b) If $A$ is compact, show that $C_{\varepsilon}(A)$ is closed in $X$. Must $C_{\varepsilon}(A)$ be closed for a general subspace $A$ of $X$ ?
(Indiana)

## Solution.

(a) Let $x_{0}$ be any point of $O_{\varepsilon}(A)$. By the definition of $O_{\varepsilon}(A)$, there exists a point $a \in A$ such that $d\left(x_{0}, a\right)<\varepsilon$, i.e., $\delta=\varepsilon-d\left(x_{0}, a\right)>0$. Then, for any $x \in O_{\delta / 4}\left(x_{0}\right)$,

$$
d(x, a) \leq d\left(x, x_{0}\right)+d\left(x_{0}, a\right)<\frac{\delta}{4}+(\varepsilon-\delta)<\varepsilon,
$$

which means that $O_{\delta / 4}\left(x_{0}\right) \subset O_{\varepsilon}(A)$. Thus $O_{\varepsilon}(A)$ is an open subspace of $X$.
(b) Let $x_{0}$ be any cluster point of $C_{\varepsilon}(A)$. Then there exists a sequence $\left\{x_{n}\right\}$ in $C_{\varepsilon}(A)$ such that $x_{n} \neq x_{0}$ for any $n$ and $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$. By the definition of $C_{\varepsilon}(A)$, for each $x_{n}$ there exists an $a_{n} \in A$ such that $d\left(x_{n}, a_{n}\right) \leq \varepsilon$. Since $A$ is compact, without loss of generality, we may assume that $a_{n} \rightarrow a$ for some $a \in A$. Thus we have

$$
d\left(x_{0}, a\right)=\lim _{n \rightarrow \infty} d\left(x_{n}, a_{n}\right) \leq \varepsilon,
$$

which means $x_{0} \in C_{\varepsilon}(A)$. So $C_{\varepsilon}(A)$ is closed in $X$. If $A$ is not compact, we give a counterexample as follows. Take $X=[0,2] \subset R$ and $A=[0,1)$. Then $C_{\frac{1}{2}}(A)=\left[0, \frac{3}{2}\right)$ is not closed in $X$.

## 2113

Suppose that $X$ is a dense subspace of a topological space $Y$. Prove or give counterexamples to the following assertions:
(a) If $X$ is Hausdorff, then $Y$ is Hausdorff.
(b) If $X$ is connected, then $Y$ is connected.
(Indiana)

## Solution.

a) This assertion is not correct. We give a counterexample as follows. Let $Y=\{a, b, c\}$. The topology on $Y$ is determined by the family of open sets

$$
T=\{\{a, b, c\},\{a, c\},\{b, c\},\{c\}, \emptyset\}
$$

Since any neighborhood of the point $a$ always contains the point $c, Y$ is not a Hausdorff space. But it is easy to see that the subspace $\{c\}$ is dense in $Y$ and is Hausdorff.
b) This assertion is true. We give a proof to it as follows. If $Y$ were not connected, then there would exist a nonempty proper subset $U$ of $Y$ which is both-open-and-closed in $Y$. Let $A=X \cap U$. Since $X$ is dense in $Y$ and $U$ is open in $Y, A$ would be a nonempty open set of $X$. On the other hand, $X-A=X \cap(Y-U)$ would be an open set of $X$, because $Y-U$ is open in $Y$. Thus $A$ would be a nonempty subset of $X$, which is both-open-and-closed in $X$. Since $X$ is dense in $Y$ and $Y-U$ is open in $Y, X-A$ is nonempty. It means $A \neq X$. This contracts the connectedness of $X$.

## 2114

Let $X$ and $Y$ be topological spaces, $X=U \cup V$, and $f: X \rightarrow Y$ be a function so that $\left.f\right|_{U}$ and $\left.f\right|_{V}$ are continuous.
a) If $U$ and $V$ are open in $X$, show that $f$ is continuous.
b) Give an example where $U$ and $V$ are not open in $X$ and $f$ is not continuous.
(Indiana)

## Solution.

a) Let $N$ be an open set of $Y$. Since $\left.f\right|_{U}$ and $f_{V}$ are continuous, $\left.f^{-1}\right|_{U}(N)$ and $\left.f^{-1}\right|_{V}(N)$ are open in, respectively, $U$ and $V$. But $U$ and $V$ are open in $X$, therefore, $\left.f^{-1}\right|_{U}(N)$ and $\left.f^{-1}\right|_{V}(N)$ are also open in $X$. Thus

$$
f^{-1}(N)=\left.\left.f^{-1}\right|_{U}(N) \cup f^{-1}\right|_{V}(N)
$$

is open in $X$, and consequently, $f$ is continuous.
b) Let $X=[0,2], U=[0,1)$ and $V=[1,2] . f: X \rightarrow R$ is defined by

$$
f(x)= \begin{cases}x & x \in U \\ 2 & x \in V\end{cases}
$$

Then $\left.f\right|_{U}$ and $\left.f\right|_{V}$ are continuous, but $f$ is not continuous.

## 2115

Let $q: X \rightarrow Y$ be a quotient space projection from a topological space $X$ to a connected topological space $Y$. Assume that $q^{-1}(y)$ is connected for each $y \in Y$.
a) Show that $X$ is connected.
b) Is $X$ necessarily connected if the map $q$ is not assumed to be a quotient mapping? Justify your assertion.
(Columbia)

## Solution.

a) Suppose that $X$ is not connected. Thus, there exist two disjoint nonempty open subsets of $X, U$ and $V$ such that $X=U \cup V$. Then $q(U) \cap q(V)=\emptyset$. For otherwise, let $y \in q(U) \cap q(V)$. Therefore,

$$
q^{-1}(y)=\left(q^{-1}(y) \cap U\right) \cup\left(q^{-1}(y) \cap V\right)
$$

and it is obvious that $q^{-1}(y) \cap U$ and $q^{-1}(y) \cap V$ are both nonempty open subsets of $q^{-1}(y)$, which contradicts the connectedness of $q^{-1}(y)$. Since $q$ is a quotient mapping, $V=q^{-1}(q(V))$ and $U=q^{-1}(q(U)), q(U)$ and $q(V)$ are disjoint nonempty open subsets such that $Y=q(U) \cup q(V)$, which contradicts the connectedness of $Y$. Thus $X$ must be connected.
b) The following example shows that the assumption that $q$ is a quotient mapping is necessary for $X$ to be connected. Let $X=U \cup V$, where

$$
U=\left\{(x, 0) \in R^{2} \mid 0 \leq x \leq 1\right\}
$$

and

$$
V=\left\{(1, y) \in R^{2} \mid 1 \leq y \leq 2\right\}
$$

The topology of $X$ is induced from the topology of $R^{2}$. Let $Y=[0,1]$, the unit interval of $R$, and $q: X \rightarrow Y$ be the map defined by $q(x, 0)=x$ for $(x, 0) \in U$ and $q(1, y)=1$ for $(1, y) \in V$. Then $q$ is continuous but is not a quotient mapping. For each $y \in Y, q^{-1}(y)$ is connected. But $X$ is not connected.

## 2116

Let $X$ and $Y$ be topological spaces, with $Y$ compact. Let $p: X \times Y \rightarrow X$ be the usual projection onto the first factor. Show that $p$ is a closed map.
(Cincinnati)

## Solution.

Let $U \subset X \times Y$ be a closed subset and $x_{0} \in X-p(U)$. Then, for any $y \in Y$, $\left(x_{0}, y\right) \notin U$. Since $U$ is closed, there exist an open set $W_{x_{0}}(y)$ of $X$ and open set $V_{y}\left(x_{0}\right)$ of $Y$ such that $\left(x_{0}, y\right) \in W_{x_{0}}(y) \times V_{y}\left(x_{0}\right)$ and $\left(W_{x_{0}}(y) \times V_{y}\left(x_{0}\right)\right) \cap U=\emptyset$. Since $Y$ is compact, there must exist a finite number of $V_{y_{1}}\left(x_{0}\right), \cdots, V_{y_{n}}\left(x_{0}\right)$ such that

$$
Y=\bigcup_{i=1}^{n} V_{y_{i}}\left(x_{0}\right)
$$

Let

$$
W\left(x_{0}\right)=\bigcap_{i=1}^{n} W_{x_{0}}\left(y_{i}\right)
$$

Then $W\left(x_{0}\right)$ is an open neighborhood of $x_{0}$ in $X$. Since $\left(W\left(x_{0}\right) \times Y\right) \cap U=\emptyset$, we see that $W\left(x_{0}\right) \cap p(U)=\emptyset$, i.e., $W\left(x_{0}\right) \subset X-p(U)$. Thus $X-p(U)$ is an open set of $X$, and consequently, $p(U)$ is closed in $X$, which means that $p$ is a closed map.

## 2117

Let $Y$ be a connected subset of the topological space, and let $Z$ be a set such that $Y$ is a subset of $Z$ and $Z$ is a subset of the closure of $Y$. Prove that $Z$ is connected.
(Minnesota)

## Solution.

According to the assumptions, we have $Y \subset Z \subset \bar{Y}$. Let $f: Z \rightarrow S^{0}$ be any continuous map, where $S^{0}=\{-1,1\}$ is the 0 -dimensional sphere with discrete topology. Since $Y$ is connected, without loss of generality, we may assume that $f(Y)=\{1\}$, i.e., $Y \subset f^{-1}(1)$. Taking closures of these two sets with respect to $Z$ and noting that $f^{-1}(1)$ is a closed subset of $Z$, we get $(\bar{Y})_{Z} \subset f^{-1}(1)$. But as well-known, $(\bar{Y})_{Z}=\bar{Y} \cap Z=Z$. Thus we have $Z \subset f^{-1}(1)$, and it follows that $f$ is not surjective. It means that there does not exist any continuous surjective map from $Z$ to $S^{0}$ and therefore $Z$ is connected.

Let $A$ be a connected subspace of a connected set $X$. If $C$ is a component of $X \backslash A$, show that $X \backslash C$ is connected.
(Cincinnati)

## Solution.

We first prove that if $X$ is a connected space, $U$ is a connected subset of $X$, and if $V$ is a both-open-and-closed subset with respect to $X \backslash U$, then $U \cup V$ is connected. Suppose that $U \cup V$ is not connected. Then let $U \cup V=W_{1} \cup W_{2}$ where $W_{1}$ and $W_{2}$ are two disjoint nonempty both-open-and-closed subsets of $U \cup V$. Since $U$ is connected, without loss of generality, we may assume that $U \subset W_{2}$. Thus $W_{1}$ is a both-open-and-closed subset of $V$, and, consequently, a both-open-and-closed subset of $X \backslash U$. Hence $W_{1}$ is a nonempty both-open-and-closed subset of $(U \cup V) \cup(X \backslash U)=X$, which contradicts the assumption that $X$ is connected. So the above statement is proved.

Now suppose that $X \backslash C$ is not connected. Let $X \backslash C=U \cup V$ where $U$ and $V$ are two disjoint nonempty both-open-and-closed subsets of $X \backslash C$. Since $A \subset X \backslash C$ and $A$ is connected, we may assume that $A \subset V$. By the above fact, $C \cup U$ is connected because $C$ is connected. Since $C \cup U \subset X \backslash A$ and $C \cap U=\emptyset$, we see that $C \cup U$ is a connected subset of $X \backslash A$ containing $C$, which contradicts that $C$ is a component of $X \backslash A$. Hence $X \backslash C$ must be connected.

## 2119

1) A metric space $X$ has property $S$ if for every $\varepsilon>0$ there is a cover of $X$ by connected sets each of which has diameter $<\varepsilon$.
a) Prove a metric space $X$ has property $S$ if $X$ has a dense subset with property $S$.
b) Suppose $X$ is a subset of a metric space. Suppose the closure of $X$ has property $S$. Must $X$ have property $S$ ?
(Cincinnati)

## Solution.

a) Suppose that $X$ has a dense subset $A$ which has property $S$. Then, for any $\varepsilon>0$, there is a cover $\left\{V_{\alpha}, \alpha \in \Gamma\right\}$ of $A$ by connected sets such that each $V_{\alpha}$ has diameter $<\varepsilon / 2$. Since each $V_{\alpha}$ is connected, $\bar{V}_{\alpha}$ is also connected
and obviously has diameter $<\varepsilon$. Since $\bar{A}=X$ and $\bar{A}=\bigcup_{\alpha \in \Gamma} \bar{V}_{\alpha}$, we see that $\left\{\bar{V}_{\alpha}, \alpha \in \Gamma\right\}$ is a cover of $X$ by connected sets each of which has diameter $<\varepsilon$. Thus $X$ has property $S$.
b) We give a counterexample as follows. Let $R$ denote the euclidean real line, $X$ be the set of all rational numbers. Then $\bar{X}=R$ has property $S$, but it is easy to see that $X$ does not have property $S$.

## 2120

Let $X$ be the topologist's sine curve defined by

$$
\begin{aligned}
X= & \{(x, \sin \pi / x) \mid 0<x \leq 1\} \cup\{(0, y) \mid-1 \leq y \leq 2\} \\
& \cup\{(x, 2) \mid 0 \leq x \leq 1\} \cup\{(1, y), 0 \leq y \leq 2\} \subset R^{2}
\end{aligned}
$$

(i) Sketch $X$.
(ii) Let $f: X \rightarrow X$ be continuous.

Show that either $f(X)=X$ or else there exists $\delta>0$ such that

$$
f(X) \cap\left\{(x, y) \mid 0<x<\delta, \quad-\frac{3}{2} \leq y \leq \frac{3}{2}\right\}=\emptyset
$$

(Toronto)

## Solution.

(i) $X$ is shown in the Figure below.


Fig.2.1
(ii) Let

$$
A=f(X) \cap\{(x, \sin \pi / x) \mid 0<x \leq 1\}
$$

and

$$
\delta=\inf \{x \mid(x, \sin \pi / x) \in A\}
$$

If $\delta=0$, we claim that $f(X)=X$. To prove it, we first note that since $X$ is path connected, $f(X)$ is also path connected. Hence in this case there exists a $\delta_{0}, 0<\delta_{0} \leq 1$, such that

$$
\left\{(x, \sin \pi / x) \mid 0<x \leq \delta_{0}\right\} \subset f(X)
$$

Therefore it is easy to prove that the set

$$
\{(0, y) \mid-1 \leq y \leq 1\} \subset f(X)
$$

Once again, using the fact that $f(X)$ is path connected, we see that $f(X)=X$. If $\delta>0$, then it is obvious that

$$
f(X) \cap\left\{(x, y) \mid 0<x<\delta,-\frac{3}{2} \leq y \leq \frac{3}{2}\right\}=\emptyset
$$

## 2121

Let $T=S^{1} \times S^{1}$ denote the torus.
(i) Show that $T$ can be covered by 3 contractible open subsets.
(ii) Show that $T$ cannot be covered by 2 contractible open subsets.
(Toronto)

## Solution.

(i) It is well-known that the torus $T$ can be identified to the quotient space of a square $X$ obtained by identifying opposite sides of the square $X$ according to the directions indicated by the arrows as shown in the Figure below.


Fig. 2.2

Thus let $U_{1}=X-\{a \cup b\}, U_{2}=X-\mathrm{I}$ and $U_{3}=X-\mathrm{II}$. (See the Figure above.) Then $U_{1}, U_{2}$ and $U_{3}$ are contractible open subsets and $T=U_{1} \cup U_{2} \cup U_{3}$.
(ii) Suppose that $T$ could be covered by 2 contractible open subsets. From the Van Kampen theorem it would follows that the fundamental group $\pi_{1}(T)=$ 0 . It contradicts the known fact that $\pi_{1}(T) \approx \mathbb{Z} \oplus \boldsymbol{X}$.

## 2122

Let $\mathcal{U}=\left\{U_{\alpha}\right\}_{\alpha \in J}$ be an open cover of the space $X$.
a) Give the definition for " $U$ is locally finite".
b) If $\mathcal{U}$ is locally finite show that, for any subset $K \subset J, \bigcup_{\beta \in K} \bar{U}_{\beta}$ is closed.

## Solution.

a) By definition, $U$ is said to be locally finite, if each point $p \in X$ has a neighborhood which intersects only a finite number of $U_{\alpha}$.
b) For any point $p \notin \underset{\beta \in K}{ } \bar{U}_{\beta}$, since $\mathcal{U}$ is locally finite, there is an open neighborhood $W$ of $p$ which intersects only a finite number of sets in $\mathcal{U}$, particularly, only a finite number of $U_{\beta}$ for $\beta \in K$, say, $U_{\beta_{1}}, \cdots, U_{\beta_{n}}$. Since $p \notin \bar{U}_{\beta_{i}}$ for each $\beta_{i}$, there is an open neighborhood $V_{i}$ of $p$ such that $V_{i} \cap \bar{U}_{\beta_{i}}=\emptyset$. Then let $V=W \cap V_{1} \cap \cdots \cap V_{n}$. It is clear that $V$ is an open neighborhood of $p$ such that $V \cap\left(\bigcup_{\beta \in K} \bar{U}_{\beta}\right)=\emptyset$. Hence $\bigcup_{\beta \in K} \bar{U}_{\beta}$ is closed.

2123

Let $S$ be a set and let $F$ be a family of real valued functions on $S$ such that $f\left(s_{1}\right)=f\left(s_{2}\right)$ for all $f \in F$ implies $s_{1}=s_{2}$. Prove that there exists a weakest topology in $S$ amongst all those for which all members of $F$ are continuous. Show further that the resulting topological space satisfies the Hausdorff separation axiom.
(Harvard)

## Solution.

Let

$$
\mathcal{U}=\left\{f^{-1}((a, b)) \mid(a, b) \text { is any open interval of } R \text { and } f \in F\right\}
$$

Then there exists a unique topology $\mathcal{T}$ on the set $S$ of which $\mathcal{U}$ is the topology subbase. It is easy to see that $\mathcal{T}$ is the weakest topology on $S$ amongst all those for which all members of $F$ are continuous. Suppose that $s_{1}$ and $s_{2}$ are
two distinct points of $S$. By the assumption there exists at least an $f \in F$ such that $f\left(s_{1}\right) \neq f\left(s_{2}\right)$. Hence we may take two open intervals ( $a_{1}, b_{1}$ ) and $\left(a_{2}, b_{2}\right)$ such that $f\left(s_{i}\right) \in\left(a_{i}, b_{i}\right)$ for $i=1,2$ and $\left(a_{1}, b_{1}\right) \cap\left(a_{2}, b_{2}\right)=\emptyset$. Then $U_{i}=f^{-1}\left(\left(a_{1}, b_{1}\right)\right)$ and $U_{2}=f^{-1}\left(\left(a_{2}, b_{2}\right)\right)$ are two disjoint open sets of $(S, \mathcal{T})$ such that $s_{i} \in U_{i}$ for $i=1,2$. So $(S, \mathcal{T})$ is Hausdorff.

## SECTION 2 HOMOTOPY THEORY

2201
a) Give generators and relations for the fundamental groups of the torus and of the oriented surface of genus 2 .
b) Compute the fundamental group of the figure 8 and draw a piece of its universal covering space.

(Harvard)

## Solution.

a)


Fig.2.3

As is well-known, we can present the torus $T$ as the space obtained by identifying the opposite sides of a square, as shown in Fig. 2.3 (b). Under the identification the sides $a$ and $b$ each become circles which intersect in the point $x_{0}$. Let $y$ be the center point of the square, and let $U=T-\{y\}$. Let $V$ be the image of the interior of the square under the identification. Since $V$ is simply connected, by the Van Kampen theorem, we conclude that $\pi_{1}\left(T, x_{1}\right)$ is isomorphic to $\pi_{1}\left(U, x_{1}\right)$ modulo the smallest normal subgroup of $\pi_{1}\left(U, x_{1}\right)$ containing the image $\phi_{*}\left(\pi_{1}\left(U \cap V, x_{1}\right)\right)$, where $\phi_{*}$ is the homomorphism induced
by the inclusion map $\phi: U \cap V \rightarrow U$. It is easily seen that $a \cup b$ is a deformation retract of $U$. Hence $\pi_{1}\left(U, x_{0}\right)$ is a free group on two generators $\alpha$ and $\beta$, where $\alpha$ and $\beta$ are presented by circles $a$ and $b$, respectively. It is also clear that $\pi_{1}\left(U, x_{1}\right)$ is a free group on two generators $\alpha^{\prime}=\delta^{-1} \alpha \delta$ and $\beta^{\prime}=\delta^{-1} \beta \delta$, where $\delta$ is the equivalence class of a path $d$ from $x_{0}$ to $x_{1}$. (See Fig. 2.3 (b).) On the other hand, it is easy to see that $\pi_{1}\left(U \cap V, x_{1}\right)$ is an infinite cyclic group generated by $\gamma$, the equivalence class of a closed path $c$ which circles around the point $y$ once, and, consequently, that $\phi_{*}(\gamma)=\alpha^{\prime} \beta^{\prime} \alpha^{\prime-1} \beta^{\prime-1}$. The smallest normal subgroup of $\pi_{1}\left(U, x_{1}\right)$ containing $\phi_{*}\left(\pi_{1}\left(U \cap V, x_{1}\right)\right)$ is just the commutator subgroup of $\pi_{1}\left(U, x_{1}\right)$. Thus $\pi_{1}\left(T, x_{1}\right)$ is a free abelian group on two generators $\alpha^{\prime}$ and $\beta^{\prime}$. Changing to the base point $x_{0}$, we see that $\pi_{1}\left(T, x_{0}\right)$ is a free abelian group on two generators $\alpha$ and $\beta$, which are presented by circles $a$ and $b$, respectively.

In a similar way, we can see that the fundamental group of the oriented surface of genus 2 is a free group on four generators $\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}$ with the single relation $\left[\alpha_{1}, \beta_{1}\right]\left[\alpha_{2}, \beta_{2}\right]$, where $\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}$ are presented by circles $a_{1}, b_{1}, a_{2}, b_{2}$, respectively, and $\left[\alpha_{i}, \beta_{i}\right]$ denotes the commutor $\alpha_{i} \beta_{i} \alpha_{i}^{-1} \beta_{i}^{-1}$. (See Fig. 2.3 (a).) b)


Fig.2.4

Let $X$ denote the figure 8 space, as shown in Fig.2.4. Let $U=X-\{q\}, V=$ $X-\{p\}$. By the Van Kampen theorem we can prove that $\pi_{1}\left(X, x_{0}\right)$ is a free group on two generators $\alpha, \beta$, where $\alpha, \beta$ are presented by circles $a$ and $b$, respectively.

The following picture is a piece of its universal covering space.


Fig. 2.5

Under the covering map $\pi$, each level segment is mapped on the circle $a$
according to the direction indicated by the arrow, and each vertical segment is mapped on the circle $b$ according to the direction indicated by the double arrows.

## 2202

Let $A$ be a connected, closed subspace of a compact Hausdorff space $X$, and suppose $f: A \rightarrow A$ is a continuous map. For each positive integer $n$ let $f^{n}(A)=\underbrace{f \circ f \circ \cdots \circ f}_{n \text { times }}(A)$.
(i) Show that $B=\bigcap_{n=1}^{\infty} f^{n}(A)$ is connected.
ii) Suppose $\gamma: S^{1} \rightarrow X-B$ is a nullhomotopic map. Show that there exists a positive integer $n$ such that $\gamma\left(S^{1}\right) \subset X-f^{n}(A)$ and such that the induced $\operatorname{map} \gamma^{\prime}: S^{1} \rightarrow X-f^{n}(A)\left(\gamma^{\prime}(s)=\gamma(s)\right.$ for $\left.s \in S^{1}\right)$ is also nullhomotopic.
(Indiana)

## Solution.

i) Since $X$ is compact and $A$ is closed, $A$ is also compact. Thus it is easy to see that $f^{n}(A)$ is compact, closed and connected. Noting that $f^{n+1}(A) \subset$ $f^{n}(A) \subset A$ for any $n$, and that $A$ is compact, we see that $B=\bigcap_{n=1}^{\infty} f^{n}(A)$ is a nonempty closed subset of $A$. Suppose that $B$ is not connected. Then $B=U \cup V$, where $U$ and $V$ are disjoint nonempty closed subsets of $B$. It is obvious that $U$ and $V$ are also closed subsets of $A$. Since $A$ is obviously compact and Hausdorff, $A$ is a normal space. Therefore, there exist disjoint open subsets of $A, W_{1}$ and $W_{2}$ such that $U \subset W_{1}$ and $V \subset W_{2}$. Thus it follows that $B \subset W_{1} \cup W_{2}=W$, which is an open subset of $A$. We claim that there exists a positive integer $N$ such that $f^{N}(A) \subset W$. For, otherwise, there would be a squence in $A,\left\{x_{n}\right\}$, such that $x_{n} \in f^{n}(A)$ but $x_{n} \notin W$ for every $n$. It means that $x_{n} \in A-W$ for every $n$. Since $A-W$ is closed in $A$ and, consequently, is a compact subset, there exists at least a limit point $x_{0}$ of the sequence $\left\{x_{n}\right\}$. Noting that $f^{n}(A)$ is compact for every $n$ and $f^{n+1}(A) \subset f^{n}(A)$, we can see that $x_{0} \in B \subset W$, which is a contradiction. Thus $f^{N}(A) \subset W$, and therefore,

$$
f^{N}(A)=\left(f^{N}(A) \cap W_{1}\right) \cup\left(f^{N}(A) \cap W_{2}\right)
$$

which contradicts the fact that $f^{N}(A)$ is connected.
ii) Let $F: S^{1} \times I \rightarrow X-B$ be a homotopy between $\gamma$ and the constant map. Since $F\left(S^{1} \times I\right)$ is compact and $X-B$ is open, $F\left(S^{1} \times I\right)$ is also closed in
$X$. Since $X$ is normal, there exists open sets $U$ and $V$ such that $F\left(S^{1} \times I\right) \subset U$ and $B \subset V$. From the proof for i), it follows that there exists a positive $N$ such that $f^{N}(A) \subset V$. Therefore,

$$
F\left(S^{1} \times I\right) \subset U \subset X-f^{N}(A)
$$

Particularly, $\gamma\left(S^{\mathbf{1}}\right) \subset X-f^{N}(A)$. The remainder of ii) is obvious.

## 2203

Let $R P^{n}$ be the real projective $n$-space and $T^{m}$ be the $m$-torus $S^{1} \times \cdots \times S^{1}$ ( $m$ factors). Prove that any continuous map $R P^{n} \rightarrow T^{m}$ is null-homotopic.
(Indiana)

## Solution.

It is well-known that $R^{m}$ is a universal covering space of $T^{m}$. Let $P$ : $R^{m} \rightarrow T^{m}$ be the universal covering map. It is also well-known that

$$
\pi_{1}\left(T^{m}\right) \approx \mathbb{Z} \oplus \cdots \oplus \boldsymbol{X} \quad(m \text { times })
$$

and that $\pi_{1}\left(R P^{n}\right) \approx \mathcal{Z}_{2}$. Therefore, for any continuous map $f: R P^{n} \rightarrow T^{m}$, the induced homomorphism $f_{*}: \pi_{1}\left(R{\underset{\sim}{P}}^{n}\right) \rightarrow \pi_{1}\left(T^{m}\right)$ is trivial. Thus there exists a lifting of $f$, say $\tilde{f}$, such that $p \widetilde{f}=f$. Let $p_{0}$ be a fixed point of $R^{m}$. Define $H: R P^{n} \times I \rightarrow R^{m}$ by

$$
H(x, t)=(1-t) \tilde{f}(x)+t p_{0}
$$

Then $H$ is a homotopy between $\tilde{f}$ and the constant map $p_{0}$. So $\tilde{f}$ is nullhomotopic and consequently $f$ is also null-homotopic.

2204

Let $X$ be the quotient space obtained by collapsing $\{p t.\} \times S^{1} \subset S^{1} \times S^{1}$ to a point


Compute $\pi_{1}(X)$ and $H_{*}(X)$.
(Columbia)

## Solution.



Fig. 2.6
$X$ may be identified with the space shown in Fig.2.6, which is obtained by identifying the sides of a 2-gon. Let $y$ be the center of the 2 -gon, $U=X-\{y\}$, and $V$ be the interior of the 2 -gon. Then, $U$ and $V$ are open subsets, $U$, $V$, and $U \cap V$ are path connected, and $V$ is simply connected. Thus, by the Van Kampen theorem, $\pi_{1}\left(X, x_{1}\right)$ is isomorphic to the quotient group of $\pi_{1}\left(U, x_{1}\right)$ modulo the smallest normal subgroup of $\pi_{1}\left(U, x_{1}\right)$ containing the image $\phi_{*}\left(\pi_{1}\left(U \cap V, x_{1}\right)\right)$, where $\phi_{*}$ is the homomorphism induced by the inclusion map $\phi: U \cap V \rightarrow U$. It is easy to see that $a$ is a deformation ratract of $U$. Therefore, $\pi_{1}\left(U, x_{1}\right)$ is an infinite cyclic group on the generator $\delta^{-1} a \delta$, where $\delta$ is the equivalence class of a path $d$ connecting $x_{0}$ and $x_{1}$. (See Fig.2.6) It is also clear that $\pi_{1}\left(U \cap V, x_{1}\right)$ is an infinite cyclic group on the generator $\gamma$, where $\gamma$ is the equivalence class of a closed path $c$ which goes once round the point $y$. It is easy to see that $\phi_{*}(\gamma)=1_{\pi_{1}\left(U, x_{1}\right)}$. Therefore we conclude that $\pi_{1}(X)=\boldsymbol{Z}$.

To compute $H_{*}(X)$, we may apply the Mayer-Vietoris sequence to the pair $(U, V)$. The conclusion is that $H_{i}(X)$ is an infinite cyclic group for $i$ equal to $0,1,2$ and is zero otherwise.

## 2205

(i) Suppose $n \geq 2$. Does there exist a continuous map $f: S^{n} \rightarrow S^{1}$ which is not homotopic to a constant?
(ii) Suppose $n \geq 2$. Does there exist a continuous map $f: R P^{n} \rightarrow S^{1}$ which is not homotopic to a constant?
(iii) Let $T=S^{1} \times S^{1}$ be the torus. Does there exist a continuous map $f: T \rightarrow S^{1}$ which is not homotopic to a constant?

## Solution.

(i) Let $\pi: R \rightarrow S^{1}$ be the universal covering map defined by $\pi(t)=e^{2 \pi i t}$, and $f: S^{n} \rightarrow S^{1}$ be a continuous map. Since $\pi_{1}\left(S^{n}\right)=0$ for $n \geq 2$, we see that there is a lifting of $f, \tilde{f}: S^{n} \rightarrow R$ such that $\pi \widetilde{f}=f$. Since $R$ is contractible, $\widetilde{f}$ must be homotopic to a constant map $\widetilde{C}: S^{n} \rightarrow R$, hence $f$ is homotopic to $\pi \circ \widetilde{C}=C$, which is also a constant map from $S^{n}$ to $S^{1}$, i.e., there does not exist any continuous map $f: S^{n} \rightarrow S^{1}$ which is not homotopic to a constant map.
(ii) Since $\pi_{1}\left(R P^{n}\right)=\mathcal{Z}_{2}$, any continuous map $f: R P^{n} \rightarrow S^{1}$ induces a trivial homomorphism $f_{*}: \pi_{1}\left(R{\underset{\sim}{P}}^{n}\right) \rightarrow \pi_{1}\left(S^{1}\right)$, and, consequently, has a lifting $\tilde{f}: R P^{n} \rightarrow R$ such that $\pi \circ \tilde{f}=f$. By the same argument as in (i), $f$ must be homotopic to a constant.
(iii) Denote $T=S^{1} \times S^{1}$ by $T=\left(e^{2 \pi i t_{1}}, e^{2 \pi i t_{2}}\right), 0 \leq t_{1}, t_{2} \leq 1$. Define $f: T \rightarrow S^{1}$ by

$$
f\left(e^{2 \pi i t_{1}}, e^{2 \pi i t_{2}}\right)=e^{2 \pi i t_{1}} \in S^{1}
$$

It is easy to see that the induced homomorphism $f_{*}: H_{1}(T) \rightarrow H_{1}\left(S^{1}\right)$ maps one generator of $H_{1}(T)$ to the generator of $H_{1}\left(S^{1}\right)$, and another generator to zero. Hence $f_{*}$ is not trivial, which means that $f$ is not homotopic to a constant.

## 2206

A continuous map of topological spaces: $p: E \rightarrow B$ is called a fibration if it has the homotopy lifting property - that is, for any pair of continuous maps $I \rightarrow G: X \times I \rightarrow B$ and $h: X \times\{0\} \rightarrow E$ such that $p h=\left.G\right|_{X \times\{0\}}$ there exists a continuous map $H: X \times I \rightarrow E$ such that $\left.H\right|_{X \times\{0\}}=h$ and $p H=G$. Let $p: E \rightarrow B$ be a fibration, $b_{0} \in B$ be a base point, $F=p^{-1}\left(b_{0}\right)$ (the "fiber"), and $e_{0} \in F$. Let $i: F \rightarrow E$ denote the inclusion map.
(i) If $F$ is path connected, prove that $p_{\#}: \pi_{1}\left(E, e_{0}\right) \rightarrow \pi_{1}\left(B, b_{0}\right)$ is surjective.
(ii) Prove that in general the 3 -term sequence

$$
\pi_{1}\left(F, e_{0}\right) \rightarrow \pi_{1}\left(E, e_{0}\right) \rightarrow \pi_{1}\left(B, b_{0}\right)
$$

in which the homomorphisms are $i_{\#}$ and $p_{\#}$, respectively, is exact.
(Indiana)

## Solution.

(i) Let $\alpha=[f] \in \pi_{1}\left(B, b_{0}\right)$, where $f: I \rightarrow B$ is a closed path at $b_{0}$ which represents $\alpha$. Let $G: I \times I \rightarrow B$ be a continuous map defined by
$G(t, s)=f(s t)$ for $(s, t) \in I \times I$, and $h: I \times\{0\} \rightarrow E$ be the constant map such that $h(t, 0) \equiv e_{0}$. It is obvious that $p h=\left.G\right|_{I \times\{0\}}$. Therefore there exists a continuous map $H: I \times I \rightarrow E$ such that $\left.H\right|_{I \times\{0\}}=h$ and $p H=G$. Particularly we have $p H(t, 1)=f(t)$. Let $C: I \rightarrow E$ be a path in $E$ defined by $c(t)=H(t, 1)$. Then $p c=f$. Let $c(0)=e_{1}$ and $c(1)=e_{2}$. It is clear that $e_{1}$ and $e_{2}$ belong to $F$. Since $F$ is path-connected, we may choose two paths $g_{1}$ and $g_{2}$ in $F$ such that $g_{1}(0)=e_{2}, g_{1}(1)=e_{1}, g_{2}(0)=e_{1}$ and $g_{2}(1)=e_{1}$. Thus $\widetilde{f}=g_{2} * c * g_{1} * g_{2}^{-1}$ is a closed path at $e_{1}$, where $g_{2}^{-1}$ is the inverse path of $g_{2}$. Noting that $p g_{1}, p g_{2}$ and $p g_{2}^{-1}$ are all constant path at $b_{0}$, we have

$$
p_{\#}[\widetilde{f}]=[p \widetilde{f}]=\left[p g_{2}\right] \cdot[p c] \cdot\left[p g_{1}\right] \cdot\left[p g_{2}^{-1}\right]=[p c]=[f]=\alpha,
$$

which means that $p_{\#}$ is surjective.
(ii) Let $\alpha=[f] \in \pi_{1}\left(F, e_{0}\right)$. It is obvious that $p_{\#} \cdot i_{\#}(\alpha)=[p f]=\left[b_{0}\right]$, where $b_{0}$ is the constant path at $b_{0}$. Hence $\operatorname{im}_{\#} \subset \operatorname{ker} p_{\#}$. On the other hand, suppose that $\widetilde{\alpha}=[\tilde{f}] \in \operatorname{ker} p_{\#}$. Then there exists a homotopy $G: I \times I \rightarrow B$ between $p \widetilde{f}$ and the constant path $b_{0}$ such that $G(t, 0)=(p \widetilde{f})(t), G(t, 0)=b_{0}$, and $G(0, s) \equiv G(1, s) \equiv b_{0}$ for any $s$. By the homotopy lifting property, there exists a continuous map $H: I \times I \rightarrow E$ such that $P H=G$ and $H(t, 0)=\widetilde{f}(t)$. Let $c_{1}=\left.H\right|_{\{0\} \times I}, c_{2}=\left.H\right|_{I \times\{1\}}$ and $c_{3}=\left.H\right|_{\{1\} \times I}$. Then $c_{1}, c_{2}$ and $c_{3}$ are paths in $F$ and $c_{1}(0)=e_{0}, c_{1}(1)=c_{2}(0), c_{2}(1)=c_{3}^{-1}(0)$ and $c_{3}^{-1}(1)=e_{0}$. Hence $c=c_{1} \times c_{2} \times c_{3}^{-1}$ is a closed path in $F$ with base point $e_{0}$. It is easy to see that $\tilde{f}$ is homotopic to $C$. (See Fig.2.7.) Therefore, $\widetilde{\alpha}=[\tilde{f}]=[c]=i_{\#}[c]$. i.e., ker $p_{\#} \subset \operatorname{im} i_{\#}$. Hence the sequence mentioned above is exact.


Fig.2.7

2207

Is the canonical map $q: S^{2} \rightarrow R P^{2}$ (which identifies antipodal points of $S^{2}$ ) nullhomotopic? Why or why not?

## Solution.

It is well-known that $q$ is also the universal covering map from $S^{2}$ to $R P^{2}$. Suppose that $q$ is nullhomotopic. Then $q$ is homotopic to a constant map $c: S^{2} \rightarrow R P^{2}$, and therefore $q$ has a lifting $\tilde{q}: S^{2} \rightarrow S^{2}$ which is also homotopic to the lifting of $c$, a constant map $\tilde{c}: S^{2} \rightarrow S^{2}$. But it is obvious that $\tilde{q}$ is the identity map or the antipodal map from $S^{2}$ to $S^{2}$. Hence $\operatorname{deg} \tilde{g}= \pm 1$. On the other hand, we have $\operatorname{deg} \tilde{g}=\operatorname{deg} \widetilde{c}=0$. This is a contradiction. Thus we conclude that $q$ is not nullhomotopic.

## 2208

Let $p: E \rightarrow B$ be an universal cover with $E$ and $B$ path-connected and locally path-connected. Let $T: B \rightarrow B$ be a map so that $T^{n}=I d$ and so that $T(b)=b$ for some $b \in B$. (Here $T^{n}=T \circ T \circ \cdots \circ T, n$ times.) Show that there is a map $\widetilde{T}: E \rightarrow E$ so that $p \circ \widetilde{T}=T \circ p$ and $\widetilde{T}^{n}=I d$.
(Indiana)

## Solution.

Choose $e_{0} \in p^{-1}(b)$ and consider the map $T \circ p: E \rightarrow B$. We have $T \circ p\left(e_{0}\right)=T(b)=b$. Since $\pi_{1}(E)$ is trivial, there is a lifting of $T \circ p, \widetilde{T}:$ $\left(E, e_{0}\right) \rightarrow\left(E, e_{0}\right)$ such that $p \circ \widetilde{T}=T \circ p$. Since

$$
p \circ \widetilde{T}^{n}=(p \circ \widetilde{T}) \circ \widetilde{T}^{n-1}=T \circ\left(p \widetilde{T}^{n-1}\right)=\cdots=T^{n} \circ p
$$

and

$$
\widetilde{T}^{n}\left(e_{0}\right)=\widetilde{T}^{n-1}\left(\widetilde{T}\left(e_{0}\right)\right)=\widetilde{T}^{n-1}\left(e_{0}\right)=\cdots=\widetilde{T}\left(e_{0}\right)=e_{0},
$$

we see that $\widetilde{T}^{n}$ is a lifting of $T^{n} \circ p$ at the base point $e_{0}$. On the other hand, since $T^{n}=I d$, it follows that identity map $I d:\left(E, e_{0}\right) \rightarrow\left(E, e_{0}\right)$ is obviously a lifting of $T^{n} p$ at the base point $e_{0}$. Therefore, by the uniqueness of lifting, we conclude that $\widetilde{T}^{n}=I d$.

## 2209

Let $T^{2}=S^{1} \times S^{1}$, and let $X \subset T^{2}$ be the subset $S^{1} \times\{1\} \cup\{1\} \times S^{1}$. Prove that there is no retraction of $T^{2}$ to $X$.

## Solution.

We use the reduction to absurdity. Suppose that there is a retraction of $T^{2}$ to $X$, denoted by $r$. Let $i: X \rightarrow T^{2}$ be the inclusion map. Then roi:X $\rightarrow X$ is
the identity map. Hence $r_{*} \circ i_{*}: \pi_{1}(X) \rightarrow \pi_{1}(X)$ is the identity homomorphism. It is well-known that $\pi_{1}\left(T^{2}\right)$ is abelian and that $\pi_{1}(X)$ is an non-abelian free group on two generators denoted by $a$ and $b$. Hence we have $a b \neq b a$ and $i_{*}(a) i_{*}(b)=i_{*}(b) i_{*}(a)$. Therefore we have

$$
a b=r_{*} i_{*}(a b)=r_{*}\left(i_{*}(a) i_{*}(b)\right)=r_{*}\left(i_{*}(b) i_{*}(a)\right)=r_{*} i_{*}(b) r_{*} i_{*}(a)=b a,
$$

which is a contradiction.

## 2210

Let $A \subset R^{3}$ be the union of the $x$ and $y$-axis,

$$
A=\left\{(x, y, z) \mid\left(y^{2}+z^{2}\right)\left(x^{2}+z^{2}\right)=0\right\}
$$

and let $p=(0,0,1)$.
a) Compute $H_{1}\left(R^{3}-A\right)$.
b) Prove that $\pi_{1}\left(R^{3}-A, p\right)$ is not abelian.

## Solution.

Let $X=\left\{(x, y, z) \mid x^{2}+z^{2}=1\right\}$ be a circular cylindrical surface. $p_{1}$ and $p_{2}$ denote the points $(1,0,0)$ and $(-1,0,0)$ respectively. Then it is easy to see that $X-\left\{p_{1}, p_{2}\right)$ is a deformations retract of $R^{3}-A$. It is also clear that $X-\left\{p_{1}, p_{2}\right)$ is homotopically equivalent to the space $Y$ as shown in Fig.2.8.


Fig.2.8
a) $Y$ has a structure of a graph with 4 vertices and 6 edges. The Euler Characteristic $K(Y)=4-6=-2$. Hence the rank of $H_{1}(Y)$ is equal to $1-(-2)=3$. Therefore we conclude that $H_{1}\left(R^{3}-A\right) \approx H_{1}(Y) \approx \boldsymbol{X} \oplus \boldsymbol{Z} \oplus \boldsymbol{Z}$.
b) Let $e$ be a point on the arc $a b$ different from $a$ and $b$. Take $U=Y-\{c\}$ and $V=Y-\{e\}$. Then we have $Y=U \cup V$. It is easy to see that $U$ has the
same homotopy type as $S^{1}$ and that $V$ has the same homotopy type as the "eight figure space". Since $U \cap V$ is contractible, by the Van Kampen theorem we see that $\pi_{1}(Y)$ is a free group generated by $\pi_{1}(U)$ and $\pi_{1}(V)$. Therefore we conclude that $\pi_{1}\left(R^{3}-A, p\right) \approx \pi_{1}(Y)$ is a free group on three generators and, consequently, that $\pi_{1}\left(R^{3}-A, p\right)$ is not abelian.

## 2211

Let $p:(\tilde{Y}, \tilde{y}) \rightarrow(Y, y)$ be a regular covering space; that is, $p_{*}\left(\pi_{1}(\tilde{Y}, \tilde{y})\right)$ is a normal subgroup of $\pi_{1}(Y, y)$. Suppose that $f: X \rightarrow Y$ is a continuous function from the path-connected space $X$ to $Y$ with $f\left(x_{0}\right)=f\left(x_{1}\right)=y$, and that there is a lifting of $f, \tilde{f}_{0}:\left(X, x_{0}\right) \rightarrow(\tilde{Y}, \widetilde{y})$. Show that there is a second lifting, $\tilde{f}_{1}:\left(X, x_{1}\right) \rightarrow(\widetilde{Y}, \widetilde{y})$. ( $\tilde{f}_{1}$ need not be distinct from $\tilde{f}_{0}$.)
(Indiana)

## Solution.

Let $\tilde{f}_{0}\left(x_{1}\right)=\tilde{y}^{\prime}$. Since

$$
p\left(\widetilde{y}^{\prime}\right)=p \tilde{f}_{0}\left(x_{1}\right)=f\left(x_{1}\right)=y, \quad \tilde{y}^{\prime} \in p^{-1}(y)
$$

Since $p$ is a regular covering space, there is a deck transformation $\gamma$ such that $\gamma\left(\tilde{y}^{\prime}\right)=\tilde{y}$. Then let

$$
\tilde{f}_{1}=\gamma \circ \tilde{f}_{0}: X \rightarrow \tilde{Y}
$$

Therefore

$$
\tilde{f}_{1}\left(x_{1}\right)=\gamma\left(\tilde{f}_{0}\left(x_{1}\right)\right)=\gamma\left(\tilde{y}^{\prime}\right)=\tilde{y}
$$

Hence $\tilde{f}_{1}$ is the lifting of $f$ we want.

$$
2212
$$

Let $X$ be the identification space obtained from a unit 2-disk by identifying points on its boundary if the arc distance between them on the boundary circle is $\frac{2 \pi}{3}$. Compute the fundamental group of $X$.

## Solution.



Fig.2.9
Take a point $y$ in the open disk. (See Fig.2.9.) Let $U=X-\{y\}$ and let $V$ be the open disk. Then both $U$ and $V$ are path connected subsets of $X$ and $X=U \cup V$. Since $V$ is simply connected, by the Van Kampen theorem, $\pi_{1}(X)$ is isomorphic to the quotient group of $\pi_{1}(U)$ with respect to the least normal subgroup containing $\phi_{*}\left(\pi_{1}(U \cap V)\right)$, where $\phi:(U \cap V) \rightarrow \pi_{1}(U)$ is the homomorphism induced by the inclusion $\phi: U \cap V \rightarrow U$. Take a point $x_{1} \in U \cap V$ as the base point. (See Fig.2.9.) It is clear that $\pi_{1}\left(U \cap V, x_{1}\right)$ is an infinite cyclic group generated by $\gamma_{0}$ the closed path class of a closed path $c$ which circles around the point $y$ once. Since the circle $a$ is a deformation retract of $U$, it is clear that $\pi_{1}\left(U, x_{0}\right)$ is an infinite cyclic group generated by $a^{\prime}$ the closed path class of $a$. Therefore $\pi_{1}\left(U, x_{1}\right)$ is an infinite cyclic group on generator $\tilde{a}=\gamma^{-1} a^{\prime} \gamma$, where $\gamma$ is the path class of a path $d$ from $x_{0}$ to $x_{1}$. It is also clear that $\phi_{*}\left(\gamma_{c}\right)=3 \widetilde{a}$. Hence the least normal subgroup containing $\phi_{*}\left(\pi_{1}(U \cap V)\right)$ is isomorphic to $3 \mathbb{Z}$. It follows that $\pi_{1}(X) \approx \mathbb{Z} / 3 \mathbb{Z}=\boldsymbol{Z}_{3}$.

## 2213

Sketch a proof of the Fundamental Theorem of Algebra (every nonconstant polynomial with complex coefficients has a complex zero) using techniques of algebraic topology.
(Indiana)

## Solution.

Let $\boldsymbol{C}$ denote the complex plane and $f(z)$ be a polynomial of positive degree with complex coefficients. We may consider $f$ to be a continuous nonconstant $\operatorname{map} f: \mathbb{C} \rightarrow \mathbb{C}$. Note that $|f(z)| \rightarrow \infty$ as $|z| \rightarrow \infty$; hence, we may extend $f$
to a map of the one-point compactification of $\mathbb{C}$

$$
f: S^{2} \rightarrow S^{2}
$$

by setting $f(\infty)=\infty$, where $\infty$ denotes the north pole. Then we may first prove that if $f(z)=z^{k}, k>0$, then the degree of the extension $f: S^{2} \rightarrow S^{2}$ is equal to $k$. Furthermore, we may prove that if $f$ is any polynomial of degree $k>0$ then the degree of the extension $f: S^{2} \rightarrow S^{2}$ is still equal to $k$. Noting the fact that if a continuous map $f: S^{2} \rightarrow S^{2}$ is not surjective then the degree of $f$ is zero, we may prove the Fundamental Theorem of Algebra by means of the reduction to absurdity.

Let $X$ denote the subspace of $R^{3}$ that is the union of the unit sphere $S^{2}$, the unit disk $D^{2}$ in the $x-y$ plane, and the portion, call it $A$, of the $z$ axis lying within $S^{2}$.
(a) Compute the fundamental group of $X$.
(b) Compute the integral homology groups of $X$.
(Indiana)

## Solution.

(a)


Fig.2.10

It is clear that $X$ has the homotopy type of the one point union $X_{1} \vee X_{2}$ where $X_{1}$ and $X_{2}$ are each homeomorphic to the union of the unit sphere and the portion of the $z$ axis lying within $S^{2}$. (See Fig.2.10.) To compute $\pi_{1}\left(X_{1} \vee X_{2}\right)$, we take $U=X_{1} \vee X_{2}-\{p\}$ and $V \doteq X_{1} \vee X_{2}-\{q\}$. Then we have $U \cup V=X_{1} \vee X_{2}$. Since $U \cap V$ is contractible, by the Van Kampen, $\pi_{1}\left(X_{1} \vee X_{2}\right)$ is a free product of the groups $\pi_{1}(U)$ and $\pi_{1}(V)$ with respect to the homomorphisms induced by the inclusion maps. It is obvious that

$$
\pi_{1}(U) \approx \pi_{1}(V) \approx \pi_{1}\left(X_{1}\right) \approx \pi_{1}\left(X_{2}\right) \approx \pi_{1}\left(S^{1}\right)
$$

Therefore, $\pi_{1}(X)$ is a free product generated by two generators. We can take as generators the closed path classes which are determined by the closed paths omp and omq respectively. (See Fig.2.10.)
(b) Applying the Mayer-Vietoris sequence to the pair $(U, V)$, we see that

$$
H_{i}(X) \approx H_{i}(U) \oplus H_{i}(V) \approx H_{i}\left(X_{1}\right) \oplus H_{i}\left(X_{2}\right) .
$$

Noting that $H_{i}\left(X_{1}\right) \approx H_{i}\left(X_{2}\right)$ which are infinite cyclic for $i$ equal to $0,1,2$ and are zero otherwise, we conclude that

$$
H_{i}(X)= \begin{cases}\boldsymbol{X} \oplus \boldsymbol{X}, & i=1,2 \\ \boldsymbol{Z}, & i=0 \\ 0, & \text { otherwise }\end{cases}
$$

2215

Let $X$ be a path-connected space, $f: X \rightarrow Y$ a continuous function, and $x_{0}, x_{1} \in X$. Suppose that the induced homomorphism

$$
f_{*}: \pi_{1}\left(X, x_{0}\right) \rightarrow \pi_{1}\left(Y, f\left(x_{0}\right)\right)
$$

is surjective. Show that

$$
f_{*}: \pi_{1}\left(X, x_{1}\right) \rightarrow \pi_{1}\left(Y, f\left(x_{1}\right)\right)
$$

is also surjective.
(Indiana)

## Solution.

Since $X$ is path-connected, there exists a path $C:[0,1] \rightarrow X$ such that $c(0)=x_{0}$ and $c(1)=x_{1}$. Then $\tilde{c}=f \circ c$ is a path connecting $f\left(x_{0}\right)$ and $f\left(x_{1}\right)$ in $Y$. For any $[a] \in \pi_{1}\left(Y, f\left(x_{1}\right)\right)$, where $a$ is a closed path at $f\left(x_{1}\right), \tilde{c} a \tilde{c}^{-1}$ is a closed path at $f\left(x_{0}\right)$. By the assumption, there is a closed path $h$ at $x_{0}$ such that $f_{*}([h])=\left[\tilde{c} a \tilde{c}^{-1}\right]$. It means that $f \circ h$ and $\tilde{c} a \tilde{c}^{-1}$ are homotopic. Thus $f \circ\left(c^{-1} h c\right)$ and $a$ are homotopic, and, consequently, $f_{*}\left(\left[c^{-1} h c\right]\right)=[a]$. Hence

$$
f_{*}: \pi_{1}\left(X, x_{1}\right) \rightarrow \pi_{1}\left(Y, f\left(x_{1}\right)\right)
$$

is surjective.

Let $B$ denote the "figure eight space". Let $p: X \rightarrow B$ and $q: Y \rightarrow B$ be 2-fold covering maps, where both $X$ and $Y$ are connected. Prove that $X$ and $Y$ are homotopy equivalent, but not necessarily homeomorphic.
(Indiana)

## Solution.



Fig. 2.11

For any 2 -fold covering map $p: X \rightarrow B$, let $p^{-1}\left(x_{0}\right)=\left\{e_{0}, e_{1}\right\}$. (See Fig.2.11.) Since the automorphism group $A(X, p) \approx Z_{2}$ and $X$ is connected, it is not difficult to see, by considering the liftings of the circles $a$ and $b$ in $X$, that, in substance, $X$ has only two different types as shown in Fig.2.11. Then it is easy to see that they are homotopy equivalent to an 3-leaved rose $G_{3}$. But the spaces $X$ and $Y$ shown in Fig.2.11 are not homeomorphic. Otherwise, suppose that $f: X \rightarrow Y$ is a homeomorphism. Then $X-\left\{e_{0}\right\}$ is homeomorphic to $Y-\left\{f\left(e_{0}\right)\right\}$. Since $X-\left\{e_{0}\right\}$ is contractible and $Y-\left\{f\left(e_{0}\right)\right\}$ is obviously not contractible, we come to a contradiction.

## 2217

Calculate the fundamental group of the space $R P^{2} \times S^{2}$.

## Solution.

By the formula

$$
\pi_{1}(X \times Y) \approx \pi_{1}(X) \oplus \pi_{1}(Y)
$$

we see that

$$
\pi_{1}\left(R P^{1} \times S^{2}\right) \approx \pi_{1}\left(R P^{2}\right) \oplus \pi_{1}\left(S^{2}\right) \approx X_{2} \oplus\{0\} \approx X_{2}
$$

Let $Z$ denote the figure 8 space, $Z=X \vee Y, X$ and $Y$ circles. Let $x, y \in$ $\pi_{1}(Z, *)$ be the elements in $Z$ defined by $X, Y$, where $*$ denotes the vertex


Fig. 2.12
(a) Let $h: \pi_{1}(Z, *) \rightarrow \boldsymbol{Z} / 6 \boldsymbol{Z}$ be the homomorphism satisfying $h(x)=2$ and $h(y)=3$, and let $p: \widetilde{Z} \rightarrow Z$ denote the covering space corresponding to the kernel of $h .\left(p_{*}\left(\pi_{1}(\tilde{Z}, *)\right)=\operatorname{ker}(h)\right.$.) If $A$ is a path component of $p^{-1}(X)$ and $B$ is a path component of $p^{-1}(Y)$, how many intersection points of $A$ and $B$ are there? (i.e., what is the cardinality of the sat $A \cap B$ ?)
(b) If $G$ is a finite group, $h: \pi_{1}(Z, *) \rightarrow G$ a surjection, and $p: \tilde{Z} \rightarrow Z$ the corresponding cover, prove that the number of intersection points of a path component $A$ of $p^{-1}(X)$ with a path component $B$ of $p^{-1}(Y)$ divides the order of $G$.
(Indiana)

## Solution.

(a) Since $h(x)=2$ and $h(y)=3$ and $\pi_{1}(Z, *)$ is generated by $x$ and $y$, it follows that the homomorphism $h$ is surjective. Thus $\pi_{1}(Z, *) / \operatorname{ker} h$ is isomorphic to the group $\boldsymbol{X} / 6 \boldsymbol{X}=\boldsymbol{Z}_{6}$. Hence the covering space $p: \widetilde{Z} \rightarrow Z$ is a 6 -fold cover. We denote $p^{-1}(*)$ by

$$
p^{-1}(*)=\left\{e_{0}, e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}
$$

Then, from $h(x)=2$, we see that the path component of $p^{-1}(X)$ contains exactly the points $\left\{e_{0}, e_{2}, e_{4}\right\}$ of $p^{-1}(*)$ which corresponds to the elements $\{0,2,4\}$ of $\mathcal{Z}_{6}$ respectively. By the same reason, we see that the path component of $p^{-1}(Y)$ contains exactly the points $\left\{e_{0}, e_{3}\right\}$ of $p^{-1}(*)$. Since

$$
p^{-1}(X) \cap p^{-1}(Y)=p^{-1}(*)
$$

we conclude that $A \cap B=\left\{e_{0}\right\}$.
(b) Since $h$ is a surjection and $G$ is a finite group, the corresponding cover $p: \widetilde{Z} \rightarrow Z$ is a finite fold cover. Suppose that $h(x)=r$ and $h(y)=s$. Then $r$ generates a subgroup $H_{1}$ of $G$ and $s$ generates a subgroup of $H_{2}$ of $G$. In a similar way as in (a), we see that the number of intersection points of $A$ and $B$ is equal to the number of elements in $H_{1} \cap H_{2}$. By Lagrange's theorem, it divides the order of $G$.

## 2219

Let $X$ be the result of attaching a 2 -cell $D^{2}$ to the circle $S^{1}$ by the map $f: S^{1} \rightarrow S^{1}$ given in terms of complex numbers by $z \rightarrow z^{6}$.
(a) Compute, with proof, the fundamental group of $X$.
(b) Compute, with proof, the homology of the universal cover of $X$.
(Indiana)

## Solution.

(a)


Fig. 2.13
Represent $X$ as the space obtained by identifying the edges of a hexagon, as shown in Fig.2.13. Under the identification the edges a become a circle through the point $x_{0}$. Let $y$ be the center point of the hexagon, and let $U=X-\{y\}$. Let $V$ be the image of the interior of the hexagon under the identification. Then, $U$ and $V$ are open subsets, $U, V$, and $U \cap V$ are arcwise connected, and $V$ is simply connected. Let $x_{1}$ be a point in $U \cap V$. It is clear that $U \cap V$ has the same homotopy type with $S^{1}$, and that $\pi_{1}\left(U \cap V, x_{1}\right)$ is an infinite cyclic group generated by $\gamma$, the homotopy class of a closed path $c$ which circles around the point $y$ once (see Fig.2.13.)

Applying the Van Kampen theorem, we conclude that

$$
\psi_{1}: \pi_{1}\left(U, x_{1}\right) \rightarrow \pi_{1}\left(X, x_{1}\right)
$$

is an epimorphism and its kernel is the smallest normal subgroup containing the image of the homomorphism

$$
\phi_{1}: \pi_{1}\left(U \cap V, x_{1}\right) \rightarrow \pi_{1}\left(U, x_{1}\right),
$$

where $\psi_{1}$ and $\phi_{1}$ are homomorphism induced by inclusion maps.
It is obvious that the circle $a$ is a deformation retract of $U$. Thus $\pi_{1}\left(U, x_{0}\right)$ is an infinite cyclic group generated by $a$ and, consequently, $\pi_{1}\left(U, x_{1}\right)$ is an infinite cyclic group generated by $a^{\prime}=\tilde{\gamma}^{-1} a \tilde{\gamma}$, where $\widetilde{\gamma}$ is the homotopy class of a path $d$ from $x_{0}$ to $x_{1}$.

It is obvious that $\phi_{1}(\gamma)=a^{6}$. Hence the smallest normal subgroup containing $\phi_{1}\left(\pi_{1}\left(U \cap V, x_{1}\right)\right)$ is isomorphic to $6 \boldsymbol{Z}$. Thus we conclude that

$$
\pi_{1}(X) \approx Z / 6 Z=Z_{6}
$$

(b) Since $X$ is a finite 2 -dimensional $C W$ complex and $\pi_{1}(X)=\boldsymbol{X}_{6}$, its universal covering space $\widetilde{X}$ is a 6 -fold covering space and is also a 2 -dimensional $C W$ complex. It is well-known that the Euler characteristic $\mathcal{X}(\widetilde{X})=6 \mathcal{X}(X)$. But it is easy to see that $\mathcal{X}(X)=1$, hence $\mathcal{X}(\tilde{X})=6$. From $H_{0}(\tilde{X}) \approx \tilde{X}$, $H_{1}(\widetilde{X})=0$ and $H_{2}(\widetilde{X}) \approx H_{2}\left(\widetilde{X}, \widetilde{X}^{1}\right)$, where $\widetilde{X}^{1}$ is the 1-skeleton of $\widetilde{X}$, we see that $H_{2}(\widetilde{X})$ is a free Abelian group of rank 5 . So we conclude that

$$
H_{i}(\tilde{X})= \begin{cases}0, & i \geq 3 \\ \boldsymbol{X} \oplus \boldsymbol{X} \oplus \boldsymbol{X} \oplus \boldsymbol{X} \oplus \boldsymbol{X}, & i=2 \\ 0, & i=1 \\ \boldsymbol{X}, & i=0\end{cases}
$$

2220

If $X$ is any topological space and $S^{1}$ denotes the unit circle in the complex plane with its usual topology as a topological group with multiplication given by the multiplication of complex numbers, then it is known that the set $\left[X, S^{1}\right]$ of homotopy classes of maps from $X$ to $S^{1}$ inherits a natural group structure.
(a) Define this group operation explicitly and indicate the group identity and how inverses are formed. You do not need to prove your assertions.
(b) Compute this group explicitly for $X=$ point, $S^{1}, S^{2}$, and $T^{2}=S^{1} \times S^{1}$.
(Indiana)

## Solution.

(a) We denote the homotopy class of a map $f: X \rightarrow S^{1}$ by $[f]$ and write $S^{1}$ as

$$
S^{1}=\left\{e^{2 \pi i \theta} \in \mathbb{C} \mid 0 \leq \theta \leq 1\right\}
$$

Then the multiplication of $\left[X, S^{1}\right]$ is defined by $[f] \cdot[g]=[f \cdot g]$, where the $\operatorname{map} f \cdot g: X \rightarrow S^{1}$ is defined by $(f \cdot g)(x)=f(x) \cdot g(x)$ for any $x \in X$. Here
$f(x) \cdot g(x)$ is defined by the multiplication of complex numbers. The identity of this multiplication is [ $e$ ], where the map $e: X \rightarrow S^{1}$ is defined by $e(x) \equiv e^{2 \pi i}$ for any $x \in X$. The inverse of $[f]$ is the homotopy class of a map $\tilde{f}$, which is defined by $\tilde{f}(x)=1 / f(x)$ for any $x \in X$.
(b) If $X=$ point, then $\left[X, S^{1}\right]$ obviously has only one element. So the group [ $X, S^{1}$ ] is trivial. For the case of $X=S^{1}$, one can easily prove that

$$
\left[S^{1}, S^{1}\right] \approx \pi_{1}\left(S^{1}\right) \approx Z
$$

For the case of $X=S^{2}$, it is easy to see that each homotopy class [ $f$ ] can be represented by a map $f: S^{2} \rightarrow S^{1}$ which maps the northpole $N$ of $S^{2}$ to the point $p_{0}=e^{2 \pi i}$ of $S^{1}$. Then by the facts that $S^{2}$ is simply connected and the universal covering space of $S^{1}, R$ is contractible, one can easily prove that [ $\left.S^{2}, S^{1}\right] \approx \pi_{2}\left(S^{1}\right)=0$. Now we discuss the case of $X=T^{2}=S^{1} \times S^{1}$. For any map $f$ from $S^{1} \times S^{1} \rightarrow S^{1}$ we define two maps $f_{1}$ and $f_{2}$ from $S^{1} \rightarrow S^{1}$ by $f_{1}(\theta)=f\left(e^{2 \pi i \theta}, p_{0}\right)$ and $f_{2}(\theta)=f\left(p_{0}, e^{2 \pi i \theta}\right)$ for any $e^{2 \pi i \theta} \in S^{1}$, respectively. Then let $\phi:\left[X, S^{1}\right] \rightarrow \boldsymbol{Z} \oplus \boldsymbol{Z}$ is defined by $\phi([f])=\left(\operatorname{deg} f_{1}, \operatorname{deg} f_{2}\right)$. We have

$$
\begin{aligned}
\phi([f] \cdot[g]) & =\phi([f \cdot g])=\left(\operatorname{deg}(f \cdot g)_{1}, \operatorname{deg}(f \cdot g)_{2}\right) \\
& \equiv\left(\operatorname{deg}\left(f_{1} \cdot g_{1}\right), \operatorname{deg}\left(f_{2} \cdot g_{2}\right)\right) \\
& =\left(\operatorname{deg} f_{1}+\operatorname{deg} g_{1}, \operatorname{deg} f_{2}+\operatorname{deg} g_{2}\right) \\
& =\left(\operatorname{deg} f_{1}, \operatorname{deg} f_{2}\right)+\left(\operatorname{deg} g_{1}, \operatorname{deg} g_{2}\right) \\
& =\phi([f])+\phi([g]) .
\end{aligned}
$$

Therefore, $\phi$ is a homomorphism from $\left[X, S^{1}\right]$ to $\boldsymbol{Z} \oplus \boldsymbol{Z}$. Note that $f_{1}$ can be extended to a map from $X$ to $S^{1}$, still denoted by $f_{1}$, by

$$
f_{1}\left(e^{2 \pi i \theta}, e^{2 \pi i \psi}\right) \equiv f_{1}\left(e^{2 \pi i \theta}, p_{0}\right)
$$

which is homotopic to $f$ under the homotopy map $F: X \times I \rightarrow S^{1}$ defined by

$$
F\left(e^{2 \pi i \theta}, e^{2 \pi i \psi}, t\right)=f\left(e^{2 \pi i \theta}, e^{2 \pi i t+2 \pi i(1-t) \psi}\right) .
$$

Thus one can easily prove that $\phi$ is a monomorphism. It is clear that $\phi$ is a epimorphism, and cosequently $\phi$ is an isomorphism. We conclude that $\left[X, S^{1}\right] \approx \boldsymbol{Z} \oplus \boldsymbol{Z}$.

If $X$ is a path-connected space whose universal cover is compact, show that $\pi_{1}\left(X, x_{0}\right)$ is finite.
(Indiana)

## Solution.

Let $\pi: \tilde{X} \rightarrow X$ be the universal cover of $X$. If $\pi_{1}\left(X, x_{0}\right)$ were not finite, then $\pi^{-1}\left(x_{0}\right)$ would be a closed set of infinite points in $\widetilde{X}$. Since $\widetilde{X}$ is compact, $\pi^{-1}\left(x_{0}\right)$ must have at least a limit point, say $\widetilde{x}$, such that $\pi(\widetilde{x})=x_{0}$. Thus it is easy to see that $\pi$ is not a local homeomorphism at $\widetilde{x}$, which is a contradiction.

## 2222

Prove that if $X$ is locally path connected and simply connected then every $\operatorname{map} X \rightarrow S^{1}$ is homotopic to a constant. What can you say if we just assume that $X$ is path connected, locally path connected and the fundamental group of $X$ is finite?
(Indiana)

## Solution.

Let exp : $R \rightarrow S^{1}$ denote the exponential covering map, i.e., the universal covering space of $S^{1}$. Since $X$ is locally path connected and simply connected, $\pi_{1}(X)=0$, and $f_{*}\left(\pi_{1}(X)\right)=0$ for any map $f: X \rightarrow S^{1}$. Hence there exists a lifting of $f, \tilde{f}: X \rightarrow R$ such that $\exp (\tilde{f})=f$. Since $R$ is simply connected, $\tilde{f}$ is homotopic to a constant map $\tilde{c}$. Denote the homotopy between $\tilde{f}$ and $\widetilde{c}$ by $\widetilde{H}$. Then $\exp (\widetilde{H})$ is the homotopy between $f$ and $c$, i.e., $f$ is homotopic to a constant map.

Suppose that $\pi_{1}(X)$ is finite. Since $\pi_{1}\left(S^{1}\right) \approx \mathscr{Z}$ and $f_{*}\left(\pi_{1}(X)\right)$ is a finite subgroup of $\pi_{1}\left(S^{1}\right)$, we see that $f_{*}\left(\pi_{1}(X)\right)$ must be trivial. So the above argument still works in this case, and the same conclusion holds.

## SECTION 3 HOMOLOGY THEORY

## 2301

Prove the $3 \times 3$ Lemma.
Consider the following commutative diagram of abelian groups

If all 3 columns and the first two rows are short exact, then the last row is also short exact.
(Harvard)

## Solution.

To prove the exactness at $C_{3}$, we show that $\gamma_{2}$ is injective. Let $c \in C_{3}$ and $\gamma_{2}(c)=0$. Since $\delta_{1}$ is surjective, there is a $b \in B_{3}$ such that $c=\delta_{1}(b)$. By the commutativity we see $\beta_{2}(b) \in \operatorname{ker} \varepsilon_{1}$. Hence there is an $a_{2} \in A_{2}$ such that $\varepsilon_{2}\left(a_{2}\right)=\beta_{2}(b)$. Then since

$$
\zeta_{2}\left(\alpha_{1}\left(a_{2}\right)\right)=\beta_{1}\left(\varepsilon_{2}\left(a_{2}\right)\right)=\beta_{1}\left(\beta_{2}(b)\right)=0
$$

and $\zeta_{2}$ is injective, we have $\alpha_{1}\left(a_{2}\right)=0$, i.e., $a_{2} \in \operatorname{ker} \alpha_{1}=\operatorname{im} \alpha_{2}$. Thus there is an $a \in A_{3}$ such that $\alpha_{2}(a)=a_{2}$. Since

$$
\beta_{2}\left(\delta_{2}(a)-b\right)=\beta_{2} \delta_{2}(a)-\beta_{2}(b)=\varepsilon_{2} \alpha_{2}(a)-\beta_{2}(b)=\varepsilon_{2}\left(a_{2}\right)-\beta_{2}(b)=0
$$

and $\beta_{2}$ is injective, we see $\delta_{2}(a)=b$. Therefore

$$
c=\delta_{1}(b)=\delta_{1} \delta_{2}(a)=0
$$

Hence $\gamma_{2}$ is injective.

Now we prove that $\operatorname{ker} \gamma_{1} \subset \operatorname{im} \gamma_{2}$. For any $c \in \operatorname{ker} \gamma_{1}$, since $\varepsilon_{1}$ is surjective, there is an $b \in B_{2}$ such that $c=\varepsilon_{1}(b)$. Thus it is easy to see that $\beta_{1}(b) \in \operatorname{ker} \zeta_{1}$, and consequently that there is an $a_{1} \in A_{1}$ such that $\zeta_{2}\left(a_{1}\right)=\beta_{1}(b)$. Since $\alpha_{1}$ is surjective, there is an $a_{2} \in A_{2}$ such that $\alpha_{1}\left(a_{2}\right)=a_{1}$. Thus by the commutativity, we have $b-\varepsilon_{2}\left(a_{2}\right) \in \operatorname{ker} \beta_{1}$. Therefore there is a $b_{3} \in B_{3}$ such that $\beta_{2}\left(b_{3}\right)=b-\varepsilon_{2}\left(a_{2}\right)$. Then

$$
\gamma_{2}\left(\delta_{1}\left(b_{3}\right)\right)=\varepsilon_{1} \beta_{2}\left(b_{3}\right)=\varepsilon_{1}(b)-\varepsilon_{1} \varepsilon_{2}\left(a_{2}\right)=c
$$

Hence $c \in \operatorname{im} \gamma_{2}$. In a similar way we may prove that $\operatorname{im} \gamma_{2} \subset \operatorname{ker} \gamma_{1}$. Thus the exactness at $C_{2}$ is proved.

We leave the proof of the exactness at $C_{1}$ to the reader.

## 2302

Prove that if $M$ is a compact manifold of odd dimension, then $\mathcal{X}(M)=0$. Show examples of compact 4 -manifolds with $\mathcal{X}=0,1,2,3,4$.
(Columbia)

## Solution.

Since $M$ is compact, $M$ is $\boldsymbol{X}_{2}$-orientable. Suppose that $\operatorname{dim} M=2 m+1$. Therefore,

$$
\mathcal{X}(M)=\sum_{i=0}^{2 m+1}(-1)^{i} \operatorname{dim} H_{i}\left(M, Z_{2}\right)
$$

By the Poincare duality theorem,

$$
\operatorname{dim} H_{i}\left(M, X_{2}\right)=\operatorname{dim} H_{2 m+1-i}\left(M, Z_{2}\right)
$$

for any $i$. Thus, since $i$ and $2 m+1-i$ have different parity, they appear in the sum with opposite signs. Therefore $\mathcal{X}(M)=0$.

Let $X_{0}=T^{2} \times T^{2}, X_{1}=R P^{2} \times R P^{2}$. Denote by $U_{h}$ the connected sum of $h$ projective planes. Then it is well-known that $\mathcal{X}\left(U_{h}\right)=2-h$. Let $X_{2}=U_{3} \times U_{4}$, $X_{3}=U_{3} \times U_{5}$, and $X_{4}=S^{2} \times S^{2}$. Using the fact that

$$
\mathcal{X}\left(M_{1} \times M_{2}\right)=\mathcal{X}\left(M_{1}\right) \times \mathcal{X}\left(M_{2}\right)
$$

we see that $\mathcal{X}\left(X_{i}\right)=i$ for $i$ equal to $0,1,2,3$ and 4.

Let $X$ be a topological space. The suspension $\Sigma X$ of $X$ is defined to be the identification space obtained from $X \times[-1,1]$ by identifying $X \times\{-1\}$ to a point and $X \times\{1\}$ to another point. For example the sphere $S^{n}$ is the suspension of $S^{n-1}$ with the north and south poles corresponding to the two identification points.

Compute the homology of $\Sigma X$ in terms of the homology of $X$.
(Illinois)

## Solution.

Let $p_{1}$ and $p_{2}$ be the identification point respectively. Set $U=\Sigma X-\left\{p_{1}\right\}$ and $V=\Sigma X-\left\{p_{2}\right\}$. Then $U$ and $V$ are open sets of $\Sigma X$, and $\Sigma X=U \cup V$. It is obviously to see that $U$ and $V$ are contractible spaces and $X$ is a deformation retractor of $U \cap V$. By Mayer-Vietoris sequence, we have

$$
H_{q}(\Sigma X) \approx \begin{cases}\tilde{H}_{q-1}(X), & q>0 \\ Z, & q=0\end{cases}
$$

where $\widetilde{H}_{q-1}(X)$ denotes the reduced homology of $X$.

## 2304

Consider the chain complex

$$
\begin{aligned}
C & =\left\{C_{n} \mid n \geq 0\right\} \quad C_{n}=X^{3} \\
\partial_{n}: C_{n} & \rightarrow C_{n-1} \quad \text { defined by } \\
(r, s, t) & \rightarrow(s-t, 0,0) \quad n \text { even } \\
(r, s, t) & \rightarrow(0, s+t, s+t) \quad n \text { odd. }
\end{aligned}
$$

Compute $H_{n}(C)$ for all $n$.
(Illinois)

## Solution.

When $n$ is even, $(r, s, t) \in Z_{n}(c)$ if and only $s=t$. So $Z_{n}(c)=\{(r, s, s) \in$ $\left.C_{n}\right\}$, i.e., $Z_{n}(c)$ is isomorphic to $\boldsymbol{Z} \oplus \mathbb{Z}$.

Noting that $\operatorname{im} \partial_{n+1}=\left\{(0, t, t) \in C_{n}\right\}$ for even $n$, we have $H_{n}(c)=\boldsymbol{Z}$ for even $n$.

When $n$ is odd, $(r, s, t) \in Z_{n}(c)$ if and only if $s+t=0$. So $Z_{n}(c)$ is isomorphic to $\mathbb{X} \oplus X$, and noting $\operatorname{im} \partial_{n+1}=\left\{(r, 0,0) \in C_{n}\right\} \approx X$, we have $H_{n}(c)=\boldsymbol{Z}$.

Therefore, $H_{n}(c) \approx Z$ for any $n$.

2305

Construct a $C W$ complex which has the following $Z$-homology groups:

$$
\begin{aligned}
H_{0}(X) & =\boldsymbol{Z} \\
H_{1}(X) & =\boldsymbol{Z} \oplus \boldsymbol{X} / 2 \boldsymbol{X} \\
H_{2}(X) & =\boldsymbol{Z} / 3 \boldsymbol{X} \\
H_{3}(X) & =\boldsymbol{Z}, \\
H_{n}(X) & =0, \quad \text { if } n \geq 4
\end{aligned}
$$

(Columbia)

## Solution.

Denote by $X^{1}$ the "figure eight space" as shown below,


Let $X^{2}$ be the space obtained by attaching two 2 -cells to $X^{1}$, one by the $\operatorname{map} f_{1}: S^{1} \rightarrow x_{0}$ and the other by the map $f_{2}: S^{1} \rightarrow a$ such that $f_{2}(z)=z^{2}$. Therefore, the image of one 2 -cell under $f_{1}$ is homeomorphic to $S^{2}$, the 2 sphere. It is well-known that $H_{1}\left(X^{1}\right)=\boldsymbol{Z} \oplus \boldsymbol{Z}$, which has two generators $a$ and $b$, consider the following diagram

$$
\begin{aligned}
& 0 \rightarrow H_{2}\left(X^{2}\right) \xrightarrow{j_{*}} H_{2}\left(X^{2}, X^{1}\right) \xrightarrow{\partial_{*}} \quad H_{1}\left(X^{1}\right) \xrightarrow{i_{*}} H_{1}\left(X^{2}\right)-H_{1}\left(X^{2}, X^{1}\right) \\
& \uparrow f_{i *} \\
&\left.\uparrow f_{i}\right|_{S^{1 *}} \\
& 0 \rightarrow H_{2}\left(D^{2}, S^{1}\right) \xrightarrow{\partial_{*}^{\prime}} \quad H_{1}\left(S^{1}\right) \rightarrow 0
\end{aligned}
$$

The square is commutative and the level rows are exact. Since

$$
H_{2}\left(X^{2}, X^{1}\right)=\operatorname{im} f_{1_{*}} \oplus \operatorname{im} f_{2 *} \approx X \oplus X
$$

$\left.\operatorname{im} f_{1}\right|_{S^{1 *}}=0$ and $\left.\operatorname{im} f_{2}\right|_{S^{1 *}}=2 X$, we may see that $\operatorname{im} \partial_{*} \approx 2 X$ and $\operatorname{ker} \partial_{*} \approx Z$. Since $H_{1}\left(X^{2}, X^{1}\right)=0$, we have $H_{1}\left(X^{2}\right) \approx \boldsymbol{X} \oplus X_{2}$. It is also easy to see that $H_{2}\left(X^{2}\right)=X$.

Now let $X$ be the space obtained by attaching two 3-cells to $X^{2}$, one by the $\operatorname{map} g_{1}: S^{2} \rightarrow x_{0}$ and the other by a map $g_{2}: S^{2} \rightarrow S^{2}$ such that $\operatorname{deg} g_{2}=3$. Then in a similar way as above, we may conclude that the space $X$ satisfies the requirements in the problem.

## 2306

Compute $H_{p}\left(S^{n} \vee S^{n} \vee \cdots \vee S^{n}\right), n \geq 0$, for all $p$.
(Columbia)

## Solution.

Denote by $S^{n}(q)$ the space $\underbrace{S^{n} \vee S^{n} \vee \cdots \vee S^{n}}_{q \text { times }}$. When $n=0, S^{0}(q)$ has $q+1$ points. Then $H_{p}\left(S^{0}(q)\right)$ is a free abelian group of rank $q$ for $p$ equal to 0 and is zero otherwise. In fact

$$
S^{n}(q+1)=S^{n}(q) \vee S^{n}
$$

Let $a \in S^{n}(q)$ and $b \in S^{n}$. It is easy to see that $U=S^{n}(q+1)-\{a\}$ has the homotopy type of $S^{n}(q)$ and $V=S^{n}(q+1)-\{b\}$ also has the homotopy type of $S^{n}(q)$. It is also clear that $S^{n}(q+1)=U \cup V$ and $U \cap V$ has the homotopy type of $S^{n}(q-1)$. Thus, when $n>0$, by induction on $q$ and the Mayer-Vietoris sequence of the pair $(U, V)$, we may prove that $\tilde{H}_{p}\left(S^{n}(q)\right)$ is a free abelian group of rank $q$ for $p$ equal to $n$ and is zero otherwise, where $\widetilde{H}_{p}$ is the reduced homology group.

2307

Build a $C W$ complex $X$ by adding two 2 -cells to $S^{1}$, one by the map $z \rightarrow z^{4}$ and the other by the map $z \rightarrow z^{6}$. What is the homology of this space?
(Indiana)

## Solution.



Fig. 2.14
$X$ is a 2 -dimensional $C W$ complex with 2 -skeleton $K^{2}=X, 1$-skeleton $K^{1}=S^{1}$ and 0 -skeleton $K^{0}=\{p\} . K^{2}$ is obtained from $K^{1}$ by attaching two 2-cells via the maps $f$ and $g$ as indicated in Fig.2.14. $K^{1}$ is obtained from $K^{0}$ by attaching one 1 -cell. Let $K^{n}=K^{2}$ for $n \geq 3$. Then we have a chain complex $K=\left\{C_{n}(K), d_{n}\right\}$, where $C_{n}(K)=H_{n}\left(K^{n}, K^{n-1}\right)$ and $d_{n}$ : $C_{n}(K) \rightarrow C_{n-1}(K)$ is defined to be the composition of homomorphisms,

$$
H_{n}\left(K^{n}, K^{n-1}\right) \xrightarrow{\partial_{+}} H_{n-1}\left(K^{n-1}\right) \xrightarrow{j_{n-1}} H_{n-1}\left(K^{n-1}, K^{n-2}\right),
$$

where $\partial_{*}$ is the boundary operator of the pair $\left(K^{n}, K^{n-1}\right)$ and $j_{n-1}$ is the homomorphism induced by the inclusion map. It is well-known that $H_{n}(X) \approx$ $H_{n}(K)$. It is obvious that $H_{n}(X)=H_{n}(K)=0$ for $n \geq 3$. To compute $H_{2}(k)$, consider the following diagram:

$$
\begin{aligned}
& H_{2}\left(K^{1}\right) \rightarrow H_{2}\left(K^{2}\right) \xrightarrow{j_{2}} H_{2}\left(K^{2}, K^{1}\right) \xrightarrow{\partial_{*}} \quad H_{1}\left(K^{1}\right) \xrightarrow{j_{1}} H_{1}\left(K^{1}, K^{0}\right) \\
& \uparrow f_{*} \\
& \uparrow\left(\left.f\right|_{S^{1}}\right)_{*}
\end{aligned}
$$

The square is commutative and it is well known that $f_{*}$ is a monomorphism and $\partial_{*}^{\prime}$ is an isomorphism. Noting $\left.f\right|_{S^{1}}$ is the map $z \rightarrow z^{4}$, we see that the image of $\left(\left.f\right|_{S^{1}}\right)_{*}$ is $4 \boldsymbol{Z}$. In the same way we see that the image of $\left(\left.g\right|_{S^{1}}\right)_{*}$ is $6 \boldsymbol{Z}$. Since

$$
H_{2}\left(K^{2}, K^{1}\right) \approx \operatorname{im} f_{*} \oplus \operatorname{im} g_{*},
$$

it follows that $\operatorname{im} \partial_{*}$ is isomorphic to the subgroup $2 \boldsymbol{X}$ of $H_{1}\left(K^{1}\right)$, and that ker $\partial_{*}$ is isomorphic to $\boldsymbol{Z} \oplus \boldsymbol{X}_{2}$. Thus, since $j_{2}$ is injective, we see that

$$
H_{2}\left(K^{2}\right) \approx \operatorname{im} j_{2} \approx \operatorname{ker} \partial_{*} \approx \mathcal{X} \oplus \mathcal{X}_{2}
$$

It is clear that $j_{1}$ is an isomorphism. Therefore, $\operatorname{im} d_{2} \approx 2 \mathbb{Z}$. Noting that $\operatorname{ker} d_{1} \approx H_{1}\left(K^{1}, K^{0}\right) \approx \mathbb{Z}$, we have $H_{1}(K) \approx \mathbb{Z} / 2 \mathbb{Z} \approx \mathbb{Z}_{2}$. Thus we conclude that

$$
H_{i}(X)= \begin{cases}\boldsymbol{X} \oplus \boldsymbol{X}_{2}, & i=2 \\ \boldsymbol{X}_{2}, & i=1 \\ \boldsymbol{X}, & i=0 \\ 0, & \text { otherwise }\end{cases}
$$

Let

$$
X=\left\{(x, y, z) \in R^{3} \mid x y z=0\right\}
$$

a) Compute $H_{*}(X, X-\{0\})$.
b) Prove that any homeomorphism $h: X \rightarrow X$ must leave the origin fixed.

## Solution.

a) Let $U=D^{3} \cap X$, where

$$
D^{3}=\left\{(x, y, z) \in R^{3} \mid x^{2}+y^{2}+z^{2}<2\right\}
$$

It is easy to see that $U$ is contractible. Thus

$$
H_{q}(X, X-\{0\}) \approx H_{q}(U, U-\{0\}) \approx \widetilde{H}_{q-1}(U-\{0\})
$$

for any $q$. Let $S=S^{2} \cap X$, where $S^{2}$ is the unit 2 -sphere. Then $S$ is a deformation retract of $U-\{0\}$. So $\widetilde{H}_{*}(U-\{0\}) \approx \widetilde{H}_{*}(S)$. To compute $\widetilde{H}_{*}(S)$, let

$$
W_{1}=S-\{(0,0,1),(0,0,-1)\}
$$

and

$$
W_{2}=S-\{(-1,0,0),(1,0,0)\}
$$

Applying the Mayer-Vietoris sequence of the pair ( $W_{1}, W_{2}$ ), we see that

$$
H_{q}(X, X-\{0\})= \begin{cases}\boldsymbol{Z} \oplus \boldsymbol{Z} \oplus \boldsymbol{Z} \oplus \boldsymbol{Z} \oplus \boldsymbol{Z} \oplus \boldsymbol{X} \oplus \boldsymbol{Z}, & q=2 \\ 0, & \text { otherwise }\end{cases}
$$

b) Let $x$ be any point of $X$ different from the origin. Similarly we obtain

$$
H_{2}(X, X-\{x\})= \begin{cases}\boldsymbol{X} \oplus \boldsymbol{X} \oplus \boldsymbol{X}, & \text { if } x \text { is in a coordinate axis } \\ \boldsymbol{Z}, & \text { otherwise }\end{cases}
$$

Let $h: X \rightarrow X$ be any homeomorphism. Since the local homology groups are invariant under homeomorphism,

$$
H_{2}(X, X-\{0\}) \approx H_{2}(X, X-\{f(0)\})
$$

From the above results, it follows that $f(0)=0$.
a) Write down the Mayer-Vietoris sequence in reduced homology which relates the spaces $S^{1} \times R^{1}, S^{1} \times R^{1}-\{p\}$, and a disk $D$ in $S^{1} \times R^{1}$ about the point $p$. ( $S^{1}=1-$ sphere)
b) Use a) to calculate the homology of $S^{1} \times R^{1}-\{p\}$.
(Indiana)

## Solution.

a) The Mayer-Vietoris sequence is

$$
\begin{aligned}
& \cdots \rightarrow \widetilde{H}_{q}(D-\{p\}) \xrightarrow{\phi} \widetilde{H}_{q}\left(S^{1} \times R^{1}-\{p\}\right) \oplus \widetilde{H}_{q}(D) \\
& \xrightarrow{\psi} \widetilde{H}_{q}\left(S^{1} \times R^{1}\right) \xrightarrow{\Delta} \widetilde{H}_{q-1}(D-\{p\}) \rightarrow \cdots .
\end{aligned}
$$

b) Since $S^{1} \times R^{1}$ and $D-\{p\}$ have the same homotopy type with $S^{1}$, it follows that

$$
\tilde{H}_{q}\left(S^{1} \times R^{1}\right) \approx \tilde{H}_{q}(D-\{p\}) \approx \tilde{H}_{q}\left(S^{1}\right) .
$$

Since $D$ is contractible, the nontrivial part of the Mayer-Vietoris sequence is

$$
\begin{array}{ccc}
0 \rightarrow \widetilde{H}_{1}(D-\{p\}) & \xrightarrow{\phi} \widetilde{H}_{1}\left(S^{1} \times R^{1}-\{p\}\right) \xrightarrow{\psi} & \widetilde{H}_{1}\left(S^{1} \times R^{1}\right) \rightarrow 0, \\
& \approx Z
\end{array}
$$

which is split exact. Thus we have

$$
H_{i}\left(S^{1} \times R^{1}-\{p\}\right)= \begin{cases}Z \oplus \mathbb{Z}, & i=1, \\ Z, & i=0, \\ 0, & \text { otherwise } .\end{cases}
$$

2310

Let the real projective plane $R P^{2}$ be embedded in the standard way in the real projective 5-space $R P^{5}$. Compute $H_{q}\left(R P^{5} / R P^{2}\right)$, where $R P^{5} / R P^{2}$ is the space obtained from $R P^{5}$ by identifying $R P^{2}$ to a point.
(Indiana)

## Solution.

Since $R P^{5}$ is compact Hausdorff and $R P^{2}$ is a strong deformation retract of a compact neighborhood of $R P^{2}$ in $R P^{5}$, we see that

$$
\tilde{H}_{q}\left(R P^{5} / R P^{2}\right) \approx H_{q}\left(R P^{5}, R P^{2}\right) \quad \text { for any } q .
$$

It is well-known that

$$
H_{q}\left(R P^{5}\right)=\left\{\begin{array}{ll}
\boldsymbol{X}, & q=0,5, \\
\boldsymbol{Z}_{2}, & q=1,3, \\
0, & \text { otherwise }
\end{array} \quad \text { and } \quad H_{q}\left(R P^{2}\right)= \begin{cases}\boldsymbol{Z}, & q=0 \\
\mathcal{Z}_{2}, & q=1 \\
0, & \text { otherwise }\end{cases}\right.
$$

Thus, from the exact sequence of the pair $\left(R P^{5}, R P^{2}\right)$, it follows that

$$
H_{q}\left(R P^{5} / R P^{2}\right)= \begin{cases}x, & q=0,5 \\ X_{2}, & q=3 \\ 0, & \text { otherwise }\end{cases}
$$

2311

Let

$$
Y=\left\{\left(x_{1}, x_{2}\right) \in R^{2} \mid x_{1} x_{2}=0 \text { and } x_{2} \geq 0\right\}
$$

Prove that $Y \times R$ is not homeomorphic to $R^{2}$.

## Solution.

Let

$$
Y \times R=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in R^{3} \mid x_{1} x_{2}=0, x_{2} \geq 0\right\}
$$

Then the point $O=(0,0,0) \in Y \times R$. To compute the local homology groups

$$
H_{i}(Y \times R, Y \times R-\{0\}), \quad i=0,1,2, \cdots
$$

we take an open neighborhood of the point $O, U=D^{3} \cap(Y \times R)$, where $D^{3}$ is an open ball centered at $O$. Therefore

$$
H_{i}(Y \times R, Y \times R-\{0\}) \approx H_{i}(U, U-\{0\}) \approx \widetilde{H}_{i-1}(U-\{0\})
$$

because $U$ is contractible. Let $X$ be the space as shown in the following figure


It is easy to see that $X$ is a deformation retract of $U-\{0\}$ and that $H_{1}(X) \approx \mathbb{Z} \oplus \mathbb{Z}$. Thus

$$
H_{2}(Y \times R, Y \times R-\{0\}) \approx \boldsymbol{Z} \oplus \boldsymbol{Z}
$$

It is well-known that for any point $p \in R^{2}$ the local homology group

$$
H_{2}\left(R^{2}, R^{2}-\{p\}\right) \approx Z
$$

Since the local homology groups are isomorphic under homeomorphism, it follows that $Y \times R$ is not homeomorphic to $R^{2}$.

## 2312

Let $A$ be a nonempty subset of $X$ and $X \cup C A$ be the union of $X$ with the cone of $A$; that is, $X \cup C A$ is obtained from the subset $X \times\{0\} \cup A \times[0,1]$ of $X \times[0,1]$ by identifying $A \times\{1\}$ to a point.

Prove that the reduced homology group $\widetilde{H}_{n}(X \cup C A)$ is isomorphic to $H_{n}(X, A)$, for every $n$.
(Indiana)

## Solution.

Let $Y=X \times\{0\} \cup A \times[0,1]$ and $B=A \times\{1\}$. Then $X \cup C A=Y / B$. Let $\pi: Y \rightarrow Y / B$ be the identification map and $y_{0}$ denote the point $\pi(B)$ in $Y / B$. Let $U=A \times\left[\frac{1}{2}, 1\right] \subset Y$. Then $y_{0}$ is a strong deformation retract of $\pi(U)$. Thus, in the exact sequence of the triple $\left(Y / B, \pi(U), y_{0}\right)$,

$$
\begin{aligned}
& \cdots \rightarrow H_{n}\left(\pi(U), y_{0}\right) \rightarrow H_{n}\left(Y / B, y_{0}\right) \\
& \rightarrow H_{n}(y / B, \pi(U)) \rightarrow H_{n-1}\left(\pi(U), y_{0}\right) \rightarrow \cdots
\end{aligned}
$$

it follows that $H_{*}\left(\pi(U), y_{0}\right)=0$. Hence, the inclusion map of pairs induces an isomorphism

$$
H_{*}\left(Y / B, y_{0}\right) \approx H_{*}(Y / B, \pi(U))
$$

Let $V=A \times\left[\frac{3}{4}, 1\right]$. By the excision property, we have an isomorphism

$$
H_{*}(Y, U) \approx H_{*}(Y-V, U-V)
$$

Since $B$ is a strong deformation retract of $U$, it follows from the exact sequence that

$$
H_{*}(Y, B) \approx H_{*}(Y, U)
$$

Thus, we have

$$
H_{*}(Y, B) \approx H_{*}(Y-V, U-V)
$$

In a similar way the set $\pi(V)$ may be excised from the pair $(Y / B, \pi(U))$ to give an isomorphism

$$
H_{*}\left(Y / B, y_{0}\right) \approx H_{*}(Y / B, \pi(U)) \approx H_{*}(Y / B-\pi(V), \pi(U)-\pi(V))
$$

Now the restriction of the map $\pi$ gives a homeomorphism of pairs

$$
\pi:(Y-V, U-V) \rightarrow(Y / B-\pi(V), \pi(U)-\pi(V))
$$

and so an isomorphism of their homology groups. All of these combine to give an isomorphism

$$
H_{*}\left(Y / B, y_{0}\right) \approx H_{*}(Y, B)
$$

Since $Y$ admits obviously a strong deformation retraction onto $X \times\{0\}$ which maps $B$ onto $A \times\{0\}$, we have

$$
H_{*}(Y, B) \approx H_{*}(X, A)
$$

On the other hand, from the exact sequence of the pair $\left(Y / B, y_{0}\right)$, it follows that

$$
H_{*}\left(Y / B, y_{0}\right) \approx \tilde{H}_{*}(Y / B)=\tilde{H}_{*}(X \cup C A)
$$

Therefore, $\widetilde{H}_{n}(X \cup C A)$ is isomorphic to $H_{n}(X, A)$ for every $n$.

## 2313

For any topological space $X$ let $\Sigma X$ denote its (unreduced) suspension. ( $\Sigma X$ is the quotient space ( $X \times[0,1] / \sim$, where $\sim$ denotes the equivalence relation generated by requiring that $(x, t) \sim(y, s)$ if $s=t=0$ or $s=t=1$.) If $f: X \rightarrow Y$ is a map, let $\Sigma f: \Sigma X \rightarrow \Sigma Y$ be the map of suspensions induced by the map $(x, t) \rightarrow(f(x), t)$ of $X \times[0,1]$.
(i) Prove that if $f: X \rightarrow Y$ is a homotopy equivalence then so is $\Sigma f$.
(ii) Using only the Eilenberg-Steenrod axioms (Homotopy, Exactness, Excision, Dimension) for a homology theory prove that $\widetilde{H}_{i}(\Sigma X)$ is naturally isomorphic to $\tilde{H}_{i-1}(X)$. (Here $\widetilde{H}_{i}$ denotes reduced singular homology.)

## Solution.

(i) Denote by $\Pi_{X}: X \times I \rightarrow \Sigma X$ the quotient map, and by $p_{0}, p_{1}$ the equivalence classes of ( $x, 0$ ) and ( $x, 1$ ), $x \in X$, respectively. Let $f: X \rightarrow Y$ be a continuous map. By the definition we see that

$$
\Sigma f=\Pi_{Y} \circ(f \times i d) \circ \Pi_{X}^{-1},
$$

where $i d: I \rightarrow I$ is the identity map. Suppose that $g: X \rightarrow Y$ is another continuous map which is homotopic to $f$ by a homotopy $G: X \times I \rightarrow Y$ such that $G(x, 0)=f(x)$ and $G(x, 1)=g(x)$ for any $x \in X$. Then define $\widetilde{G}:(X \times I) \times I \rightarrow \Sigma Y$ by

$$
\widetilde{G}((x, t), s)=\Pi_{Y}(G(X, s), t)
$$

Let $H: \Sigma X \times I \rightarrow \Sigma Y$ be a map defined by $H(\widetilde{x}, s)=\widetilde{G}\left(\Pi_{X}^{-1}(\widetilde{x}), s\right)$ for any $(\widetilde{x}, s) \in \Sigma X \times I$, where, if $\widetilde{x}=p_{0}$ or $p_{1}, \Pi_{X}^{-1}(\widetilde{x})$ means any point $(x, 0)$ or $(x, 1)$. It is easy to check that $H$ is well-defined and continuous. It is also easy to see that $H(\widetilde{x}, 0)=\Sigma f(\widetilde{x})$ and $H(\widetilde{x}, 1)=\Sigma g(\widetilde{x})$. Therefore $\Sigma f$ is homotopic to $\Sigma g$, and consequently it follows that if $f: X \rightarrow Y$ is a homotopy equivalence then so is $\Sigma f$.
(ii) Let

$$
U=\left\{\Pi_{X}(x, t) \left\lvert\, t>\frac{1}{3}\right.\right\}
$$

and

$$
V=\left\{\Pi_{X}(x, t) \left\lvert\, t<\frac{2}{3}\right.\right\} .
$$

It is obvious that $U$ and $V$ are both open sets of $\Sigma X$ and that $U$ and $V$ are both contractible. Hence $\widetilde{H}_{i}(U)=\widetilde{H}_{i}(V)=0$ for all $i$. It follows from the homology sequence of the pair $(\Sigma X, U)$ that $\widetilde{H}_{i}(\Sigma X) \approx H_{i}(\Sigma X, U)$. Let $W=\left\{\Pi_{X}(x, t) \mid t \geq 2 / 3\right\}$. Then $\bar{W} \subset U$. By the excision property we have

$$
H_{i}(\Sigma X, U) \approx H_{i}(\Sigma X-W, U-W)=H_{i}(V, U-W) .
$$

It is easy to see that $U-W$ has the same homotopy type of $X$. On the other hand, from the homolopy sequence of the pair $(V, U-W)$ we see that

$$
H_{i}(V, U-W) \approx \widetilde{H}_{i-1}(U-W)
$$

Thus we conclude that $\widetilde{H}_{i}(\Sigma X) \approx \widetilde{H}_{i-1}(X)$.

Consider the following commutative diagram of abelian groups in which the row and column are exact sequences.


Suppose that $\gamma$ and $\beta_{0}$ are surjective. Prove that $\alpha_{3}$ is injective.
(Indiana)

## Solution.

Let $a_{3} \in A_{3}$ such that $\alpha_{3}\left(a_{3}\right)=0$. Then from the exactness there is an $a_{2} \in A_{2}$ such that $\alpha_{2}\left(a_{2}\right)=a_{3}$. Since $\gamma$ is surjective, there is an $a_{1} \in A_{1}$ such that $\gamma\left(a_{1}\right)=\beta_{2}\left(a_{2}\right)$. Hence by the commutativity we have

$$
\gamma\left(a_{1}\right)=\beta_{2}\left(\alpha_{1}\left(a_{1}\right)\right)=\beta_{2}\left(a_{2}\right),
$$

so $\alpha_{1}\left(a_{1}\right)-a_{2} \in \operatorname{ker} \beta_{2}$, and there is a $b_{1} \in B_{1}$ such that $\beta_{1}\left(b_{1}\right)=\alpha\left(a_{1}\right)-a_{2}$. Since $\beta_{0}$ is surjective, there is a $b_{0} \in B_{0}$ such that $\beta_{0}\left(b_{0}\right)=b_{1}$. Once again by the exactness we have $0=\beta_{1} \beta_{0}\left(b_{0}\right)=\beta_{1}\left(b_{1}\right)$, which means that $\alpha_{1}\left(a_{1}\right)-a_{2}=$ 0 . Hence $a_{3}=\alpha_{2}\left(a_{2}\right)=\alpha_{2} \alpha_{1}\left(a_{1}\right)=0$. It means that $\operatorname{ker} \alpha_{3}=0$, i.e., $\alpha_{3}$ is injective.

## 2315

Suppose that a topological space $X$ is expressed as the union $U \cup V$ of two open path-connected subspaces such that $U \cap V$ is path connected, $H_{1}(U)=0$, and the inclusion $U \cap V \rightarrow V$ induces a surjective homomorphism $H_{1}(U \cap V) \rightarrow$ $H_{1}(V)$. (Here $H$ denotes singular homology.)
a) Prove that $H_{1}(X)=0$.
b) Give an example to show that the analogous assertion becomes false in general if $H_{1}$ is replaced everywhere by $H_{2}$.
(Indiana)
Solution.
a) Consider the Mayer-Vietoris sequence of the pair ( $U, V$ )

$$
\cdots \rightarrow H_{2}(X) \xrightarrow{\Delta} H_{1}(U \cap V) \xrightarrow{\phi_{*}} H_{1}(U) \oplus H_{1}(V) \xrightarrow{\psi_{*}} H_{1}(X) \xrightarrow{\Delta} \widetilde{H}_{0}(U \cap V) .
$$

Since $U \cap V$ is path-connected, $\tilde{H}_{0}(U \cap V)=0$. It means $H_{1}(X)=\operatorname{im} \psi_{*}$. By the hypothesis, $\phi_{*}$ is surjective so that

$$
\operatorname{ker} \psi_{*}=\operatorname{im} \phi_{*}=H_{1}(U) \oplus H_{1}(V) .
$$

Therefore $\operatorname{im} \psi_{*}=0$, i.e., $H_{1}(X)=0$.
b) Let $X=S^{2}$, the unit 2 -sphere,

$$
U=\left\{(x, y, z) \in S^{2} \left\lvert\, z>-\frac{1}{2}\right.\right\}
$$

and

$$
V=\left\{(x, y, z) \in S^{2} \left\lvert\, z<\frac{1}{2}\right.\right\} .
$$

Then $X=U \cup V$. It is obvious that $U, V$ and $U \cap V$ are path-connected and that $H_{2}(U)=H_{2}(V)=0$. So the homomorphism $H_{2}(U \cap V) \rightarrow H_{2}(V)$ induced by the inclusion map is surjective. But $H_{2}(X) \approx \mathcal{Z}$.

## 2316

Let

$$
D^{n}=\left\{x \in R^{n}| | x \mid \leq 1\right\}
$$

denote the standard unit ball in Euclidean space $R^{n}$, and

$$
S^{n-1}=\left\{x \in R^{n}| | x \mid=1\right\}
$$

denote the standard ( $n-1$ )-sphere. Suppose that $f: D^{n} \rightarrow D^{n}$ is a continuous map such that the restriction of $f$ to $S^{n-1}$ is a homeomorphism from $S^{n-1}$ to $S^{n-1}$. Prove that $f$ is surjective.
(Indiana)

## Solution.

We use the reduction to absurdity. Suppose that there is a point $x_{0} \in D^{\boldsymbol{n}}$ such that $x_{0} \notin f\left(D^{n}\right)$. By the assumption, we see that $x_{0} \in D^{n}-S^{n-1}$.

Therefore $S^{n-1}$ is a deformation retract of $D^{n}-\left\{x_{0}\right\}$. Let $r: D^{n}-\left\{x_{0}\right\} \rightarrow$ $S^{n-1}$ be a retraction. Then $g=r \circ f$ is a continuous map from $D^{n}$ to $S^{n-1}$ and $\left.g\right|_{S^{n-1}}: S^{n-1} \rightarrow S^{n-1}$ is just the restriction of $f$ to $S^{n-1}$, which is a homeomorphism. Let $i: S^{n-1} \rightarrow D^{n}$ be the inclusion map. Therefore $g \circ i: S^{n-1} \rightarrow S^{n-1}$ is a homeomorphism. Hence

$$
(g \circ i)_{*}: H_{n-1}\left(S^{n-1}\right) \rightarrow H_{n-1}\left(S^{n-1}\right)
$$

is an isomorphism. But $(g \circ i)_{*}=g_{*} \circ i_{*}$ and $i_{*}: H_{n-1}\left(S^{n-1}\right) \rightarrow H_{n-1}\left(D^{n}\right)$ is obviously a trivial homomorphism because of $H_{n-1}\left(D^{n}\right)=0$, and consequently $(g \circ i)_{*}$ is trivial. This is a contradiction.

2317

Let $X$ be a connected $C W$ complex with two 0 -cells, three 1-cells, three 2 -cells, and no higher-dimensional cells. Assume $H_{1}(X) \approx \mathcal{Z} \oplus X / 3$. Compute the Euler characteristic of $X$ and determine (with proof) all possibilities for $H_{2}(X)$.

## Solution.

The Euler characteristic of $X, \mathcal{X}(X)=2-3+3=2$. On the other hand,

$$
\mathcal{X}(X)=\operatorname{rank} H_{0}(X)-\operatorname{rank} H_{1}(X)+\operatorname{rank} H_{2}(X) .
$$

Therefore $\operatorname{rank} H_{2}(X)=2$. Let $X^{k}$ denote the $k$-skeleton of $X$. By the assumption, we see that $H_{3}\left(X^{3}, X^{2}\right)=0$, and $H_{2}\left(X^{2}, X^{1}\right)=\boldsymbol{X} \oplus \mathcal{X} \oplus \mathcal{Z}$. Therefore

$$
H_{2}(X) \approx \operatorname{ker}\left\{d_{*}: H_{2}\left(X^{2}, X^{1}\right) \rightarrow H_{1}\left(X^{1}, X^{0}\right)\right\},
$$

where $d_{*}$ is the composition of homomorphisms

$$
H_{2}\left(X^{2}, X^{1}\right) \xrightarrow{\partial_{3}} H_{1}\left(X^{1}\right) \xrightarrow{j_{*}} H_{1}\left(X^{1}, X^{0}\right)
$$

Thus because $H_{2}\left(X^{2}, X^{1}\right)$ is free abelian, $H_{2}(X)$ is also a free abelian group of rank 2, i.e., $H_{2}(X) \approx \boldsymbol{Z} \oplus \boldsymbol{Z}$.

## 2318

Let $X$ be a $C W$ complex with exactly one $k+1$-cell. Prove that if $H_{k}(X ; \boldsymbol{Z})$ is a nontrivial finite group then $H_{k+1}(X ; \boldsymbol{Z})=0$.

## Solution.

Denote by $X^{k}$ the $k$-skeleton of the $C W$ complex $X$, and by $d^{k}$ the composition of homomorphisms of pairs

$$
H_{k}\left(X^{k}, X^{k-1}\right) \xrightarrow{\partial_{\rightarrow}} H_{k-1}\left(X^{k-1}\right) \xrightarrow{j_{\rightarrow}} H_{k-1}\left(X^{k-1}, X^{k-2}\right) .
$$

It is well-known that

$$
H_{k}(X ; X) \approx \operatorname{ker} d^{k} / \operatorname{im} d^{k+1}
$$

and

$$
H_{k+1}(X ; X) \approx \operatorname{ker} d^{k+1} / \operatorname{im} d^{k+2} .
$$

By the hypothesis,

$$
H_{k+1}\left(X^{k+1}, X^{k}\right) \approx \not Z .
$$

We choose a generator $a$ in $H_{k+1}\left(X^{k+1}, X^{k}\right)$. We claim that $d^{k+1}(a) \neq 0$. Otherwise we would have im $d^{k+1}=0$. Therefore

$$
H_{k}(X ; Z) \approx \operatorname{ker} d^{k} \subset H_{k}\left(X^{k}, X^{k-1}\right) .
$$

But it is well-known that $H_{k}\left(X^{k}, X^{k-1}\right)$ is a free abelian group, and, consequently, $\operatorname{ker} d^{k}$ is trivial or free abelian. It means that $H_{k}(X ; Z)$ is not a nontrivial finite group and contradicts the hypothesis. Thus we have $d^{k+1}(a) \neq 0$. It follows that $\operatorname{ker} d^{k+1}=0$ and, therefore, $H_{k+1}(X ; Z)=0$.

## 2319

Let

$$
A=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in R^{4} \mid x_{1}=0\right\}
$$

and

$$
B=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in R^{4} \mid x_{4}=0\right\} .
$$

Let $X=A \cup B$. Compute the relative homology groups $H_{i}(X, X-(0,0,0,0))$ for all $i$.
(Indiana)

## Solution.

Let $\tilde{U}$ be the unit open ball centered at the point $(0,0,0,0)$ in $R^{4}$. Then $U=\widetilde{U} \cap X$ is an open neighborhood of $(0,0,0,0)$ in $X$. By the excision property we have

$$
H_{i}(X, X-(0,0,0,0)) \approx H_{i}(U, U-(0,0,0,0))
$$

for all $i$. It is obvious that $U$ is contractible and that $U-(0,0,0,0)$ has a deformation retract $C \cup D$, where

$$
C=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in R^{4} \mid x_{1}=0, x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1\right\}
$$

and

$$
D=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in R^{4} \mid x_{4}=0, x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}
$$

(See Fig.2.15)


Fig. 2.15

Let $W_{1}=C \cup D-\left\{p_{1}, p_{2}\right\}$ and $W_{2}=C \cup D-\left\{p_{3}, p_{4}\right\}$. (See Fig.2.15.) Then $W_{1}$ and $W_{2}$ are open subsets of $C \cup D$ and $W_{1} \cup W_{2}=C \cup D$. It is clear that both $C$ and $D$ are homeomorphic to the unit sphere $S^{2}$ and that $D$ and $C$ are deformation retracts of $W_{1}$ and $W_{2}$ respectively. It is also clear that $S^{1}$ is an deformation retract of $W_{1} \cap W_{2}$. Therefore, applying the Mayer-Vietoris sequence to the pair $\left(W_{1}, W_{2}\right)$, we see that

$$
H_{i}(C \cup D)= \begin{cases}\boldsymbol{Z} \oplus \boldsymbol{Z} \oplus \boldsymbol{Z}, & i=2 \\ \boldsymbol{Z}, & i=0 \\ \mathbf{0}, & \text { otherwise }\end{cases}
$$

From the homology sequence of the pair $(U, U-(0,0,0,0))$, we see that

$$
H_{i+1}(U, U-(0,0,0,0)) \approx H_{i}(U-(0,0,0,0))
$$

for all $i \geq 0$. Hence we conclude that

$$
H_{i}(X, X-(0,0,0,0))= \begin{cases}\boldsymbol{Z} \oplus \mathcal{Z} \oplus \mathcal{Z}, & i=3 \\ \boldsymbol{Z}, & i=0,1 \\ 0, & \text { otherwise }\end{cases}
$$

## 2320

Let $X$ be a path connected and locally path connected space and let $x \in X$. Let $Y=S^{1} \times S^{1} \times S^{2}$. Show that if $\pi_{1}(X, x)$ is finite, then any continuous $\operatorname{map} f: X \rightarrow Y$ induces the trivial map $f_{*}: H_{i}(X, X) \rightarrow H_{i}(Y, X)$ for all $i$ different from 0 and 2.
(Indiana)

## Solution.

It is easy to see that $R^{2} \times S^{2}$ is the universal covering space of $Y$. By the Künneth theorem, we have

$$
H_{i}\left(R^{2} \times S^{2}\right)=\sum_{j+k=i} H_{j}\left(R^{2}\right) \otimes H_{k}\left(S^{2}\right)= \begin{cases}Z, & i=0,2 \\ 0, & \text { otherwise }\end{cases}
$$

It is clear that

$$
\pi_{1}\left(S^{1} \times S^{1} \times S^{1}\right)=\pi_{1}\left(T^{2}\right) \oplus \pi_{1}\left(S^{2}\right)=\mathscr{Z} \oplus \mathscr{Z}
$$

Since $\pi_{1}(X, x)$ is finite, the homomorphism $f_{*}:{\underset{\sim}{f}}_{1}(X, x) \rightarrow \pi_{1}(Y, f(x))$ must be trivial. Therefore, we may lift $f$ to a map $\tilde{f}: X \rightarrow R^{2} \times S^{2}$ such that $\pi \circ \tilde{f}=f$, where $\pi: R^{2} \times S^{2} \rightarrow Y$ is the covering map. Hence we have

$$
f_{*}=\pi_{*} \circ \tilde{f}_{*}: H_{i}(X, \boldsymbol{X}) \rightarrow H_{i}(Y, \boldsymbol{X})
$$

for any $i$. But it is obvious that

$$
\tilde{f}_{*}: H_{i}(X, Z) \rightarrow H_{i}\left(R^{2} \times S^{2}, Z\right)
$$

is trivial for $i$ different from 0 and 2 , so is

$$
f_{*}: H_{i}(X, X) \rightarrow H_{i}(Y, \mathcal{X})
$$

Call a commutative diagram of abelian groups

$$
\begin{array}{rll}
A & \xrightarrow{\alpha} & B \\
\beta \stackrel{\downarrow}{1} & & \downarrow \gamma \\
C & \underset{\delta}{ } & D
\end{array}
$$

"exact" if the sequence of groups and homomorphisms

$$
0 \rightarrow A \xrightarrow{(\alpha, \beta)} B \oplus C \xrightarrow{\gamma-\delta} D \rightarrow 0 \quad \text { is exact. }
$$

It is an interesting fact that if

$$
\begin{array}{rll}
A & \xrightarrow{\rightarrow} & B \\
\beta \downarrow \\
C & & \downarrow \\
C & \xrightarrow[\delta]{l} & D
\end{array}
$$

and

$$
\begin{array}{rll}
B & \xrightarrow{\alpha^{\prime}} & E \\
\gamma \downarrow & & \downarrow \varepsilon \\
D & \rightarrow & F
\end{array}
$$

are exact, then so is

$$
\begin{array}{rll}
A & \xrightarrow{\alpha^{\prime} \alpha} & E \\
\beta \downarrow & & \downarrow \varepsilon \\
C & \overrightarrow{\delta^{\prime} \delta} & F
\end{array}
$$

Prove exactness of

$$
0 \rightarrow A \xrightarrow{\left(\beta, \alpha^{\prime} \alpha\right)} C \oplus E \xrightarrow{\delta^{\prime} \delta-\varepsilon} F \rightarrow 0 \quad \text { at } C \oplus E .
$$

Solution.
By the assumptions, we have $\delta \beta=\gamma \alpha$ and $\varepsilon \alpha^{\prime}=\delta^{\prime} \gamma$. Therefore, we have

$$
\left(\delta^{\prime} \delta-\varepsilon\right)\left(\beta, \alpha^{\prime} \alpha\right)=\delta^{\prime} \delta \beta-\varepsilon \alpha^{\prime} \alpha=\delta^{\prime} \gamma \alpha-\delta^{\prime} \gamma \alpha=0
$$

It follows that $\operatorname{im}\left(\beta, \alpha^{\prime} \alpha\right) \subset \operatorname{ker}\left(\delta^{\prime} \delta-\varepsilon\right)$. Let $(c, e) \in \operatorname{ker}\left(\delta^{\prime} \delta-\varepsilon\right)$, i.e., $\delta^{\prime} \delta(c)-$ $\varepsilon(e)=0$. By the assumptions, we have $\operatorname{im}(\alpha, \beta)=\operatorname{ker}(\gamma-\delta)$ and $\operatorname{im}\left(\alpha^{\prime}, \gamma\right)=$ $\operatorname{ker}\left(\varepsilon-\delta^{\prime}\right)$. Thus, noting that

$$
(e, \delta(c)) \in \operatorname{ker}\left(\varepsilon-\delta^{\prime}\right)
$$

we see that there exists a $b \in B$ such that $\alpha^{\prime}(b)=e$ and $\gamma(b)=\delta(c)$. Hence we have $(b, c) \in \operatorname{ker}(\gamma-\delta)$. Therefore, there exists an $a \in A$ such that $\alpha(a)=b$ and $\beta(a)=c$, and, consequently,

$$
(c, e)=\left(\beta, \alpha^{\prime} \alpha\right)(a) \in \operatorname{im}\left(\beta, \alpha^{\prime} \alpha\right)
$$

It means that

$$
\operatorname{ker}\left(\delta^{\prime} \delta-\varepsilon\right) \subset \operatorname{im}\left(\beta, \alpha^{\prime} \alpha\right)
$$

The exactness at $C \oplus E$ is proved.

## 2322

Let $X$ be a non-empty compact Hausdorff space and $f: X \rightarrow X$ be a continuous map. Prove that there exists a non-empty closed subset $A$ of $X$ such that $f(A)=A$. Give an example to show that compactness is essential for this assertion.
(Indiana)

## Solution.

Let $F_{1}=f(X)$. Then $F_{1}$ is a non-empty closed subset of $X$. We define $F_{n+1}=f\left(F_{n}\right)$ inductively for $n \in X^{+}$. It is clear that $\left\{F_{n}, n \in X^{+}\right\}$is a sequence of non-empty closed subsets in $X$ and that

$$
F_{1} \supset F_{2} \supset \cdots \supset F_{n} \supset F_{n+1} \supset \cdots
$$

Since $X$ is compact, we see that the subset $A=\bigcap_{n=1}^{\infty} F_{n}$ is a non-empty closed subset of $X$. We claim that $f(A)=A$ holds.

We give an example to show that compactness is essential for this assertion. Let $X=(0,1]$ and $f: X \rightarrow X$ is defined by $f(x)=\frac{1}{2} x$ for $x \in X$. Suppose that a non-empty closed $A$ of $X$ satisfies $f(A)=A$. Then there would exist an $x_{0} \in A$ such that $x \leq x_{0}$ for any $x \in A$. In fact $x_{0}=\sup _{x \in A} x$. Since $f(A)=A$ and $x_{0} \in A$, there would exists an $x_{1} \in A$ such that $f\left(x_{1}\right)=x_{0}$, i.e., $x_{0}=\frac{1}{2} x_{1}$. Therefore $x_{0} \geq x_{1}=2 x_{0}$, which is a contradiction.

Recall that

$$
H_{3}\left(S^{3} ; Z\right) \approx H_{3}\left(R P^{3} ; Z\right) \approx Z
$$

( $R P^{n}$ is $n$-dimensional real projective space.) Prove that there is no function $f: S^{3} \rightarrow R P^{3}$ inducing an isomorphism on the third homology.
(Indiana)

## Solution.

It is well-known that $S^{3}$ is the 2 -fold universal covering space of $R P^{3}$. Let $\pi: S^{3} \rightarrow R P^{3}$ denote the universal covering map. Then it is clear that the degree of $\pi$ is equal to 2 . Let $f$ be a function from $S^{3}$ to $R P^{3}$. Since $\pi_{1}\left(S^{3}\right)=\{0\}$, there is a lifting of $f, \tilde{f}: S^{3} \rightarrow S^{3}$ such that $\pi \tilde{f}=f$. Denote by $a$ and $b$ the generators of $H_{3}\left(S^{3}\right)$ and $H_{3}\left(R P^{3}\right)$ respectively. Then we have

$$
f_{*}(a)=\pi_{*}\left(\tilde{f}_{*}(a)\right)=\operatorname{deg} \tilde{f} \cdot \pi_{*}(a)=2 \cdot \operatorname{deg} \tilde{f} \cdot b
$$

because $\operatorname{deg} \tilde{f} \in \boldsymbol{Z}$, it is obvious that $f_{*}$ is not an isomorphism.

2324

Let

$$
X=\{(x, y, z) \mid x y=0\}
$$

(a) Compute $H_{1}(X-(0,0,0))$.
(b) Using part $a$, show that $X$ is not homeomorphic to $R^{2}$.
(c) Prove or disprove: $X$ is homotopy equivalent to $R^{2}$.
(Indiana)

## Solution.

(a) In fact, $X=\pi_{1} \cup \pi_{2}$ where $\pi_{1}$ is the plane $y=0$ and $\pi_{2}$ is the plane $x=0$. Denote by $A$ and $B$ the unit circle in $\pi_{1}$ and $\pi_{2}$ respectively. Then it is easy to see that $A \cup B$ is a deformation retract of $X-(0,0,0)$. Take $U=A \cup B-(0,0,1)$ and $V=A \cup B-(0,0,-1)$. Therefore, $U$ and $V$ are both contractible, $U \cup V=A \cup B$ and $U \cap V$ has four path components which are all contractible. Applying the Mayer-Vietoris sequence to the pair ( $U, V$ ), we see that

$$
H_{1}(X-(0,0,0)) \approx H_{1}(A \cup B)=\boldsymbol{Z} \oplus \boldsymbol{X} \oplus \boldsymbol{Z}
$$

(b) Suppose that there exists a homeomorphism $f: X \rightarrow R^{2}$. Then $\left.f\right|_{X-(0,0,0)}: X-(0,0,0) \rightarrow R^{2}-f(0,0,0)$ is also a homeomorphism, which
would induce an isomorphism from $H_{1}(X-(0,0,0))$ to $H_{1}\left(R^{2}-f(0,0,0)\right)$. But it is clear that

$$
H_{1}\left(R^{2}-f(0,0,0)\right) \approx H_{1}\left(S^{1}\right)=\boldsymbol{X}
$$

It is a contradiction.
(c) Let $F: X \times I \rightarrow X$ be a map defined as follows.

$$
F((x, y, z), t)= \begin{cases}(x, y, z), & \text { if } x=0 \\ (t x, y, z), & \text { if } x \neq 0\end{cases}
$$

Then $F$ is a deformation retraction of $X$ onto the plane $\pi_{2}$. Hence $X$ is homotopy equivalent to $R^{2}$.

## 2325

Let ( $B^{n}, S^{n-1}$ ) be the standard ball and sphere pair in $R^{n}, n>1$. Suppose that $f:\left(B^{n}, S^{n-1}\right) \rightarrow(X, A)$ is a continuous map and $\left.f\right|_{S^{n-1}}: S^{n-1} \rightarrow A$ is a homeomorphism. Show that if $H_{n}(X)=0$ then $H_{n}(X, A)=\boldsymbol{X}$.
(Indiana)

## Solution.

Consider the following diagram

$$
\begin{array}{rlllll}
H_{n}(X) \xrightarrow{j_{*}} H_{n}(X, A) & \xrightarrow{\partial_{*}} & H_{n-1}(A) & \xrightarrow{i_{*}} & H_{n-1}(X) \\
\uparrow f_{*} & & \uparrow f_{1 *} & & \uparrow f_{*} \\
H_{n}\left(B^{n}, S^{n-1}\right) & \xrightarrow{\partial_{*}^{\prime}} & H_{n-1}\left(S^{n-1}\right) & \xrightarrow{i_{*}^{\prime}} & H_{n-1}\left(B^{n}\right)
\end{array}
$$

in which the level rows are exact and the squares are commutative. By the assumption, $f_{1 *}$ is an isomorphism, and therefore

$$
H_{n-1}(A) \approx H_{n-1}\left(S^{n-1}\right)=Z
$$

It is well-known that $\partial_{*}^{\prime}$ is an isomorphism and $H_{n-1}\left(B^{n}\right)=0$. Thus we have

$$
\operatorname{ker} i_{*}=H_{n-1}(A)=\boldsymbol{Z} .
$$

Since $H_{n}(X)=0, \partial_{*}$ is a monomorphism. Hence we have

$$
H_{n}(X, A) \approx \operatorname{im} \partial_{*} \approx \operatorname{ker} i_{*}=Z
$$

(a) Describe a $C W$ structure on $S^{2} \times S^{5}$ and use it to compute the homology of $S^{2} \times S^{5}$.
(b) Compute the homology of $S^{2} \times S^{5}$ with 2 points removed.
(Indiana)

## Solution.

(a) Let $x_{0} \in S^{2}, x_{1} \in S^{5}$. Then $S^{2}$ is obtained by attaching a 2 -cell to $x_{0}$, and $S^{5}$ is obtained by attaching a 5 -cell to $x_{1}$. Denote by $S^{2} \vee S^{5}$ the one point union of $S^{2}$ and $S^{5}$, which can be considered as the space obtained by attaching a 2 -cell and a 5 -cell to the point $\left(x_{0}, x_{1}\right) \in S^{2} \times S^{5}$. It is easy to see that $S^{2} \times S^{5}$ is homeomorphic to the space obtained by attaching a 7 -cell to $S^{2} \vee S^{5}$. Therefore the $C W$ structure on $S^{2} \times S^{5}$ has a 0 -cell, a 2-cell, a 5-cell and a 7 -cell. Hence it is obvious that $H_{i}\left(S^{2} \times S^{5}\right)$ is an infinite cyclic group for $i$ equal to $0,2,5$, and 7 , and is zero otherwise.
(b) Let $X=S^{2} \times S^{5}-\left\{p_{1}, p_{2}\right\}, U=S^{2} \times S^{5}-\left\{p_{1}\right\}$ and $V=S^{2} \times S^{5}-\left\{p_{2}\right\}$. Then $U, V$ are both open sets of $S^{2} \times S^{5}$ and $U \cap V=X$, and $U \cup V=S^{2} \times S^{5}$. It is easy to see that $S^{2} \vee S^{5}$ is a deformation retract of both $U$ and $V$. Applying the Mayer-Vietoris sequence to the pair $(U, V)$ and using the fact that

$$
\tilde{H}_{i}\left(S^{2} \vee S^{5}\right) \approx \widetilde{H}_{i}\left(S^{2}\right) \oplus \widetilde{H}_{i}\left(S^{5}\right)
$$

we conclude that

$$
H_{i}(X)= \begin{cases}\boldsymbol{Z}, & i=0,2,5,6 \\ \boldsymbol{Z} \oplus \boldsymbol{Z} \oplus \boldsymbol{Z} \oplus \boldsymbol{Z}, & i=1 \\ 0, & \text { otherwise }\end{cases}
$$

## 2327

Let $A$ be a subspace of $S^{2} \times S^{2}$ homeomorphic to the 2 -sphere $S^{2}$. State what the homology groups $H_{q}\left(S^{2} \times S^{2}\right)$ are (no proof is required). What can you say about the possibilities for the relative homology groups $H_{q}\left(S^{2} \times S^{2}, A\right)$ ?
(Indiana)

## Solution.

By the Künneth formula we conclude that

$$
H_{q}\left(S^{2} \times S^{2}\right)= \begin{cases}\boldsymbol{X}, & q=0,4 \\ \mathcal{Z} \oplus \boldsymbol{Z}, & q=2 \\ 0, & \text { otherwise }\end{cases}
$$

From the homology sequence of the pair $\left(S^{2} \times S^{2}, A\right)$, using the above result and the fact that $H_{i}(A) \approx H_{i}\left(S^{2}\right)$, we see that

$$
H_{i}\left(S^{2} \times S^{2}, A\right) \approx H_{i}\left(S^{2} \times S^{2}\right)
$$

for $i \geq 4$ and that the nontrivial parts of the sequence are

$$
0 \rightarrow H_{3}\left(S^{2} \times S^{2}, A\right) \xrightarrow{\partial_{.}} H_{2}(A) \xrightarrow{i_{\rightarrow}} H_{2}\left(S^{2} \times S^{2}\right) \xrightarrow{j_{*}} H_{2}\left(S^{2} \times S^{2}, A\right) \rightarrow 0
$$

and

$$
0 \rightarrow H_{1}\left(S^{2} \times S^{2}, A\right) \xrightarrow{\partial} \tilde{H}_{0}(A) \rightarrow \tilde{H}_{0}\left(S^{2} \times S^{2}\right) \rightarrow H_{0}\left(S^{2} \times S^{2}, A\right) \rightarrow 0 .
$$

Since $\tilde{H}_{0}(A)=0, H_{i}\left(S^{2} \times S^{2}, A\right)=0$ for $i$ equal to 0 and 1 . By the exactness, we have $H_{3}\left(S^{2} \times S^{2}, A\right) \approx \operatorname{ker} i_{*}$ and $H_{2}\left(S^{2} \times S^{2}, A\right) \approx \mathscr{Z} \oplus \mathscr{X} / \operatorname{im} i_{*}$, where $i_{*}$ is the homomorphism induced by the inclusion map $i: A \rightarrow S^{2} \times S^{2}$.

## 2328

Compute the homology groups of the space $X$ obtained as the union of the 2 -sphere $S^{2}$ and the $x$-axis in $R^{3}$.
(Indiana)

## Solution.

Let

$$
X^{*}=X-\{\text { the open interval }(-1,1) \text { in the } x \text {-axis }\} .
$$

Then the space $X$ may be viewed as a space obtained from $X^{*}$ by attaching a 1-cell. It is clear that $H_{i}\left(X, X^{*}\right)$ is infinite cyclic for $i$ equal to 1 and is zero otherwise. It is easy to see that $X^{*}$ has the homotopy type of $S^{2}$. Thus from the homology sequence of the pair $\left(X, X^{*}\right)$ we conclude that $H_{i}(X)$ is infinite cyclic for $i$ equal to $0,1,2$ and is zero otherwise.

## 2329

Define the "unreduced suspension" $\Sigma X$ of a space $X$ to be the quotient space of $I \times X$ obtained by identifying $\{0\} \times X$ to one point and $\{1\} \times X$ to one point. (This is the union of two "cones" on $X$.) Show that there is a natural isomorphism $\sigma_{X}: \widetilde{H}_{i}(X) \rightarrow \widetilde{H}_{i+1}(\Sigma X)$, for all $i \geq 0$.

## Solution.

Let $\{0\}^{\prime} \times X$ and $\{1\} \times X$ be identified to the points $x_{0}$ and $x_{1}$ respectively. Take $U=\Sigma X-\left\{x_{0}\right\}$ and $V=\Sigma X-\left\{x_{1}\right\}$. Then $U$ and $V$ are open sets of $\Sigma X$, and $U \cup V=\Sigma X$. Consider the Mayer-Vietories sequence of the pair $(U, V)$ :
$\cdots \rightarrow \tilde{H}_{i+1}(U \cap V) \xrightarrow{\Phi} \tilde{H}_{i+1}(U) \oplus \tilde{H}_{i+1}(V) \xrightarrow{\Psi} \tilde{H}_{i+1}(\Sigma X) \xrightarrow{\Delta} \tilde{H}_{i}(U \cap V) \rightarrow \cdots$.
It is clear that $U$ and $V$ are contractible and that $U \cap V$ has the homotopy type of $X$. Thus the homomorphism $\Delta: \widetilde{H}_{i+1}(\Sigma X) \rightarrow \widetilde{H}_{i}(U \cap V)$ is an isomorphism and we may obtain an isomorphism $\Delta^{*}: \widetilde{H}_{i+1}(\Sigma X) \rightarrow \widetilde{H}_{i}(X)$. The inverse of $\Delta^{*}, \sigma_{X}: \widetilde{H}_{i}(X) \rightarrow \widetilde{H}_{i+1}(\Sigma X)$ is just what we are looking for. The naturality of $\sigma_{X}$ can be derived from the naturality of the Mayer-Vietories sequence.

## 2330

Denote by $X$ the union of the torus $S^{1} \times S^{1}$ with the disc $D^{2}$, where $D^{2}$ is attached to $T^{2}$ by identifying $\partial D^{2}$ with a meridian curve $S^{1} \times\left\{x_{0}\right\}$ in the torus, where $x_{0} \in S^{1}$. (See below.)


Fig. 2.16
(a) Calculate $H_{n}(X)$ for all $n \geq 0$.
(b) Is $T^{2}$ a retract of $X$ ? Why or why not?
(Indiana)

## Solution.

(a) Consider the homology sequence of the pair $\left(X, T^{2}\right)$. It is well-known that $H_{i}\left(X, T^{2}\right)=0$ for $i \neq 2$ and $H_{2}\left(X, T^{2}\right) \approx f_{*}\left(H_{2}\left(D^{2}, \partial D^{2}\right)\right) \approx Z$, where $f_{*}$ is the homomorphism induced by the adjunction map $f: D^{2} \rightarrow X$. Thus the nontrivial part of the sequence is as follows.

$$
\begin{aligned}
0 \rightarrow H_{2}\left(T^{2}\right) \xrightarrow{i_{*}} H_{2}(X) \xrightarrow{j_{\bullet}} H_{2}\left(X, T^{2}\right) & \stackrel{\partial^{\prime}}{\rightarrow} H_{1}\left(T^{2}\right) \stackrel{i_{*}}{\rightarrow} H_{1}(X) \rightarrow 0 \\
\approx \uparrow f_{*} & \\
0 \rightarrow H_{2}\left(D^{2}, \partial D^{2}\right) & \stackrel{\partial_{*}}{\approx} H_{1}\left(\partial D^{2}\right) \rightarrow 0
\end{aligned}
$$

It is easy to see that $\operatorname{im} \partial_{*}^{\prime}=\operatorname{im} f_{1 *}$ and ker $\partial_{*}^{\prime}=\operatorname{ker} f_{1 *}$. We know that $H_{1}\left(T^{2}\right)=\boldsymbol{Z} \oplus \boldsymbol{Z}$ is generated by $a$ and $b$. (See Fig.2.16) It is clear that $f_{1 *}\left(H_{1}\left(\partial D^{2}\right)\right)=\boldsymbol{Z} \oplus\{0\}$. Thus we see that $H_{1}(X) \approx \boldsymbol{X} \oplus \boldsymbol{X} / \boldsymbol{X} \approx \boldsymbol{X}$ and $H_{2}(X) \approx H_{2}\left(T^{2}\right) \approx \mathcal{Z}$. Hence we conclude that

$$
H_{n}(X)= \begin{cases}0, & n \geq 3 \\ Z, & n=0,1,2\end{cases}
$$

(b) We claim that $T^{2}$ is not a retract of $X$. Otherwise, there would exist a retraction map $r: X \rightarrow T^{2}$ such that $\left.r\right|_{T^{2}}=i d_{T^{2}}$. Let $i: T^{2} \rightarrow X$ be the inclusion map. Then $r \circ i=i d_{T^{2}}: T^{2} \rightarrow T^{2}$, and, consequently, we have $r_{*} \circ i_{*}=i d: H_{1}\left(T^{2}\right) \rightarrow H_{1}\left(T^{2}\right)$. In other words, we have the following commutative diagram

because of $H_{1}\left(T^{2}\right)=\boldsymbol{Z} \oplus \boldsymbol{X}$ and $H_{1}(X)=\boldsymbol{Z}$. This is a contradiction.

## 2331

Given homomorphism $h: A \rightarrow B$ and $g: C \rightarrow B$, the pull back of $h$ via $g$ is the group

$$
g^{*}(A)=\{(c, a) \in C \times A \mid g(c)=h(a)\}
$$

(a) Let $g^{*}(h): g^{*}(A) \rightarrow C$ be the homomorphism obtained by restricting the projection onto the first factor $C \times A \rightarrow C$ to $g^{*}(A)$. Prove that the kernel of $g^{*}(A)$ is isomorphic to the kernel of $h$.

(b) Let $A=\boldsymbol{Z} / 4 \boldsymbol{Z}, B=\boldsymbol{Z} / 2 \mathcal{Z}$, and let $h: A \rightarrow B$ be the surjection defined by $h(1)=1$. Let $C=\mathbb{Z} / 8 Z$ and let $g: C \rightarrow B$ be the surjection defined by $g(1)=1$. Identify the group $g^{*}(A)$, with explanation.

Solution.
(a) Suppose that $(c, a) \in \operatorname{ker} g^{*}(h)$. Then $g^{*}(h)(c, a)=1_{c}$, and, therefore, $C=1_{c}$, the identity of $C$. By the definition of $g^{*}(A)$, we see that

$$
\operatorname{ker} g^{*}(h)=\left\{\left(1_{c}, a\right) \mid a \in \operatorname{ker} h\right\} .
$$

Let $F: \operatorname{ker} g^{*}(h) \rightarrow \operatorname{ker} h$ be defined by $F\left(1_{c}, a\right)=a$. It is easy to see that $F$ is an isomorphism.
(b) In this case, we have $h^{-1}(0)=\{0,2\}, h^{-1}(1)=\{1,3\}, g^{-1}(0)=$ $\{0,2,4,6\}$ and $g^{-1}(1)=\{1,3,5,7\}$. Thus it is clear that the group $g^{*}(A)$ consists of the following 16 elements: $(0,0),(0,2),(2,0),(2,2),(4,0),(4,2)$, $(6,0),(6,2),(1,1),(1,3),(3,1),(3,3),(5,1),(5,3),(7,1),(7,3)$.

## 2332

Recall that if $C$ is a homeomorphic copy of the circle in $S^{3}$, then $H_{i}\left(S^{3}-C\right)$ is infinite cyclic for $i$ equal to 0 or 1 and is zero otherwise. Assuming this fact compute
(a) The homology of $R^{3}-C$, when $C$ is a homeomorphic copy of the circle in $R^{3}$.
(b) The homology of $Y=R^{3}-X$, where $X \subset R^{3}$ is a homeomorphic copy of the "figure-eight space" (i.e., the one-point union of two circles.)
(Indiana)

## Solution.

(a) Denote $S^{3}=R^{3} \cup\{\infty\}$. Let $A=S^{3}-C, B=S^{3}-\{\infty\}$. Then $A$ and $B$ are open subsets in $S^{3}$, and $A \cup B=S^{3}$ and $A \cap B=R^{3}-C$. We have the following Mayer-Vietoris sequence.

$$
\begin{aligned}
& \cdots \rightarrow \widetilde{H}_{i+1}\left(S^{3}\right) \stackrel{\Delta}{\rightarrow} \widetilde{H}_{i}\left(R^{3}-C\right) \xrightarrow{\phi_{*}} \widetilde{H}_{i}\left(S^{3}-C\right) \oplus \widetilde{H}_{i}\left(S^{3}-\{\infty\}\right) \\
& \stackrel{\psi_{*}}{\rightarrow} \widetilde{H}_{i}\left(S^{3}\right) \stackrel{\Delta}{\rightarrow} \widetilde{H}_{i-1}\left(R^{3}-C\right) \rightarrow \cdots
\end{aligned}
$$

Noting that

$$
\tilde{H}_{i}\left(S^{3}-\{\infty\}\right)=\widetilde{H}_{i}\left(R^{3}\right)=0
$$

for any $i$ and that

$$
\tilde{H}_{i}\left(S^{3}\right)= \begin{cases}Z, & i=3 \\ 0, & \text { otherwise },\end{cases}
$$

and

$$
\tilde{H}_{i}\left(S^{3}-C\right)= \begin{cases}Z, & i=1, \\ 0, & \text { otherwise },\end{cases}
$$

we can see that

$$
H_{i}\left(R^{3}-C\right)= \begin{cases}Z, & i=0,1,2 \\ 0, & \text { otherwise }\end{cases}
$$

(b)


Fig. 2.17

Represent $X$ as shown in Fig.2.17. Let $U=X-\left\{p_{1}\right\}$ and $V=X-\left\{p_{2}\right\}$. Then we see that $U$ and $V$ have homotopy type of $S^{1}$ and that $U \cap V$ is contractible. Since $U \cup V=X$, we have

$$
Y=R^{3}-X=\left(R^{3}-U\right) \cap\left(R^{3}-V\right)
$$

and

$$
\left(R^{3}-U\right) \cup\left(R^{3}-V\right)=R^{3}-(U \cap V)
$$

From the result of (a), we see that $\widetilde{H}_{i}\left(R^{3}-U\right)$ and $\widetilde{H}_{i}\left(R^{3}-V\right)$ is infinite cyclic for $i$ equal to 1 or 2 and is zero otherwise. It is easy to see that

$$
\tilde{H}_{i}\left(R^{3}-(U \cap V)\right) \approx \tilde{H}_{i}\left(S^{2}\right)
$$

Due to the above facts, the nontrivial part of the Mayer-Vietoris sequence of the pair $\left(R^{3}-U, R^{3}-V\right)$ is

$$
\begin{gathered}
0 \rightarrow \widetilde{H}_{2}(Y) \xrightarrow{\phi \cdot} \widetilde{H}_{2}\left(R^{3}-U\right) \oplus \widetilde{H}_{2}\left(R^{3}-V\right) \stackrel{\psi_{*}}{\rightarrow} \widetilde{H}_{2}\left(R^{3}-U \cap V\right) \\
\approx Z \oplus Z
\end{gathered}
$$

$$
\xrightarrow{\Delta} \quad \tilde{H}_{1}(Y) \xrightarrow{\phi_{0}} \tilde{H}_{1}\left(R^{3}-U\right) \oplus \tilde{H}_{1}\left(R^{3}-V\right) \rightarrow 0
$$

$$
\approx Z \oplus Z
$$

We claim that the homomorphism $\psi_{*}$ is an epimorphism. Take a sufficiently large $r>0$ such that the sphere $S^{2}(r)$ belongs to $R^{3}-X$. Then $S^{2}(r)$ is a deformation retract of $R^{3}-U \cap V$. Hence we can consider the generator of $\widetilde{H}_{2}\left(S^{2}(r)\right)$, [c], as the generator of $\tilde{H}_{2}\left(R^{3}-U \cap V\right)$. Since the representative chain $c$ of $[c]$ can also be considered as a chain of $\left(R^{3}-U\right) \cap\left(R^{3}-V\right)$, by the definition of $\psi_{*}$ we have $[c]=\psi_{*}([c], 0)$. The claim is proved, which means $\operatorname{im} \Delta=0$ too. Thus we get $\widetilde{H}_{1}(Y)=\boldsymbol{X} \oplus \boldsymbol{X}$ and a split exact sequence

$$
0 \rightarrow \widetilde{H}_{2}(Y) \xrightarrow{\phi_{*}} \boldsymbol{X} \oplus \mathbb{Z}^{\psi_{*}} Z \rightarrow 0 .
$$

It follows that $\widetilde{H}_{2}(Y)=\boldsymbol{Z}$. So we conclude that

$$
\widetilde{H}_{i}(Y)= \begin{cases}0, & i \geq 3 \\ \boldsymbol{X}, & i=2 \\ \boldsymbol{Z} \oplus \boldsymbol{X}, & i=1 \\ \boldsymbol{Z}, & i=0\end{cases}
$$

2333

It is known that if $X \subset S^{3}$ is homeomorphic to $S^{1}$ then $H_{*}\left(S^{3}-X\right) \approx$ $H_{*}\left(S^{\mathbf{1}}\right)$. Use this fact to compute the homology of $S^{\mathbf{3}}-Y$ where $Y$ is a subspace of $S^{\mathbf{3}}$ homeomorphic to the disjoint union of two copies of $S^{\mathbf{1}}$.
(Indiana)

## Solution.

Denote $Y$ by $Y=A \cup B$, where $A \cap B=\emptyset$ and both $A$ and $B$ are homeomorphic to $S^{1}$. Therefore,

$$
S^{3}-Y=\left(S^{3}-A\right) \cap\left(S^{3}-B\right)
$$

Noting $S^{3}-A$ and $S^{3}-B$ are open sets of $S^{3}$ and

$$
\left(S^{3}-A\right) \cup\left(S^{3}-B\right)=S^{3}
$$

in the Mayer-Vietoris sequence we have

$$
\begin{aligned}
& \cdots \rightarrow \widetilde{H}_{q+1}\left(S^{3}\right) \xrightarrow{\Delta} \widetilde{H}_{q}\left(S^{3}-Y\right) \xrightarrow{\phi_{*}} \widetilde{H}_{q}\left(S^{3}-A\right) \oplus \widetilde{H}_{q}\left(S^{3}-B\right) \\
& \xrightarrow{\psi_{*}} \widetilde{H}_{q}\left(S^{3}\right) \xrightarrow{\Delta} \widetilde{H}_{q-1}\left(S^{3}-Y\right) \xrightarrow{\phi_{*}} \cdots
\end{aligned}
$$

Using the fact that

$$
\tilde{H}_{q}\left(S^{3}-A\right) \approx \widetilde{H}_{q}\left(S^{3}-B\right) \approx \tilde{H}_{q}\left(S^{1}\right)=\left\{\begin{array}{cc}
\boldsymbol{X}, & q=1 \\
0, & q \neq 1
\end{array}\right.
$$

and that

$$
\tilde{H}_{q}\left(S^{3}\right)= \begin{cases}x, & q=3 \\ 0, & q \neq 3\end{cases}
$$

we can easily see that

$$
\tilde{H}_{q}\left(S^{\mathbf{3}}-Y\right)= \begin{cases}0, & q \geq 3 \\ \boldsymbol{Z}, & q=2 \\ \boldsymbol{Z} \oplus \boldsymbol{X}, & q=1 \\ \boldsymbol{Z}, & q=0\end{cases}
$$

## 2334

(a) Sketch pictures of the universal covering of the one point union $S^{1} \vee S^{2}$ and of the connected 2 -fold covering (no proofs required).
(b) Compute the homology of the connected 2-fold covering space of $S^{1} \vee S^{2}$.
(Indiana)

## Solution.

(a)


Fig.2.18

The universal covering of the one point union $S^{1} \vee S^{2}$ is shown as in Fig.2.18. The covering map $\pi$, restricted on each $S^{2}$, is the identity map, and, restricted on $R$, is the exponential map: $R \rightarrow S^{1}$. The connected 2 -fold covering of $S^{1} \vee S^{2}$ is shown as follows.


Fig. 2.19
The covering map $\pi$, restricted on each $S^{2}$, is the identity map, and, restricted on $S^{1}$, is the 2 -fold covering map: $z \rightarrow z^{2}$ from $S^{1}$ to $S^{1}$.
b) To compute the homology of the connected 2 -fold covering space of $S^{1} \vee S^{2}$, i.e., the homology of $S^{2} \vee S^{1} \vee S^{2}$, we take

$$
U=S^{2} \vee S^{1} \vee S^{2}-\left\{\text { the antipodal point of } p_{1}\right\}
$$

and

$$
V=S^{2} \vee S^{1} \vee S^{2}-\left\{\text { the antipodal point of } p_{2}\right\}
$$

(see the above figure). Then it is easy to see that $S^{1}$ is a deformation retract of $U \cap V$, and that $S^{1} \vee S^{2}$ is a deformation retract of $U$ and $V$.

Thus, it is clear that

$$
\tilde{H}_{q}(U \cap V)= \begin{cases}\boldsymbol{X} & q=1 \\ 0 & q \neq 1\end{cases}
$$

and

$$
\widetilde{H}_{q}(U) \approx \widetilde{H}_{q}(V) \approx \tilde{H}_{q}\left(S^{2}\right) \oplus \widetilde{H}_{q}\left(S^{1}\right)=\left\{\begin{array}{cc}
X, & q=1,2 \\
0, & q \neq 1,2
\end{array}\right.
$$

Therefore, the nontrivial part of the Mayer-Vietoris sequence is

$$
\begin{aligned}
0 & \rightarrow \quad \tilde{H}_{2}(U) \oplus \widetilde{H}_{2}(V) \xrightarrow{\psi_{*}} \widetilde{H}_{2}\left(S^{2} \vee S^{1} \vee S^{2}\right) \xrightarrow{\Delta} \widetilde{H}_{1}(U \cap V) \\
& \xrightarrow[\rightarrow]{\phi_{*}} \quad \widetilde{H}_{1}(U) \oplus \widetilde{H}_{1}(V) \xrightarrow{\psi *} \widetilde{H}_{1}\left(S^{2} \vee S^{1} \vee S^{2}\right) \rightarrow 0 .
\end{aligned}
$$

It is easy to see that the inclusion maps $k: U \cap V \rightarrow U$ and $l: U \cap V \rightarrow V$ induce injective homomorphisms $k_{*}: \widetilde{H}_{1}(U \cap V) \rightarrow \widetilde{H}_{1}(U)$ and $l_{*}: \widetilde{H}_{1}(U \cap V) \rightarrow$ $\tilde{H}_{1}(V)$, respectively. Hence the homomorphism

$$
\phi_{*}: \widetilde{H}_{\mathbf{1}}(U \cap V) \rightarrow \widetilde{H}_{1}(U) \oplus \widetilde{H}_{1}(V)
$$

is injective, i.e., $\operatorname{ker} \phi_{*}=0$. Thus im $\Delta=0$. It means that

$$
\tilde{H}_{2}\left(S^{2} \vee S^{1} \vee S^{2}\right) \approx \operatorname{ker} \Delta \approx \operatorname{im} \psi_{*} \approx \widetilde{H}_{2}(U) \oplus \widetilde{H}_{2}(V)=\mathbb{Z} \oplus \mathcal{Z}
$$

It is clear that

$$
\widetilde{H}_{1}\left(S^{2} \vee S^{1} \vee S^{2}\right) \approx \widetilde{H}_{1}(U) \oplus \widetilde{H}_{1}(V) / \operatorname{im} \phi_{*} \approx Z .
$$

Hence, we have

$$
\tilde{H}_{q}\left(S^{2} \vee S^{1} \vee S^{2}\right)= \begin{cases}\boldsymbol{Z} \oplus \boldsymbol{Z}, & q=2, \\ \boldsymbol{Z}, & q=1, \\ 0, & \text { otherwise } .\end{cases}
$$

## 2335

Compute the homology of $S^{1} \times S^{1}$-point.
(Indiana)

## Solution.



Fig.2.20
It is easy to see that the space $X=A \cup B$ is a deformation retract of the space $H=S^{1} \times S^{1}$-point, where $A$ and $B$ are each homeomorphic to $S^{1}$ and
$A \cap B=\left\{x_{0}\right\}$ as shown in Fig.2.20 Choose points $a \in A$ and $b \in B$ such that $a \neq x_{0}$ and $b \neq x_{0}$. Let $U=X-\{b\}$, and let $V=X-\{a\}$. It is clear that $A$ and $B$ are deformation retracts of $U$ and $V$, respectively, and that $U \cap V=X-\{a, b\}$ is contractible. Applying Mayer-Vietoris sequence to $U$ and $V$, we have

$$
H_{n}\left(S^{1} \times S^{1}-\text { point }\right)=H_{n}(X)=H_{n}(A) \oplus H_{n}(B)= \begin{cases}0, & n \geq 2 \\ \boldsymbol{Z} \oplus \mathbb{X}, & n=1 \\ \boldsymbol{Z}, & n=0\end{cases}
$$

## 2336

Suppose the following diagram is commutative, the rows are exact, and $\gamma_{n}$ is an isomorphism for all $n$.

$$
\begin{array}{rlllllll}
\cdots \rightarrow A_{n} & \xrightarrow{i_{n}} & B_{n} & \xrightarrow{j_{n}} & C_{n} & \xrightarrow{\delta_{n}} & A_{n-1} \rightarrow \cdots \\
& \downarrow \alpha_{n} & & \downarrow \beta_{n} & & \downarrow \gamma_{n} & & \downarrow \alpha_{n-1} \\
\cdots \rightarrow A_{n}^{\prime} & \xrightarrow{i_{n}^{\prime}} & B_{n}^{\prime} & \xrightarrow{j_{n}^{\prime}} & C_{n}^{\prime} & \xrightarrow{\delta_{n}^{\prime}} & A_{n-1}^{\prime} \rightarrow \cdots
\end{array}
$$

Construct an exact sequence

$$
\cdots \rightarrow A_{n} \rightarrow A_{n}^{\prime} \oplus B_{n} \rightarrow B_{n}^{\prime} \rightarrow A_{n-1} \rightarrow \cdots
$$

Write out the proof of exactness at $B_{n}^{\prime}$.
(Indiana)

## Solution.

The following sequence is exact:

$$
\cdots \rightarrow A_{n} \xrightarrow{\left(\alpha_{n}, i_{n}\right)} A_{n}^{\prime} \oplus B_{n} \xrightarrow{\Delta} B_{n}^{\prime} \xrightarrow{\delta_{n} \circ \gamma_{n}^{-1} \circ j_{n}^{\prime}} A_{n-1} \rightarrow \cdots
$$

where $\Delta$ is defined by

$$
\Delta\left(a^{\prime}, b\right)=i_{n}^{\prime}\left(a^{\prime}\right)-\beta_{n}(b)
$$

for any $\left(a^{\prime}, b\right) \in A_{n}^{\prime} \oplus B_{n}$. We give the proof of exactness at $B_{n}^{\prime}$ as follows.
Let $u \in \operatorname{ker}\left(\delta_{n} \circ \gamma_{n}^{-1} \circ j_{n}^{\prime}\right)$. Then $\gamma_{n}^{-1} \circ j_{n}^{\prime}(u) \in \operatorname{ker} \delta_{n}$. Due to the exactness at $C_{n}$, there exists a $b \in B_{n}$ such that $j_{n}(b)=\gamma_{n}^{-1} \circ j_{n}^{\prime}(u)$, and consequently, $\gamma_{n} \cdot j_{n}(b)=j_{n}^{\prime}(b)$. From the commutativity, we have $j_{n}^{\prime} \circ \beta_{n}(b)=j_{n}^{\prime}(u)$. Thus $\beta_{n}(b)-u \in \operatorname{ker} j_{n}^{\prime}$ and there exists an $a^{\prime} \in A_{n}^{\prime}$ such that $i_{n}^{\prime}\left(a^{\prime}\right)=\beta_{n}(b)-u$. It means that

$$
u=\beta_{n}(b)-i_{n}^{\prime}\left(a^{\prime}\right)=\Delta\left(-a^{\prime},-b\right) .
$$

So $\operatorname{ker}\left(\delta_{n} \circ \gamma_{n}^{-1} \circ j_{n}^{\prime}\right) \subset \operatorname{im} \Delta$.
Now we prove

$$
\operatorname{im} \Delta \subset \operatorname{ker}\left(\delta_{n} \circ \gamma_{n}^{-1} \circ j_{n}^{\prime}\right)
$$

Suppose that $u \in \operatorname{im} \Delta$, i.e., $u=i_{n}^{\prime}\left(a^{\prime}\right)-\beta_{n}(b)$ for some $a^{\prime} \in A_{n}^{\prime}$ and $b \in B_{n}$. Since $j_{n}^{\prime} \circ i_{n}^{\prime}=0$ and $j_{n}^{\prime} \circ \beta_{n}=\gamma_{n} \circ j_{n}$, it is easy to see that

$$
\delta_{n} \circ \gamma_{n}^{-1} \circ j_{n}^{\prime}(u)=-\delta_{n} \circ j_{n}(b)=0
$$

Thus the exactness at $B_{n}^{\prime}$ is proved.

## 2337

Suppose that $X$ is a space and $f: X \rightarrow Y, g: X \rightarrow Z$ are two maps of $X$ into contractible spaces $Y$ and $Z$. Let $M$ be the mapping cylinder of $f$ and $g$, that is, $M$ is the identification space obtained from the disjoint union of $Y$, $X \times I$ and $Z$ by identifying each $(x, 0)$ with $f(x)$, and each $(x, 1)$ with $g(x)$. Prove that $\tilde{H}_{q} M \cong \tilde{H}_{q-1} X$.
(Indiana)

## Solution.

Let $U=X \times[0,3 / 4] \stackrel{\|}{=} Y / \sim$, where $X \times[0,3 / 4] \stackrel{\|}{=} Y$ denotes the disjoint union of $X \times[0,3 / 4]$ and $Y$, the equivalence relation $\sim$ is determined by $(x, 0) \sim$ $f(x)$. In the same way, let $V=X \times\left(\frac{1}{2}, 1\right] \stackrel{\|}{=} Z / \sim^{\prime}$, where the equivalence relation $\sim^{\prime}$ is determined by $(x, 1) \sim g(x)$. Then we have $M=U \cup V$ and $U \cap V=X \times(1 / 2,3 / 4)$. Noting $U, V$ and $U \cap V$ are open sets of $M$, by Mayer-Vietoris sequence, we have the following exact sequence:

$$
\begin{align*}
& \cdots \rightarrow \widetilde{H}_{q}(U \cap V) \rightarrow \widetilde{H}_{q}(U) \oplus \widetilde{H}_{q}(V) \rightarrow \widetilde{H}_{q}(M) \stackrel{\Delta}{\rightarrow} \widetilde{H}_{q-1}(U \cap V) \\
& \rightarrow \widetilde{H}_{q-1}(U) \oplus \widetilde{H}_{q-1}(V) \rightarrow \cdots \tag{1}
\end{align*}
$$

Since $X \times\{0\} \stackrel{\Perp}{=} Y / \sim$ is homeomorphic to $Y$ and is a deformation retract of $U$, from the assumption that $Y$ is contractible, we have $\widetilde{H}_{q}(U) \cong \widetilde{H}_{q}(Y)=0$. In the same way, $\widetilde{H}_{q}(V) \cong \widetilde{H}_{q}(Z)=0$.

It is obvious that $U \cap V$ has the same homotopy type with $X$. So $\widetilde{H}_{q}(U \cap$ $V) \cong \widetilde{H}_{q}(X)$. Thus, from (1), $\widetilde{H}_{q}(M) \cong \widetilde{H}_{q-1}(X)$.

## Part III

Differential Geometry

## SECTION 1 DIFFERENTIAL GEOMETRY OF CURVES

## 3101

Let $\alpha(s)$ be a closed plane curve. Define the diameter $d_{\alpha}$ of $\alpha(s)$ to be

$$
d_{\alpha}=\sup _{t, s \in \mathbb{R}}\|\alpha(s)-\alpha(t)\|
$$

Now assume that the curvature $k(s) \geq 1$ for all $s$.
i) For any $N \in Z^{+}$sketch an example of such an $\alpha(s)$ with $d_{\alpha}>N$.
ii) Assume further that $\alpha$ is a simple closed curve. Prove that $d_{\alpha} \leq 2$ (or some other constant independent of $\alpha ; 2$ is the best possible such constant).
(Indiana)

## Solution.

i) The following is an example of such an $\alpha(s)$ with $k(s) \geq 1$ and $d_{\alpha}>N$.


Fig. 3.1
ii) From the hypothesis that $k(s) \geq 1$ for all $s$, we know that the simple closed curve $\alpha$ is an oval.

For every oval, by Blaschke, if we take the origin $O$ as shown in the figure and denote by $p(\theta)$ the distance from 0 to the tangent $l$ at the point $(x, y)$ of the oval, where the oval is counterclockwise orientated and $\theta$ denotes the oriented angle from the $x$-axis to $l$, then the oval can be parameterized by $\theta$ as follows

$$
\left\{\begin{array}{l}
x(\theta)=p(\theta) \sin \theta+p^{\prime}(\theta) \cos \theta \\
y(\theta)=-p(\theta) \cos \theta+p^{\prime}(\theta) \sin \theta
\end{array}\right.
$$

$p(\theta)$ is called the support function of the oval. From this we can conclude that, by direct computation, the relative curvature of the oval is $k_{r}(\theta)=(p(\theta)+$ $\left.p^{\prime \prime}(\theta)\right)^{-1}$.


Fig.3.2

Now we can prove a more general result of Blaschke:
Let two ovals $C$ and $C_{1}$ in a plane be internally tangent at a point $O$. Suppose that, at every pair of points $P$ and $P_{1}$ where $C$ and $C_{1}$ have the same tangent orientation, the curvatures of $C$ and $C_{1}$ satisfy the inequality $k_{1}\left(P_{1}\right) \leq k(P)$. Then the domain encircled by $C_{1}$ must contain the domain encircled by $C$.


Fig.3.3

In fact, take the tangent point $O$ of $C$ and $C_{1}$ as the origin, and their common tangent line as the $x$-axis. Let $p(\theta)$ and $p_{1}(\theta)$ be the support functions of $C$ and $C_{1}$, respectively. From the above, we can say that the support function $p(\theta)$ must be the solution to the following initial value problem of ODE

$$
\left\{\begin{array}{l}
p^{\prime \prime}(\theta)+p(\theta)=\frac{1}{k(\theta)} \\
p(0)=p^{\prime}(0)=0
\end{array}\right.
$$

because $p^{\prime}(\theta)$ is exactly the distance from 0 to the normal line of $C$ at point $(x(\theta), y(\theta))$. Hence, $p(\theta)$ can be uniquely determined by $k(\theta)=k_{r}(\theta)$ of $C$,

$$
p(\theta)=\int_{0}^{\theta} \frac{\sin (\theta-\phi)}{k(\phi)} d \phi
$$

Analogously, for the curve $C_{1}$, we also have the similar expression of $p_{1}(\theta)$. Thus,

$$
p_{1}(\theta)-p(\theta)=\int_{0}^{\theta} \frac{k(\phi)-k_{1}(\phi)}{k(\phi) k_{1}(\phi)} \sin (\theta-\phi) d \phi
$$

By the hypothesis, we know that

$$
\frac{k(\phi)-k_{1}(\phi)}{k(\phi) k_{1}(\phi)} \geq 0
$$

As for the sign of $\sin (\theta-\phi)$, firstly, if $0 \leq \theta \leq \pi$, then owing to $0 \leq \phi \leq \theta$, we have $\sin (\theta-\phi) \geq 0$. Therefore, $p_{1}(\theta)-p(\theta) \geq 0$. Secondly, if $\pi \leq \theta \leq 2 \pi$, we make the reflections of the oval $C$ and $C_{1}$ with respect to their common tangent line at $O$ and reverse the orientation of the $x$-axis. Then we can get $p_{1}(\widetilde{\theta})-p(\widetilde{\theta}) \geq 0$, where $\tilde{\theta}$ and its corresponding original $\theta$ satisfy $\tilde{\theta}+\theta=2 \pi$. Hence, we always have $p_{1}(\theta) \geq p(\theta)$. Noticing that every oval is the envelope of all its tangent lines, we see that the domain encircled by $C$ must be contained in the domain encircled by $C_{1}$. The assertion of Blaschke is proved.

If we take a circle with radius 1 and centered at $\alpha\left(s_{0}\right)+N\left(s_{0}\right)$ as $C_{1}$, and take $\alpha$ as $C$, then ii) follows immediately from the above assertion.

3102

Let $\alpha$ be a regular $C^{\infty}$ curve in $R^{3}$ with nonvanishing curvature. Suppose the normal vector $N(t)$ is proportional to the position vector; that is, $N(t)=$ $c(t) \alpha(t)$ for all $t$, where $c$ is a smooth function. Determine all such curves.
(Indiana)

## Solution.

For convenience, we assume that the parameter $t$ is the arc length of the curve $\alpha$. Differentiating both sides of the equality $N(t)=c(t) \alpha(t)$ with respect to $t$, we have, by the Frenet formula,

$$
-k(t) T(t)-\tau(t) B(t)=c^{\prime}(t) \alpha(t)+c(t) T(t)
$$

Thus we can immediately obtain $k(t)=$ constant, $\tau(t)=0$ and $c(t)=-k$. Therefore, by the fundamental theorem of the theory of curves, we know that the curve $\alpha$ must be a circle (or a part of it).

A surface $S \subset \mathbb{R}^{3}$ is called triply ruled if at every $p \in S$ we can find three open line segments $L_{1}, L_{2}, L_{3}$ lying in $S$ such that $L_{1} \cap L_{2} \cap L_{3}=\{p\}$. Determine all triply ruled surfaces.

## Solution.

If $S$ is a triply ruled surface, then, by the hypothesis, there are three different asymptotic directions at every point of $S$. Observe that every asymptotic direction ( $d u, d v$ ) satisfies

$$
L(u, v) d u^{2}+2 M(u, v) d u d v+N(u, v) d v^{2}=0
$$

where $L(u, v), M(u, v), N(u, v)$ are the coefficients of the second fundamental form of $S$ at point $p(u, v)$. Noticing that the above equation is of 2 nd order with respect to $d u: d v$ and it has two roots, we obtain $L(u, v)=M(u, v)=$ $N(u, v)=0$ for all $(u, v)$. In other words, every point of $S$ is a planar point. Therefore, $S$ must be a plane (or a part of it).

## 3104

Let $\gamma:(a, b) \rightarrow \mathbb{R}^{3}$ be smooth with $\left|\gamma^{\prime}\right|=1$ and curvature $k$ and torsion $\tau$, both nonvanishing. Denote the Frenet frame by $\{T, N, B\}$. Assume there exists a unit vector $a \in \mathbb{R}^{3}$ with

$$
T \cdot a=\text { constant }=\cos \alpha
$$

a) Show that a circular helix is an example of such a curve.
b) Show that $N \cdot a=0$.
c) Show that $k / \tau=$ constant $= \pm \tan \alpha$.

## Solution.

a) Let a circular helix be parameterized as follows

$$
\gamma(s)=(r \cos \omega s, r \sin \omega s, h \omega s)
$$

where $r, h, \omega=\left(r^{2}+h^{2}\right)^{-\frac{1}{2}}$ are all constants. Then it is easy to verify that $s$ is the arc length parameter. Hence

$$
T(s)=(-r \omega \sin \omega s, r \omega \cos \omega s, h \omega)
$$

If we take $a=(0,0,1)$, then $T(s) \cdot a=h \omega=$ constant.
b) Differentiating $T \cdot a=$ constant with respect to the arc length parameter $s$, we obtain $k(s) N(s) \cdot a=0$, from which follows $N(s) \cdot a=0$ for all $s \in(a, b)$.
c) By the property of $b$ ), we may assume that the constant vector

$$
a=\cos \alpha \cdot T(s) \pm \sin \alpha \cdot B(s)
$$

Differentiating the above equality with respect to $s$, we have

$$
0=(\cos \alpha \cdot k(s) \pm \sin \alpha \cdot \tau(s)) N(s)
$$

Thus, for all $s \in(a, b), k(s) / \tau(s)= \pm \tan \alpha$.

$$
3105
$$

Show that if $\gamma$ is a geodesic on the cone $z=\sqrt{x^{2}+y^{2}},(x, y) \in \mathbb{R}^{2} \backslash\{0,0\}$, then $\gamma$ intersects itself at most a finite number of times.

## Solution.

If we cut the cone along a generator $l$ and develop it into a plane, then the cone becomes an infinite sector without the vertex, and the geodesic $\gamma$ becomes a straight line on the developed infinite sector. Noticing that the central angle of the sector is $\sqrt{2} \pi$, an obtuse angle, and the image of $\gamma$ on the sector must be one of the following three cases:
a generator,
a straight line never intersecting the generator $l$,
two rays which start from the generator $l$,
then we can conclude that $\gamma$ never intersects itself.

## 3106

Let $\gamma:(a, b) \rightarrow \mathbb{R}^{3}$ be a $C^{\infty}$ curve parameterized by arc length, with curvature and torsion $k(s)$ and $\tau(s)$. Assume $k(s) \neq 0, \tau(s) \neq 0$ for all $s \in(a, b)$, and let $T$ and $N$ denote the unit tangent and normal vectors to
$\gamma$. The curve $\gamma$ is called a Bertrand curve if there exists a regular curve $\bar{\gamma}:(a, b) \rightarrow \mathbb{R}^{3}$ such that for each $s \in(a, b)$ the normal lines of $\gamma$ and $\bar{\gamma}$ at $s$ are equal. In this case, $\bar{\gamma}$ is called the Bertrand mate of $\gamma$ and we can write $\bar{\gamma}(s)=\gamma(s)+r N(s)$ for some $r=r(s) \in \mathbb{R}$. (Note that $s$ might not be an arc length parameter for $\bar{\gamma}$.)
(a) Prove that $r$ is constant.
(b) Prove that if $\gamma$ is a Bertrand curve (with $r$ as above), then there exists a constant $C$ such that $r k(s)+C \tau(s)=1$ for all $s \in(a, b)$.
(c) Prove that if $\gamma$ has more than one Bertrand mate, then $\gamma$ is a circular helix.
(Indiana)

## Solution.

(a) From $\bar{\gamma}(s)=\gamma(s)+r(s) N(s)$ it follows by differentiation that

$$
\bar{T}(s) \frac{d \bar{s}}{d s}=(1-r(s) k(s)) T(s)+r^{\prime}(s) N(s)-r(s) \tau(s) B(s)
$$

Taking inner products at both sides with $N(s)= \pm \bar{N}(s)$, we have that $r^{\prime}(s)=$ 0 , namely $r=$ const.
(b) From (a), now we have

$$
\bar{T}(s)=\frac{d s}{d \bar{s}}(1-r k(s)) T(s)-\frac{d s}{d \bar{s}} r \tau(s) B(s)
$$

If we denote

$$
\bar{T}(s)=a(s) T(s)+b(s) B(s)
$$

then by differentiating with respect to $s$, we obtain

$$
\bar{k}(s) \bar{N}(s) \frac{d \bar{s}}{d s}=a^{\prime}(s) T(s)+(a(s) k(s)+b(s) \tau(s)) N(s)+b^{\prime}(s) B(s)
$$

Hence, from $N(s)= \pm \bar{N}(s)$ we know that $a^{\prime}(s)=b^{\prime}(s)=0$, namely

$$
\frac{d s}{d \bar{s}}(1-r k(s))=\mathrm{const}, \quad \frac{d s}{d \bar{s}} r \tau(s)=\mathrm{const} .
$$

Therefore, there exists a constant $C$ such that $r k(s)+C \tau(s)=1$ for all $s \in$ $(a, b)$.
(c) Suppose that $\gamma_{1}$ and $\gamma_{2}$ are the Bertrand mates of $\gamma$. Then, by (b), there exist constants $r_{1}, r_{2}, C_{1}, C_{2}$ such that for all $s \in(a, b)$,

$$
\left\{\begin{array}{l}
r_{1} k(s)+C_{1} \tau(s)=1 \\
r_{2} k(s)+C_{2} \tau(s)=1
\end{array}\right.
$$

Because the non-zero constants $r_{1}, r_{2}$ are not equal, the above system of linear algebraic equations has solution $k(s)=$ const, $\tau(s)=$ const. Hence $\gamma$ must be a circular helix.

## 3107

Let $x(s)$ be a curve in $\mathbb{R}^{3}$ parameterized by arc-length. Assume that $\tau(s) \neq$ 0 and $k^{\prime}(s) \neq 0$ for all $s$. Show that a necessary and sufficient condition for $x(s)$ to lie on a sphere is that

$$
\frac{1}{k^{2}(s)}+\frac{1}{\tau^{2}(s)} \cdot \frac{k^{\prime 2}(s)}{k^{4}(s)}=\text { constant }
$$

(Indiana)

## Solution.

Suppose that $x(s)$ lies on a sphere centered at the origin. Then we may assume that $x(s)=a(s) T(s)+b(s) N(s)+c(s) B(s)$, where $\{T(s), N(s), B(s)\}$ is the Frenet frame field along $x(s)$, and $a(s), b(s), c(s)$ are suitable functions to be ascertained later. Differentiating $\langle x(s), x(s)\rangle=R^{2}$ with respect to $s$, we have $\langle x(s), T(s)\rangle=0$, from which it follows that $a(s)=0, \forall s$. Differentiating $\langle x(s), T(s)\rangle=0$ with respect to $s$ again, we obtain

$$
1+k(s)\langle x(s), N(s)\rangle=0
$$

which means that $b(s)=-\frac{1}{k(s)}$. At last, still differentiating $\langle x(s), N(s)\rangle=$ $-\frac{1}{k(s)}$ with respect to $s$, we obtain

$$
\langle x(s), B(s)\rangle=-\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)}
$$

namely,

$$
c(s)=-\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)}
$$

Therefore,

$$
R^{2}=\langle x(s), x(s)\rangle=\frac{1}{k^{2}(s)}+\frac{1}{\tau^{2}(s)} \cdot \frac{k^{\prime 2}(s)}{k^{4}(s)}
$$

Conversely, differentiating

$$
x(s)+\frac{1}{k(s)} N(s)+\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)} B(s) .
$$

with respect to $s$, we have

$$
\left(x(s)+\frac{1}{k(s)} N(s)+\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)} B(s)\right)^{\prime}=\left[-\frac{\tau(s)}{k(s)}+\left(\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)}\right)^{\prime}\right] N(s)
$$

that vanishes identically because $k^{\prime}(s) \neq 0$ and

$$
\begin{aligned}
0 & =\frac{d}{d s}\left[\frac{1}{k^{2}(s)}+\frac{1}{\tau^{2}(s)} \frac{k^{\prime 2}(s)}{k^{4}(s)}\right] \\
& =-2 \cdot \frac{k^{\prime}(s)}{k^{3}(s)}+2 \cdot \frac{k^{\prime}(s)}{k^{2}(s) \tau(s)} \cdot\left(\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)}\right)^{\prime} \\
& =\frac{2 k^{\prime}(s)}{k^{2}(s) \tau(s)}\left[-\frac{\tau(s)}{k(s)}+\left(\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)}\right)^{\prime}\right]
\end{aligned}
$$

Then

$$
x(s)+\frac{1}{k(s)} N(s)+\frac{k^{\prime}(s)}{k^{2}(s) \tau(s)} B(s)
$$

is a constant vector, denoted by $m$. Hence $\langle x(s)-m, x(s)-m\rangle=$ constant, namely, $x(s)$ lies on a sphere centered at $m$.

## 3108

Let $M \subset \mathbb{R}^{3}$ be the torus obtained by rotating the circle $\{(0, y, z):(y-$ $\left.2)^{2}+z^{2}=1\right\}$ around the $z$-axis, and let $c(t)=(2 \cos t, 2 \sin t, 1)$ ("top circle"). Is this curve a geodesic on $M$ ? Explain without long computations.
(Indiana)

## Solution.

Observe that the geodesic curvature of a curve on $M$ can be computed as follows

$$
k_{g}= \pm k(t) \sin \theta(t)
$$

where $k(t)$ is the curvature of the curve, and $\theta(t)$ is the angle between the normal of $M$ and the principal normal of the curve at the point corresponding to the parameter $t$.

Then, the curve $c(t)$ is not a geodesic on $M$, because neither the top circle is a straight line, nor its principal normal, which is orthogonal to the $z$-axis, is parallel to the normal of $M$ along $c(t)$, which is parallel to the $z$-axis.

## 3109

Let $\gamma:[0,1] \rightarrow \mathbb{R}^{3}$ be a $C^{\infty}$ curve with $|\dot{\gamma}|=1$ and nonvanishing curvature. Assume the torsion $\tau=0$.
(a) Show that $\gamma$ lies in a plane.
(b) What happens if the curvature is allowed to vanish at a point?
(Indiana)

## Solution.

(a) $|\dot{\gamma}|=1$ implies that the curve is parameterized by arclength $s$. From the Frenet formula we know that the binormal vector field of $\gamma$, denoted by $B$, is constant. Thus, $\frac{d}{d s}(\gamma(s) B)=0$, which means that $\gamma(s) B=$ constant, that is, $\gamma$ lies in a plane.
(b) The vanishing curvature at point $s_{0}$ means $\ddot{\gamma}\left(s_{0}\right)=0$, i.e., $s_{0}$ is a stationary point of $\gamma$ 's tangent vector field. If the point is the strict extreme value point of the tangent vector field, then it is an inflection point of the curve $\gamma$.

## 3110

Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be positive and smooth. Let $M$ be the surface in $\mathbb{R}^{3}$ obtained by rotating the graph $\{(x, f(x)): x \in \mathbb{R}\}$ of $f$ in the $x z$ plane about the $x$ axis. Characterize in terms of $f$ the set of $x$ such that $\pm \frac{1}{f(x)}$ is a principal curvature of $M$ at ( $x, 0, f(x)$ ).

Hint. Local coordinate computations are not necessary.
(Indiana)

## Solution.

At $P=\left(x_{p}, 0, f\left(x_{p}\right)\right)$, in the direction of the circle of latitude, the corresponding normal curvature

$$
k_{n}=k \cos \theta=\frac{1}{f\left(x_{p}\right)} \cos \theta\left(x_{p}\right)
$$

where $\theta\left(x_{p}\right)$ is the angle between the normal of $M$ and the principal normal of the circle of latitude at $P$. Since every circle of latitude on $M$ is a line of curvature, then the corresponding normal curvature $k_{n}$ is a principal curvature. Thus, $k_{n}= \pm \frac{1}{f\left(x_{p}\right)}$ implies that $\cos \theta\left(x_{p}\right)= \pm 1$, that is, the curve $\{(x, 0, f(x))$ : $x \in \mathbb{R}\}$ has a tangent parallel to the $x$ axis at $P$. Namely, $f^{\prime}\left(x_{p}\right)=0$.

Besides, the meridian passing $P$ is also a line of curvature. Its curvature $k$ at $P$ is just the other principal curvature of $M$. Thus, the second possible case is

$$
k=\frac{\left|f^{\prime \prime}\left(x_{p}\right)\right|}{\left(1+f^{\prime 2}\left(x_{p}\right)\right)^{3 / 2}}=\frac{1}{f\left(x_{p}\right)} .
$$

Therefore, we conclude that the set of $x$ such that $\pm \frac{1}{f(x)}$ is a principal curvature of $M$ at $(x, 0, f(x))$ is

$$
\left\{x \in \mathbb{R}: f^{\prime}(x)=0 \text { or } \frac{f^{\prime \prime}(x)}{\left(1+f^{\prime 2}(x)\right)^{3 / 2}}= \pm \frac{1}{f(x)}\right\}
$$

## 3111

Let $\alpha(s) \subset \mathbb{R}^{3}$ be a smooth curve parameterized by arclength. Assume that the position vector $\alpha(s)$ is always a linear combination of the binormal and normal vector $B(s), N(s)$ of $\alpha(s)$. Show that $\alpha(s)$ does not pass through $O \in \mathbb{R}^{3}$.
(Indiana)

## Solution.

If the position vector $\alpha(s)$ is always a linear combination of the binormal and normal vectors, then $\langle T(s), \alpha(s)\rangle \equiv 0$. Integrating the obtained equality, we have $\langle\alpha(s), \alpha(s)\rangle=$ const. Therefore, if $\alpha(s)$ passes through the origin, we will get $\alpha(s) \equiv 0$, the trivial case.

## 3112

Let $M^{2} \subset \mathbb{R}^{3}$ be the cylinder $x^{2}+y^{2}=1$. Suppose the curve $\alpha(s) \in M^{2}$ is parameterized by arclength.
i) If $k(s)>0$ and $\tau(s) \equiv 0$, show that $\alpha(s)$ is a closed curve. (Here $k, \tau$ are curvature and torsion of $\alpha$ in $\mathbb{R}^{3}$.)
ii) If $k_{g}(s) \equiv 1$, show that $\alpha(s)$ is a closed curve ( $k_{g}$ is the geodesic curvature in $M$ ).
(Indiana)

## Solution.

i) The hypothesis of torsion $\tau(s) \equiv 0$ implies that the curve $\alpha$ is a plane curve, whereas the hypothesis of curvature $k(s)>0$ implies that the plane $\pi$
where the curve $\alpha$ lies does not parallel the generating line of the cylinder $M$. Therefore, the curve $\alpha \subset M \cap \pi$ must be closed.
ii) If one develops $M$ into a plane $\pi$, then the corresponding plane curve of $\alpha$, denoted by $\widetilde{\alpha}$, has the same geodesic curvature $\widetilde{k}_{g}(s) \equiv 1$. Thus the curvature of $\widetilde{\alpha}$ is $\tilde{k}=\sqrt{\widetilde{k}_{g}^{2}+\widetilde{k}_{n}^{2}} \equiv 1$ which means that it is a circle with radius 1 in $\pi$. So, $\alpha$ must be closed.

## 3113

Let $T$ be a two dimensional distribution in $\mathbb{R}^{3}$ defined by

$$
T_{(x, y, z)}=\operatorname{span}\left\{\frac{\partial}{\partial x}, \frac{\partial}{\partial y}+x \frac{\partial}{\partial z}\right\} .
$$

i) Show that $T$ is not involutive.
ii) Given a $C^{\infty}$ curve $\alpha(s) \in \mathbb{R}^{2}=\{(x, y, 0): x, y \in \mathbb{R}\} \subset \mathbb{R}^{3}$ and $\alpha\left(s_{0}\right)$, show that there exists a unique $C^{\infty}$ curve $\beta(s) \in \mathbb{R}^{3}$ such that $\beta^{\prime}(s) \in$ $T_{\beta(s)}, \beta\left(s_{0}\right)=\alpha\left(s_{0}\right)$ and $\pi(\beta(s))=\alpha(s)$, where $\pi(x, y, z)=(x, y, 0)$.
iii) Show that if $\alpha(s)$ is a simple closed curve of length $L$ bounding the region $\Omega$ in $\mathbb{R}^{2}$ then $\beta\left(s_{0}+L\right)-\beta\left(s_{0}\right)=(0,0, \pm A)$ where $A=$ area of $\Omega$.
(Indiana)

## Solution.

i) That $\left[\frac{\partial}{\partial x}, \frac{\partial}{\partial y}+x \frac{\partial}{\partial z}\right]=\frac{\partial}{\partial z}$ and $\left\{\frac{\partial}{\partial x}, \frac{\partial}{\partial y}+x \frac{\partial}{\partial z}, \frac{\partial}{\partial z}\right\}$ are linearly independent shows that $T$ is not involutive.
ii) Let $\alpha(s)=(x(s), y(s), 0)$. By $\pi(\beta(s))=\alpha(s)$, we may assume that $\beta(s)=(x(s), y(s), z(s))$ where $z(s)$ is unknown. Then $\beta^{\prime}(s) \in T_{\beta(s)}$ implies that

$$
\beta^{\prime}(s)=a(s) \frac{\partial}{\partial x}+b(s)\left(\frac{\partial}{\partial y}+x(s) \frac{\partial}{\partial z}\right)
$$

for suitable functions $a(s)$ and $b(s)$, i.e.,

$$
\left(\frac{d x(s)}{d s}, \frac{d y(s)}{d s}, \frac{d z(s)}{d s}\right)=(a(s), b(s), b(s) x(s)) .
$$

Hence

$$
a(s)=\frac{d x(s)}{d s}, \quad b(s)=\frac{d y(s)}{d s} .
$$

Thus the problem of finding $\beta(s)$ reduces to solving the following initial value problem

$$
\left\{\begin{array}{l}
\frac{d z}{d s}=x(s) \frac{d y(s)}{d s} \\
\left.z\right|_{s=s_{0}}=0
\end{array}\right.
$$

When the given plane curve $\alpha(s)$ is $C^{\infty}$, the unknown function $z(s)$ can be uniquely determined by

$$
z(s)=\int_{s_{0}}^{s} x(s) \frac{d y(s)}{d s} d s
$$

and so is the space curve $\beta(s)$, i.e.,

$$
\beta(s)=\left(x(s), y(s), \int_{s_{0}}^{s} x(s) \frac{d y(s)}{d s} d s\right)
$$

iii) If $\alpha(s)$ is simple and closed, then we easily have

$$
\begin{aligned}
\beta\left(s_{0}+L\right)-\beta\left(s_{0}\right) & =\left(x\left(s_{0}+L\right)-x\left(s_{0}\right), y\left(s_{0}+L\right)-y\left(s_{0}\right), \oint_{\alpha} x d y\right) \\
& =(0,0, \pm A)
\end{aligned}
$$

where the sign is determined by the orientation of the curve $\alpha$.

## 3114

Call a normal vector field $\nu$ along a space curve $\gamma$ parallel if $\dot{\nu}$ is always tangent to $\gamma$.
i) Show that the angle through which a parallel normal vector field $\nu$ turns relative to the principal normal $N$ along $\gamma$ is given by the total torsion of $\gamma$, i.e.,

$$
\int_{0}^{L} \tau(s) d s
$$

Here $s$ and $L$ denote arclength and the length of $\gamma$, respectively.
ii) Show that the total torsion of any closed curve $\gamma$ which lies on a sphere in $\mathbb{R}^{3}$ must vanish.

## Solution.

i) The hypothesis that $\dot{\nu}$ is always tangent to $\gamma$ means that $\langle\nu, \dot{\nu}\rangle=0$, and hence, the normal vector field $\nu$ has constant norm. Therefore, without loss of generality, we may assume that $|\nu| \equiv 1$, and $\nu(s)=\cos \theta(s) \cdot N(s)+\sin \theta(s)$. $B(s)$, where $\theta(s)$ is a smooth function globally defined on $\gamma$, which measures the angle between $\nu(s)$ and $N(s)$. Thus we have

$$
\begin{aligned}
\dot{\nu} & =(-\sin \theta \cdot N+\cos \theta \cdot B) \dot{\theta}+\cos \theta \cdot(-k T-\tau B)+\sin \theta \cdot \tau N \\
& =-\cos \theta \cdot k T-(\dot{\theta}-\tau) \sin \theta \cdot N+(\dot{\theta}-\tau) \cos \theta \cdot B
\end{aligned}
$$

Noting that $\dot{\nu}$ is parallel to $T$, we see that the above equality implies that $\dot{\theta}(s)=\tau(s)$, and hence

$$
\theta(L)-\theta(0)=\int_{0}^{L} \tau(s) d s
$$

ii) For any closed curve $\gamma$ which lies on a sphere in $\mathbb{R}^{3}$, the unit normal vector field $\nu$ of the sphere along $\gamma$ satisfies the above mentioned hypothesis. Therefore, we have the relation

$$
\theta(s)=\int_{0}^{s} \tau(s) d s+\theta(0)
$$

On the other hand, the smooth function $\theta(s), s \in[0, L]$ can be regarded as a lift of a certain differentiable map $f:[0, L] \rightarrow S^{1}$ into $\mathbb{R}^{1}$. The fact that $\gamma$ is closed means that

$$
\int_{0}^{L} \tau(s) d s=\theta(L)-\theta(0)=2 n \pi
$$

where the integer $n$ is just the degree of the map $f$, i.e., $n=\operatorname{deg} f$. Let $p_{0} \in \gamma$ and $\gamma$ contract to $p_{0}$ smoothly on $S^{2}$. Thus we get a family of curves $\left\{\gamma_{t}\right\}$, $t \in[0,1]$. Furthermore, we may assume that for every $t \in[0,1), \gamma_{t}$ overlaps with $\gamma=\gamma_{0}$ about $p_{0}=\gamma_{1}$. Also, for every $\gamma_{t}$, we have the corresponding map $f_{t}$ such that $f_{0}=f, f_{1}=$ the constant map into $p_{0}$. Because the degree of a map is homotopically invariant, finally we have

$$
\int_{0}^{L} \tau(s) d s=2 \pi \cdot \operatorname{deg} f_{1}=0
$$

## 3115

Let $M$ be a surface in $\mathbb{R}^{3}$ and let $P$ be a plane. Suppose $M$ and $P$ intersect orthogonally. Show that the intersection curve (parameterized by arclength) is a geodesic on $M$.
(Indiana)

## Solution.

Let $k(s)$ be the curvature of the intersection curve $C=M \cap P$. If $k \equiv 0$, then $C$ is naturally a geodesic on $M$. Otherwise, along the segment where $k(s) \neq 0$, the normal of $M$ is parallel to the principal normal of $C$, hence the segment is also a geodesic one.

Let $\alpha(s)$ be a $C^{2}$ curve in $\mathbb{R}^{3}$ parameterized by arclength. Suppose that for some function $f(s), \alpha^{\prime \prime}(s)=f(s) \alpha(s)$. What can you deduce about $f(s)$, $\alpha(s)$ ?
(Indiana)

## Solution.

From

$$
f(s) \alpha(s) \alpha^{\prime}(s)=\frac{1}{2} d\left(\alpha^{\prime}(s)\right)^{2}=0
$$

we have

$$
f(s) d(\alpha(s))^{2}=0
$$

If $f(s) \equiv 0$, then $\alpha^{\prime \prime}(s) \equiv 0$, i.e., $\alpha(s)$ is a straight line.
If $f(s) \neq 0$, then $(\alpha(s))^{2}=$ const, i.e., $\alpha(s)$ is a spherical curve. Furthermore, differentiating

$$
\alpha^{\prime \prime}(s)=k(s) N(s)=f(s) \alpha(s)
$$

with respect to $s$, we have

$$
k^{\prime}(s) N(s)+k(s)(-k(s) T(s)-\tau(s) B(s))=f^{\prime}(s) \alpha(s)+f(s) T(s)
$$

which implies that

$$
f(s)=-k^{2}(s), \quad \tau(s)=0, \quad k^{\prime}(s)=0 .
$$

Hence $k(s)=$ const, and $\alpha(s)$ is a circle or part of it with radius $\frac{1}{\sqrt{-f}}$.

## 3117

Suppose $\gamma(t)$ parameterizes a space curve with curvature function $\kappa(t)$. Define a new curve $\widetilde{\gamma}$ by setting, for each $t \in \mathbb{R}, \widetilde{\gamma}(t):=c \gamma(t / c)$, where $c \in \mathbb{R}$ is an arbitrary fixed constant. Derive the curvature function for this new curve.
(Indiana)

## Solution.

The hypothesis is

$$
\kappa(t)=\frac{\left|\gamma^{\prime}(t) \times \gamma^{\prime \prime}(t)\right|}{\left|\gamma^{\prime}(t)\right|^{3}} .
$$

Therefore, from $\widetilde{\gamma}^{\prime}(t)=\gamma^{\prime}(t / c)$ and $\widetilde{\gamma}^{\prime \prime}(t)=\gamma^{\prime \prime}(t / c) / c$ we have

$$
\tilde{\kappa}(t)=\frac{\left|\widetilde{\gamma}^{\prime}(t) \times \widetilde{\gamma}^{\prime \prime}(t)\right|}{\left|\widetilde{\gamma}^{\prime}(t)\right|^{3}}=\frac{\kappa\left(\frac{t}{c}\right)}{|c|} .
$$

## 3118

Let $\alpha:(a, b) \rightarrow \mathbb{R}^{3}$ be a smooth curve with nonvanishing curvature.
i) Show that if the torsion of $\alpha$ vanishes identically then there is a plane $\pi \subset \mathbb{R}^{3}$ containing $\alpha$, that is, $\alpha(t) \in \pi$ for all $t \in(a, b)$. Is $\pi$ unique?
ii) Is the conclusion of i) still true if the curvature is allowed to vanish at a single point $c \in(a, b)$ ? [Of course, the torsion is not defined at $c$, but is assumed to be zero at all other points.]
(Indiana)

## Solution.

i) Let $\alpha$ be reparameterized by arclength $s$; namely, suppose $\alpha=\alpha(t(s))$, $s \in\left(s_{1}, s_{2}\right)$ with $t\left(s_{1}\right)=a, t\left(s_{2}\right)=b$. The condition $k \neq 0$ means that we can define the Frenet frame field $\{T, N, B\}$ along $\alpha$. Then the hypothesis $\tau \equiv 0$ implies that $B$ is a constant vector field. Hence, $\frac{d}{d s}\langle\alpha, B\rangle=0$, from which follows

$$
\langle\alpha(t(s)), B\rangle=\mathrm{const}=\left\langle\alpha\left(t\left(s_{0}\right)\right), B\right\rangle .
$$

Therefore, the plane $\pi:\left\langle\rho-\alpha\left(t\left(s_{0}\right)\right), B\right\rangle=0$ contains the curve $\alpha$. Obviously, the connectedness of $\alpha$ and the smoothness of the Frenet frame field imply that $\pi$ is unique.
ii) If the curvature $k$ is allowed to vanish at a single point $c \in(a, b)$, then, according to the above discussion, $\alpha(t), t \in(a, c)$ must be on a plane $\pi_{1}$; and $\alpha(t), t \in(c, b)$ must be on another plane $\pi_{2}$. Of course, maybe, $\pi_{1} \neq \pi_{2}$. A counterexample is as follows. Let

$$
\alpha(t)= \begin{cases}(t, f(t), 0) & \text { if } t<0 \\ (0,0,0) & \text { if } t=0 \\ (t, 0, f(t)) & \text { if } t>0\end{cases}
$$

where the function $f$ is defined by

$$
f(t)= \begin{cases}e^{-\frac{1}{t^{2}}} & \text { if } t \neq 0 \\ 0 & \text { if } t=0\end{cases}
$$

## 3119

Let $\alpha$ and $\beta$ be two regular curves in $\mathbb{R}^{3}$. The curve $\beta$ is called an involute of $\alpha$ if for all $t, \beta(t)$ lies on the line tangent to $\alpha$ at $\alpha(t)$ and $\left\langle\alpha^{\prime}(t), \beta^{\prime}(t)\right\rangle=0$. Show that every involute of a generalized helix $\alpha$ is a plane curve. (Recall that $\alpha$ is a generalized helix if for some constant vector $u \neq 0,\left\langle u, \alpha^{\prime}(s)\right\rangle \equiv$ const, where $s$ is arclength for $\alpha$.)
(Indiana)

## Solution.

For convenience, let $\alpha$ and $\beta$ be parameterized by their arclength $s$ and $s_{1}$ respectively, and let $s, s_{1}$ represent their corresponding points. Then we may assume $\beta\left(s_{1}\right)=\alpha(s)+\lambda(s) T(s)$. Differentiate the equation with respect to $s$. Using the Frenet formulas and the hypothesis $\left\langle T(s), T_{1}\left(s_{1}\right)\right\rangle=0$, we can ascertain that $\beta\left(s_{1}\right)=\alpha(s)+\left(s_{0}-s\right) T(s)$. Differentiate the obtained expression for $\beta$ successively. Noting that $\alpha$ being a generalized hrelix implies

$$
\left|\begin{array}{cc}
k & \tau \\
k^{\prime} & \tau^{\prime}
\end{array}\right| \equiv 0
$$

we obtain by straightforward calculation

$$
\left(\frac{d}{d s} \beta\left(s_{1}\right), \frac{d^{2}}{d s^{2}} \beta\left(s_{1}\right), \frac{d^{3}}{d s^{3}} \beta\left(s_{1}\right)\right) \equiv 0
$$

i.e., the torsion of $\beta$ vanishes everywhere. Therefore, $\beta$ is a plane curve.

## 3120

Suppose that the unit normal vector to a surface $M \subset \mathbb{R}^{3}$ is constant along a regular curve $\alpha \subset M$. Deduce that in this case, $\alpha$ is an asymptotic (Note: A curve in a surface is called asymptotic if its acceleration is everywhere tangent to that surface.) curve, that a plane contains it, and that the Gauss curvature of $M$ vanishes at each point of $\alpha$.
(Indiana)

## Solution.

Let $\alpha$ be parameterized by arclength $s$, and $M$ be locally parameterized by $X\left(u^{1}, u^{2}\right)$. Firstly, by the Weingarten formula, we have, along $\alpha$,

$$
0=\frac{d n}{d s}=-\sum_{i, j=1}^{2} \omega_{j}^{i} \frac{d u^{j}}{d s} \frac{\partial X}{\partial u^{i}}=-W\left(\frac{d X}{d s}\right)=-W\left(\alpha^{\prime}\right)
$$

Further, by the Gauss formula, we immediately deduce that, along $\alpha$

$$
\begin{aligned}
\alpha^{\prime \prime} & =\sum_{i=1}^{2}\left(\frac{d^{2} u^{i}}{d s^{2}}+\sum_{j, k=1}^{2} \Gamma_{j k}^{i} \frac{d u^{j}}{d s} \frac{d u^{k}}{d s}\right) \frac{\partial X}{\partial u^{i}}+\sum_{j, k=1}^{2} \Omega_{j k} \frac{d u^{j}}{d s} \frac{d u^{k}}{d s} \cdot n \\
& =k_{g} n \times \alpha^{\prime}+\left\langle W\left(\alpha^{\prime}\right), \alpha^{\prime}\right\rangle n=k_{g} n \times \alpha^{\prime},
\end{aligned}
$$

where $k_{g}$ is geodesic curvature. Hence $\alpha^{\prime \prime}$ is everywhere tangent to the surface.
Secondly, along $\alpha$, noting that $n$ is constant, we have $d\langle\alpha(s), n\rangle=0$. Therefore,

$$
\langle\alpha(s), n\rangle=\mathrm{const}=\left\langle\alpha\left(s_{0}\right), n\right\rangle,
$$

namely, $\left\langle\alpha(s)-\alpha\left(s_{0}\right), n\right\rangle=0$, which means that the curve $\alpha$ is contained by a plane $\left\langle\rho-\alpha\left(s_{0}\right), n\right\rangle=0$.

Thirdly, from III $-2 H I I+K I=0$ it follows that along $\alpha$

$$
K=-\left(\frac{d n}{d s}\right)^{2}+2 H\left\langle W\left(\alpha^{\prime}\right), \alpha^{\prime}\right\rangle=0
$$

3121

Sketch the closed regular plane curve $\beta:[-\pi, \pi] \rightarrow \mathbb{R}^{2}$ having $\beta(0)=(0,0)$ and $\beta^{\prime}(0)=(1,0)$, if $\beta$ 's curvature function $k(s)(s=$ arclength $)$ is odd, satisfies

$$
\int_{0}^{\pi} k(s) d s \approx 3 \pi / 2
$$

and has the following graph. (Include an explanation with your sketch.)


Fig.3.4

## Solution.

The image of the plane curve $\beta$ is a "figure eight", as shown in Fig.3.5, which has $x$-axis as its tangent line at $(0,0)$. And $y$-axis is almost its "tangent" line at $(0,0)$, too. This assertion follows from

$$
\int_{0}^{\pi} k(s) d s=\int_{0}^{\pi} \frac{d \theta}{d s} d s=\theta(\pi)-\theta(0) \approx \frac{3 \pi}{2}
$$

where $\theta(s)$ is the oriented angle formed by $\beta^{\prime}(s)$ and $\beta^{\prime}(0)$.


Fig.3.5

## SECTION 2 <br> DIFFERENTIAL GEOMETRY OF SURFACES

## 3201

i) Show that there exists a metric on the plane so that some geodesics are simple closed curves.
ii) Let $\alpha(s)$ be a simple closed geodesic as described above and $K(x)$ be the Gaussian curvature of the above metric at $x \in \mathbb{R}^{2}$. Compute


Here the integral is with respect to the Riemannian volume induced by the metric.
(Indiana)

## Solution.

i) Let $S^{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}: x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}$, and $\mathbb{R}^{2}$ be the $x_{1} \circ x_{2}$ plane. For every $p \in \mathbb{R}^{2}$, its coordinates with respect to the $x_{1}$ and $x_{2}$ axes are denoted by $(u, v)$. Suppose that $\pi: S^{2} \backslash\{N\} \rightarrow \mathbb{R}^{2}$ is the stereographic projection from the north pole of $S^{2}$ into the plane $\mathbb{R}^{2}$, which maps $\left(x_{1}, x_{2}, x_{3}\right) \in S^{2} \backslash\{N\}$ to $(u, v) \in \mathbb{R}^{2}$. By direct calculation, we obtain

$$
x_{1}=\frac{2 u}{u^{2}+v^{2}+1}, \quad x_{2}=\frac{2 v}{u^{2}+v^{2}+1}, \quad x_{3}=\frac{u^{2}+v^{2}-1}{u^{2}+v^{2}+1} .
$$

Then the metric of $S^{2} \backslash\{N\}$ can be expressed by

$$
d s^{2}=\frac{4\left(d u^{2}+d v^{2}\right)}{\left(u^{2}+v^{2}+1\right)^{2}}
$$

Now, using the pull back of $d s^{2}$ by $\left(\pi^{-1}\right)^{*}$, we can obtain a 2 -dimensional Riemannian manifold $\left(\mathbb{R}^{2},\left(\pi^{-1}\right)^{*} d s^{2}\right)$. Thus, the map $\pi:\left(S^{2} \backslash\{N\}, d s^{2}\right) \rightarrow$ $\left(\mathbb{R}^{2},\left(\pi^{-1}\right)^{*} d s^{2}\right)$ is an isometry. Since all great circles which do not pass through the north pole are closed geodesics on $S^{2} \backslash\{N\}$, then their images are simple closed geodesics on $\left(\mathbb{R}^{2},\left(\pi^{-1}\right)^{*} d s^{2}\right)$.
ii) Denote by $D$ the simply connected domain encircled by the simple closed geodesic $\alpha$. Then, using the famous Gauss-Bonnet formula, we immediately have

$$
\int_{\text {rior of } \alpha} K(x)=2 \pi \chi(D)=2 \pi
$$

## 3202

Let $M^{2} \subset \mathbb{R}^{3}$ be a surface containing $x=0$. Assume that $\frac{\partial}{\partial x_{1}}$ and $\frac{\partial}{\partial x_{2}}$ are tangent to $M$ at $x=0$, and that in that basis the Weingarten map

$$
L=\left(\begin{array}{cc}
4 & 3 \\
3 & -4
\end{array}\right)
$$

Let $\alpha$ be the curve (near $x=0$ ) obtained by intersecting $M$ with the $x_{1} x_{3}$ plane.
i) What is the normal curvature of $\alpha$ at $x=0$ ?
ii) What is the geodesic curvature of $\alpha$ at $x=0$ ?
iii) What is the Gaussian curvature of $M^{2}$ at $x=0$ ?
iv) Sketch the surface near $x=0$. You may assume that the normal to the surface at $x=0$ is $(0,0,1)$.
(Indiana)

## Solution.

i) By the Meusnier theorem, the normal curvature of $\alpha$ at $x=0$ is

$$
k_{n}\left(0, \frac{\partial}{\partial x_{1}}\right)=\frac{\left\langle L\left(\frac{\partial}{\partial x_{1}}\right), \frac{\partial}{\partial x_{1}}\right\rangle}{\left\langle\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{1}}\right\rangle}=\left\langle 4 \frac{\partial}{\partial x_{1}}+3 \frac{\partial}{\partial x_{2}}, \frac{\partial}{\partial x_{1}}\right\rangle=4
$$

ii) Since $\alpha$ is obtained by intersecting $M$ with $x_{1} x_{3}$ plane, i.e., $\alpha$ is a normal section, then its curvature at $x=0$ is $k(0)=\left|k_{n}\left(0, \frac{\partial}{\partial x_{1}}\right)\right|=4$. By the relation among $k(0), k_{n}\left(0, \frac{\partial}{\partial x_{1}}\right)$ and the geodesic curvature $k_{g}\left(0, \frac{\partial}{\partial x_{1}}\right)$

$$
k^{2}(0)=k_{n}^{2}\left(0, \frac{\partial}{\partial x_{1}}\right)+k_{g}^{2}\left(0, \frac{\partial}{\partial x_{1}}\right)
$$

we immediately obtain $k_{g}\left(0, \frac{\partial}{\partial x_{1}}\right)=0$.
iii) Because the eigenvalues of the Weingarten map $L$ are $\pm 5$, we know that the Gaussian curvature of $M^{2}$ at $x=0$ is $K(0)=-25$; or more directly,

$$
K(0)=\operatorname{det}\left(\begin{array}{cc}
4 & 3 \\
3 & -4
\end{array}\right)=-25
$$

iv) From iii), we know that $x=0$ is a hyperbolic point of $M^{2}$. Noting that the normal to the surface at $x=0$ is $(0,0,1)$ and $k_{n}\left(0, \frac{\partial}{\partial x_{1}}\right)=4>0$, we sketch the surface near $x=0$ as follows.


Fig. 3.6

## 3203

Let $M=\left\{(x, y, z) \in R^{3}: z=6-\left(x^{2}+y^{2}\right)\right\}$ (a paraboloid of revolution). $D=\{(x, y, z) \in M: z>2\}$, and $\omega=y z^{2} d x+x z d y+x^{2} y^{2} d z$. Orient $M$ and evaluate

$$
\int_{D} z d x \wedge d y+d \omega
$$

(Indiana)

## Solution.

Choose the unit outward pointing normal as the orientation of $M$. Let $P=\left\{(x, y, z) \in \mathbb{R}^{3}: x^{2}+y^{2} \leq 4, z=2\right\}$ and take $(0,0,-1)$ as its normal vector. Then, by the Stokes' formula, we have that

$$
\int_{D \cup P} d \omega=0
$$

Hence,

$$
\int_{D} d \omega=-\int_{P} d \omega
$$

Therefore,

$$
\int_{D} z d x \wedge d y+d \omega=\int_{D}\left[6-\left(x^{2}+y^{2}\right)\right] d x \wedge d y-\int_{P} d \omega
$$

Firstly, we have

$$
\int_{D}\left[6-\left(x^{2}+y^{2}\right)\right] d x \wedge d y=\int_{0}^{2 \pi} d \theta \int_{0}^{2}\left(6-r^{2}\right) r d r=16 \pi
$$

Secondly, noticing that

$$
\begin{aligned}
d \omega= & z^{2} d y \wedge d x+2 y z d z \wedge d x+z d x \wedge d y \\
& +x d z \wedge d y+2 x y^{2} d x \wedge d z+2 x^{2} y d y \wedge d z
\end{aligned}
$$

we have

$$
-\int_{P} d \omega=-\int_{P} 4 d y \wedge d x+2 d x \wedge d y=-2 \int_{P} d y \wedge d x=-8 \pi
$$

Hence,

$$
\int_{D} z d x \wedge d y+d \omega=8 \pi
$$

## 3204

Let $S$ be a surface diffeomorphic to the ordinary 2-sphere. Suppose there is a $C^{\infty}$ metric of positive curvature on $S$ for which there exist two simple closed geodesics $\gamma_{1}$ and $\gamma_{2}$. Show that $\gamma_{1}$ and $\gamma_{2}$ must intersect.
(Indiana)

## Solution.

Here we assume the Jordan curve theorem.
If $\gamma_{1}$ and $\gamma_{2}$ do not intersect, then $\gamma_{1}$ and $\gamma_{2}$ encircle a domain $D$ such that the Euler characteristic $\chi(D)=0$ and $\partial D=\gamma_{1} \cup \gamma_{2}$. Applying the global Gauss-Bonnet formula to the domain $D \subset S$ and noting that $\gamma_{1}$ and $\gamma_{2}$ are geodesics of $S$, we have

$$
\int_{D} K d \sigma=2 \pi \chi(D)=0
$$

which contradicts the assumption of positive curvature.

## 3205

Let $D$ be the disk $\left\{(x, y) \in \mathbb{R}^{2}: x^{2}+y^{2}<\frac{1}{4}\right\}$ and let $O=(0,0) \in D$. Let $\left(x_{1}, x_{2}\right)=(r, \theta)$ be the usual polar coordinates and define a metric on $D \backslash\{O\}$ by

$$
\left(g_{i j}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & h(r, \theta)
\end{array}\right)
$$

where $h(r, \theta)=r^{2}\left[1-2 r^{2}+r^{4} \sin ^{2} \theta\right]^{2}$.
(a) Prove that this metric extends to a smooth metric on $D$.

Hint. Use a smooth coordinate system.
(b) Show that line segments in $D$ which pass through the origin (suitably parameterized) are geodesics.
(Indiana)

## Solution.

(a) Set

$$
\left\{\begin{array}{l}
x=r \cos \theta \\
y=r \sin \theta
\end{array}\right.
$$

Then $\frac{\partial(x, y)}{\partial(r, \theta)}=r$. So, on $D \backslash\{O\}$, we can choose $(x, y)$ as the coordinates. From

$$
\left\{\begin{array}{l}
d x=\cos \theta d r-r \sin \theta d \theta \\
d y=\sin \theta d r+r \cos \theta d \theta
\end{array}\right.
$$

follows

$$
\left\{\begin{array}{l}
d r=\cos d x+\sin \theta d y \\
d \theta=\frac{1}{r}(\cos \theta d y-r \sin \theta d x)
\end{array}\right.
$$

Hence the metric of $D \backslash\{O\}$ may be rewritten as

$$
\begin{aligned}
d s^{2}= & d r^{2}+h(r, \theta) d \theta^{2} \\
= & {\left[\cos ^{2} \theta+\left(1-2 r^{2}+4 r^{4} \sin ^{2} \theta\right)^{2} \sin ^{2} \theta\right] d x^{2} } \\
& +2 \cos \theta \sin \theta\left[1-\left(1-2 r^{2}+4 r^{4} \sin ^{2} \theta\right)^{2}\right] d x d y \\
& +\left[\sin ^{2} \theta+\cos ^{2} \theta\left(1-2 r^{2}+4 r^{4} \sin ^{2} \theta\right)^{2}\right] d y^{2} \\
= & \widetilde{g}_{11} d x^{2}+2 \widetilde{g}_{12} d x d y+\widetilde{g}_{22} d y^{2} .
\end{aligned}
$$

When $r \rightarrow 0$, we see that $\widetilde{g}_{11}=1+o(r), \widetilde{g}_{12}=o(r), \tilde{g}_{22}=1+o(r)$, and $\frac{\partial \tilde{g}_{i j}}{\partial x}=o(1), \frac{\partial \tilde{g}_{i j}}{\partial y}=o(1)$. Therefore, this metric can extend to a smooth metric on $D$.
(b) For any line segment $l$ in $D$, we can express $l \backslash\{O\}$ as the union of $l_{1}=\left\{(r, \theta): 0<r<\frac{1}{4}, \theta=\theta_{0}\right\}$ and $l_{2}=\left\{(r, \theta): 0<r<\frac{1}{4}, \theta=\theta_{0}+\pi\right\}$. Using $d s^{2}=d r^{2}+h(r, \theta) d \theta^{2}$, we know that both $l_{1}$ and $l_{2}$ are geodesics in $D \backslash\{O\}$. If we use the extended metric, the geodesic curvature $k_{g}$ of $l$ must be a continuous function of the coordinates. Because $l_{1}$ and $l_{2}$ are geodesics by either metric, we know that $k_{g} \mid o=0$. Hence, as a whole line segment, $l$ is a geodesic, too.
i) Let $M$ be a surface (without boundary) in $\mathbb{R}^{3}$. Suppose $M$ is inside a ball of radius $R$ and suppose a point $p \in M$ is on the boundary sphere. Show that the Gauss curvature of $M$ at $p$ is $\geq \frac{1}{R^{2}}$.
ii) Show that there is no closed minimal surface in $\mathbb{R}^{3}$.
(Indiana)

## Solution.

i) The surface $M$ and the sphere $S^{2}$, the boundary of the ball, have the same tangent plane at $p$. Let $\pi$ be a normal plane of $M$ and $S^{2}$ at $p$. Then, using the local canonical forms of the normal section curves $M \cap \pi$ and $S^{2} \cap \pi$ at $p$, one can easily show that, at $p$, the curvature of $M \cap \pi$ is not less than that of $S^{2} \cap \pi=S^{1}$, and $p$ is an elliptic point of $M$. Hence the Gauss curvature of $M$ at $p$ is greater than or equal to $\frac{1}{R^{2}}$.
ii) Suppose that $M$ is a closed minimal surface in $\mathbb{R}^{3}$. Then there is a family of spheres that contain the surface $M$ inside and have a fixed center. Ler $R$ be the infimum of their radii. Then, there must be at least one common point of $M$ and the sphere with radius $R$ and centered at the fixed point. Using the result of i ), one concludes that the Gauss curvature of $M$ at $p, K(p) \geq \frac{1}{R^{2}}$. But it contradicts the fact that, for minimal surfaces,

$$
K=k_{1} k_{2}=-k_{1}^{2} \leq 0 .
$$

## 3207

Let $H^{2}=\left\{(x, y) \in \mathbb{R}^{2}, y>0\right\}$ be the upper half-plane in $\mathbb{R}^{2}$ and let $H^{2}$ have the Riemannian metric $g$ such that

$$
g(x, y)=\frac{1}{y^{2}}(x, y) \quad \text { for }(x, y) \in H^{2},
$$

where $(x, y)$ is the usual inner product on $\mathbb{R}^{2}$.
(a) Compute the components of the Levi-Civita connection (i.e., the Christoffel symbols).
(b) Let $V(0)=(0,1)$ be a tangent vector at the point $(0,1) \in H^{2}$. Let $V(t)=(a(t), b(t))$ be the parallel transport of $V(0)$ along the curve $x=t$,
$y=1$. Show that $V(t)$ makes an angle $t$ with the direction of the $y$-axis in the clockwise direction.

Hint. Write $a(t)=\cos \theta(t), b(t)=\sin \theta(t)$ where $\theta(t)$ is the angle $V(t)$ makes with the $x$-axis.
(Indiana)

## Solution.

(a) From the hypothesis we have $E=G=\frac{1}{y^{2}}, F=0$ and hence

$$
\begin{array}{ll}
\Gamma_{11}^{1}=\frac{E_{1}}{2 E}=0, \quad \Gamma_{12}^{1}=\frac{E_{2}}{2 E}=-\frac{1}{y}, & \Gamma_{22}^{1}=-\frac{G_{1}}{2 E}=0, \\
\Gamma_{11}^{2}=-\frac{E_{2}}{2 G}=\frac{1}{y}, \quad \Gamma_{12}^{2}=\frac{G_{1}}{2 G}=0, & \Gamma_{22}^{2}=\frac{G_{2}}{2 G}=-\frac{1}{y} .
\end{array}
$$

(b) For convenience, denote the curve $(x, y)=(t, 1)=\left(u^{1}(t), u^{2}(t)\right)$ and the parallel transport vector field $V(t)=(a(t), b(t))=\left(v^{1}(t), v^{2}(t)\right)$. Then $V(t)$ must be the solution to the following initial value problem

$$
\left\{\begin{array}{l}
\frac{d v^{i}(t)}{d t}+\sum_{j, k=1}^{2} \Gamma_{j k}^{i} v^{j}(t) \frac{d u^{k}(t)}{d t}=0, \quad i=1,2 \\
\left(v^{1}(0), v^{2}(0)\right)=(0,1)
\end{array}\right.
$$

Noticing the above expression of $\Gamma_{j k}^{i}$, along the curve, we see that the problem is equivalent to

$$
\left\{\begin{array}{l}
\frac{d a(t)}{d t}=b(t), \quad \frac{d b(t)}{d t}=-a(t) \\
(a(0), b(0))=(0,1)
\end{array}\right.
$$

Therefore, writing $a(t)=\cos \theta(t), b(t)=\sin \theta(t)$, we have immediately $\theta=-t$.

## 3208

Consider the hyperboloid $S$ of one sheet $x^{2}+y^{2}-z^{2}=4$.
(a) Define the Gauss curvature $K$ of $S$.
(b) Use the definition from part (a) to compute $K$ at $(0,2,0)$.
(Indiana)

## Solution.

(a) The Gauss curvature $K$ of $S$ at $P$ is defined by $K=k_{1} k_{2}$, where $k_{1}, k_{2}$ are the two principal curvatures of $S$ at $P$.
(b) At $P=(0,2,0)$, in the direction of the circle of latitude, the normal section is a circle $x^{2}+y^{2}=4$. Thus, by taking the outer unit normal vector field as the orientation of $S$, the corresponding principal curvature $k_{1}=-\frac{1}{2}$;
whereas in the direction of the meridian, the normal section is a component of the hyperbola $y^{2}-z^{2}=4$, thus the corresponding principal curvature $k_{2}=\frac{1}{2}$. Therefore, the Gauss curvature $K=k_{1} k_{2}=-\frac{1}{4}$.

## 3209

Calculate the total geodesic curvature of a circle of radius $r$ on a sphere of radius $R>r$.
(Indiana)

## Solution.

By the Gauss-Bonnet formula, the total geodesic curvature is given by

$$
\begin{aligned}
\int_{C} k_{g} d s & =-\iint_{\Omega} K d \sigma+2 \pi \chi(\Omega) \\
& =-\frac{1}{R^{2}} \cdot 2 \pi R\left(R-\sqrt{R^{2}-r^{2}}\right)+2 \pi \\
& =2 \pi \frac{\sqrt{R^{2}-r^{2}}}{R}
\end{aligned}
$$

where $C$ is the given circle, and $\Omega$ is the spherical cap encircled by $C$.

## 3210

Let $M$ be a compact surface embedded in $\mathbb{R}^{3}$, with smooth unit normal vector field $\nu$.

Show that the mapping $P_{\varepsilon}: M \rightarrow \mathbb{R}^{3}$ defined by $P_{\varepsilon}(x)=x+\varepsilon \nu(x)$ will immerse $M$ provided $|\varepsilon|$ is the reciprocal of neither principal curvature $k_{1}$ or $k_{2}$ at $x \in M$. In this case, express the principal curvatures of $M_{\varepsilon}:=P_{\varepsilon}(M)$ at $P_{\varepsilon}(x)$ in terms of $k_{1}$ and $k_{2}$.
(Indiana)

## Solution.

If, locally, we take the lines of curvature as the parametric lines of $M$, then by the Rodriques equation we have on $P_{\varepsilon}(M)$

$$
\frac{\partial}{\partial u^{i}} P_{\varepsilon}(x)=\left(1-\varepsilon k_{i}\right) \frac{\partial x}{\partial u^{i}}, \quad i=1,2
$$

Thus,

$$
\frac{\partial}{\partial u^{1}} P_{\varepsilon}(x) \times \frac{\partial}{\partial u^{2}} P_{\varepsilon}(x)=\left(1-\varepsilon k_{1}\right)\left(1-\varepsilon k_{2}\right) \frac{\partial x}{\partial u^{1}} \times \frac{\partial x}{\partial u^{2}} \neq 0
$$

provided that $|\varepsilon|$ is the reciprocal of neither $k_{1}$ or $k_{2}$ at $x \in M$, which shows that the mapping $P_{\epsilon}$ immerses $M$ into $\mathbb{R}^{3}$. Furthermore, again by the Rodriques formula, we see that the $u^{1}$ and $u^{2}$ parametric lines are the lines of curvature in $P_{\varepsilon}(M)$, and the corresponding principal curvatures are $\varepsilon k_{1}-1$ and $\varepsilon k_{2}-1$, respectively.

## 3211

Let $\lambda: \mathbb{R} \rightarrow \mathbb{R}$ be a smooth function with compact support, and consider the Riemannian surface obtained by equipping $\mathbb{R}^{2}$ with a metric $g$ of the form

$$
g(\mathbf{v}, \mathbf{w}):=e^{\lambda(y)}\langle\mathbf{v}, \mathbf{w}\rangle
$$

for $\mathbf{v}, \mathbf{w} \in T_{(x, y)} \mathbb{R}^{2}$. Assuming the Gauss curvature $K$ of this metric is everywhere non-negative, use the Gauss-Bonnet Theorem to deduce that in fact, the surface is flat.
(Indiana)

## Solution.

Using the Descartes coordinates $(x, y)$ in $\mathbb{R}^{2}$, we can express the metric of the Riemannian surface $\widetilde{\boldsymbol{R}}^{2}$ by $d s^{2}=e^{\lambda(y)}\left(d x^{2}+d y^{2}\right)$, which is obviously conformal to that of the Euclidean plane $\mathbb{R}^{2}$. Take a positive number $a$ and consider a square domain $\mathcal{D}$ in $\mathbb{R}^{2}$, whose vertices are $A(-a,-a), B(a,-a)$, $C(a,-a), D(-a, a)$ respectively. Suppose that, in $\widetilde{\mathbb{R}}^{2}$, the corresponding part of $\mathcal{D}$ is $\widetilde{\mathcal{D}}$, and the corresponding points of $A, B, C, D$ are $\widetilde{A}, \widetilde{B}, \widetilde{C}, \widetilde{D}$, respectively.

Then, by the Liouville formula, we can see that the geodesic curvatures of the segments of coordinate curves $\widetilde{A} \widetilde{B}$ and $\widetilde{C} \widetilde{D}$ are

$$
\begin{aligned}
\left.k_{g}\right|_{\widetilde{A} \widetilde{B}} & =\left(\frac{d \theta}{d s}-\frac{1}{2 \sqrt{G}} \frac{\partial \ln E}{\partial y} \cos \theta+\frac{1}{2 \sqrt{E}} \frac{\partial \ln G}{\partial x} \sin \theta\right)_{\theta=0, y=-a} \\
& =\left(-\frac{1}{2 \sqrt{e^{\lambda}}} \frac{d \lambda}{d y}\right)_{y=-a}, \\
\left.k_{g}\right|_{\widetilde{C} \widetilde{D}} & =\left(\frac{d \theta}{d s}-\frac{1}{2 \sqrt{G}} \frac{\partial \ln E}{\partial y} \cos \theta+\frac{1}{2 \sqrt{E}} \frac{\partial \ln G}{\partial x} \sin \theta\right)_{\theta=\pi, y=a} \\
& =\left(\frac{1}{2 \sqrt{e^{\lambda}}} \frac{d \lambda}{d y}\right)_{y=a}
\end{aligned}
$$

whereas both $\widetilde{B} \widetilde{C}$ and $\widetilde{D} \widetilde{A}$ are geodesics of $\widetilde{R}^{2}$. Applying the Gauss-Bonnet
formula to $\tilde{\mathcal{D}} \subset \mathbb{R}^{2}$, we have

$$
\int_{\mathcal{D} \widetilde{\mathcal{D}}} k_{g} d s+\iint_{\mathcal{D}} K d \sigma=0
$$

where the Gauss curvature

$$
K=-\frac{1}{e^{\lambda}} \Delta \ln e^{\lambda}=-\frac{1}{e^{\lambda}} \frac{d^{2} \lambda}{d y^{2}} .
$$

Noting the area element $d \sigma=e^{\lambda} d x d y$ and the line element $d s^{2}=e^{\lambda(y)} d x^{2}$ along $\widetilde{A} \widetilde{B}$ and $\widetilde{C} \widetilde{D}$, from the above integral equality we can obtain

$$
\left(\frac{d \lambda}{d y}\right)_{y=-a}=\left(\frac{d \lambda}{d y}\right)_{y=a} .
$$

Because the number $a$ is arbitrarily chosen, letting $a \rightarrow 0$, it leads to

$$
\left(\frac{d \lambda}{d y}\right)_{y=0}=0 .
$$

Besides, by the hypothesis $K \geq 0$, we have

$$
\frac{d^{2} \lambda}{d y^{2}} \leq 0
$$

namely, $\frac{d \lambda}{d y}$ is a decreasing function. Thus,

$$
\left(\frac{d \lambda}{d y}\right)_{y=-a} \geq 0 \geq\left(\frac{d \lambda}{d y}\right)_{y=a}
$$

which combining the above equality shows that $\frac{d \lambda}{d y}=0$ in $\mathbb{R}^{\mathbf{1}}$. Therefore, $K \equiv 0$, i.e., $\widetilde{\boldsymbol{R}}^{2}$ is flat.

## 3212

Let $M^{2} \subset \mathbb{R}^{3}$ be a smooth compact surface such that $M^{2} \subset\{(x, y, z): z \geq$ $0\}$. Assume that $M^{2} \cap\{(x, y, z): z=0\}$ is a smooth curve $\alpha(s)$, parameterized by arclength.
i) Show that $\alpha(s)$ is an asymptotic curve on $M^{2}$.
ii) Show that $\alpha^{\prime}(s)$ is always a principal direction.
iii) Let's now drop the assumption that $M^{2} \cap\{(x, y, z): z=0\}$ is a curve. What kind of a set could $M^{2} \cap\{(x, y, z): z=0\}$ be?
(Indiana)

## Solution.

i) The hypotheses imply that along the curve $\alpha(s)$, the plane $\{(x, y, z)$ : $z=0\}$ is a tangent plane of the surface $M^{2}$. Thus, the unit normal vector field $n(s)$ of $M^{2}$ is constant along $\alpha(s)$. Therefore, along $\alpha(s), \frac{d n(s)}{d s}=0$, which means that the tangent vector of $\alpha(s)$ for every $s$ is an asymptotic direction. Hence, $\alpha(s)$ is an asymptotic curve on $M^{2}$.
ii) Noticing the above fact, we see that along $\alpha(s), \frac{d n(s)}{d s}=-0 \cdot \alpha^{\prime}(s)$, from which the Rodriques equation says that $\alpha^{\prime}(s)$ is always a principal direction with the principal curvature 0 .
iii) If we drop the assumption that $M^{2} \cap\{(x, y, z): z=0\}$ is a curve, then the set $M^{2} \cap\{(x, y, z): z=0\}$ consists of elliptic or parabolic points of $M^{2}$, at which the plane $\{(x, y, z): z=0\}$ is tangent to $M^{2}$.

## 3213

(a) Construct an example of a non-compact $C^{\infty}$ surface in $\mathbb{R}^{3}$ with a sequence of closed geodesics $\left\{\sigma_{i}\right\}$ such that length $\left(\sigma_{i}\right) \rightarrow 0$.
(b) Show that this is not possible if the surface is compact.
(Indiana)

## Solution.

(a) Consider the following surface $S$ of revolution generated by a $C^{\infty}$ vibrating curve $C$, illustrated in Fig.3.7, rotating around the $x$-axis which is the asymptote of the curve. Let $P_{i}$ denote the points where $C$ has horizontal tangents. Then, on $S, P_{i}$ draw closed geodesics $\sigma_{i}$, and length $\left(\sigma_{i}\right) \rightarrow 0$.


Fig.3.7
(b) Suppose $S$ is a compact surface. If there exist closed geodesics $\sigma_{i}$ such
that length $\left(\sigma_{i}\right) \rightarrow 0$, then by the Gauss-Bonnet formula we have

$$
\iint_{\Omega_{i}} K d \sigma=2 \pi \chi\left(\Omega_{i}\right)
$$

where $\Omega_{i}$ denotes the domain encircled by $\sigma_{i}$. Because $S$ is compact, when $i$ is sufficiently large, we may suppose $\Omega_{i}$ is simply connected. Thus, setting $i \rightarrow \infty$ in the above equality, we come to a contradictory result $0=2 \pi$.

## 3214

Let $(r(s), 0, z(s))$ be a unit speed curve in $\mathbb{R}^{3}$ with $r(s)>0$. Consider the surface of revolution $(s, \theta) \rightarrow(r(s) \cos \theta, r(s) \sin \theta, z(s))$. On this surface compute the covariant derivatives $\nabla_{\frac{\theta}{\partial \theta}} \frac{\partial}{\partial s}$ and $\nabla_{\frac{\theta}{\partial \theta}} \frac{\partial}{\partial \theta}$ in terms of $\frac{\partial}{\partial \theta}$ and $\frac{\partial}{\partial s}$.
(Indiana)

## Solution.

The direct computation gives

$$
I=d s^{2}+r^{2}(s) d \theta^{2}=E d s^{2}+G d \theta^{2}
$$

Denoting $(s, \theta)=\left(u^{1}, u^{2}\right)$, we have

$$
\begin{aligned}
& \nabla_{\frac{\theta}{\partial \theta}} \frac{\partial}{\partial \theta}=\Gamma_{22}^{1} \frac{\partial}{\partial s}+\Gamma_{22}^{2} \frac{\partial}{\partial \theta}=-\frac{G_{1}}{2 E} \frac{\partial}{\partial s}+\frac{G_{2}}{2 G} \frac{\partial}{\partial \theta}=-r(s) r^{\prime}(s) \frac{\partial}{\partial s} \\
& \nabla_{\frac{\partial}{\partial \theta}} \frac{\partial}{\partial s}=\Gamma_{21}^{1} \frac{\partial}{\partial s}+\Gamma_{21}^{2} \frac{\partial}{\partial \theta}=-\frac{E_{2}}{2 E} \frac{\partial}{\partial s}+\frac{G_{1}}{2 G} \frac{\partial}{\partial \theta}=\frac{r^{\prime}(s)}{r(s)} \frac{\partial}{\partial \theta}
\end{aligned}
$$

where $\Gamma_{j k}^{i}$ denotes the Christoffel symbol $(i, j, k=1,2)$.

## 3215

Let $M^{2} \subset \mathbb{R}^{3}$ be an embedded compact surface of genus $\geq 1$. Show that the Gauss curvature of $M$ must vanish somewhere on $M$.
(Indiana)

## Solution.

By the Gauss-Bonnet formula, we have

$$
\iint_{M^{2}} K d \sigma=2 \pi \chi\left(M^{2}\right)=4 \pi(1-g) \leq 0
$$

Firstly, we claim that because of the compactness of $M^{2}$, there must be a point $P$ with $K(P)>0$; hence, by the continuity, there exists a domain $U$ of $P$ such that $\left.K\right|_{U}>0$. Secondly, we show that there exists another point $Q$ with $K(Q)<0$. Otherwise, we would have

$$
0 \geq \iint_{M^{2}} K d \sigma \geq \iint_{U} K d \sigma>0
$$

a contradiction. Finally, by the connectedness, the continuous function $K$ must vanish somewhere on $M^{2}$.

## 3216

Consider the torus-of-revolution $T$ obtained by rotating the circle $(x-a)^{2}+$ $z^{2}=r^{2}$ around the $z$-axis:

$$
T=\left\{(x, y, z):\left(x^{2}+y^{2}+z^{2}+a^{2}-r^{2}\right)^{2}-4 a^{2}\left(x^{2}+y^{2}\right)=0\right\} .
$$

Parameterize this torus, compute its Gauss curvature function $K$, and verify that $\int_{T} K d A=0$ by explicit calculation.
(Indiana)

## Solution.

Thus obtained torus-of-revolution $T$ can be parameterized by

$$
X(u, v)=((a+r \cos u) \cos v,(a+r \cos u) \sin v, r \sin u), \quad 0<u, v<2 \pi .
$$

A straightforward computation gives the coefficients of its first and second fundamental forms

$$
\begin{aligned}
& E=r^{2}, \quad F=0, \quad G=(a+r \cos u)^{2} \\
& L=r, \quad M=0, \quad N=\cos u \cdot(a+r \cos u) .
\end{aligned}
$$

Therefore, its Gauss curvature function

$$
K=\frac{L N-M^{2}}{E G-F^{2}}=\frac{\cos u}{r(a+r \cos u)} .
$$

Noting that the area element on $T$ is

$$
d A=\sqrt{E G-F^{2}} d u d v=r(a+r \cos u) d u d v,
$$

we have immediately

$$
\int_{T} K d A=\int_{0}^{2 \pi} d v \int_{0}^{2 \pi} \cos u d u=0
$$

Let

$$
x(t)=\left(\frac{1}{2} \cos (t), \frac{1}{2} \sin (t), \frac{\sqrt{3}}{2}\right), \quad 0 \leq t<2 \pi
$$

be a curve on $S^{2} \subset \mathbb{R}^{3}$. Let $X_{0}=\frac{\partial}{\partial x_{2}} \in T_{\left(\frac{1}{2}, 0, \frac{\sqrt{5}}{2}\right)} S^{2}$. Compute the parallel translation of $X_{0}$ along $x(t)$.
(Indiana)

## Solution.

Consider the cone that is tangent to the unit sphere $S^{2}$ along the curve $x$. This cone minus one generator is isometric to an open set $D \subset \mathbb{R}^{2}$ given in polar coordinates by $0<\rho<+\infty, 0<\theta<\sqrt{3} \pi$. Because the parallel translation in the plane coincides with the normal Euclidean one, we obtain the result that, for a displacement $t$ of a moving point $p$ along $x$ starting from $\left(\frac{1}{2}, 0, \frac{\sqrt{3}}{2}\right)$ (corresponding to the central angle $\theta=\frac{\sqrt{3}}{2} t$ in the domain $D$ ), the oriented angle formed by the tangent vector $x^{\prime}(t)$ with the parallel translation vector $X(t)$ of $X_{0}$ is given by $2 \pi-\theta=2 \pi-\frac{\sqrt{3}}{2} t$.

## 3218

Show that for any Riemannian metric on $S^{2}$ with $|K| \leq 1$, where $K$ is the Gauss curvature, the area of $S^{2}$ is not less than $4 \pi$.
(Indiana)

## Solution.

By the Gauss-Bonnet formula, for any Riemannian metric on $S^{2}$, we have

$$
\int_{S^{2}} K d v=2 \pi \chi\left(S^{2}\right)=4 \pi
$$

Thus, if $|K| \leq 1$, then

$$
4 \pi \leq \int_{S^{2}}|K| d v \leq \text { Area }\left(S^{2}\right)
$$

Define "geodesics", and characterize (with proof):
i) All geodesics on the unit sphere $S^{2} \subset \mathbb{R}^{3}$.
ii) All geodesics on the surface $\left\{(x, y, z) \in \mathbb{R}^{3}: x^{2}+y^{2} \equiv 1\right\}$.
(Indiana)

## Solution.

Let $\alpha(s)$ be a curve on a surface $M$ parameterized by arclength. Along $\alpha$, we have

$$
\begin{aligned}
\alpha^{\prime \prime}(s) & =k(s) N(s) \\
& =\sum_{i}\left(\frac{d^{2} u^{i}}{d s^{2}}+\sum_{j, k} \Gamma_{j k}^{i} \frac{d u^{j}}{d s} \frac{d u^{k}}{d s}\right) \frac{\partial X}{\partial u^{i}}+\sum_{j, k} \Omega_{j k} \frac{d u^{j}}{d s} \frac{d u^{k}}{d s} n \\
& =k_{g} n \times \alpha^{\prime}+k_{n} n,
\end{aligned}
$$

where $u^{1}, u^{2}$ are local coordinates on $M, n$ is the unit normal vector field of $M$ along $\alpha$, and $k_{g}$ is the geodesic curvature of $\alpha$. Then, $\alpha$ is a geodesic of $M$ if and only if along $\alpha, k_{g} \equiv 0$ or

$$
\frac{d^{2} u^{i}}{d s^{2}}+\sum_{j, k} \Gamma_{j k}^{i} \frac{d u^{j}}{d s} \frac{d u^{k}}{d s}=0 \quad i=1,2 .
$$

i) On the unit sphere, every great circle is a geodesic, because along $\alpha$, the principal normal vector $N$ is parallel to $n$. On the contrary, owing to the uniqueness of the initial value problem

$$
\left\{\begin{array}{l}
\frac{d^{2} u^{i}}{d s^{2}}+\sum_{j, k} \Gamma_{j k}^{i} \frac{d u^{j}}{d s} \frac{d u^{k}}{d s}=0, \quad i=1,2 \\
\left.u^{i}\right|_{s_{0}}=u_{0}^{i},\left.\quad \frac{d u^{i}}{d s}\right|_{s_{0}}=v_{0}^{i},
\end{array}\right.
$$

every geodesic on $M$, that starts from a given point and is tangent to a given direction, must be a great circle.
ii) Since geodesics are intrinsic objects, then if we develop the cylinder to a plane, every geodesic must become a straight line. Therefore, every geodesic on the cylinder must be a helix, or a circle of latitude, or a straight generating line.

## 3220

Give an example (e.g., draw a picture) to show that a connected surface can have two points which are not jointed by any geodesic. What is the usual topological hypothesis that prevents this problem?

## Solution.

Let $\pi$ be a plane and $p, q$ two points in $\pi$. Let $r$ be an interior point of the line segment $p q$. Then the surface $\pi \backslash\{r\}$ is a case in point. "Completeness" is the usual topological hypothesis that prevents this problem.

## 3221

Define "minimal surface in $\mathbb{R}^{3 "}$, and prove that the catenoid, obtained by rotating the graph of $y=\cosh (x)$ around the $x$-axis in $\mathbb{R}^{3}$, is minimal.
(Indiana)

## Solution.

A minimal surface is a surface with mean curvature

$$
H=\frac{1}{2} \frac{E N-2 F M+G L}{E G-F^{2}}=0
$$

The straightforward calculation shows that the catenoid

$$
X(x, \theta)=(x, \cosh (t) \cos (\theta), \cosh (t) \sin (\theta))
$$

is a minimal surface in $\mathbb{R}^{3}$.

## 3222

The "Clifford" torus in $S^{3}$ can be parameterized using charts of the form

$$
X(u, v)=\frac{1}{\sqrt{2}}(\cos u, \sin u, \cos v, \sin v)
$$

where $u$ and $v$ are constrained to lie within intervals length $<2 \pi$.
i) Compute the metric $\left[g_{i j}\right]$ on the Clifford torus for a coordinate chart of the indicated type.
ii) Figure out the Clifford torus' Gauss curvature function.

Hint. Calculation is not necessary here.
iii) Deduce from the result of ii) that the Euler characteristic of a torus is zero.

## Solution.

i) From

$$
X_{n}=\frac{1}{\sqrt{2}}(-\sin u, \cos u, 0,0), \quad X_{v}=\frac{1}{\sqrt{2}}(0,0,-\sin v, \cos v)
$$

we easily have

$$
g_{11}=g_{22}=\frac{1}{2}, \quad g_{12}=g_{21}=0
$$

ii) The Gauss equation implies that the Clifford torus' Gauss curvature function $K \equiv 0$.
iii) Using the Gauss-Bonnet formula, we see that the Euler characteristic of a torus $T$

$$
\chi(T)=\frac{1}{2 \pi} \iint_{T} K d \sigma=0
$$

## 3223

Let $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a smooth function with a critical point (e.g., a minimum or maximum) at the origin $x_{1}=x_{2}=0$.
i) Show that the principal curvatures of the graph

$$
z=f\left(x_{1}, x_{2}\right)
$$

at $(0,0, f(0,0)) \in \mathbb{R}^{3}$ are the same as the eigenvalues of the Hessian matrix $\left[\partial^{2} f / \partial x_{i} \partial x_{j}\right]$ at $(0,0)$.
ii) Show that $\mathbb{R}^{3}$ contains no compact embedded surface with strictly negative Gauss curvature at all its points.

Hint. Look at the "lowest" point on the surface.

## Solution.

i) The hypothesis means that $\frac{\partial f}{\partial x_{1}}$ and $\frac{\partial f}{\partial x_{2}}$ vanish at $(0,0)$. Then, by straightforward calculation, we have

$$
\left[g_{i j}\right]_{0,0}=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right), \quad\left[\Omega_{i j}\right]_{(0,0)}=\left(\begin{array}{cc}
\frac{\partial^{2} f}{\partial x^{2}} & \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} \\
\frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f}{\partial x_{2}^{2}}
\end{array}\right)_{(0,0)}
$$

Therefore, the principal curvatures of the graph

$$
z=f\left(x_{1}, x_{2}\right)
$$

at $(0,0, f(0,0)) \in \mathbb{R}^{3}$ are the roots of the following equation

$$
\operatorname{det}\left[\Omega_{i j}-\lambda g_{i j}\right]_{(0,0)}=\left|\begin{array}{cc}
\frac{\partial^{2} f}{\partial x_{1}^{2}}-\lambda & \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} \\
\frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f}{\partial x_{2}^{2}}-\lambda
\end{array}\right|=0 .
$$

ii) Let $p\left(x_{0}, y_{0}, z_{0}\right)$ be the "lowest" point on the surface. (The existence of such a point follows from the compactness of the surface.) Since the surface is above the plane $\pi: z=z_{0}$ and $p$ is the common point of $\pi$ and the surface, then $\pi$ is the tangent plane of the surface at $p$. By observing the normal section at $p$, it is easy to conclude that any normal curvature of the surface at $p$ is greater than or equal to zero, if we take $(0,0,1)$ as the unit normal of the surface at $p$. Thus the Gauss curvature of the surface at $p$ is not less than zero.

## 3224

Let $M$ be a 2-dimensional manifold smoothly embedded in $\mathbb{R}^{3}$ with unit normal $n$.
a) Prove that for each $p \in M$ there exist an open neighborhood $U_{p}$ of $p$ in $\mathbb{R}^{3}$ and a smooth function $F: U_{p} \rightarrow \mathbb{R}$ such that $F^{-1}(0)=U_{p} \cap M$.
b) Find $F$ if $M$ is the graph of a smooth function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$.
(Indiana)

## Solution.

Since the inclusion map $M \rightarrow \mathbb{R}^{3}$ is an embedding, for each coordinate neighborhood $V \subset M$ of $p \in M$, there exists a neighborhood $U$ of $p$ in $\mathbb{R}^{3}$, such that $V=U \cap M$. Using the local coordinates $(u, v)$ for $V$ and $(x, y, z)$ for $U$, we can express this embedding as $(u, v) \rightarrow(x(u, v), y(u, v), z(u, v))$. Noticing that

$$
\operatorname{rank}\left(\frac{\partial(x, y, z)}{\partial(u, v)}\right)=2
$$

we know from the implicit function theorem that there exists a neighborhood $V_{p} \subset V$ of $p$, such that on $V_{p}$,

$$
\left\{\begin{array}{l}
x=x(u, v) \\
y=y(u, v)
\end{array}\right.
$$

has smooth inverse

$$
\left\{\begin{array}{l}
u=u(x, y) \\
v=v(x, y) .
\end{array}\right.
$$

Then, we can find a neighborhood $U_{p} \subset U$ of $p$ in $\mathbb{R}^{3}$, such that $V_{p}=U_{p} \cap M$, and in terms of the local coordinates $(x, y)$, the embedding can be expressed by $(x, y) \rightarrow(x, y, f(x, y))$, where $f(x, y)=z(u(x, y), v(x, y))$.

Therefore, setting $F: U_{p} \rightarrow \mathbb{R}^{3}$ by $F(x, y, z)=z-f(x, y)$, we have $F^{-1}(0)=U_{p} \cap M$.
b) If $M$ is the graph of a smooth function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$, then for each $p \in M$, we can take $U_{p}=\mathbb{R}^{3}$, and $F: \mathbb{R}^{3} \rightarrow \mathbb{R}$ defined by $F(x, y, z)=z-f(x, y)$.

## 3225

Let $M$ be a 2-dimensional manifold smoothly embedded in $\mathbb{R}^{3}$ with unit normal $n$. Assume that $M$ is the boundary of a bounded convex open set. Assume that $n$ is the exterior normal and that the Gauss curvature $K$ of $M$ is everywhere positive. [Recall that $S \subseteq \mathbb{R}^{3}$ is defined to be convex if for each two points of $S$ the line segment joining these points lies in $S$. You may use without proof the fact that $M$ lies on one side of each of its tangent planes.]
a) Define the Gauss (or sphere) map

$$
\eta: M \rightarrow S^{2}=\left\{(x, y, z): x^{2}+y^{2}+z^{2}=1\right\}
$$

b) Prove that $\eta$ is one-to-one.
c) Assuming that $\eta$ is one-to-one, prove that $\eta$ is a diffeomorphism onto $S^{2}$.
d) Show that

$$
\int_{M} K(p) d p=4 \pi .
$$

(You may assume b) and c) if you wish.)
(Indiana)

## Solution.

a) For each $p \in M$, define $\eta(p)$ as the end point of the unit exterior normal $n(p)$ after parallel translating it to the origin of $\mathbb{R}^{3}$.
b) and c). We first prove that $\eta: M \rightarrow S^{2}$ is a local diffeomorphism. For each $p \in M$, there exist a coordinate neighborhood $\Sigma \subset M$ of $p$ and a coordinate map $h: \Sigma \rightarrow U \subset \mathbb{R}^{2}$, which is a diffeomorphism, such that on $U$ the Gauss map has the following expression

$$
\eta \circ h^{-1}(u, v)=(\alpha(u, v), \beta(u, v), \gamma(u, v))=n(u, v),
$$

where $n(u, v)$ is the unit normal at $X(u, v) \in \Sigma \subset M$.
Since $n_{u} \times n_{v}=K X_{u} \times X_{v}$ and $K>0, X_{u} \times X_{v} \neq 0$, the rank of the Jacobi matrix

$$
\operatorname{rank}\left(\begin{array}{cc}
\alpha_{u} & \alpha_{v} \\
\beta_{u} & \beta_{v} \\
\gamma_{u} & \gamma_{v}
\end{array}\right)=2
$$

Thus, the implicit function theorem says that $\eta \circ h^{-1}$ has a smooth inverse on a neighborhood of $h(p)$ (which may be smaller than $U$ ); hence $\eta \circ h^{-1}$ is a local diffeomorphism. Therefore, in the neighborhood of $h(p), \eta=\left(\eta \circ h^{-1}\right) \circ h$ is a diffeomorphism. Thus, on $M, \eta$ is a local diffeomorphism.

Next, we show that $\eta: M \rightarrow S^{2}$ is surjective. Since $\eta: M \rightarrow S^{2}$ is a local diffeomorphism, $\eta$ is an open map. Besides, because $M$ is compact and $S^{2}$ is a Hausdorff space, $\eta$ is also a closed map. Thus $\eta(M)$ is an open, closed and non-empty set of $S^{2}$. The connectedness of $S^{2}$ implies that $\eta(M)=S^{2}$.

Now we prove that $\eta: M \rightarrow S^{2}$ is globally one-to-one by leading to a contradiction. Suppose that there are two distinct points $P, Q \in M$ such that $\eta(P)=\eta(Q)$. From the above argument we know that there are neighborhoods $\Sigma_{P}, \Sigma_{Q}$ of $P, Q$ respectively, such that $\left.\eta\right|_{\Sigma_{P}}: \Sigma_{P} \rightarrow \eta\left(\Sigma_{P}\right),\left.\eta\right|_{\Sigma_{Q}}: \Sigma_{Q} \rightarrow$ $\eta\left(\Sigma_{Q}\right)$ are diffeomorphisms. Because $P \neq Q$, in $M$ we can choose $\Sigma_{P}, \Sigma_{Q}$ so small that $\Sigma_{P} \cap \Sigma_{Q}=\emptyset$. Now take the inverse images of $\eta\left(\Sigma_{P}\right) \cap \eta\left(\Sigma_{Q}\right)$ under $\eta \Sigma_{\rho}$ and $\left.\eta\right|_{\Sigma_{Q}}$, respectively. Namely, set

$$
\begin{aligned}
U & =\left(\left.\eta\right|_{\Sigma_{P}}\right)^{-1}\left(\eta\left(\Sigma_{P}\right) \cap \eta\left(\Sigma_{Q}\right)\right) \\
V & =\left(\left.\eta\right|_{\Sigma_{Q}}\right)^{-1}\left(\eta\left(\Sigma_{P}\right) \cap \eta\left(\Sigma_{Q}\right)\right)
\end{aligned}
$$

Thus, $U \cap V=\emptyset$ and $\eta(U)=\eta(V)$, which implies $\eta(M \backslash U)=S^{2}$. On the other hand, it is easy to show that $M$ is compact, connected and oriented. Then the Gauss-Bonnet formula gives

$$
\int_{S^{2}} d \bar{\sigma}=\int_{M} K d \sigma=4 \pi, \quad(\text { by noting } K>0)
$$

where $d \sigma, d \bar{\sigma}$ have local expressions

$$
d \sigma=\left|X_{u} \times X_{v}\right| d u d v, \quad d \bar{\sigma}=\left|n_{u} \times n_{v}\right| d u d v
$$

Hence

$$
\begin{aligned}
4 \pi & =\int_{M} K d \sigma=\int_{M \backslash U} K d \sigma+\int_{U} K d \sigma \\
& \geq \int_{S^{2}} d \bar{\sigma}+\int_{U} K d \sigma=4 \pi+\int_{U} K d \sigma
\end{aligned}
$$

Since $\int_{U} K d \sigma>0$, we arrive at a contradiction.
In the end, noticing that differentiability is a local property, we see that the globally one-to-one, surjective local diffeomorphism is naturally a global diffeomorphism.

Remark. In fact, this problem is the famous Hadamard theorem. Using the theory of covering map, we can simplify its proof as follows.

Firstly, as the above, show that $\eta: M \rightarrow S^{2}$ is a local diffeomorphism.
Since $M$ is compact and $S^{2}$ is connected, then the local diffeomorphism $\eta: M \rightarrow S^{2}$ is also a covering map.

Further, because $S^{2}$ is simply connected, and $M \subset R^{3}$ is connected and hence path connected, we know that the covering map $\eta$ must be a homeomorphism and hence a global diffeomorphism.

## 3226

Let $M$ be a 2-dimensional manifold smoothly embedded in $\mathbb{R}^{3}$ with unit normal $n$.
a) Explain what is meant by intrinsic and extrinsic quantities on $M$.
b) Are the principal curvatures intrinsic?
c) Discuss why the covariant derivative on $M$, defined using the covariant derivative on $\mathbb{R}^{3}$, is intrinsic.
d) Assuming c), discuss why the Gauss curvature of $M$ is intrinsic.
(Indiana)

## Solution.

a) The terminology "intrinsic quantities" means those geometrical quantities that are definable only by the first fundamental form of $M$ and its derivatives. Otherwise, they are called "extrinsic quantities". In other words, intrinsic quantities are those that are invariant under isometric correspondence, but extrinsic ones are not.
b) The principal curvatures are not intrinsic; they are extrinsic. For example, consider a plane and a cylinder.
c) Although the covariant derivative on $M$ is defined by using the covariant derivative on $\mathbb{R}^{3}$, the last local expression of the covariant derivative of $M$ involves the tangent vector field and the Christoffel symbols of $M$. Therefore, it is intrinsic.
d) For each $p \in M$, let $C$ be a simple closed curve encircling a simply connected domain $D$ where $p$ lies. Let $\Delta \omega$ denote the angle variance caused by a tangent vector after parallel translating it around $C$ once. Using the Hopf's rotation index theorem and the Gauss-Bonnet formula, we can show that the Gauss curvature of $M$ at $p$ can be expressed by

$$
K(p)=\lim _{D \rightarrow p} \frac{\Delta \omega}{\iint_{D} d \sigma}
$$

Since parallel translation is intrinsic, then the Gauss curvature is intrinsic, too.

## 3227

By revolving the curve $\gamma$ sketched below around the $x$-axis, we get a surface of revolution $M^{2} \subset \mathbb{R}^{3}$. Compute $\int_{M} K d A$, where $K$ is the Gauss curvature and $d A$ the area form, on $M$. (Make sure to justify your answer.)
(Indiana)


Fig.3.8

## Solution.

The surface $M^{2}$ of revolution generated by the curve $\gamma$ is homeomorphic to a section of a cylindrical surface. Thus the Euler characteristic number $\chi\left(M^{2}\right)=0$. Besides, the boundary of $M^{2}$ consists of two circles which are just geodesics of $M^{2}$, because along these circles the normal vector of $M^{2}$ is parallel to the principal normal vector of the two circles respectively. Therefore, by the famous Gauss-Bonnet formula, we have immediately

$$
\int_{M} K d A=0
$$

3228

A surface $\Sigma^{2}$ immersed in a Riemannian manifold $N$ is said to be ruled if it can be parameterized near any point by a mapping $X:(0,1)^{2} \rightarrow N$ such that for each fixed $v_{0} \in(0,1)$, the $u$-parameter curve $X\left(u, v_{0}\right)$ is a geodesic in $N$.
a) When $n=3$, show that the Gauss curvature of a ruled surface in $\mathbb{R}^{n}$ is nowhere positive.
b) Show it for arbitrary $n$.

## Solution.

a) Since every geodesic in $N=\mathbb{R}^{3}$ is a straight line, then $\Sigma^{2}$ can be characterized locally by $X(u, v)=\alpha(v)+\left(u-\frac{1}{2}\right) b(v)$, where $l(v)$ is the direction of the geodesic corresponding to $v \in(0,1)$. Thus, through computation, we can easily deduce that the first coefficient of the second fundamental form of $\Sigma^{2}$

$$
L=\left\langle n, \frac{\partial^{2} X}{\partial u^{2}}\right\rangle \equiv 0
$$

which shows that the Gauss curvature of the surface

$$
K=\frac{L N-M^{2}}{E G-F^{2}}=-\frac{M^{2}}{E G-F^{2}} \leq 0 .
$$

b) Similar to the above, suppose $\Sigma^{2}$ can be characterized locally by

$$
X(u, v)=\alpha(v)+u l(v),
$$

where, for convenience, we may assume that $v \in(0,1)$ is the arclength of the curve $\alpha(v),|l(v)| \equiv 1$, and $\left\langle\alpha^{\prime}(u), l(v)\right\rangle \equiv 0$. Then, by a routine work, we see that the first fundamental form of $\Sigma^{2}$ is

$$
d s^{2}=d u^{2}+\left(1+2 u\left\langle\alpha^{\prime}(v), l^{\prime}(v)\right\rangle+u^{2}\left|l^{\prime}(v)\right|^{2}\right) d v^{2} .
$$

Since the Gauss equation says

$$
K=-\frac{\frac{\partial^{2} \sqrt{G}}{\partial u^{2}}}{\sqrt{G}}
$$

it suffices to show that $\frac{\partial^{2} \sqrt{G}}{\partial u^{2}} \geq 0$. However, we have

$$
\begin{aligned}
\frac{\partial \sqrt{G}}{\partial u} & =\frac{\left\langle\alpha^{\prime}(v), l^{\prime}(v)\right\rangle+u\left|b^{\prime}(v)\right|^{2}}{\sqrt{1+2 u\left\langle\alpha^{\prime}(v), l^{\prime}(v)\right\rangle+u^{2}\left|b^{\prime}(v)\right|^{2}}} \\
\frac{\partial^{2} \sqrt{G}}{\partial u^{2}} & =\frac{\left|b^{\prime}(v)\right|^{2}-\left\langle\alpha^{\prime}(v), l^{\prime}(v)\right\rangle^{2}}{\left(1+2 u\left\langle\alpha^{\prime}(v), l^{\prime}(v)\right\rangle+u^{2}\left|b^{\prime}(v)\right|^{2}\right)^{3 / 2}}
\end{aligned}
$$

Noting that

$$
\left|l^{\prime}(v)\right|^{2}-\left\langle\alpha^{\prime}(v), l^{\prime}(v)\right\rangle^{2}=\left|\alpha^{\prime}(v) \times l^{\prime}(v)\right|^{2} \geq 0,
$$

we obtain the desired result.

# SECTION 3 <br> DIFFERENTIAL GEOMETRY OF MANIFOLD 

## 3301

Let $M^{n}$ be a. Riemannian manifold and $\pi$ a 2 -plane in $T_{*} M$.
i) Let $\{\boldsymbol{X}, \boldsymbol{Y}\}$ be an orthonormal basis of $\pi$. Use this basis to define the sectional curvature $K(\pi)$ and show that it depends only on $\pi$ and not the particular basis chosen.
ii) Define the Riemann curvature tensor in terms of covariant differentiation. Explain why it is a tensor.
iii) Recall that if $M^{n} \subset \not R^{n+1}$ is a hypersurface, then

$$
R(X, Y) Z=\langle L Y, Z\rangle L X-\langle L X, Z\rangle L Y
$$

where $L$ is the Weingarten map. Using this or any other valid method, compute all sectional curvatures of the sphere $\left\{x \in \mathbb{R}^{4}:|x|=3\right\}$.
(Indiana)

## Solution.

i) The sectional curvature is defined by $K(\pi)=-R(X, Y, X, Y)$, where $R\left(\right.$ ) is the Riemannian curvature tensor field of $M^{n}$. If $\{\tilde{X}, \tilde{Y}\}$ is another orthonormal basis of $\pi$, then $\widetilde{X}=a X+b Y, \tilde{Y}=c X+d Y$. Noticing that $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is an orthogonal matrix, and $R()$ is a 4 th order covariant tensor field, we can easily have $R(\tilde{X}, \tilde{Y}, \tilde{X}, \tilde{Y})=R(X, Y, X, Y)$, which proves that $K(\pi)$ depends only on $\pi$.
ii) For any vector fields $X, Y, Z, W$ on $M^{n}$, define the Riemannian curvature operator by $R(X, Y) Z=\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z$ and the Riemannian curvature tensor field by $R(X, Y, Z, W)=\langle R(X, Y) Z, W\rangle$, respectively. Then for any $C^{\infty}$ function $f$ on $M^{n}$, using the properties of covariant differentiation and of the inner product, we can conclude from straighforward computation that

$$
\begin{aligned}
R(f X, Y, Z, W) & =R(X, f Y, Z, W)=R(X, Y, f Z, W) \\
& =R(X, Y, Z, f W)=f R(X, Y, Z, W)
\end{aligned}
$$

Thus, in terms of local coordinate frame field, one can show that $\forall p \in M^{n}$, $\left.R(X, Y, Z, W)\right|_{p}$ is dependent only on $X_{p}, Y_{p}, Z_{p}, W_{p} \in T_{p}\left(M^{n}\right)$. Therefore,
$\left.R()\right|_{p}$ is a well-defined 4 th order multilinear function. Besides, the inner product and covariant differentiation are all $C^{\infty}$. Hence, $R()$ thus defined is a $C^{\infty}$ tensor field.
iii) For the sphere $M^{n}=\left\{x \in \mathbb{R}^{4},|x|=3\right\}$, we can regard the position vector field $x$ as the normal vector field of $M^{n}$. Let $\left\{e_{i}\right\}$ be a local orthonormal frame field about $x$ (as a point) of $M^{n}$. Then by the original definition of covariant differentiation, one can easily show that $\widetilde{\nabla}_{e_{i}} x=e_{i}$, where $\widetilde{\nabla}$ denotes the covariant differentiation in $\mathbb{R}^{4}$. Hence, the Weingarten map is $L: X \mapsto$ $L(X)=-\widetilde{\nabla}_{X} \frac{x}{3}=-X / 3$. Therefore, if $\{X, Y\}$ is any orthonormal basis of an arbitrary 2-plane $\pi$ in $T_{p}\left(M^{n}\right)$,

$$
K(\pi)=-\langle R(X, Y) X, Y\rangle=\langle L X, X\rangle\langle L Y, Y\rangle-\langle L Y, X\rangle\langle L X, Y\rangle=1 / 9
$$

## 3302

Let $C=\left\{x \in \mathbb{R}^{3}: 0 \leq x_{i} \leq 1\right\}$ be the unit cube in $\mathbb{R}^{3}$. Suppose $F: \mathbb{R}^{3} \rightarrow \mathbb{R}^{4}$ is a $1-1 C^{\infty}$ immersion in some neighborhood of $C$. The image $F(C)$ is then a compact Riemannian submanifold of $\mathbb{R}^{4}$ with boundary and therefore has a volume. Justify the following formula:

$$
\operatorname{vol}(F(C))=\int_{0}^{1} \int_{0}^{1} \int_{0}^{1}\left\|F_{*}\left(\frac{\partial}{\partial x_{1}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{2}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{3}}\right)\right\| d x_{1} d x_{2} d x_{3}
$$

Also, evaluate the integrand if

$$
F(x)=\left(\left(1+x_{1}\right)^{2},\left(1+x_{2}\right)^{2},\left(1+x_{3}\right)^{2},\left(2+x_{3}\right)^{3}\right)
$$

(Indiana)

## Solution.

Consider the following four points in $F(C)$

$$
\begin{aligned}
& P_{1}=F\left(x_{1}, x_{2}, x_{3}\right), \quad P_{2}=F\left(x_{1}+\Delta x_{1}, x_{2}, x_{3}\right) \\
& P_{3}=F\left(x_{1}, x_{2}+\Delta x_{2}, x_{3}\right), \quad P_{4}=F\left(x_{1}, x_{2}, x_{3}+\Delta x_{3}\right)
\end{aligned}
$$

where $\left|\Delta x_{1}\right|,\left|\Delta x_{2}\right|,\left|\Delta x_{3}\right|$ are sufficiently small. Construct three vectors as follows

$$
\begin{aligned}
& \overrightarrow{P_{2} P_{1}}=F\left(x_{1}+\Delta x_{1}, x_{2}, x_{3}\right)-F\left(x_{1}, x_{2}, x_{3}\right)=\frac{\partial F}{\partial x_{1}} \Delta x_{1}+\cdots \\
& \overrightarrow{P_{3} P_{1}}=F\left(x_{1}, x_{2}+\Delta x_{2}, x_{3}\right)-F\left(x_{1}, x_{2}, x_{3}\right)=\frac{\partial F}{\partial x_{2}} \Delta x_{2}+\cdots \\
& \overrightarrow{P_{4} P_{1}}=F\left(x_{1}, x_{2}, x_{3}+\Delta x_{3}\right)-F\left(x_{1}, x_{2}, x_{3}\right)=\frac{\partial F}{\partial x_{3}} \Delta x_{3}+\cdots
\end{aligned}
$$

Let $\Delta \sigma$ be the volume of the parallelopiped spanned by the vectors $\overrightarrow{P_{2} P_{1}}, \overrightarrow{P_{3} P_{1}}$ and $\overrightarrow{P_{4} P_{1}}$ in $\boldsymbol{R}^{4}$. Then

$$
\begin{aligned}
\Delta \sigma & =\left\|\overrightarrow{P_{2} P_{1}} \wedge \overrightarrow{P_{3} P_{1}} \wedge \overrightarrow{P_{4} P_{1}}\right\| \\
& =\left\|F_{*}\left(\frac{\partial}{\partial x_{1}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{2}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{3}}\right) \Delta x_{1} \Delta x_{2} \Delta x_{3}+\cdots\right\|
\end{aligned}
$$

is an infinitesimal when $\Delta x_{1} \rightarrow 0, \Delta x_{2} \rightarrow 0, \Delta x_{3} \rightarrow 0$. We take the principal part of the infinitesimal $\Delta \sigma$ as the volume element, namely, the volume element of $F(C)$ is

$$
d \sigma=\left\|F_{*}\left(\frac{\partial}{\partial x_{1}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{2}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{3}}\right)\right\| d x_{1} d x_{2} d x_{3}
$$

Hence the desired formula follows immediately.
Furthermore, if $F(x)=\left(\left(1+x_{1}\right)^{2},\left(1+x_{2}\right)^{2},\left(1+x_{3}\right)^{2},\left(2+x_{3}\right)^{3}\right)$, then, by denoting $F(x)=F\left(x_{1}, x_{2}, x_{3}\right)=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)$, we have that

$$
\begin{aligned}
& F_{*}\left(\frac{\partial}{\partial x_{1}}\right)=2\left(1+x_{1}\right) \frac{\partial}{\partial y_{1}} \\
& F_{*}\left(\frac{\partial}{\partial x_{2}}\right)=2\left(1+x_{2}\right) \frac{\partial}{\partial y_{2}} \\
& F_{*}\left(\frac{\partial}{\partial x_{3}}\right)=2\left(1+x_{3}\right) \frac{\partial}{\partial y_{3}}+3\left(2+x_{3}\right)^{2} \frac{\partial}{\partial y_{4}}
\end{aligned}
$$

Since $\frac{\partial}{\partial y_{1}}, \frac{\partial}{\partial y_{2}}$ and

$$
\left[2\left(1+x_{3}\right) \frac{\partial}{\partial y_{3}}+3\left(2+x_{3}\right)^{2} \frac{\partial}{\partial y_{4}}\right] / \sqrt{4\left(1+x_{3}\right)^{2}+9\left(2+x_{3}\right)^{4}}
$$

form an orthonormal frame, we obtain that

$$
\begin{aligned}
& \left\|F_{*}\left(\frac{\partial}{\partial x_{1}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{2}}\right) \wedge F_{*}\left(\frac{\partial}{\partial x_{3}}\right)\right\| \\
= & 4\left(1+x_{1}\right)\left(1+x_{2}\right) \sqrt{4\left(1+x_{3}\right)^{2}+9\left(2+x_{3}\right)^{4}}
\end{aligned}
$$

## 3303

There is no submersion from $S^{3}$ into $R^{2}$.

## Solution.

Let $S^{3} \subset \mathbb{R}^{4}$ be defined by $\left\{\left(x^{1}, x^{2}, x^{3}, x^{4}\right) \in \mathbb{R}^{4} ;\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}+\right.$ $\left.\left(x^{4}\right)^{2}=1\right\}$. Observe the following three vector fields

$$
\begin{aligned}
& X_{1}=x^{2} \frac{\partial}{\partial x^{1}}-x^{1} \frac{\partial}{\partial x^{2}}+x^{4} \frac{\partial}{\partial x^{3}}-x^{3} \frac{\partial}{\partial x^{4}} \\
& X_{2}=x^{4} \frac{\partial}{\partial x^{1}}+x^{3} \frac{\partial}{\partial x^{2}}-x^{2} \frac{\partial}{\partial x^{3}}-x^{1} \frac{\partial}{\partial x^{4}} \\
& X_{3}=-x^{3} \frac{\partial}{\partial x^{1}}+x^{4} \frac{\partial}{\partial x^{2}}+x^{1} \frac{\partial}{\partial x^{3}}-x^{2} \frac{\partial}{\partial x^{4}}
\end{aligned}
$$

where $\left(x^{1}, x^{2}, x^{3}, x^{4}\right) \in S^{3}$. It is easy to see that they are nowhere-vanishing tangent vector fields on $S^{3}$. Since $\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}+\left(x^{3}\right)^{2}+\left(x^{4}\right)^{2}=1$, then, without loss of generality, we may assume $x^{4} \neq 0$. Hence, from the fact that

$$
\operatorname{det}\left(\begin{array}{ccc}
x^{2} & -x^{1} & x^{4} \\
x^{4} & x^{3} & -x^{2} \\
-x^{3} & x^{4} & x^{1}
\end{array}\right)=\left(x^{4}\right)^{3}+x^{4}\left(x^{3}\right)^{2}+x^{4}\left(x^{2}\right)^{2}+x^{4}\left(x^{1}\right)^{2}=x^{4} \neq 0
$$

we know that $X_{1}, X_{2}, X_{3}$ are three linearly independent vector fields. Furthermore, by direct calculation, we obain

$$
\left[X_{1}, X_{2}\right]=2 X_{3}, \quad\left[X_{2}, X_{3}\right]=2 X_{1}, \quad\left[X_{3}, X_{1}\right]=2 X_{2}
$$

Now we suppose that there is such a submersion $\pi: S^{3} \rightarrow \mathbb{R}^{2}$. Then, $\pi_{*}: T_{p}\left(S^{3}\right) \rightarrow T_{\pi(p)}\left(R^{2}\right)$ is a surjection for every point $p \in S^{3}$. Thus, we may assume that, for example, $\pi_{*} X_{2}, \pi_{*} X_{3}$ are linearly independent, and $\pi_{*} X_{1}=$ $a \pi_{*} X_{2}+b \pi_{*} X_{3}$ at $p$. Then, on the one hand,

$$
\begin{aligned}
{\left[\pi_{*} X_{1}, \pi_{*} X_{2}\right] } & =b\left[\pi_{*} X_{3}, \pi_{*} X_{2}\right]=b \pi_{*}\left[X_{3}, X_{2}\right] \\
& =-2 b \pi_{*} X_{1}=-2 a b \pi_{*} X_{2}-2 b^{2} \pi_{*} X_{3}
\end{aligned}
$$

on the other hand,

$$
\left[\pi_{*} X_{1}, \pi_{*} X_{2}\right]=\pi_{*}\left[X_{1}, X_{2}\right]=2 \pi_{*} X_{3}
$$

Therefore,

$$
\pi_{*} X_{3}=-a b \pi_{*} X_{2}-b^{2} \pi_{*} X_{3}
$$

from which we get $a b=0$ and $-b^{2}=1$. Similarly, from $\left[X_{3}, X_{1}\right]=2 X_{2}$ we can deduce that $-a^{2}=1$ and $a b=0$. They are all contradictory. So, there is no submersion from $S^{3}$ into $R^{2}$.

Let $M^{n}$ and $N^{k}$ be Riemannian manifolds. Then $M \times N$ is naturally a Riemannian manifold with the product metric. If $x_{1}, \cdots, x_{n}$ are local coordinates on $M$ and $y_{1}, \cdots, y_{k}$ are local coordinates on $N$, the product metric in local coordinates ( $x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{k}$ ) looks like

$$
g=\left(\begin{array}{c|c}
g_{i j}(x) & 0 \\
\hline 0 & g_{p q}(y)
\end{array}\right) .
$$

i) Let $X$ be a vector field on $M \times N$ "along" $M$ (i.e., in local coordinates no $y_{p}$ and $\frac{\partial}{\partial y_{q}}$ are present) and $Y$ be a vector field along $N$. Show that $D_{X} Y \equiv 0$.
ii) Show that at $z \in M \times N$, some sectional curvatures always vanish. (e.g., product manifolds in the product metric never have strictly positive curvature.)
(Indiana)

## Solution.

i) Using the properties of the Riemannian connection on $M \times N$, we only need to verify $D_{\frac{\theta}{\partial x_{i}}} \frac{\partial}{\partial y_{p}}=0$. In fact, observing that the inverse matrix of $g$ is of the form

$$
g^{-1}=\left(\begin{array}{c|c}
g^{i j}(x) & 0 \\
\hline 0 & g^{p q}(y)
\end{array}\right),
$$

and the first class of Christoffel symbols of $M \times N$ satisfy

$$
\begin{aligned}
& \Gamma_{i p, h}=\frac{1}{2}\left(\frac{\partial g_{i h}}{\partial y_{p}}+\frac{\partial g_{p h}}{\partial x_{i}}-\frac{\partial g_{i p}}{\partial x_{h}}\right)=0, \\
& \Gamma_{i p, r}=\frac{1}{2}\left(\frac{\partial g_{i r}}{\partial y_{p}}+\frac{\partial g_{p r}}{\partial x_{i}}-\frac{\partial g_{i p}}{\partial x_{r}}\right)=0,
\end{aligned}
$$

we easily conclude that

$$
D_{\frac{\theta}{\partial x_{i}}} \frac{\partial}{\partial y_{p}}=\sum_{j} \Gamma_{i p}^{j} \frac{\partial}{\partial x_{j}}+\sum_{q} \Gamma_{i p}^{q} \frac{\partial}{\partial y_{q}}=\sum_{j, h} g^{j h} \Gamma_{i p, h} \frac{\partial}{\partial x_{j}}+\sum_{q, r} g^{q r} \Gamma_{i p, r} \frac{\partial}{\partial y_{q}}=0 .
$$

Obviously, we also have $D_{\frac{\theta}{\partial y_{p}}} \frac{\partial}{\partial x_{i}}=0$.
ii) By the definition of the curvature operator, using the result of i), we have

$$
R\left(\frac{\partial}{\partial x_{i}}, \frac{\partial}{\partial y_{p}}\right) \frac{\partial}{\partial y_{h}}=0, \quad R\left(\frac{\partial}{\partial x_{i}}, \frac{\partial}{\partial y_{p}}\right) \frac{\partial}{\partial y_{q}}=0 .
$$

This means that $R\left(\frac{\partial}{\partial x_{i}}, \frac{\partial}{\partial y_{p}}\right)=0$, Hence, for arbitrary $X$ along $M$ and $Y$ along $N$, using the $C^{\infty}(M \times N)$-linearity of the curvature operator, we have

$$
R(X, Y, X, Y)=0 .
$$

Therefore, the sectional curvature determined by $X$ and $Y$ always vanishes. Obviously, here $X$ may involve $y_{p}$, and $Y$ may involve $x_{i}$.

## 3305

Let $F: M \rightarrow N$ be smooth, $X$ and $Y$ be smooth vector fields on $M$ and $N$, respectively, and assume $F_{*} X=Y$; that is, that

$$
F_{* p}(X(p))=Y(F(p)) \quad \text { for } p \in M .
$$

a) Let $\omega$ be a smooth 1-form on $N$. Define the Lie derivative $L_{Y} \omega$ of $\omega$ with respect to $Y$. (If you use local coordinates, you must verify independence of choice of coordinates.)
b) Prove that

$$
F^{*}\left(L_{Y} \omega\right)=L_{X}\left(F^{*} \omega\right) .
$$

c) Let $Z$ be a smooth vector field on $M$ such that $F_{*} Z=W$, where $W$ is a smooth vector field on $N$. Show that $L_{Y} W=F_{*}\left(L_{X} Z\right)$.

## Solution.

a) $L_{Y} \omega$ is defined by $L_{Y} \omega=d(Y\lfloor\omega)+Y\lfloor d \omega$, where the symbol " $\lfloor$ " denotes the interior product of a vector field with a form, for example, if $\Omega$ is a $p$-form, then $Y\lfloor\Omega$ is a $(p-1)$-form defined by

$$
(Y \mid \Omega)\left(Y_{1}, \cdots, Y_{p-1}\right)=\Omega\left(Y, Y_{1}, \cdots, Y_{p-1}\right) .
$$

Thus, $L_{Y} \omega$ is a well-defined 1 -form on $N$.
b) Let $Z$ be a smooth vector field on $M$ such that $F_{*} Z=W$, where $W$ is a smooth vector field on $N$. Then we have

$$
\begin{aligned}
F^{*}\left(L_{Y} \omega\right)(Z) & =\left(F^{*}(d(Y\lfloor\omega)+Y\lfloor d \omega))(Z)\right. \\
& =\left(d F^{*}(Y L \omega)\right)(Z)+\left(F^{*}(Y\lfloor d \omega))(Z)\right. \\
& =\left(d F^{*}(\omega(Y))\right)(Z)+\left(Y\lfloor d \omega)\left(F_{*} Z\right)\right. \\
& =\left(d \omega\left(F_{*} X\right)\right)(Z)+d \omega\left(F_{*} X, F_{*} Z\right) \\
& =\left(d\left(F^{*} \omega\right)(X)\right)(Z)+\left(F^{*} d \omega\right)(X, Z) \\
& =\left(d\left(X\left\lfloor F^{*} \omega\right)\right)(Z)+d F^{*} \omega(X, Z)\right. \\
& =\left(d \left(X\left\lfloor F^{*} \omega\right)+X\left\lfloor d F^{*} \omega\right)(Z)\right.\right. \\
& =\left(L_{X} F^{*} \omega\right)(Z) .
\end{aligned}
$$

c) Noticing that $L_{Y} W=[Y, W]$ and $\left[F_{*} X, F_{*} Z\right]=F_{*}[X, Z]$, we immediately obtain $L_{Y} W=F_{*}\left(L_{X} Z\right)$.

## 3306

Let $r, \boldsymbol{\theta}, \boldsymbol{z}$ be the usual cylindrical coordinates in $\mathbb{R}^{3}$. Let $\omega=\left[2 r z \sin \theta+3 z^{2} r \cos \theta+5 r^{2} \sin ^{2} \theta\right] d \theta+[-2 r \cos \theta+6 z r \sin \theta] d z+\left[4 z r^{2} \sin \theta\right] d r$.

Let the curve $\gamma$ be given in rectangular coordinates by

$$
\gamma(t)=(x(t), y(t), z(t))=\left(\cos t, \sin t, 4 \sin ^{5} t+\sin ^{2} t \cos ^{8} t\right), \quad 0 \leq t \leq 2 \pi .
$$

Evaluate $\int_{r} \omega$.

## Solution.

Let a function $f$ be defined by

$$
f(r, \theta, z)=-2 r z \cos \theta+3 z^{2} r \sin \theta, \quad(r, \theta, z) \in \mathbb{R}^{3}
$$

Then $f$ is a $C^{\infty}$ function in $\mathbb{R}^{3}$ and we have
$d f=\left[2 r z \sin \theta+3 z^{2} r \cos \theta\right] d \theta+[-2 r \cos \theta+6 z r \sin \theta] d z+\left[-2 z \cos \theta+3 z^{2} \sin \theta\right] d r$.
It is easy to see that $\left.f\right|_{\gamma}$ is also a $C^{\infty}$ function, and by the invariance of the form of first order differentiation, the above expression of $d f$ is an exact 1-form on the closed curve $\gamma$. Noticing that $\gamma$ is a closed curve, we have, by using the Stokes' theorem,

$$
\int_{\gamma} \omega=\int_{\gamma}(\omega-d f)=\int_{\gamma} 5 r^{2} \sin ^{2} \theta d \theta+\left(4 z r^{2} \sin \theta+2 z \cos \theta-3 z^{2} \sin \theta\right) d r
$$

Without loss of generality, we may assume $0 \leq \theta<2 \pi$ and $r=1$. Then

$$
\int_{\gamma} \omega=\int_{0}^{2 \pi} 5 \sin ^{2} \theta d \theta=5 \int_{0}^{2 \pi} \frac{1-\cos 2 \theta}{2} d \theta=5 \pi
$$

Let $M$ be a $C^{\infty}$ Riemannian manifold. Assume the theorem that there is a unique $C^{\infty}$ mapping $\nabla: \mathcal{X}(M) \times \mathcal{X}(M) \rightarrow \mathcal{X}(M)$ denoted by $\nabla:(X, Y) \rightarrow$ $\nabla_{X} Y$ which has the following linearity properties: For all $f, g \in C^{\infty}(M)$ and $X, X^{\prime}, Y, Y^{\prime} \in \mathcal{X}(M)$, we have

$$
\begin{aligned}
\nabla_{f X+g X^{\prime}} Y & =f\left(\nabla_{X} Y\right)+g\left(\nabla_{X}, Y\right) \\
\nabla_{X}\left(f Y+g Y^{\prime}\right) & =f \nabla_{X} Y+g \nabla_{X} Y^{\prime}+(X f) Y+(X g) Y^{\prime} \\
{[X, Y] } & =\nabla_{X} Y-\nabla_{Y} X \\
X\left\langle Y, Y^{\prime}\right\rangle & =\left\langle\nabla_{X} Y, Y^{\prime}\right\rangle+\left\langle Y, \nabla_{X} Y^{\prime}\right\rangle
\end{aligned}
$$

a) Suppose $\alpha:[a, b] \rightarrow M$ is a smooth curve. Define what it means for a vector field $Y$ on $\alpha$ to be parallel along $\alpha$. Derive the differential equations that must be satisfied if $Y$ is parallel along $\alpha$.
b) Let $X, Y \in \mathcal{X}(M)$. Let $p \in M$ and let $\alpha:[0, b] \rightarrow M$ be an integral curve of $X$ such that $\alpha(0)=p, d \alpha / d t=X(\alpha(t))$. Show that

$$
\left(\nabla_{X} Y\right)(p)=\frac{d}{d t}\left[P_{\alpha ; 0, t}^{-1} Y(\alpha(t))\right]_{t=0},
$$

where $P_{\alpha ; 0, t}: T_{\alpha(0)} M \rightarrow T_{\alpha(t)} M$ is the parallel transport along $\alpha$.
(Indiana)

## Solution.

a) As known, thus defined mapping $\nabla$ is the Riemannian connection. Using the properties of $\nabla$, we can prove that $\nabla_{\frac{d \alpha}{d t}} Y$ is completely determined by $\alpha(t)$ and $Y(\alpha(t))$. So $\nabla_{\frac{d \alpha}{d t}} Y$ is well-defined for every vector field along $\alpha$.

Now we give a definition that a vector field $Y$ on $\alpha$ is parallel along $\alpha$, if and only if $\nabla_{\frac{d \alpha}{d t}} Y=0, \forall t \in[a, b]$. In order to derive the differential equations, we choose a coordinate neighborhood with local coordinates $\left\{x^{i}\right\}$. Then

$$
\frac{d \alpha}{d t}=\sum_{i} \frac{d \alpha^{i}(t)}{d t} \frac{\partial}{\partial x^{i}}(\alpha(t)), \quad Y(t)=\sum_{i} Y^{i}(t) \frac{\partial}{\partial x^{i}}(\alpha(t))
$$

Denoting

$$
\nabla_{\frac{\partial}{\theta x^{i}}} \frac{\partial}{\partial x^{j}}=\sum_{k} \Gamma_{i j}^{k} \frac{\partial}{\partial x^{k}}
$$

we have, by the properties of $\nabla$,

$$
\begin{aligned}
\nabla_{\frac{d \alpha}{d t}} Y & =\sum_{j} \nabla_{\frac{d \alpha}{d t}}\left(Y^{j}(t) \frac{\partial}{\partial x^{j}}(\alpha(t))\right) \\
& =\sum_{j} \frac{d Y^{j}(t)}{d t} \frac{\partial}{\partial x^{j}}(\alpha(t))+\sum_{j} Y^{j}(t) \nabla_{\frac{d \alpha}{d t}} \frac{\partial}{\partial x^{j}}(\alpha(t)) \\
& =\sum_{k}\left[\frac{d Y^{k}(t)}{d t}+\sum_{i j}\left(\Gamma_{i j}^{k} \circ \alpha\right) \frac{d \alpha^{i}(t)}{d t} Y^{j}(t)\right] \frac{\partial}{\partial x^{k}}(\alpha(t))
\end{aligned}
$$

Therefore, the desired differential equations are

$$
\frac{d Y^{k}(t)}{d t}+\sum_{i, j}\left(\Gamma_{i j}^{k} \circ \alpha\right) \frac{d \alpha^{i}(t)}{d t} Y^{j}(t)=0, \quad \forall k
$$

b) Choose a basis $\left\{e_{1}, \cdots, e_{n}\right\}$ of $T_{p}(M)$, where $n=\operatorname{dim} M$. Let

$$
e_{i}(t)=P_{\alpha ; 0, t}\left(e_{i}\right)
$$

Since $P_{\alpha ; 0, t}$ is a parallel isomorphism for every $t$, then $\left\{e_{1}(t), \cdots, e_{n}(t)\right\}$ is a basis of $T_{\alpha(t)}(M)$. Hence we can denote

$$
Y(\alpha(t))=\sum_{i} Y^{i}(t) e_{i}(t)
$$

Then, by the properties of the connection $\nabla$ and by the fact that $e_{i}(t)$ is parallel along $\alpha(t), i=1, \cdots, n$, we immediately have

$$
\left(\nabla_{X} Y\right)(p)=\nabla_{\frac{d \alpha}{d t}(0)} Y=\sum_{i} \frac{d Y^{i}}{d t}(0) e_{i}
$$

On the other hand, because

$$
P_{\alpha ; 0 t}\left(e^{i}\right)=e^{i}(t)
$$

is equivalent to

$$
e_{i}=P_{\alpha ; 0, t}^{-1}\left(e_{i}(t)\right)
$$

we can write

$$
P_{\alpha ; 0, t}^{-1}(Y(\alpha(t)))=\sum Y^{i}(t) e_{i}
$$

Therefore,

$$
\frac{d}{d t}\left[P_{\alpha ; 0, t}^{-1}(Y(\alpha(t)))\right]_{t=0}=\sum_{i} \frac{d Y^{i}}{d t}(0) e_{i}=\left(\nabla_{X} Y\right)(p) .
$$

## 3308

Let $M$ be a Riemannian manifold with the property that given any two points $p, q \in M$ the parallel transport of a vector from $T_{p} M$ to $T_{q} M$ is independent of the curve joining $p$ and $q$. Prove that the curvature of $M$ is identically zero, i.e., $R(X, Y) Z=0$ for all $X, Y, Z \in \mathcal{X}(M)$.
(Indiana)

## Solution.

For an arbitrary point $p \in M$, take a coordinate neighborhood $D$ of $p$ with local coordinates $x^{1}, \cdots, x^{n}$. Let

$$
V_{p i}=\sum_{j} v_{i 1}^{j} \frac{\partial}{\partial x^{j}}\left(x^{p}\right)
$$

be $n$ linearly independent vectors in $T_{p} M$. Using the hypothesis that the parallel transport of a vector from $T_{p} M$ to $T_{q} M$ is independent of the curve joining $p$ and $q$, then for $q \in D$, we can transport every $V_{p i}$ from $T_{p} M$ to $T_{q} M$. Thus, we can define $n$ linearly independent vector fields $V_{1}, \cdots, V_{n}$ in $D$. Obviously, all $V_{i}$ 's are well-defined, and if we transport along special coordinate curves, then

$$
0=\nabla_{\frac{\theta}{\theta_{x} j}} V_{j}=\sum_{k}\left(\frac{\partial v_{i 1}^{k}(x)}{\partial x^{j}}+\sum_{l} \Gamma_{j l}^{k} v_{i 1}^{l}(x)\right) \frac{\partial}{\partial x^{k}}(x) \stackrel{\text { def. }}{=} \sum_{k} v_{i 1, j}^{k}(x) \frac{\partial}{\partial x^{k}}(x),
$$

namely

$$
v_{i 1, j}^{k}(x)=0 \quad i, j, k=1, \cdots, n .
$$

Now, by the Ricci identity, we have

$$
v_{i 1, j m}^{k}(x)-v_{i 1, m j}^{k}(x)=-\sum_{l} v_{i 1}^{l}(x) R_{l j m}^{k}(x)=0 .
$$

Noting the linear independence of $V_{i}$ 's, we immediately have, in $D$,

$$
R_{l j m}^{k}=0 \quad k, l, j, m=1, \cdots, n,
$$

i.e., the curvature of $M$ is identically zero.

Let $M$ be an $n$-dimensional Riemannian manifold. Suppose there are $n$ orthonormal vector fields $X_{1}, \cdots, X_{n}$ that commute with each other (i.e., $\left.\left[X_{i}, X_{j}\right]=0 ; i, j=1, \cdots, n\right)$, show that the sectional curvature of $M$ is identically zero.
(Indiana)

## Solution.

Set

$$
\nabla_{X_{i}} X_{j}=\sum_{k} \Gamma_{i j}^{k} X_{k}
$$

Then, from $\left\langle X_{i}, X_{j}\right\rangle=\delta_{i j}$ it follows that

$$
\left\langle\nabla_{X_{k}} X_{i}, X_{j}\right\rangle+\left\langle X_{i}, \nabla_{X_{k}} X_{j}\right\rangle=0
$$

i.e., $\Gamma_{k_{i}}^{j}+\Gamma_{k_{j}}^{i}=0 ; i, j, k=1, \cdots, n$. On the other hand, from $\left[X_{i}, X_{j}\right]=0$ it follows that

$$
\nabla_{X_{i}} X_{j}-\nabla_{X_{j}} X_{i}=\left[X_{i}, X_{j}\right]=0
$$

i.e., $\Gamma_{i j}^{k}-\Gamma_{j i}^{k}=0 ; i, j, k=1, \cdots, n$. Namely, the Christoffel symbols $\Gamma_{i j}^{k}$ 's are antisymmetric with respect to $k, j$, and symmetric with respect to $i, j$. Therefore,

$$
\Gamma_{i j}^{k}=-\Gamma_{i k}^{j}=-\Gamma_{k i}^{j}=\Gamma_{k j}^{i}=\Gamma_{j k}^{i}=-\Gamma_{j i}^{k}=-\Gamma_{i j}^{k}
$$

which means $\Gamma_{i j}^{k}=0 ; i, j, k=1, \cdots, n$. Hence the sectional curvature of $M$ is identically zero.

## 3310

Let $X$ be a smooth vector field on a Riemannian manifold $M$. The divergence of $X$, denoted by $\operatorname{div}(X)$, is defined by the function trace $(\nabla X)$.
i) If $M$ is closed (i.e., compact without boundary), show that

$$
\int_{M} \operatorname{div}(X) d v=0
$$

ii) If $M$ is compact with boundary $\partial M$, show that

$$
\int_{M} \operatorname{div}(X) d v=\int_{\partial M}\langle X, N\rangle d s
$$

where $N$ is the outer normal vector field of $\partial M$.
Hint. Consider $\omega \in \Lambda^{1}(M)$ defined by $\omega(Y)=\langle X, Y\rangle$, and try to use the Stokes' Theorem.
(Indiana)

## Solution.

In fact, this problem is the famous Green theorem. The outline of the proof is as follows.

Firstly, one can show that, for example, by means of the normal coordinate system about $p \in M$, thus defined $\operatorname{div}(X)$ satisfies $\operatorname{div}(X) \Omega_{M}=d\left(i(X) \Omega_{M}\right)$, where $\Omega_{M}$ is the volume form of $M$ and $i()$ is the interior product operator.

Next, for $p \in \partial M$, choose an oriented orthonomal frame field about $p$ $\left\{e_{1}, \cdots, e_{n}\right\}$ such that, at $p, e_{1}=N_{p}$. Let $\left\{\omega^{1}, \cdots, \omega^{n}\right\}$ be the dual frame field of $\left\{e_{1}, \cdots, e_{n}\right\}$. Then the volume elements of $M$ and $\partial M$ are respectively

$$
d v=\Omega_{M}(p)=\omega^{1} \wedge \cdots \wedge \omega^{n}, \quad d s=\Omega_{\partial M}(p)=\omega^{2} \wedge \cdots \wedge \omega^{n}
$$

Observing that, at $p$,

$$
\begin{aligned}
i(X) \Omega_{m} & =i(X)\left(\omega^{1} \wedge \cdots \wedge \omega^{n}\right) \\
& =\omega^{1}(X) \omega^{2} \wedge \cdots \wedge \omega^{n}+\left(\text { terms involve } \omega^{1}\right) \\
& =\langle X, N\rangle \Omega_{\partial M}+\left(\text { terms involve } \omega^{1}\right)
\end{aligned}
$$

and along $\partial M \omega^{1} \equiv 0$, one can obtain, by Stokes' theorem,

$$
\int_{M} \operatorname{div}(X) d v=\int_{M} d\left(i(X) \Omega_{M}\right)=\int_{\partial M}\langle X, N\rangle \Omega_{\partial M}=\int_{\partial M}\langle X, N\rangle d s .
$$

If $M$ is compact without boundary, the right hand side of the above formula vanishes naturally.

## 3311

Let $w^{1}, \cdots, w^{k}$ be one-forms. Show that $\left\{w^{i}\right\}_{i=1}^{k}$ are linearly independent if and only if $w^{1} \wedge w^{2} \wedge \cdots \wedge w^{k} \neq 0$.
(Indiana)

## Solution.

Let $w^{1}, \cdots, w^{k}$ be defined on an $n$-dimensional manifold with $n \geq k$.
Suppose $w^{1} \wedge \cdots \wedge w^{k} \neq 0$. If $w^{1}, \cdots, w^{k}$ are linearly dependent, then without loss of generality, we may suppose that

$$
w^{k}=a_{1} w^{1}+\cdots+a_{k-1} w^{k-1}
$$

with suitable functions $a_{1}, \cdots, a_{k-1}$. Thus we have

$$
w^{1} \wedge \cdots \wedge w^{k}=w^{1} \wedge \cdots \wedge w^{k-1} \wedge\left(a_{1} w^{1}+\cdots+a_{k-1} w^{k-1}\right)=0
$$

which contradicts the above hypothesis.
On the contrary, if $w^{1}, \cdots, w^{k}$ are linearly independent, then we can extend them to a basis $\left\{w^{1}, \cdots, w^{k}, w^{k+1}, \cdots, w^{n}\right\}$. Thus

$$
w^{1} \wedge \cdots \wedge w^{k} \wedge w^{k+1} \wedge \cdots \wedge w^{k} \neq 0
$$

implies that

$$
w^{1} \wedge \cdots \wedge w^{k} \neq 0
$$

## 3312

Let $M$ be a Riemannian manifold. Let $p \in M$.
(a) Show that there exists $\delta>0$ such that

$$
\exp _{p}: B_{\delta}(0) \subset T_{p} M \rightarrow M
$$

is a diffeomorphism onto its image.
(b) Show that there exists $\varepsilon>0$ such that $\exp _{p}\left(B_{\varepsilon}(0)\right)$ is a convex set.

Hint. let $d(x)=$ distance from $x$ to $p$. Show that $d^{2}$ is convex in a neighborhood of $p$.
(Indiana)

## Solution.

(a) This is just the existence of the normal neighborhood of $p$. Use the fact that $d \exp _{p}$ is nonsingular at $p$, and then the implicit function theorem.
(b) The existence of convex neighborhoods is a classic result due to J. H. C. Whitehead. Refer to every standard textbook on differential geometry.

## 3313

Let

$$
A=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right): a, b, c, d \in \mathbb{R}, a d-b c=1\right\}
$$

Show that
(i) $A$ is a differentiable manifold.
(ii) $A$ is a Lie group with the standard matrix multiplication as a product.
(Indiana)

## Solution.

Define a map $F: G l(2, \mathbb{R}) \rightarrow G l(1, \mathbb{R})$ by $F(X)=\operatorname{det} X$. Then $F$ is a smooth homomorphism between Lie groups, and the rank of $F$ is constant. Therefore, the kernel of $F$

$$
\operatorname{ker} F=F^{-1}(1)=A
$$

is a closed regular submanifold of $G l(2, \mathbb{R})$ and thus a Lie group.

## 3314

(a) Let $f$ be a smooth function on a Riemannian manifold $M$. Let grad $f$ be the vector field defined by the equation

$$
\langle\operatorname{grad} f, v\rangle_{p}=d_{p} f v, \quad v \in T_{p} M
$$

Let $\left(x^{1}, \cdots, x^{n}\right)$ be local coordinates around $p$. Find the expression for gradf in terms of $x^{1}, \cdots, x^{n}$.
(b) For a vector field $X$ define the divergence of $X, \operatorname{div}(X)$ as the trace of the operator $Y \rightarrow D_{Y} X$ where $D$ is the Levi-Civita connection. Find the expression for the divergence of $X$ in a local coordinate system $\left(x^{1}, \cdots, x^{n}\right)$.
(c) Use (a) and (b) to find the expression for the Laplacian $\Delta$ in local coordinates, where $\Delta$ acting on a smooth function $f$ is defined by $\Delta f=\operatorname{div}(\nabla f)$.
(Indiana)

## Solution.

For convenience, we omit the suffix $p$.
(a) Let

$$
\operatorname{grad} f=\sum_{l} a^{l} \frac{\partial}{\partial x^{l}}
$$

Then, from

$$
\left\langle\operatorname{grad} f, \frac{\partial}{\partial x^{k}}\right\rangle=\sum_{l} a^{l} g_{l k}=d f\left(\frac{\partial}{\partial x^{k}}\right)=\frac{\partial f}{\partial x^{k}}
$$

it follows that

$$
a^{l}=\sum_{k} g^{l k} \frac{\partial f}{\partial x^{k}}
$$

Thus,

$$
\operatorname{grad} f=\sum_{k, l} g^{l k} \frac{\partial f}{\partial x^{k}} \frac{\partial}{\partial x^{l}}
$$

(b) Denote

$$
X=\sum_{i} X^{i} \frac{\partial}{\partial x^{i}} .
$$

Then, by the definition of divergence, we have

$$
\operatorname{div}(X)=\sum_{k, l}\left\langle D_{\frac{\theta}{\partial x^{k}}} X, \frac{\partial}{\partial x^{l}}\right\rangle g^{k l}=\sum_{i}\left(\frac{\partial X^{i}}{\partial x^{i}}+\sum_{k} \Gamma_{k i}^{i} X^{k}\right) .
$$

(c)

$$
\begin{aligned}
\Delta f & =\operatorname{div}(\operatorname{grad} f)=\sum_{i}\left[\frac{\partial}{\partial x^{i}}\left(\sum_{k} g^{i k} \frac{\partial f}{\partial x^{k}}\right)+\sum_{k, l} \Gamma_{k i}^{i} g^{k l} \frac{\partial f}{\partial x^{l}}\right] \\
& =\sum_{i, k} g^{i k}\left(\frac{\partial^{2} f}{\partial x^{i} \partial x^{k}}-\sum_{m} \Gamma_{i k}^{m} \frac{\partial f}{\partial x^{m}}\right)
\end{aligned}
$$

Let $M$ be a compact connected Riemannian manifold without boundary. Let $f$ be a smooth function satisfying $\Delta f=0$. Show that $f=$ const.

Hint. Use the definitions in Problem to show that $\operatorname{div}(f \nabla f)=|\nabla f|^{2}+f \Delta f$. (Indiana)

## Solution.

For any function $f$, by straight calculation, we have

$$
\operatorname{div}(f \nabla f)=|\nabla f|^{2}+f \Delta f
$$

Now, noticing the hypothesis of this problem, by Green's theorem we have

$$
\int_{M}|\nabla f|^{2} d v=0
$$

which implies $d f=0$ everywhere, that is, $f=$ const.

Suppose $F: M \rightarrow N$ is a smooth map between differentiable manifolds, and is homotopically trivial. Show that in this case, $F^{*} \omega$ will be exact whenever $\omega$ is a closed 1 -form on $N$. (Note: $F$ is homotopically trivial if it extends to a smooth mapping $\bar{F}: M \times[0,1] \rightarrow N$ such that $\bar{F}(x, 0)=F(x)$, for all $x \in M$, while $\bar{F}(x, 1) \equiv q \in N(q$ constant $)$ for all $x$.)
(Indiana)

## Solution.

Consider the map $G: M \rightarrow\{q\}$ and the inclusion $i:\{q\} \rightarrow N$. Then the $\operatorname{map} F: M \rightarrow N$ is homotopic to the composition $i \circ G$. Furthermore, we know that $F^{*}$ and $(i \circ G)^{*}=G^{*} \circ i^{*}$ induce the same homomorphism

$$
F^{* *}=(i \circ G)^{* *}: H^{1}(N, d) \rightarrow H^{1}(M, d) .
$$

Since $i^{*}\left(Z^{1}(N, d)\right) \subset Z^{1}(\{q\}, d)=0$, the induced homomorphism $F^{* *}=(i \circ$ $G)^{* *}$ is a zero homomorphism, i.e., $F^{*}\left(H^{\mathbf{1}}(N, d)\right)=\mathbf{0}$. In other words, for every $\omega \in Z^{1}(N, d), F^{*} \omega \in B^{1}(M, d)$, namely, $F^{*} \omega$ is exact.

## 3317

Regard $\mathbb{R}^{9}$ as the space of all $3 \times 3$ matrices with real entries. Does the subset

$$
\Sigma=\left\{A \in \mathbb{R}^{9}: \operatorname{det}(A)=0\right\}
$$

form a smooth submanifold of $\mathbb{R}^{9}$ ?
(Indiana)

## Solution.

Observe that $\left\{A \in \mathbb{R}^{9}: \operatorname{rank} A \leq 1\right\}$, the union of all axis in $\mathbb{R}^{9}$, is closed. Then $M:=\mathbb{R}^{9} \backslash\left\{A \in \mathbb{R}^{9}: \operatorname{rank} A \leq 1\right\}$ is an open submanifold of $\mathbb{R}^{9}$. Define a map $F: M \rightarrow \mathbb{R}^{1}$ by $F(A)=\operatorname{det}(A), A \in M$. Noting that $d F=\left(A_{11}, A_{12}, A_{13}, A_{21}, A_{22}, A_{23}, A_{31}, A_{32}, A_{33}\right)$ where $A_{i j}$ is the algebraic complement of the corresponding entry $a_{i j}$ of $A$, we see that rank $d F=1$ on $M$. Therefore, $F^{-1}(0)=\left\{A \in \mathbb{R}^{9}: \operatorname{det}(A)=0\right\}$ is a closed regular submanifold of $M$. Hence, it is also a submanifold of $\mathbb{R}^{9}$.

## 3318

Let

$$
\omega=x_{1} d x_{2} \wedge d x_{3} \wedge d x_{4}+x_{2} d x_{1} \wedge d x_{3} \wedge d x_{4}+x_{3} d x_{1} \wedge d x_{2} \wedge d x_{4}
$$

Compute $\int_{S^{3}} \omega$, where $S^{3}=\left\{x \in \mathbb{R}^{4}:|x|=1\right\}$, oriented as the boundary of the unit ball (assume standard orientation on $\mathbb{R}^{4}$ ).
(Indiana)

## Solution.

Denote $D^{4}=\left\{x \in \mathbb{R}^{4}:|x| \leq 1\right\}$. Then, by the Stokes theorem we have

$$
\begin{aligned}
\int_{S^{3}} \omega= & \int_{\partial D^{4}} \omega=\int_{D^{4}} d \omega \\
= & \int_{D^{4}}\left(d x_{1} \wedge d x_{2} \wedge d x_{3} \wedge d x_{4}+d x_{2} \wedge d x_{1} \wedge d x_{3} \wedge d x_{4}\right. \\
& \left.+d x_{3} \wedge d x_{1} \wedge d x_{2} \wedge d x_{4}\right) \\
= & \int_{D^{4}} d x_{1} \wedge d x_{2} \wedge d x_{3} \wedge d x_{4}=\operatorname{vol}\left(D^{4}\right)=\frac{\pi^{2}}{2}
\end{aligned}
$$

## 3319

Prove that

$$
\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right): \operatorname{rank}\left(\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)\right)=1\right\}
$$

is a three-dimensional submanifold of $\mathbb{R}^{4}$.
(Indiana)

## Solution.

Define a map $F$ from $\mathbb{R}^{4} \backslash\{(0,0,0,0)\}$ into $\mathbb{R}^{1}$ by

$$
F\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left|\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right|=x_{1} x_{4}-x_{2} x_{3} .
$$

Then $F$ is a $C^{\infty}$ map with $\left(x_{4}-x_{3}-x_{2} x_{1}\right)$ as its Jacobi matrix which has constant rank 1 on $\mathbb{R}^{4} \backslash\{(0,0,0,0)\}$. Thus

$$
F^{-1}(0)=\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right): \operatorname{rank}\left(\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)\right)=1\right\}
$$

is a regular submanifold of $\mathbb{R}^{4} \backslash\{(0,0,0,0)\}$ with dimension 3. Noting that $\mathbb{R}^{4} \backslash\{(0,0,0,0)\}$ is an open submanifold of $\mathbb{R}^{4}$, we see that

$$
\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right): \operatorname{rank}\left(\left(\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right)\right)=1\right\}
$$

is also a three-dimensional submanifold of $\mathbb{R}^{4}$.

## 3320

Let vector fields $X_{1}, X_{2}$ on $\mathbb{R}^{4}$ be defined by

$$
X_{1}=\frac{\partial}{\partial x_{2}}+x_{1} \frac{\partial}{\partial x_{3}}, \quad X_{2}=\frac{\partial}{\partial x_{1}}+x_{2} \frac{\partial}{\partial x_{4}} .
$$

i) Is there a 2 -dimensional submanifold $M^{2}$ of $\mathbb{R}^{4}$ such that for each $p \in$ $M^{2}, X_{1}(p), X_{2}(p) \in T_{p} M^{2}$ ?
ii) Is there a nonconstant function $f$ in the neighborhood of $0 \in \mathbb{R}^{4}$ such that $X_{1} f \equiv 0$ and $X_{2} f \equiv 0$ ?
(Indiana)

## Solution.

i) No, there is not. The reason is that the bracket $\left[X_{1}, X_{2}\right]=\frac{\partial}{\partial x_{4}}-\frac{\partial}{\partial x_{3}}$ does not satisfy the Frobenius condition.
ii) Yes, for example, we can set $f=x_{1} x_{2}-\left(x_{3}+x_{4}\right)$.

3321
Let $M=\left\{(x, y): x, y \in \mathbb{R}^{3},\|x\|=1,\|y\|=1,\langle x, y\rangle=0\right\}$.
i) Show that $M$ is a smooth compact embedded submanifold of $\mathbb{R}^{6}$ and explain how $M$ can be identified with the unit tangent bundle of $S^{2}$.
ii) Show that $M$ is orientable.
(Indiana)

## Solution.

i) Identify $\mathbb{R}^{6}$ with $\left\{(x, y): x, y \in \mathbb{R}^{3}\right\}$ and define a map $F: \mathbb{R}^{6} \rightarrow \mathbb{R}^{3}$ by

$$
F(x, y)=\left(f_{1}, f_{2}, f_{3}\right)=\left(\|x\|^{2},\|y\|^{2},\langle x, y\rangle\right) .
$$

It is easy to verify that the Jacobi matrix of the $C^{\infty}$ map $F$

$$
\left(\frac{\partial\left(f_{1}, f_{2}, f_{3}\right)}{\partial\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right)}\right)=\left(\begin{array}{cccccc}
2 x_{1} & 2 x_{2} & 2 x_{3} & 0 & 0 & 0 \\
0 & 0 & 0 & 2 y_{1} & 2 y_{2} & 2 y_{3} \\
y_{1} & y_{2} & y_{3} & x_{1} & x_{2} & x_{3}
\end{array}\right)
$$

has constant rank three when $f_{1}=\|x\|^{2}=1, f_{2}=\|y\|^{2}=1$ and $f_{3}=\langle x, y\rangle=$ 0 . Therefore, $F^{-1}(1,1,0)=M$ is a closed embedded submanifold of $\mathbb{R}^{6}$. Besides, since $\|(x, y)\|=\left(\|x\|^{2}+\|y\|^{2}\right)^{\frac{1}{2}}=\sqrt{2}$ which means $M$ is bounded in $\mathbb{R}^{6}, M$ must be compact.

Naturally, for every $(x, y) \in M$, if we regard $x \in S^{2}$ and $y \in T_{x}\left(S^{2}\right)$ with $\|y\|=1$, then we can identify $M$ with the unit tangent bundle of $S^{2}$.
ii) Because $S^{2}$ is orientable, $S^{2}$ has a covering $\left\{\left(U_{\alpha}, \phi_{\alpha}\right)\right\}$ of coherently oriented coordinate neighborhoods. By using identification of $M$ with the unit tangent bundle of $S^{2}$, for every $(x, y) \in M, x$ has the local coordinates $\left(u_{\alpha}^{1}, u_{\alpha}^{2}\right) \in U_{\alpha}$, and $y$ is uniquely determined by the oriented angle $\theta_{\alpha}$ at $x$ from $\frac{\partial}{\partial u_{\alpha}^{1}}$ to the unit tangent vector $y \in T_{x}\left(S^{2}\right)$. Thus, $\left(U_{\alpha} \times I_{\alpha}, \phi_{\alpha} \times \psi_{\alpha}\right)$ is a coordinate neighborhood of $(x, y) \in M$, where $I_{\alpha}=\left(\theta_{\alpha}-\varepsilon, \theta_{\alpha}+\varepsilon\right)$ with $\varepsilon$ being a suitable positive real number and $\psi_{\alpha}$ is the map from $(x, y)$ to $\theta_{\alpha}$.

If $\left(U_{\alpha} \times I_{\alpha}, \phi_{\alpha} \times \psi_{\alpha}\right) \cap\left(U_{\beta} \times I_{\beta}, \phi_{\beta} \times \psi_{\beta}\right) \neq \emptyset$, then the transition function has the following Jacobian

$$
\frac{\partial\left(u_{\alpha}^{1}, u_{\alpha}^{2}, \theta_{\alpha}\right)}{\partial\left(u_{\beta}^{1}, u_{\beta}^{2}, \theta_{\beta}\right)}=\left|\begin{array}{cc}
\frac{\partial\left(u_{\alpha}^{1}, u_{\alpha}^{2}\right)}{\partial\left(u_{\beta}^{1}, u_{\beta}^{2}\right)} & 0 \\
* & 1
\end{array}\right|=\frac{\partial\left(u_{\alpha}^{1}, u_{\alpha}^{2}\right)}{\partial\left(u_{\beta}^{1}, u_{\beta}^{2}\right)}
$$

which means that $\left\{\left(U_{\alpha} \times I_{\alpha}, \phi_{\alpha} \times \psi_{\alpha}\right)\right\}$ form a covering of coherently oriented neighborhoods. Hence, $M$ is orientable.

## 3322

Let $F: M \rightarrow N$ be a local isometry between connected Riemannian manifolds $M$ and $N$. Show that if $M$ is complete, so is $N$ and $F$ is a covering map.
(Indiana)

## Solution.

Because $F$ is a local isometry, $F(M)$ is open in $N$. If $y$ is a limit point of $F(M)$ in $N$, then there is a point $x \in M$ such that there exists a geodesic in $N$ connecting $F(x)$ and $y$. The local isometry of $F$ and the completeness of $M$ imply that the above geodesic can be uniquely lifted to a geodesic in $M$ starting from $x$, and the image of its end point under $F$ must be $y$. Therefore, $F(M)$ is also closed in $N$. Thus, the connectedness of $N$ implies that $F(M)=N$, i.e., $F$ is surjective. Besides, since $F$ maps every geodesic of $M$ into a geodesic of $N$, the Hopf-Rinow theorem means that $N$ is complete, too.

Next, we show that $F$ is a covering map. For every $x^{\prime} \in N$, take $\delta>0$ so small that $\exp _{x^{\prime}}: B^{\prime}(\delta) \rightarrow B_{\delta}^{\prime}$ is a diffeomorphism, where $B^{\prime}(\delta)=\{\nu \in$
$\left.T_{x^{\prime}}(N):|\nu|<\delta\right\}$ and $B_{\delta}^{\prime}=\left\{y^{\prime} \in N: d\left(y^{\prime}, x^{\prime}\right)<\delta\right\}$. Since $F$ is a local isometry, $F^{-1}\left(x^{\prime}\right)$ is discrete. Denote $F^{-1}\left(x^{\prime}\right)=\left\{x_{\alpha}\right\} \subset M$ and set $B^{\alpha}(\delta)=$ $\left\{\nu \in T_{x_{\alpha}}(M):|\nu|<\delta\right\}$ and $B_{\delta}^{\alpha}=\left\{y \in M: d\left(y, x_{\alpha}\right)<\delta\right\}$. Then, we claim that $B_{\delta}^{\prime}$ is an admissible neighborhood of $x^{\prime}$ and $F$ is a covering map.

Firstly, we claim that $F^{-1}\left(B_{\delta}^{\prime}\right)=\bigcup_{\alpha} B_{\delta}^{\alpha}$. In fact, if $z \in F^{-1}\left(B_{\delta}^{\prime}\right)$, then there is a unique geodesic $\gamma:[0,1] \rightarrow B_{\delta}^{\prime}$ such that $\gamma(0)=F(z)$ and $\gamma(1)=x^{\prime}$. Since $F$ is a local isometry, there exists a geodesic $\tilde{\gamma}:[0,1] \rightarrow M$ such that $F(\widetilde{\gamma}(t))=\gamma(t), \forall t$. Hence $F(\widetilde{\gamma}(1))=x^{\prime}$ and $\tilde{\gamma}(1)=x_{\alpha}$ for some $\alpha$. Besides, $L(\widetilde{\gamma})=L(\gamma)<\delta$ means that $z=\tilde{\gamma}(0) \in B_{\delta}^{\alpha}$, i.e., $F^{-1}\left(B_{\delta}^{\prime}\right) \subset \bigcup_{\alpha} B_{\delta}^{\alpha}$. On the other hand, $\bigcup_{\alpha} B_{\delta}^{\alpha} \subset F^{-1}\left(B_{\delta}^{\prime}\right)$ is obvious. Thus the claim is proved.

Secondly, we say that for any $\alpha, F: B_{\delta}^{\alpha} \rightarrow B_{\delta}^{\prime}$ is a diffeomorphism. Since $M$ is complete, we have the following commutative diagram

and $\exp _{x_{\alpha}}$ is surjective. Besides, we know that $d F, \exp _{x^{\prime}}$ are diffeomorphisms. Therefore, $F \circ \exp _{x_{\alpha}}=\exp _{x^{\prime}} \circ d F$ is a diffeomorphism and hence $\exp _{x_{\alpha}}$ is an immersion. So, $\exp _{x_{\alpha}}$ is also a diffeomorphism. Hence $F=\exp _{x^{\prime}} \circ d F \circ$ $\left(\exp _{x_{\alpha}}\right)^{-1}$ is a diffeomorphism.

Thirdly, we claim that if $\alpha \neq \beta$, then $B_{\delta}^{\alpha} \cap B_{\delta}^{\beta}=\emptyset$. Otherwise, if there is $z \in B_{\delta}^{\alpha} \cap B_{\delta}^{\beta}$, then there exist unique geodesics $\gamma_{\alpha}, \gamma_{\beta}$ connecting $z$ with $x_{\alpha}, x_{\beta}$ respectively. Let $\gamma$ be the unique geodesic in $B_{\delta}^{\prime}$ connecting $F(z)$ and $x^{\prime}$. Because both $F: B_{\delta}^{\alpha} \rightarrow B_{\delta}^{\prime}$ and $F: B_{\delta}^{\beta} \rightarrow B_{\delta}^{\prime}$ are isometric, we have $F\left(\gamma_{\alpha}\right)=\gamma=F\left(\gamma_{\beta}\right)$. In other words, $\gamma_{\alpha}, \gamma_{\beta}$ are the lifts of $\gamma$ through $z$. The uniqueness implies $\gamma_{\alpha}=\gamma_{\beta}$. In particular, $x_{\alpha}=\gamma_{\alpha}(1)=\gamma_{\beta}(1)=x_{\beta}$, which contradicts $\alpha \neq \beta$.

## 3323

Let $F: M \rightarrow M$ be an isometry of a Riemannian manifold $M$.
i) Show that each component of $X=\{x \in M: F(x)=x\}$ is an embedded totally geodesic submanifold of $M$.

Hint. Use exponential coordinates.
ii) Give an example in which the components of $X$ have different dimensions.
(Indiana)

## Solution.

i) First, we show that $X$ has submanifold structures. For $x \in X \subset M$, set $B(\delta)=\left\{\nu \in T_{x}(M):|\nu|<\delta\right\}$ and $B_{\delta}=\{y \in M: d(x, y)<\delta\}$, where $\delta$ is so small that $\exp _{x}: B(\delta) \rightarrow B_{\delta}$ is a diffeomorphism. Define $V=\{\nu \in$ $\left.T_{x}(M): d F(\nu)=\nu\right\}$. Thus, $V$ is a subspace of $T_{x}(M)$. Then we claim that $X \cap B_{\delta}=\exp _{x}(V \cap B(\delta))$. If this is proved, because $\exp _{x}(V \cap B(\delta))$ is obviously a submanifold of $M$, we can assert that $X$ has submanifold structures. In order to prove the claim, we first assume that $y=X \cap B_{\delta}$ and $\nu \in B(\delta)$ such that $\exp _{x} \nu=y$. Let $\gamma:[0,1] \rightarrow M$ be the unique shortest geodesic $\gamma(t)=\exp _{x}(t \nu)$ connecting $x$ and $y$. Since $x, y \in X$, and $F$ is an isometry, $F(\gamma)$ is also a shortest geodesic connecting $F(x)=x$ and $F(y)=y$. Thus the uniqueness implies $F(\gamma)=\gamma$. In particular, $d F(\dot{\gamma}(0))=\dot{\gamma}(0)$, namely, $d F(\nu)=\nu$. Therefore, $\nu \in V$ which means that $y \in \exp _{x}(V \cap B(\delta))$, i.e., $X \cap B_{\delta} \subset \exp _{x}(V \cap B(\delta))$. On the other hand, suppose that $\nu \in V \cap B(\delta)$ and $y=\exp _{x} \nu$. Let the geodesic $\gamma:[0,1] \rightarrow M$ be defined by $\gamma(t)=\exp _{x}(t \nu)$. From $d F(\nu)=\nu$ follows $d F(\dot{\gamma}(0))=\dot{\gamma}(0)$. Then, that $F$ is an isometry implies $F(\gamma)=\gamma$. In particular, $F(y)=F(\gamma(1))=\gamma(1)=y$, which means that $y \in X \cap B_{\delta}$, i.e., $\exp _{x}(V \cap B(\delta)) \subset X \cap B_{\delta}$.

Next, we show that every geodesic $\gamma:(a, b) \rightarrow X$ parameterized by arclength is also a geodesic of $M$. For any $s_{0} \in(a, b)$, let $\zeta(s)$ be a geodesic of $M$ such that $\zeta\left(s_{0}\right)=\gamma\left(s_{0}\right), \dot{\zeta}\left(s_{0}\right)=\dot{\gamma}\left(s_{0}\right)$. Since $F\left(\zeta\left(s_{0}\right)\right)=\zeta\left(s_{0}\right)$, $d F\left(\dot{\zeta}\left(s_{0}\right)\right)=\dot{\zeta}\left(s_{0}\right)$ and $F$ is an isometry, then $F(\zeta)$ and $\zeta$ are two geodesics of $M$ which satisfy the same initial conditions. Therefore, $F(\zeta)=\zeta$, i.e., $\zeta$ lies in $X$. Besides, $\zeta$ is naturally a geodesic of $X$. Thus, in a neighborhood of $s_{0}$, $\zeta=\gamma$. Because $s_{0}$ is arbitrarily chosen. $\gamma$ is a geodesic of $M$. Hence, $X$ is totally geodesic.
ii) Let

$$
M=\left\{(x, y, z) \in \mathbb{R}^{3}: y>0, z=0\right\} \cup\left\{(x, y, z) \in \mathbb{R}^{3}: x=0, y<0\right\}
$$

and $F$ be a reflection with respect to the plane $z=0$, i.e., $F(x, y, z)=$ $(x, y,-z)$. Then $M$ is a 2-dimensional manifold, $F$ is an isometry, and

$$
X=\left\{(x, y, z) \in \mathbb{R}^{3}: y>0, z=0\right\} \cup\left\{(x, y, z) \in \mathbb{R}^{3}: x=0, y<0, z=0\right\}
$$

## 3324

Compute the de Rham cohomology groups of the circle $S^{1}$. Do so directly; i.e., without citing the de Rham Theorem.
(Indiana)

## Solution.

since $B^{0}\left(S^{1}, d\right)=0$ and $S^{1}$ is connected, then

$$
H^{0}\left(S^{1}, d\right)=Z^{0}\left(S^{1}, d\right)=\left\{f \in C^{\infty}\left(S^{1}, \mathbb{R}^{1}\right) \mid d f=0\right\} \cong \mathbb{R}^{1} .
$$

For $H^{k}\left(S^{1}, d\right), k>1$, since there are no non-vanishing $k$-forms on $S^{1}$, we have $Z^{k}\left(S^{1}, d\right)=0$ and hence $H^{k}\left(S^{1}, d\right)=0$.

Besides, observe that

$$
Z^{1}\left(S^{1}, d\right)=C^{\infty}\left(S^{1}, \Lambda^{1}\left(S^{1}\right)\right), \quad B^{1}\left(S^{1}, d\right)=\left\{d f \mid f \in C^{\infty}\left(S^{1}, \mathbb{R}^{1}\right)\right\}
$$

Let $\theta$ be the polar coordinate characterizing $S^{1}$. Then $\frac{\partial}{\partial \theta}$ is a non-vanishing vector field on $S^{1}$. Let $d \theta$ be its dual non-vanishing 1 -form on $S^{1}$ (Caution: Here $d \theta$ is only a formal symbol, because $\theta$ in usual sense is not a globally well-defined function on $S^{1}$ ), and it is not exact. For every $\omega=g(\theta) d \theta \in$ $C^{\infty}\left(S^{1}, \Lambda^{1}\left(S^{1}\right)\right)$, define a function

$$
\Omega(\theta)=\int_{0}^{\theta} g(\sigma)-\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} g(\sigma) d \sigma\right) \theta .
$$

Because $\Omega(0)=\Omega(2 \pi), \Omega$ is globally well-defined on $S^{1}$. Hence, denoting

$$
C=\frac{1}{2 \pi} \int_{0}^{2 \pi} g(\sigma) d \sigma
$$

we see that $\omega-C d \theta=d \Omega$, i.e., $\omega-C d \theta$ is exact. Therefore,

$$
H^{1}\left(S^{1}, d\right)=Z^{1}\left(S^{1}, d\right) / B^{1}\left(S^{1}, d\right)=\left\{C d \theta \mid C \in \mathbb{R}^{1}\right\} \cong \mathbb{R}^{1}
$$

## 3325

Let $X$ denote a submanifold of Euclidean space $\mathbb{E}^{\boldsymbol{n}}$, and set

$$
\begin{aligned}
U_{\varepsilon} X & :=\left\{x+\nu: x \in X, \nu \in N_{x} X,|\nu|<\varepsilon\right\}, \\
B(X, \varepsilon) & :=\left\{y \in \mathbb{E}^{n}:|y-x|<\varepsilon \text { for some } x \in X\right\} .
\end{aligned}
$$

Show that $U_{\varepsilon} X \subset B(X, \varepsilon)$ for all $\varepsilon$. Show that the two are not generally equal. (Consider examples of 1 -dimensional submanifold in $\mathbb{E}^{2}$.) Can you give conditions which imply equality?
(Indiana)

## Solution.

Setting $y=x+\nu$ immediately implies that $U_{\varepsilon} X \subset B(X, \varepsilon)$.
Let $X$ be an open line segment in $\mathbb{E}^{2}$. Then considering the boundary of $X$, i.e., the end points, can show that $U_{\varepsilon} X$ is a proper subset of $B(X, \varepsilon)$.

If $X$ has no boundary, e.g., either compact or complete, then $U_{\varepsilon} X=$ $B(X, \varepsilon)$.

## 3326

Consider a Riemannian manifold $(M, g)$. Call a vector field $Z$ on $M$ a killing vector field if $Z$ generates a 1-parameter group of isometries of $M$.
i) Show that when $Z$ is Killing, we have $L_{Z} g=0$, i.e.,

$$
\begin{equation*}
Z(g(X, Y))=g\left(L_{Z} X, Y\right)+g\left(X, L_{Z} Y\right) \tag{**}
\end{equation*}
$$

for all vector fields $X$ and $Y$ on $M$. Here $L_{Z}$ denotes the Lie derivative along $Z$.
ii) Show that the expression ( $* *$ ) above is equivalent to

$$
g\left(\nabla_{X} Z, Y\right)=-g\left(\nabla_{Y} Z, X\right)
$$

where $\nabla$ denotes the Levi-Civita connection for $(M, g)$.
(Indiana)

## Solution.

In local coordinates $\left(x^{1}, \cdots, x^{m}\right)$ of $(M, g)$, let the 1-parameter group of isometries generated by a vector field $Z=\sum_{i=1}^{m} z^{i} \frac{\partial}{\partial x_{i}}$ be expressed by $\bar{x}^{i}=$ $\bar{x}^{i}\left(x^{1}, \cdots, x^{m} ; t\right):=\bar{x}^{i}(x, t)$ such that

$$
\sum_{i, j=1}^{m} g_{i j}(x) d x^{i} d x^{j}=\sum_{k, l=1}^{m} g_{k l}(\bar{x}) d \bar{x}^{k} d \bar{x}^{l}
$$

where $g_{i j}(x)=g\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}\right)$, and $\bar{x}^{i}=\bar{x}^{i}(x, t)$ satisfies

$$
\bar{x}^{i}(x, 0)=x^{i},\left.\quad \frac{d \bar{x}^{i}}{d t}\right|_{t=0}=z^{i}
$$

Thus we have

$$
g_{i j}(x)=\sum_{k, l=1}^{m} g_{k l}(\bar{x}) \frac{\partial \bar{x}^{k}}{\partial x^{i}} \frac{\partial \bar{x}^{l}}{\partial x^{j}}
$$

Differentiating the obtained equality with respect to $t$ and then setting $t=0$, we obtain

$$
\sum_{k=1}^{m}\left(\frac{\partial g_{i j}}{\partial x^{k}} z^{k}+g_{k j} \frac{\partial z^{k}}{\partial x^{i}}+g_{i k} \frac{\partial z^{k}}{\partial x^{j}}\right)=0
$$

which can be written as

$$
g_{k j} z_{, i}^{k}+g_{i k} z_{, j}^{k}=0
$$

or equivalently

$$
g\left(\nabla_{\frac{\partial}{\partial x^{i}}} Z, \frac{\partial}{\partial x^{j}}\right)+g\left(\frac{\partial}{\partial x^{i}}, \nabla_{\frac{\partial}{\partial x^{j}}} Z\right)=0
$$

From this follows what we desire in ii).
Noting that the Levi-Civita connection $\nabla$ satisfies

$$
Z(g(X, Y))=g\left(\nabla_{Z} X, Y\right)+g\left(X, \nabla_{Z} Y\right)
$$

and the Lie derivative satisfies $L_{Z} X=[Z, X]$, we easily obtain $(* *)$.

## 3327

Let $M^{2}$ be a connected Riemannian manifold and $X, Y$ complete vector fields on $M$. Assume that the flows $X_{t}$ and $Y_{t}$ are isometries of $M$ for all $t$.
i) Show that the integral curves of $X$ are curves of constant geodesic curvature.
ii) Assume that $X$ and $Y$ are linearly independent at all $x \in M^{2}$ and that their flows commute $X_{t} \circ Y_{s}=Y_{s} \circ X_{t}$. Conclude that $\langle X, X\rangle,\langle X, Y\rangle$ and $\langle Y, Y\rangle$ are constant on $M$.
(Indiana)

## Solution.

i) For every $p \in M$, take a local coordinate neighborhood about $p$ such that the coordinate curves are the integral curves of $X$ and their orthogonal trajectories. Namely, we may assume that $X=X^{1} \frac{\partial}{\partial x^{1}}$ and $g_{12}=\left\langle\frac{\partial}{\partial x^{1}}, \frac{\partial}{\partial x^{2}}\right\rangle=$ 0 . Because the flow $X_{t}$ of $X$ for every $t$ is an isometry, the vector field $X$ should satisfy the Killing equation $X_{i, j}+X_{j, i}=0 ; i, j=1,2$, or equivalently,

$$
\sum_{k=1}^{2}\left(X^{k} \frac{\partial g_{i j}}{\partial x^{k}}+g_{i k} \frac{\partial X^{k}}{\partial x^{j}}+g_{j k} \frac{\partial X^{k}}{\partial x^{i}}\right)=0, \quad i, j=1,2
$$

Taking $i=1, j=2$, we obtain $g_{11} \frac{\partial X^{1}}{\partial x^{2}}=0$, i.e., $X^{1}=X^{1}\left(x^{1}\right)$. Now, make the following coordinate transformation

$$
\left\{\begin{array}{l}
\widetilde{x}^{1}=\int \frac{1}{X^{1}\left(x^{1}\right)}, \\
\widetilde{x}^{2}=x^{2}
\end{array} \frac{\partial\left(\widetilde{x}^{1}, \widetilde{x}^{2}\right)}{\partial\left(x^{1}, x^{2}\right)} \neq 0 .\right.
$$

If we still adopt the original notations, then the vector field $X=\frac{\partial}{\partial x^{1}}$. Hence from the corresponding killing equation, taking $i=j=1$ and $i=j=2$, we obtain

$$
\frac{\partial g_{11}}{\partial x^{1}}=0, \quad \frac{\partial g_{22}}{\partial x^{1}}=0
$$

which means that the metric of $M^{2}$ about $p$ can be written as

$$
d s^{2}=g_{11}\left(x^{2}\right)\left(d x^{1}\right)^{2}+g_{22}\left(x^{2}\right)\left(d x^{2}\right)^{2}
$$

Then, using the Liouville formula, we can compute the geodesic curvature of the $x^{1}$-coordinate curve as follows:

$$
\begin{aligned}
k_{g} & =\frac{d \theta}{d s}-\frac{1}{2 \sqrt{g_{22}}} \frac{\partial \ln g_{11}}{\partial x^{2}} \cos \theta+\frac{1}{2 \sqrt{g_{11}}} \frac{\partial \ln g_{22}}{\partial x^{1}} \sin \theta \\
& =-\frac{1}{2 \sqrt{g_{22}}} \frac{\partial \ln g_{11}}{\partial x^{2}}=k_{g}\left(x^{2}\right)
\end{aligned}
$$

where $\theta=0$. Therefore, along every integral curve of $X, \frac{\partial k_{g}}{\partial x^{1}}=0$, i.e., $k_{g}=$ const.
ii) Analogously, about $p$, take the integral curves of $X$ and $Y$ as the $x^{1}$ and $x^{2}$ coordinate curves, respectively. Then, we have locally $X=X^{1} \frac{\partial}{\partial x^{1}}$, $Y=Y^{2} \frac{\partial}{\partial x^{2}}$. Because their flows are commutative $X_{t} \circ Y_{s}=Y_{s} \circ X_{t}$, that is equivalent to

$$
[X, Y]=X^{1} \frac{\partial Y^{2}}{\partial x^{1}} \frac{\partial}{\partial x^{2}}-Y^{2} \frac{\partial X^{1}}{\partial x^{2}} \frac{\partial}{\partial x^{1}}=0
$$

we immediately have

$$
\frac{\partial Y^{2}}{\partial x^{1}}=0, \quad \frac{\partial X^{1}}{\partial x^{2}}=0
$$

Therefore, we can make a suitable coordinate transformation and then, if adopting the original notations, $X=\frac{\partial}{\partial x^{1}}, Y=\frac{\partial}{\partial x^{2}}$. Again, by the corresponding Killing equations, we can obtain $\frac{\partial g_{i j}}{\partial x^{k}}=0 ; i, j, k=1,2$, i.e., all $g_{i j}$ 's are constants. Noting the expressions of $X$ and $Y$, we obtain

$$
\langle X, X\rangle=g_{11}=\text { const }, \quad\langle X, Y\rangle=g_{12}=\text { const }, \quad\langle Y, Y\rangle=g_{22}=\text { const. }
$$

## 3328

Let $M$ be a compact Riemannian manifold without boundary. For any $f \in C^{\infty}(M)$, define $\nabla f \in \mathcal{X}(M)$ and $\Delta f \in C^{\infty}(M)$ as follows:

At any $p \in M$, choose an orthonormal frame field $\left\{e_{1}, \cdots, e_{n}\right\}$ around $p$ and then define

$$
(\nabla f)(p)=\sum_{i}\left(e_{i} f\right)\left(e_{i}\right) \quad \text { and } \quad(\Delta f)(p)=-\sum_{i}\left[e_{i}\left(e_{i} f\right)-\left(\nabla_{e_{i}} e_{i}\right) f\right]
$$

Verify first that $\nabla f$ and $\Delta f$ are well defined (i.e., they do not depend on the choice of orthonormal frame) and then show that

$$
\int f \Delta f=\int\|\nabla f\|^{2}
$$

(Indiana)

## Solution.

Let $\left\{e_{1}^{*}, \cdots, e_{n}^{*}\right\}$ be another orthonormal frame field around $p$. Then we may suppose that

$$
e_{i}=\sum_{j} a_{i}^{j} e_{j}^{*} \quad i=1, \cdots, n
$$

for suitable functions $a_{i}^{j}, i, j=1, \cdots, n$. Noting

$$
\left\langle e_{i}, e_{j}\right\rangle=\left\langle e_{i}^{*}, e_{j}^{*}\right\rangle=\delta_{i j}
$$

we have

$$
\sum_{j} a_{i}^{j} a_{k}^{j}=\delta_{i k}, \quad \sum_{j} a_{j}^{i} a_{j}^{k}=\delta^{i k}
$$

Using these equalities and the properties of Riemannian connection, we can easily obtain

$$
\begin{aligned}
\sum_{i}\left(e_{i} f\right) & =\sum_{i}\left(e_{i}^{*} f\right) e_{i}^{*} \\
\sum_{i}\left[e_{i}\left(e_{i} f\right)-\left(\nabla_{e_{i}} e_{i}\right) f\right] & =\sum_{i}\left[e_{i}^{*}\left(e_{i}^{*} f\right)-\left(\nabla_{e_{i}^{*}} e_{i}^{*}\right) f\right]
\end{aligned}
$$

Hence $\nabla f$ and $\Delta f$ are all well defined.
Using the definition of the Laplacian here, through direct claculation, we have $\operatorname{div}(f \nabla f)=\|\nabla f\|^{2}-f \Delta f$. Then Green's theorem implies

$$
\int f \Delta f=\int\|\nabla f\|^{2}
$$

Let $p\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(x_{1}^{2}+x_{2}^{2}\right)\left(x_{3}^{2}+x_{4}^{2}\right)$ and $q\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1}^{2}+x_{2}^{2}+$ $x_{3}^{2}+x_{4}^{2}$. Define

$$
S_{a, b}=\left\{x \in \mathbb{R}^{4} \mid p(x)=a \quad \text { and } \quad q(x)=b\right\} .
$$

For what $a, b \geq 0$, is $S_{a, b}$ a manifold? Explain.
(Indiana)

## Solution.

Denote $\alpha=x_{1}^{2}+x_{2}^{2}$ and $\beta=x_{3}^{2}+x_{4}^{2}$. Then $\alpha \beta=a$ and $\alpha+\beta=b$ means that $\alpha$ and $\beta$ are two roots of the equation $\lambda^{2}-b \lambda+a=0$. Therefore, $b^{2}-4 a \geq 0$ is the prerequisite condition.

1. If $a=b=0$, then $x_{1}=x_{2}=x_{3}=x_{4}=0$. Thus $S_{0,0}$ is a 0 -dimensional manifold.
2. If $a=0, b \neq 0$, then

$$
S_{0, b}=\left\{x \in \mathbb{R}^{4} \mid x_{1}=x_{2}=0, x_{3}^{2}+x_{4}^{2}=b \text { or } x_{1}^{2}+x_{2}^{2}=b, x_{3}=x_{4}=0\right\} .
$$

Using the theorem of closed regular submanifolds proved by rank theorem, we can easily show that $S_{0, b}$ is a 1 -dimensional submanifold of $\mathbb{R}^{4}$.
3. If $a \neq 0, b \neq 0$, then when $b^{2}-4 a>0$

$$
\begin{aligned}
S_{a, b}= & \left\{x \in \mathbb{R}^{4} \left\lvert\, x_{1}^{2}+x_{2}^{2}=\frac{b+\sqrt{b^{2}-4 a}}{2}\right., x_{3}^{2}+x_{4}^{2}=\frac{b-\sqrt{b^{2}-4 a}}{2}\right. \\
& \text { or } \left.x_{1}^{2}+x_{2}^{2}=\frac{b-\sqrt{b^{2}-4 a}}{2}, x_{3}^{2}+x_{4}^{2}=\frac{b+\sqrt{b^{2}-4 a}}{2}\right\}
\end{aligned}
$$

and when $b^{2}-4 a=0$

$$
S_{a, b}=\left\{x \in \mathbb{R}^{4} \left\lvert\, x_{1}^{2}+x_{2}^{2}=x_{3}^{2}+x_{4}^{2}=\frac{b}{2}\right.\right\} .
$$

Analogously, we can show that they are all 2-dimensional submanifolds of $\mathbb{R}^{4}$.

3330

Let $F: M \rightarrow N$ be a $C^{\infty}$ map between two $C^{\infty}$ manifolds. Assume that $F$ is onto. Let $X$ be a smooth vector field on $M$.
(i) Show by an example that $d F(X)$ may not be a vector field on $N$.
(ii) Suppose $Y=d F(X)$ is a smooth vector field on $N$. Show that $F$ takes integral curves of $X$ into integral curves of $Y$.
(iii) Suppose $X_{1}, Y_{1}$, and $X_{2}, Y_{2}$ are related as $X$ and $Y$ in (ii) above. Show that $d F\left(\left[X_{1}, X_{2}\right]\right)=\left[Y_{1}, Y_{2}\right]$.
(Indiana)

## Solution,

(i) Let $M=\{(x, y): x, y \in \mathbb{R}\}, N=\{x: x \in \mathbb{R}\}, X=\left(x^{2}+y^{2}\right) \frac{\partial}{\partial x}$, and $F: M \rightarrow N$ be defined by $F(x, y)=x$. Then, if $y_{1} \neq y_{2}$, we have $d F\left(X\left(x, y_{1}\right)\right) \neq d F\left(X\left(x, y_{2}\right)\right)$. Therefore, as a vector field, $d F(X)$ is not well defined in every point of $N$.
(ii) Let $\alpha(s)$ be an arbitrary integral curve of $X$. Then, along $\alpha$, we have $d \alpha\left(\frac{d}{d s}\right)=X$. Hence,

$$
d(F \circ \alpha)\left(\frac{d}{d s}\right)=(d F \circ d \alpha)\left(\frac{d}{d s}\right)=d F(X)=Y
$$

which means that $F$ takes integral curves of $X$ into integral curves of $Y$.
(iii) Using local coordinates, by direct computation, one will obtain the desired equality.

## 3331

Let $M^{n}$ be a Riemannian manifold. Show that whenever $f: M \rightarrow \mathbb{R}$ is a smooth function, there is a unique vector field $\nabla f$ (called the gradient of $f$ on $M)$ such that

$$
\langle\nabla f(p), \dot{\gamma}(t)\rangle=\frac{d}{d t} f(\gamma(t))
$$

whenever $\gamma$ is a smooth curve in $M$ with $\gamma(t)=p$.
(Indiana)

## Solution.

Let $\left(x^{1}, \cdots, x^{n}\right)$ be the local coordinates about $p$ and set $p:\left(x_{0}^{1}, \cdots, x_{0}^{n}\right)$. If $\gamma(t)$ is the $i$-th coordinate curve that passes $p$, i.e., $\gamma(t)$ has the following expression

$$
x^{i}=t, \quad x^{j}=x_{0}^{j} \quad(j \neq i)
$$

then, by

$$
\langle\nabla f(p), \dot{\gamma}(t)\rangle=\frac{d}{d t} f(\gamma(t))=\frac{\partial f}{\partial x^{i}}
$$

we have the expression

$$
\nabla f(p)=\sum_{i, j=1}^{n}\left(\frac{\partial f}{\partial x^{i}} g^{i j}\right)_{p} \frac{\partial}{\partial x^{j}},
$$

where $g^{i j}$ 's are the components of the matrix $\left[g_{i j}\right]^{-1}=\left[\left(\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial x^{j}}\right\rangle\right]^{-1}$. It is easy to verify that the above expression of $\nabla f(p)$ is independent of the choice of local coordinates.

## 3332

The space $\mathbb{R}^{n \times n}$ of $n \times n$ real matrices forms an $n^{2}$ dimensional Euclidean space, in which the dot product between $A=\left[a_{i j}\right]$ and $B=\left[b_{i j}\right]$ is given by

$$
\langle A, B\rangle:=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} b_{i j} .
$$

Let $S^{n-1}$ be the unit sphere in $\mathbb{R}^{n}$, and define $\sigma: S^{n-1} \rightarrow \mathbb{R}^{n \times n}$ as the map sending $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right)$ in $S^{n-1}$ to the symmetric matrix $\sigma(\mathbf{x})=\frac{1}{\sqrt{2}}\left[x_{i} x_{j}\right]$.
i) Show that $\sigma$ maps $S^{n-1}$ into the sphere of radius $\frac{1}{\sqrt{2}}$ centered at the origin in $\mathbb{R}^{n \times n}$.
ii) Prove that $\sigma$ is a local isometry (i.e., the pull-back via $\sigma$ of the dotproduct metric defined above on $\mathbb{R}^{n \times n}$ is the standard one on $S^{n-1}$ ).
(Indiana)

## Solution.

i) Let $\mathbf{x}=\left(x_{1}, \cdots, x_{n}\right) \in S^{n-1}$. Then $\sum_{i=1}^{n} x_{i}^{2}=1$. Hence

$$
\langle\sigma(\mathbf{x}), \sigma(\mathbf{x})\rangle=\frac{1}{2} \sum_{i, j=1}^{n} x_{i}^{2} x_{j}^{2}=\frac{1}{2}
$$

which means that $\sigma(\mathbf{x})$ is on the sphere of radius $\frac{1}{\sqrt{2}}$ centered at the origin in $\mathbb{R}^{n \times n}$.
ii) Let $i: S^{n-1} \rightarrow \mathbb{R}^{n}$ be the standard inclusion map, and $\tau: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ be defined by $\left(x_{1}, \cdots, x_{n}\right) \rightarrow\left[y_{i j}\right]=\frac{1}{\sqrt{2}}\left[x_{i} x_{j}\right]$. Suppose that

$$
\mathbf{v}=\sum_{i=1}^{n} v^{i} \frac{\partial}{\partial x_{i}}, \quad \mathbf{w}=\sum_{i=1}^{n} w^{i} \frac{\partial}{\partial x^{i}}
$$

belong to $T_{\mathbf{x}}\left(S^{n-1}\right)$. Then we have

$$
\sum_{i=1}^{n} v^{i} x_{i}=\sum_{i=1}^{n} w^{i} x_{i}=0
$$

Therefore

$$
\begin{aligned}
d \sigma(\mathbf{v}) & =d r \circ d i\left(\sum_{k=1}^{n} v^{k} \frac{\partial}{\partial x_{k}}\right) \\
& =\sum_{i, j, k=1}^{n} v^{k} \frac{\partial y_{i j}}{\partial x_{k}} \frac{\partial}{\partial y_{i j}} \\
& =\sum_{i, j, k=1}^{n} v^{k} \frac{1}{\sqrt{2}}\left(\delta_{i k} x_{j}+x_{i} \delta_{j k}\right) \frac{\partial}{\partial y_{i j}} \\
& =\sum_{i, j=1}^{n} \frac{1}{\sqrt{2}}\left(v^{i} x_{j}+v^{j} x_{i}\right) \frac{\partial}{\partial y_{i j}}
\end{aligned}
$$

Hence we have

$$
\langle d \sigma(\mathbf{v}), d \sigma(\mathbf{w})\rangle=\frac{1}{2} \sum_{i, j=1}^{n}\left(v^{i} x_{j}+v^{j} x_{i}\right)\left(w^{i} x_{j}+w^{j} x_{i}\right)=\sum_{i=1}^{n} v^{i} w^{i}=\langle\mathbf{v}, \mathbf{w}\rangle
$$

## 3333

Let $M$ be the Riemannian manifold obtained by equipping $\mathbb{R}^{n}$ with a metric conformal to its usual one; i.e., a metric of the form $\left[g_{i j}\right]=e^{2 f}\left[\delta_{i j}\right]$, where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a smooth function, and $\delta_{i j}$ is the Kronecker delta. Let $e_{i}=\frac{\partial}{\partial x_{i}}$ denote the standard coordinate basis vector fields.
i) Show that for arbitrary indices $i, j, k \in\{1,2, \cdots, n\}$

$$
\left\langle\nabla_{e_{i}} e_{j}, e_{k}\right\rangle=e^{2 f}\left(\frac{\partial f}{\partial x_{i}} \delta_{j k}-\frac{\partial f}{\partial x_{k}} \delta_{i j}+\frac{\partial f}{\partial x_{j}} \delta_{k i}\right) .
$$

ii) Show that when $n=2$, the sectional curvature of $M$ along an $e_{1}, e_{2}$ plane at $p$ is given by

$$
-e^{-2 f(p)}\left(\frac{\partial^{2} f}{\partial x_{1}^{2}}+\frac{\partial^{2} f}{\partial x_{2}^{2}}\right)(p) .
$$

## Solution.

i) Set

$$
\nabla_{e_{i}} e_{j}=\sum_{l=1}^{n} \Gamma_{i j}^{l} e_{l}
$$

From $g_{i j}=e^{2 f} \delta_{i j}$ it follows that

$$
\begin{aligned}
\left\langle\nabla_{e_{i}} e_{j}, c_{k}\right\rangle=\sum_{l=1}^{n} \Gamma_{i j}^{l} g_{l k} & =\frac{1}{2}\left(\frac{\partial g_{j k}}{\partial x_{i}}-\frac{\partial g_{i j}}{\partial x_{k}}+\frac{\partial g_{i k}}{\partial x_{j}}\right) \\
& =e^{2 f}\left(\frac{\partial f}{\partial x_{i}} \delta_{j k}-\frac{\partial f}{\partial x_{k}} \delta_{i j}+\frac{\partial f}{\partial x_{j}} \delta_{k i}\right)
\end{aligned}
$$

ii) The sectional curvature of $M$ along an $e_{1}, e_{2}$ plane at $p$ is just the Gauss curvature of $M$ at $p$. Noting that $E=G=e^{2 f}, F=0$, from the Gauss equation we obtain

$$
K(p)=-\frac{1}{\sqrt{E G}}\left[\left(\frac{(\sqrt{E})_{2}}{\sqrt{G}}\right)_{2}+\left(\frac{(\sqrt{G})_{1}}{\sqrt{E}}\right)_{1}\right]=-e^{-2 f(p)}\left(\frac{\partial^{2} f}{\partial x_{1}^{2}}+\frac{\partial^{2} f}{\partial x_{2}^{2}}\right)(p)
$$

## 3334

Let $X, Y$ be complete vector fields on a manifold $M$ and let $X_{t}, Y_{t}$ be the flows induced by them.
i) Show that $X_{s} \circ Y_{t}=Y_{t} \circ X_{s}$ for all $s, t \in \mathbb{R}$ implies $[X, Y]=0$.
ii) Prove the converse to i).
(Indiana)

## Solution.

Observe that for a diffeomorphism $F: M \rightarrow M$, the complete vector field $Y$ is $F$-invariant, i.e., $F_{*} Y=Y$, if and only if $F \circ Y_{t}=Y_{t} \circ F, \forall t \in \mathbb{R}$.
i) Suppose that $X_{s} \circ Y_{t}=Y_{t} \circ X_{s}$ for all $s, t \in \mathbb{R}$. Since $X_{s}$ is a diffeomorphism for each $s$, then $Y$ is $X_{s}$-invariant. Thus

$$
[X, Y]=L_{X} Y=\lim _{s \rightarrow 0} \frac{1}{s}\left[Y-X_{s *} Y\right]=0
$$

ii) Now suppose that $[X, Y]=0$. Then

$$
0=X_{s *}[X, Y]=\left[X_{s *} X, X_{s *} Y\right]=\left[X, X_{s *} Y\right]=L_{X}\left(X_{s *} Y\right)
$$

Hence for each $p \in M$ and any $f \in C^{\infty}(p)$, we have

$$
\begin{aligned}
0 & =\left(L_{X}\left(X_{s *} Y\right)\right)_{p} f=\lim _{\Delta s \rightarrow 0} \frac{1}{\Delta s}\left[\left(X_{s *} Y\right)_{p} f-\left(X_{\Delta s *}\left(X_{s *} Y\right)\right)_{p} f\right] \\
& =\lim _{\Delta s \rightarrow 0} \frac{1}{\Delta s}\left[\left(X_{s *} Y\right)_{p} f-\left(X_{(s+\Delta s) *} Y\right)_{p} f\right]=-\frac{d}{d s}\left(X_{s *} Y\right)_{p} f
\end{aligned}
$$

for all $s \in \mathbb{R}$. Therefore,

$$
\left(X_{s *} Y\right)_{p} f=\left(X_{0 *} Y\right)_{p} f=Y_{p} f
$$

Since $f$ is arbitrary, we obtain $X_{s *} Y=Y$, namely, $Y$ is $X_{s}$-invariant. Hence $X_{s} \circ Y_{t}=Y_{t} \circ X_{s}$ for all $s, t \in \mathbb{R}$.

## 3335

If $\phi: G_{1} \rightarrow G_{2}$ is a Lie group homomorhism, show that for all $v \in L G_{1}$, we have

$$
\phi(\exp (v))=\exp \left(\phi_{*} v\right)
$$

(Indiana)

## Solution.

Note that $\exp t v, t \in \mathbb{R}^{1}$ is a 1 -parameter subgroup of $G_{1}$ generated by $v \in L G_{1}$. Since $\phi$ is a Lie group homomorphism, then $\phi(\exp t v)$ is also a 1-parameter subgroup of $G_{2}$ generated by a suitable $w \in L G_{2}$, namely, $\phi(\exp t v)=\exp t w$.

Let $\left(x^{1}, \cdots, x^{m}\right)$ and $\left(y^{1}, \cdots, y^{n}\right)$ be local coordinates of $G_{1}$ and $G_{2}$ about the identities $e_{1}$ and $e_{2}$, respectively. Locally, $\phi$ can be expressed by

$$
\phi\left(x^{1}, \cdots, x^{m}\right)=\left(\phi^{1}\left(x^{1}, \cdots, x^{m}\right), \cdots, \phi^{n}\left(x^{1}, \cdots, x^{m}\right)\right)
$$

and $\exp t v$ and $\exp t w$ can be denoted by

$$
\left(x^{1}(t), \cdots, x^{m}(t)\right)
$$

and

$$
\left(\phi^{1}\left(x^{1}(t), \cdots, x^{m}(t)\right), \cdots, \phi^{n}\left(x^{1}(t), \cdots, x^{m}(t)\right)\right.
$$

respectively. Assuming that

$$
v_{e_{1}}=\sum_{i=1}^{m} v^{i} \frac{\partial}{\partial x^{i}}, \quad w_{e_{2}}=\sum_{\alpha=1}^{n} w^{\alpha} \frac{\partial}{\partial y^{\alpha}}
$$

we have

$$
v^{i}=\left(\frac{d x^{i}(t)}{d t}\right)_{t=0}, \quad w^{\alpha}=\left(\frac{d \phi^{\alpha}}{d t}\right)_{t=0}
$$

Therefore,

$$
\begin{aligned}
d \phi\left(v_{e_{1}}\right) & =\phi_{*} v_{e_{1}}=\sum_{i=1}^{m} v^{i} \sum_{\alpha=1}^{m}\left(\frac{\partial \phi^{\alpha}}{\partial x^{i}}\right)_{x=x(0)} \frac{\partial}{\partial y^{\alpha}} \\
& =\sum_{i=1}^{m} \sum_{\alpha=1}^{n}\left(\frac{d x^{i}}{d t}\right)_{t=0}\left(\frac{\partial \phi^{\alpha}}{\partial x^{i}}\right)_{x=x(0)} \frac{\partial}{\partial y^{\alpha}} \\
& =\sum_{\alpha=1}^{n}\left(\frac{d \phi^{\alpha}}{d t}\right)_{t=0} \frac{\partial}{\partial y^{\alpha}}=w_{e_{2}}
\end{aligned}
$$

Furthermore, by left translation, we have $d \phi(v)=w$, i.e., $\phi_{*} v=w$. Hence $\phi(\exp t v)=\exp t \phi_{*} w$. Taking $t=1$ completes the proof.

## 3336

Consider the linearly independent vector fields $\mathbf{r}$ and $\mathbf{v}$ on $U:=\mathbb{R}^{4} \backslash 0$ whose values at $\mathrm{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in \mathbb{R}^{4}$ are given by

$$
\begin{aligned}
\mathbf{r}_{x}: & =\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
\mathbf{v}_{x}: & =\left(-x_{2}, x_{1},-x_{4}, x_{3}\right)
\end{aligned}
$$

a) Is the rank-2 distribution defined by these two vector fields in $U$ completely integrable?
b) Is the rank- 2 distribution orthogonal to these two vector fields completely integrable?
(Indiana)

## Solution.

a) Direct calculation gives $[\mathbf{r}, \mathbf{v}]=0$. Thus the Frobenius theorem guarantees that the rank-2 distribution defined by $\mathbf{r}$ and $\mathbf{v}$ in $U$ is completely integrable.
b) Construct the following linear algebraic equations about $y_{1}, y_{2}, y_{3}$ and $y_{4}$

$$
\left\{\begin{array}{l}
x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}+x_{4} y_{4}=0 \\
-x_{2} y_{1}+x_{1} y_{2}-x_{4} y_{3}+x_{3} y_{4}=0
\end{array}\right.
$$

which are equivalent to

$$
\left(\begin{array}{cc}
x_{1} & x_{2} \\
-x_{2} & x_{1}
\end{array}\right)\binom{y_{1}}{y_{2}}+\left(\begin{array}{cc}
x_{3} & x_{4} \\
-x_{4} & x_{3}
\end{array}\right)\binom{y_{3}}{y_{4}}=0
$$

Because ( $x_{1}, x_{2}, x_{3}, x_{4}$ ) $\in \mathbb{R}^{4} \backslash 0=U$, without loss of generality, we may assume $x_{1} \neq 0$. Therefore, we obtain

$$
\binom{y_{1}}{y_{2}}=\frac{-1}{x_{1}^{2}+x_{2}^{2}}\left(\begin{array}{ll}
x_{1} x_{3}+x_{2} x_{4} & x_{1} x_{4}-x_{2} x_{3} \\
x_{2} x_{3}-x_{1} x_{4} & x_{2} x_{4}+x_{1} x_{3}
\end{array}\right)\binom{y_{3}}{y_{4}} .
$$

Setting

$$
\binom{y_{3}}{y_{4}}=\binom{-\left(x_{1}^{2}+x_{2}^{2}\right)}{0}
$$

and

$$
\binom{0}{-\left(x_{1}^{2}+x_{2}^{2}\right)}
$$

respectively, we obtain the following two linearly independent vector fields $\alpha$ and $\beta$ which define a rank- 2 distribution orthogonal to the above one and whose values at $x$ are given by

$$
\begin{array}{rlll}
\alpha & =\left(x_{1} x_{3}+x_{2} x_{4},\right. & x_{2} x_{3}-x_{1} x_{4}, & -\left(x_{1}^{2}+x_{2}^{2}\right), \\
\beta & =\left(\begin{array}{lll}
\left(x_{1} x_{2}-x_{2} x_{3},\right. & x_{2} x_{4}+x_{1} x_{3}, & 0,
\end{array} \quad-\left(x_{1}^{2}+x_{2}^{2}\right)\right)
\end{array}
$$

By a long but straightforward calculation, we have $[\alpha, \beta]=-2\left(x_{1}^{2}+x_{2}^{2}\right) \mathbf{v}$ which does not belong to the distribution defined by $\alpha$ and $\beta$. Thus the Frobenius theorem tells us that this distribution is not completely integrable.

## 3337

Let $G$ be a Riemannian manifold with a global frame-field $\left\{e_{i}\right\}_{i=1}^{n}$.
a) Show that any connection on $G$ is competely determined by its effect on the frame field, i.e., by the vector fields $\nabla_{e_{i}} e_{j}, i, j=1, \cdots, n$.
b) Show that when $G$ is a Lie group with a bi-invariant metric $\langle$,$\rangle , and$ the frame-field is left-invariant, we characterize the Levi-Civita connection on ( $G,\langle\rangle$,$) by setting,$

$$
\nabla_{e_{i}} e_{j}=\frac{1}{2}\left[e_{i}, e_{j}\right]
$$

for all $i, j=1, \cdots, n$.
(Indiana)
Solution.
a) For arbitrary smooth vector fields $X$ and $Y$ on $G$, we have

$$
X=\sum_{i=1}^{n} x^{i} e_{i}, \quad Y=\sum_{i=1}^{n} y^{i} e_{i}
$$

Then, motivated by the properties of connection, we can well define

$$
\nabla_{X} Y=\nabla_{\sum_{i} x^{i} e_{i}}\left(\sum_{j} y^{i} e_{j}\right)=\sum_{i, j=1}^{n} x^{i} e_{i}\left(y^{j}\right) \cdot e_{j}+\sum_{i, j=1}^{n} x^{i} y^{j} \nabla_{e_{i}} e_{j} .
$$

Thus defined operator $\nabla$ certainly satisfies all properties of a linear connection on $G$.
b) For every left invariant vector field $X$ on $G$, let $g(t)$ denote the unique 1-parameter subgroup of $G$ such that $g(0)=e, \frac{d g(0)}{d t}=X_{e}$, where $e$ is the unit element of $G$. Noting that $g(t)$ is a geodesic of $G$ and $X_{g(t)}=\frac{d g(t)}{d t}$, we have obviously

$$
\nabla_{X_{\mathrm{e}}} X=\left.\frac{D X_{g(t)}}{d t}\right|_{t=0}=\left.\frac{D}{d t}\left(\frac{d g(t)}{d t}\right)\right|_{t=0}=0
$$

Besides, because the metric of $G$ is bi-invariant, we know that $\nabla_{X} X=0$ is valid everywhere. Especially, if $X=e_{i}+e_{j}$, then $\nabla_{e_{i}+e_{j}}\left(e_{i}+e_{j}\right)=0$ implies that

$$
\nabla_{e_{i}} e_{j}+\nabla_{e_{j}} e_{i}=0
$$

On the other hand, the Levi-Civita connection $\nabla$ satisfies

$$
\nabla_{e_{i}} e_{j}-\nabla_{e_{j}} e_{i}=\left[e_{i}, e_{j}\right] .
$$

Thus, we obtain

$$
\nabla_{e_{i}} e_{j}=\frac{1}{2}\left[e_{i}, e_{j}\right] .
$$

## Part IV

## Real Analysis

## SECTION 1 <br> MEASURABLITY AND MEASURE

4101

Let $S \subset[0,1]$ be the set defined by the property that $x \in S$ if and only if in the decimal representation of $x$ the first appearance of the digit 2 precedes the first appearance of the digit 3. Prove that $S$ is Lebesgue measurable and find its measure.
(Stanford)

## Solution.

For any $x \in[0,1)$ there is a unique sequence $\left\{p_{n}(x)\right\}_{n=1}^{\infty}$ of integers satisfying the following properties
(1) $0 \leq p_{n}(x) \leq 9,(2) \forall n, \exists m \geq n: p_{m}(x) \leq 8$ and (3) $x=\sum_{n=1}^{\infty} \frac{p_{n}(x)}{10^{n}}$. Then

$$
\begin{aligned}
S= & \{1\} \cup\left\{x \in[0,1) \mid \forall n, p_{n}(x) \neq 2 \text { and } p_{n}(x) \neq 3\right\} \\
& \cup\left\{x \in[0,1) \mid \exists n, p_{n}(x)=2, \forall i<n, p_{i}(x) \neq 2 \text { and } p_{i}(x) \neq 3\right\}
\end{aligned}
$$

Let

$$
A=\left\{x \in[0,1) \mid \forall n, p_{n}(x) \neq 2 \text { and } p_{n}(x) \neq 3\right\}
$$

and

$$
B=\left\{x \in[0,1) \mid \exists n, p_{n}(x)=2, \forall i<n, p_{i}(x) \neq 2 \text { and } p_{i}(x) \neq 3\right\}
$$

Then

$$
[0,1) \backslash A=\bigcup_{n=1}^{\infty} \bigcup_{k_{i} \neq 2,3}\left[\frac{k_{1}}{10}+\cdots+\frac{k_{n-1}}{10^{n-1}}+\frac{2}{10^{n}}, \frac{k_{1}}{10}+\cdots+\frac{k_{n-1}}{10^{n-1}}+\frac{4}{10^{n}}\right)
$$

and

$$
B=\bigcup_{n=1}^{\infty} \bigcup_{k_{i} \neq 2,3}\left[\frac{k_{1}}{10}+\cdots+\frac{k_{n-1}}{10^{n-1}}+\frac{2}{10^{n}}, \frac{k_{1}}{10}+\cdots+\frac{k_{n-1}}{10^{n-1}}+\frac{3}{10^{n}}\right)
$$

It follows that both $A$ and $B$ are measurable and therefore is $S$. Since

$$
m([0,1) \backslash A)=\sum_{n=1}^{\infty} \frac{2}{10^{n}} \cdot 8^{n-1}=1
$$

and

$$
m(B)=\sum_{n=1}^{\infty} \frac{1}{10^{n}} \cdot 8^{n-1}=\frac{1}{2}
$$

we have

$$
m(S)=m(A)+m(B)=\frac{1}{2}
$$

4102

Define $S^{1}=\mathbb{R} / \boldsymbol{Z}$ endowed with the natural Lebesgue measure. Consider on $S^{1}$ the equivalence relation: $[x] \sim[y] \Leftrightarrow x-y \in \mathscr{Q}$, for $x, y \in \mathbb{R}$ and [] denoting the class in $S^{1}$. For each $\xi \in S^{1} / \sim$, choose a representative $\bar{\xi} \in S^{1}$, and let $E \subset S^{1}$ be the set of these points, i.e.,

$$
E=\left\{\bar{\xi} \mid \bar{\xi} \in \xi, \forall \xi \in S^{1} / \sim\right\}
$$

Show that $E$ is not measurable.
(Stanford)

## Solution.

$S^{1}$ is an abelian group under the binary operation $([x],[y]) \mapsto[x+y]$ and the inverse operation $[x] \mapsto[-x]$.

For any $[x] \in S^{1}$ there is by the construction of $E$ a unique element $[y] \in E$ such that $x-y \in \mathbb{Q}$. Then $[x]=[y]+[r]$, where $r \in[0,1) \cap \mathbb{Q}$ is such that $r \equiv x-y \bmod Z$. So we conclude that $S^{1}=\bigcup_{r \in[0,1) \cap Q}(E+[r])$.

If $r, s \in[0,1) \cap Q$ are such that $(E+[r]) \cap(E+[s]) \neq \emptyset$ there are $[x],[y] \in E$ such that $[x]+[r]=[y]+[s]$. It follows that $x \equiv y \bmod \mathbb{Q}$ and therefore $[x]=[y]$ by the construction of $E$. Thus $[r]=[s]$, which then implies that $r=s$ since $-1<r-s<1$.

It follows that $\{E+[r] \mid r \in[0,1) \cap \mathbb{Q}\}$ is a partition of $S^{1}$.
Let $m$ denote the natural Lebesgue measure on $S^{1}$ such that $m\left(S^{1}\right)=1$. If $E$ is measurable then

$$
m\left(S^{1}\right)=\sum_{r \in[0,1) \cap \varphi} m(E+[r])=\sum_{r \in[0,1) \cap Q} m(E)
$$

If $m(E)=0$ then $m\left(S^{1}\right)=0$, a contradiction; Otherwise $m\left(S^{1}\right)=\infty$, a contradiction, too.

Let $X$ be a set and $\mathcal{D} \subset \mathcal{P}(X), \mathcal{D}$ closed under finite intersection. Denote by $\mathcal{R}$ the ring generated by $\mathcal{D}$. Futhermore, let $\pi$ be the smallest system, $\mathcal{D} \subset \pi \subset \mathcal{P}(X)$ such that $\pi$ is closed under the following operations:
(i) finite disjoint unions.
(ii) differences $A \backslash B, B \subset A$.

Prove that $\pi=\mathcal{R}$.

## Solution.

Obviously, $\pi \subseteq \mathcal{R}$. We have

$$
\begin{equation*}
\{A \in \mathcal{R} \mid A \cap B \in \pi, \quad B \in \mathcal{D}\}=\mathcal{R} \tag{1}
\end{equation*}
$$

since the former is a ring containing $\mathcal{D}$. Also we have

$$
\begin{equation*}
\{B \in \mathcal{R} \mid A \cap B \in \pi, A \in \mathcal{R}\}=\mathcal{R} \tag{2}
\end{equation*}
$$

since by the equality (1) the former is a ring containing $\mathcal{D}$. By equality (2), $\mathcal{R}=\pi$ since for any $A \in \mathcal{R}, A=A \cap A$.

4104

Let $\mu^{*}$ be the Lebesgue outer measure on $\mathbb{R}$ and $A, B$ subsets of $\mathbb{R}$ such that

$$
\inf \{|x-y| \mid x \in A, y \in B\}>0
$$

Prove or disprove that

$$
\mu^{*}(A \cup B)=\mu^{*}(A)+\mu^{*}(B)
$$

## Solution.

We will show the equality. Let $r=d(A, B)>0$. Let

$$
U=\left\{x \in \mathbb{R} \left\lvert\, d(x, A)<\frac{r}{2}\right.\right\}
$$

and

$$
V=\left\{x \in \mathbb{R} \left\lvert\, d(x, B)<\frac{r}{2}\right.\right\}
$$

Then $U$ and $V$ are disjoint open sets containing $A$ and $B$ respectively. We have

$$
\begin{aligned}
\mu^{*}(A \cup B)= & \inf \{\mu(W) \mid W \text { open, } A \cup B \subseteq W\} \\
= & \inf \{\mu(W) \mid W \text { open, } A \cup B \subseteq W \subseteq U \cup V\} \\
= & \inf \left\{\mu\left(W_{1}\right)+\mu\left(W_{2}\right) \mid W_{i} \text { open, } A \subseteq W_{1} \subseteq U, B \subseteq W_{2} \subseteq V\right\} \\
\stackrel{(1)}{=} & \inf \left\{\mu\left(W_{1}\right) \mid W_{1} \text { open, } A \subseteq W_{1} \subseteq U\right\} \\
& +\inf \left\{\mu\left(W_{2}\right) \mid W_{2} \text { open, } B \subseteq W_{2} \subseteq V\right\} \\
= & \mu^{*}(A)+\mu^{*}(B)
\end{aligned}
$$

where the equality (1) follows from the following equality

$$
\inf (X+Y)=\inf X+\inf Y, \quad X, Y \subseteq \mathbb{R}
$$

## 4105

a) Consider a measurable space ( $\boldsymbol{X}, \mu$ ) with a finite, positive, finitely additive measure $\mu$. Finite additivity means that whenever $\left\{B_{i}\right\}$ is a finite collection of mutually disjoint measurable sets, then $\mu\left(\cup B_{i}\right)=\sum \mu\left(B_{i}\right)$. Prove that $\mu$ is countably additive if and only if it satisfies the following condition:

If $A_{n}$ is a decreasing sequence of sets with empty intersection then

$$
\lim _{r \rightarrow \infty} \mu\left(A_{n}\right)=0
$$

b) Now that suppose $X$ is a locally compact Hausdorff space, that $\mathcal{B}$ is the Borel $\sigma$-algebra, and that $\mu$ is a finite, positive, finitely additive measure on $\mathcal{B}$. Suppose moreover that $\mu$ is regular, that is for each $B \in \mathcal{B}$,

$$
\mu(B)=\sup \{\mu(K) \mid K \subseteq B \text { and } K \text { is compact }\} .
$$

Prove that $\mu$ is countably additive.
(Iowa)

## Solution.

a) The sufficiency. Let $\left\{B_{n}\right\}$ be countably many measurable sets which are mutually disjoint. Let $A_{n}=\bigcup_{i=n+1}^{\infty} B_{i}$. Then $\bigcap_{n=1}^{\infty} A_{n}=\emptyset$. We have

$$
\begin{aligned}
\mu\left(\bigcup_{n=1}^{\infty} B_{n}\right) & =\lim _{n \rightarrow \infty}\left(\mu\left(\bigcup_{i=1}^{n} B_{i}\right)+\mu\left(\bigcup_{i=n+1}^{\infty} B_{i}\right)\right) \\
& =\lim _{n \rightarrow \infty}\left(\sum_{i=1}^{n} \mu\left(B_{i}\right)+\mu\left(A_{n}\right)\right)=\sum_{i=1}^{\infty} \mu\left(B_{i}\right) .
\end{aligned}
$$

Therefore $\mu$ is a measure. The necessity is obvious.
b) If $\mu$ is not countably additive, by a) there is a decreasing sequence $\left\{A_{n}\right\}$ of measurable sets with empty intersection such that

$$
\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)=\inf _{n} \mu\left(A_{n}\right)>0 .
$$

For each $n$ there is a compact $K_{n}$ contained in $A_{n}$ such that

$$
\mu\left(A_{n}\right)<\mu\left(K_{n}\right)+\frac{1}{2^{n+1}} \inf _{i} \mu\left(A_{i}\right) .
$$

Then

$$
\mu\left(A_{n} \backslash \bigcap_{i=1}^{n} K_{i}\right) \leq \sum_{i=1}^{n} \mu\left(A_{i} \backslash K_{i}\right)<\frac{1}{2} \inf _{i} \mu\left(A_{i}\right),
$$

which implies that

$$
\mu\left(\bigcap_{i=1}^{n} K_{i}\right) \neq 0
$$

and therefore

$$
\bigcap_{i=1}^{n} K_{i} \neq \emptyset
$$

Thus $\left\{\bigcap_{i=1}^{n} K_{i} \mid n \in \mathbb{N}\right\}$ is a decreasing sequence of nonempty compact subsets in the compact space $K_{1}$. So $\bigcap_{n=1}^{\infty} K_{n} \neq \emptyset$, which contradicts the fact that $\bigcap_{n=1}^{\infty} A_{n}=\emptyset$.

## 4106

For $f:[0,1] \rightarrow \mathbb{R}$, let $E \subset\left\{x \mid f^{\prime}(x)\right.$ exists $\}$. If $m(E)=0$, show that $m(f(E))=0$.
(Indiana-Purdue)

## Solution.

Denote

$$
F=\left\{x\left|x \in E,\left|f^{\prime}(x)\right|<M\right\},\right.
$$

where $M$ is any positive number. It suffices to prove $m(f(F))=0$. Set

$$
F_{n}=\left\{x|x \in F,|f(y)-f(x)| \leq M| y-x \mid \text { if }|y-x|<\frac{1}{n}\right\} .
$$

Then

$$
F_{1} \subset F_{2} \subset \cdots, m\left(F_{n}\right)=0
$$

and

$$
f(F) \subset \cup f\left(F_{n}\right)=\lim _{n \rightarrow \infty} f\left(F_{n}\right)
$$

For any $\varepsilon>0$, take a sequence $\left\{I_{n, k}\right\}$ of open intervals such that

$$
F_{n} \subset \bigcup_{k} I_{n, k}, m\left(I_{n, k}\right)<\frac{1}{n}, \quad \sum_{k} m\left(I_{n, k}\right)<\varepsilon
$$

For $x, y \in F_{n} \cap I_{n, k}$, we have

$$
|f(x)-f(y)| \leq M m\left(I_{n, k}\right)
$$

Therefore

$$
\begin{aligned}
m^{*}\left(f\left(F_{n}\right)\right) & =m^{*}\left(f\left(F_{n} \cap\left(\bigcup_{k} I_{n, k}\right)\right)\right) \\
& \leq \sum_{k} m^{*}\left(f\left(F_{n} \cap I_{n, k}\right)\right) \\
& \leq M \sum m\left(I_{n, k}\right)<M \varepsilon
\end{aligned}
$$

Thus $m^{*}\left(f\left(F_{n}\right)\right)=0$, which implies that $m(f(F))=0$.

## 4107

Suppose $A \subset \mathbb{R}$ is Lebesgue measurable and assume that

$$
m(A \cap(a, b)) \leq \frac{b-a}{2}
$$

for any $a, b \in \mathbb{R}, a<b$. Prove that $m(A)=0$.

## Solution.

If $m(A) \neq 0$ there is an $n$ such that $m(A \cap(n, n+1)) \neq 0$. There is an open subset $U$ in $(n, n+1)$ such that

$$
A \cap(n, n+1) \subseteq U \subseteq(n, n+1)
$$

and

$$
m(U)<m(A \cap(n, n+1))+\varepsilon
$$

where $\varepsilon<m(A \cap(n, n+1))$.
There are at most countably many disjoint intervals $\left(a_{j}, b_{j}\right)$ 's such that

$$
U=\bigcup_{j}\left(a_{j}, b_{j}\right)
$$

Then

$$
A \cap(n, n+1)=\bigcup_{j} A \cap\left(a_{j}, b_{j}\right)
$$

We have

$$
\begin{aligned}
m(A \cap(n, n+1)) & =\sum_{j} m\left(A \cap\left(a_{j}, b_{j}\right)\right) \\
& \leq \sum_{j} \frac{b_{j}-a_{j}}{2} \\
& =\frac{1}{2} m(U)<\frac{1}{2}(m(A \cap(n, n+1))+\varepsilon)
\end{aligned}
$$

which deduces that

$$
m(A \cap(n, n+1))<\varepsilon
$$

a contradiction.

## 4108

Choose $0<\lambda<1$ and construct the Cantor set $K_{\lambda}$ as follows: Remove from $[0,1]$ its middle part of length $\lambda$; we are left with two intervals $I_{1}$ and $I_{2}$. Remove from each of them their middle parts of lengths $\lambda\left|I_{i j}\right|$, etc. and keep doing this ad infinitum. We are left with the set $K_{\lambda}$. Prove that the set $K_{\lambda}$ has Lebesgue measure zero.
(Stanford)

## Solution.

Claim. For any $n \in \mathbb{N}$, the total length of intervals removed in the $n$-th step is $\lambda(1-\lambda)^{n-1}$.

The claim holds for $n=1$. Assume that it holds for any $n \leq k$. Then the total length of intervals removed in the $k+1$-th step is

$$
\lambda\left(1-\sum_{i=1}^{k} \lambda(1-\lambda)^{i-1}\right)=\lambda(1-\lambda)^{k}
$$

By induction the claim holds for any $n \in \mathbb{N}$.
It follows that the Lebesgue measure of $K_{\lambda}$ is

$$
1-\sum_{n=1}^{\infty} \lambda(1-\lambda)^{n-1}=0
$$

## 4109

Suppose $\mu$ is a positive Borel measure on $\mathbb{R}$ such that
(i) $\mu([0,1])=1$, and (ii) $\mu(E)=\mu(x+E)$ for any Borel set $E$ of $\mathbb{R}$ and every $x \in \mathbb{R}$. Does this imply that $\mu$ is the Lebesgue measure? Justify your answer.
(Iowa)

## Solution.

Yes, $\mu$ is the Lebesgue measure. For any $x \in \mathbb{R}$ define

$$
g(x)= \begin{cases}\mu((0, x]), & x \geq 0, \\ -\mu((x, 0]), & x<0 .\end{cases}
$$

Then $g: \mathbb{R} \rightarrow \mathbb{R}$ is nondecreasing and right-continuous. Moreover, for any $x, y \in \mathbb{R}$ with $x<y, \mu(x, y]=g(y)-g(x)$. It follows that the measure $\mu$ is induced by $g$.

For any $x, y \in \mathbb{R}$, from either

$$
\mu(x, x+y]=\mu(0, y], \quad y \geq 0
$$

or

$$
\mu(x+y, x]=\mu(y, 0], \quad y<0
$$

we have

$$
g(x+y)=g(x)+g(y) .
$$

From the right-continuity of $g$, we conclude that $g(x)=x g(1)$. However,

$$
\begin{aligned}
g(1) & =\mu((0,1])=\mu([0,1])-\mu(\{0\}) \\
& =1-\lim _{n \rightarrow \infty} \mu\left(\left(-\frac{1}{n}, 0\right]\right) \\
& =1-\lim _{n \rightarrow \infty}\left(g(0)-g\left(-\frac{1}{n}\right)\right)=1
\end{aligned}
$$

It follows that $g(x) \equiv x$ and therefore $\mu$ is the Lebesgue measure.

Let $\mathcal{U}$ be a $\sigma$-algebra of subsets of a set $X$ and $\mu_{n}: \mathcal{U} \rightarrow \mathbb{R}$ be signed measures such that $\mu(E)=\lim _{n \rightarrow \infty} \mu_{n}(E)$ exists for every $E \in \mathcal{U}$. Prove that $\mu$ is a signed measure.
(Iowa)

## Solution.

Let, for each $E \in \mathcal{U}$,

$$
\widetilde{\mu}(E)=\sum_{n=1}^{\infty} \frac{1}{n^{2}} \frac{\left|\mu_{n}\right|(E)}{1+\left|\mu_{n}\right|(X)} .
$$

Then $\tilde{\mu}$ is a finite measure and $\mu_{n}$ 's are absolutely continuous with respect to $\tilde{\mu}$. Given any mutually disjoint measurable sets $E_{n}$ 's, by the Vitali-Hahn-Saks Theorem one has

$$
\lim _{n \rightarrow \infty} \sup _{m}\left|\mu_{m}\left(\bigcup_{k=n}^{\infty} E_{k}\right)\right|=0 .
$$

Then

$$
\begin{aligned}
\mu\left(\bigcup_{k=1}^{\infty} E_{k}\right) & =\lim _{m \rightarrow \infty} \mu_{m}\left(\bigcup_{k=1}^{\infty} E_{k}\right) \\
& =\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty}\left(\mu_{m}\left(\bigcup_{k=1}^{n} E_{k}\right)+\mu_{m}\left(\bigcup_{k=n+1}^{\infty} E_{k}\right)\right) \\
& =\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \mu\left(E_{k}\right)+\mu_{m}\left(\bigcup_{k=n+1}^{\infty} E_{k}\right)\right) \\
& =\sum_{k=1}^{\infty} \mu\left(E_{k}\right)
\end{aligned}
$$

which shows that $\mu$ is a generalized measure and therefore a signed measure.

## 4111

Let $\lambda$ be Lebesgue measure on $\mathbb{R}$. Show that for any Lebesgue measurable set $E \subset \mathbb{R}$ with $\lambda(E)=1$, there is a Lebesgue measurable set $A \subset E$ with $\lambda(A)=\frac{1}{2}$.

## Solution.

Define the function $f: \mathbb{R} \rightarrow[0,1]$ by

$$
f(x)=\lambda(E \cap(-\infty, x]), \quad x \in \mathbb{R}
$$

It is continuous by the following inequality

$$
|f(x)-f(y)| \leq|x-y|, \quad x, y \in \mathbb{R}
$$

Since $\lim _{x \rightarrow-\infty} f(x)=0$ and $\lim _{x \rightarrow \infty} f(x)=1$, there is a point $x_{0} \in \mathbb{R}$ such that $f\left(x_{0}\right)=\frac{1}{2}$. Put $A=E \cap\left(-\infty, x_{0}\right]$, which is required.

4112

Let $\mu$ be a complex Borel measure on $[0, \infty)$. Show that if

$$
\int_{0}^{\infty} e^{-n x} d \mu(x)=0
$$

for all $n=0,1,2, \cdots$, then $\mu=0$.

## Solution.

Let

$$
S=\operatorname{span}\left\{e^{-n x} \mid n \in \mathbb{N} \cup\{0\}\right\}
$$

then $S$ is a self-adjoint subalgebra of $C([0, \infty])$ separating the points of $[0, \infty]$. It follows from the Stone-Weierstrass Theorem, $S$ is dense in $C([0, \infty])$ under the supremum norm topology. Therefore for any $f \in C([0, \infty])$,

$$
\int_{[0, \infty]} f d \mu=0
$$

which then implies that $\mu=0$.

## 4113

Let $A \subset[0,1]$ be a measurable set of positive measure. Show that there exist two points $x^{\prime} \neq x^{\prime \prime}$ in $A$ with $x^{\prime}-x^{\prime \prime}$ rational.

> (Indiana-Purdue)

## Solution.

Denote all the rational numbers in $[-1,1]$ by $r_{1}, r_{2}, \cdots, r_{n}, \cdots$. Denote

$$
A_{n}=\left\{x+r_{n} \mid x \in A\right\} .
$$

Then $m\left(A_{n}\right)=m(A)>0 . A_{n} \subset[-1,2]$. Thus

$$
\bigcup_{n=1}^{\infty} A_{n} \subset[-1,2] .
$$

Suppose that $A_{n} \cap A_{m}=\emptyset$ if $n \neq m$. Then

$$
\sum_{n=1}^{\infty} m\left(A_{n}\right) \leq m([-1,2])=3,
$$

which contradicts $m(A)>0$. Therefore there must be some $m, n$ such that $A_{n} \cap A_{m} \neq \emptyset$. Take $z \in A_{n} \cap A_{m}$. Then we can find $x^{\prime}, x^{\prime \prime} \in A$ such that

$$
z=x^{\prime}+r_{n}=x^{\prime \prime}+r_{m} .
$$

Thus

$$
x^{\prime}-x^{\prime \prime}=r_{m}-r_{n} .
$$

## 4114

Let $E=\left\{\left.\sum_{n=1}^{\infty} \frac{x_{n}}{3^{n}} \right\rvert\, x_{n}=0\right.$ or 1$\}$. Prove that $E$ is Lebesgue measurable with Lebesgue measure 0 . Also show that $E+E=[0,1]$.

## Solution.

Obviously, $E \subset[0,1)$. We will show next that

$$
\begin{align*}
& {[0,1) \backslash E=\dot{\cup}\left\{\left[\frac{x_{1}}{3}+\cdots+\frac{x_{n-1}}{3^{n-1}}+\frac{2}{3^{n}}, \frac{x_{1}}{3}+\cdots+\frac{x_{n-1}+1}{3^{n-1}}\right)\right.} \\
&\left.\mid 0 \leq x_{1}, \cdots, x_{n-1} \leq 1, n \in \mathbb{N}\right\} \tag{1}
\end{align*}
$$

Indeed, for any $x \in[0,1) \backslash E, x=\sum_{n=1}^{\infty} \frac{x_{n}}{3^{n}}$ (where $0 \leq x_{n} \leq 2$ and for any $n$ there is an $m \geq n$ such that $x_{m} \leq 1$ ), there is at least one $n$ such that $x_{n}=2$. Let $n=\min \left\{k \mid x_{k}=2\right\}$ then $0 \leq x_{1}, \cdots, x_{n-1} \leq 1$ and therefore

$$
x \in\left[\frac{x_{1}}{3}+\cdots+\frac{x_{n-1}}{3^{n-1}}+\frac{2}{3^{n}}, \frac{x_{1}}{3}+\cdots+\frac{x_{n-1}+1}{3^{n-1}}\right) .
$$

The converse inclusion is obvious.
By equality (1), $E$ is measurable and since

$$
m([0,1) \backslash E)=\sum_{n=1}^{\infty} \sum_{0 \leq x_{1}, \cdots, x_{n-1} \leq 1} \frac{1}{3^{n}}=\sum_{n=1}^{\infty} \frac{2^{n-1}}{3^{n}}=1,
$$

$m(E)=0$. Since $E \subset\left[0, \frac{1}{2}\right], E+E \subseteq[0,1]$. For any $x \in[0,1)$ say $x=\sum_{n=1}^{\infty} \frac{x_{n}}{3^{n}}$ (where $0 \leq x_{n} \leq 2$, and for any $n$, there is an $m \geq n$ such that $x_{m} \neq 2$ ). Define

$$
x_{n}^{\prime}=\left\{\begin{array}{ll}
x_{n}, & 0 \leq x_{n} \leq 1, \\
1, & x_{n}=2,
\end{array} \quad n \in \mathbb{I} N\right.
$$

and

$$
x_{n}^{\prime \prime}=\left\{\begin{array}{ll}
0, & 0 \leq x_{n} \leq 1, \\
1, & x_{n}=2,
\end{array} \quad n \in I N\right.
$$

Then $x^{\prime}=\sum_{n=1}^{\infty} \frac{x_{n}^{\prime}}{3^{n}}$ and $x^{\prime \prime}=\sum_{n=1}^{\infty} \frac{x_{n}^{\prime \prime}}{3^{n}}$ belong to $E$ so that $x^{\prime}+x^{\prime \prime}=x$. Obviously,

$$
1=\left(\sum_{n=1}^{\infty} \frac{1}{3^{n}}\right)+\left(\sum_{n=1}^{\infty} \frac{1}{3^{n}}\right) \in E+E
$$

This completes the proof.

4115

Let $f: \mathbb{R} \rightarrow \mathbb{R}_{+}$be measurable, and let $\varepsilon>0$. Show that there exists $g: \mathbb{R} \rightarrow \mathbb{R}_{+}$measurable such that (i) $\|f-g\|_{\infty} \leq \varepsilon$ (ii) for every $r \in \mathbb{R}$, $|\{x \mid g(x)=r\}|=0$.
(Indiana-Purdue)

## Solution.

Take $\left\{r_{n}\right\}$ such that $0<r_{1}<r_{2}<\cdots<r_{n}<\cdots, \lim r_{n}=+\infty, r_{n+1}-$ $r_{n}<\varepsilon$, for all $n$. Set $f_{1}(x)=f(x)+\operatorname{arcctg} x$, Denote

$$
E_{n}=\left\{x \mid r_{n-1}<f_{1}(x) \leq r_{n}\right\} .
$$

Set $g_{1}=\sum r_{n} \chi_{E_{n}}$. Then

$$
g_{1}(x) \geq \operatorname{arcctg} x, \quad\left\|f_{1}-g_{1}\right\|_{\infty} \leq \varepsilon
$$

Set $g(x)=g_{1}(x)-\operatorname{arcctg} x$. We have $g \geq 0$ and $\|f-g\|_{\infty}=\left\|f_{1}-g_{1}\right\|_{\infty} \leq \varepsilon$. For every $r \in \mathbb{R}$,

$$
\begin{aligned}
\{x \mid g(x)=r\} & =\left\{x \mid g_{1}(x)-\operatorname{arcctg} x=r\right\} \\
& =\bigcup_{n}\left\{x \mid x \in E_{n}, \operatorname{arcctg} x=r_{n}-r\right\}
\end{aligned}
$$

Since $\left|\left\{x \mid \operatorname{arcctg} x=r_{n}-r\right\}\right|=0,|\{x \mid g(x)=r\}|=0$.

Let $f$ be the function on $[0,1]$ defined as follows $f(x)=0$ if $x$ is a point on the Cantor ternary set and $f(x)=\frac{1}{p}$ if $x$ is in one of the complementary intervals of length $3^{-p}$.
a) Prove that $f$ is measurable.
b) Evaluate $\int_{0}^{1} f(x) d x$.
(Stanford)

## Solution.

Let $K$ denote the Cantor ternary set. Then

$$
[0,1] \backslash K=\bigcup_{p \geq 1} \bigcup_{a_{i}=0,2}\left(0 \cdot a_{1} \cdots a_{p-1} 1,0 \cdot a_{1} a_{2} \cdots a_{p-1} 2\right)
$$

By the definition, we have

$$
f=\sum_{p \geq 1} \sum_{a_{i}=0,2} \frac{1}{p} \chi_{\left(0 \cdot a_{1} \cdots a_{p-1} 1,0 \cdot a_{1} a_{2} \cdots a_{p-1} 2\right)}
$$

which then is measurable, and

$$
\int_{0}^{1} f(x) d x=\sum_{p \geq 1} \sum_{a_{i}=0,2} \frac{1}{p} \cdot \frac{1}{3^{p}}=\sum_{p=1}^{\infty} \frac{1}{p} \frac{2^{p-1}}{3^{p}}=\ln \sqrt{3}
$$

## 4117

Let $E$ be a Lebesgue measurable subset of $\boldsymbol{R}$ with $m(E)<\infty$ and let

$$
f(x)=m((E+x) \cap E)
$$

Show that
(a) $f(x)$ is a continuous function on $\mathbb{R}$.
(b) $\lim _{x \rightarrow+\infty} f(x)=0$.
(Illinois)

## Solution.

We will show first that for any Lebesgue measurable set $E$,

$$
\lim _{h \rightarrow 0} m((E+h) \cap E)=m(E)
$$

If $E$ is of the form $\cup_{i=1}^{n}\left(\alpha_{i}, \beta_{i}\right)$, where $\left(\alpha_{i}, \beta_{i}\right)$ 's are finitely many mutually disjoint open intervals of finite length, then

$$
\begin{aligned}
m(E) & =\sum_{i=1}^{n}\left(\beta_{i}-\alpha_{i}\right) \\
& =\lim _{h \rightarrow \infty} \sum_{i=1}^{n}\left(\beta_{i} \wedge\left(\beta_{i}+h\right)-\alpha_{i} \vee\left(\alpha_{i}+h\right)\right) \\
& =\lim _{h \rightarrow 0} \sum_{i=1}^{n} m\left(\left(\alpha_{i}, \beta_{i}\right) \cap\left(\alpha_{i}+h, \beta_{i}+h\right)\right) \\
& =\lim _{h \rightarrow 0} m\left(\bigcup_{i=1}^{n}\left(\alpha_{i}, \beta_{i}\right) \cap\left(\alpha_{i}+h, \beta_{i}+h\right)\right) \\
& \leq \varliminf_{h \rightarrow 0} m(E \cap(E+h)) \\
& \leq \varlimsup_{h \rightarrow 0}^{\lim _{h}} m(E \cap(E+h)) \leq m(E)
\end{aligned}
$$

So

$$
\lim _{h \rightarrow 0} m((E+h) \cap E)=m(E)
$$

If $E$ is a compact set, then there is, for any $\varepsilon>0$, an open set $E^{\prime}$ of the above form such that $E \subset E^{\prime}$ and $m\left(E^{\prime} \backslash E\right)<\varepsilon$. Let $F=E^{\prime} \backslash E$ one has

$$
\begin{aligned}
& m(E)<m\left(E^{\prime}\right)=\lim _{h \rightarrow 0} m\left(\left(E^{\prime}+h\right) \cap E^{\prime}\right) \\
= & \lim _{h \rightarrow 0} m(((E+h) \cap E) \dot{\cup}((E+h) \cap F) \dot{\cup}((F+h) \cap E) \dot{\cup}((F+h) \cap F)) \\
\leq & \lim _{h \rightarrow 0} m((E+h) \cap E)+3 \varepsilon \leq \varlimsup_{h \rightarrow 0} m((E+h) \cap E)+3 \varepsilon \leq m(E)+3 \varepsilon .
\end{aligned}
$$

It follows that

$$
m(E)=\lim _{h \rightarrow 0} m((E+h) \cap E)
$$

In general, there is an increasing sequence $\left\{E_{n}\right\}$ of compact sets such that $E_{n} \subseteq E$ and

$$
\lim _{n \rightarrow \infty} m\left(E_{n}\right)=m(E)
$$

Then

$$
\begin{aligned}
m(E) & =\lim _{n \rightarrow \infty} m\left(E_{n}\right)=\lim _{n \rightarrow \infty} \lim _{h \rightarrow 0} m\left(\left(E_{n}+h\right) \cap E_{n}\right) \\
& \leq \lim _{n \rightarrow \infty} \varliminf_{h \rightarrow 0} m((E+h) \cap E)=\varliminf_{h \rightarrow 0} m((E+h) \cap E)
\end{aligned}
$$

So

$$
\lim _{h \rightarrow 0} m((E+h) \cap E)=m(E) .
$$

(a) For any $y, x \in \mathbb{R}$

$$
\begin{aligned}
|f(y)-f(x)|= & |m(((E+y) \backslash(E+x)) \cap E)-m((E+x) \backslash(E+y))| \\
\leq & m((E+y) \backslash(E+x))+M((E+x) \backslash(E+y)) \\
= & m(E+(y-x) \backslash E)+m(E+(x-y) \backslash E) \\
= & m(E)-m(E+(y-x)) \cap E)+m(E) \\
& -m((E+(x-y)) \cap E) \rightarrow 0, \quad \text { as } \quad y \rightarrow x .
\end{aligned}
$$

(b) If $E$ is compact, then there is an $r>0$ such that for any $x>r$, $(x+E) \cap E=\emptyset$. The claim follows.

In general there is an increasing sequence $\left\{E_{n}\right\}$ of compact sets such that $E_{n} \subseteq E$ and $\lim _{n \rightarrow \infty} m\left(E_{n}\right)=m(E)$. Then

$$
\begin{aligned}
& \lim _{x \rightarrow+\infty} m((E+x) \cap E) \\
= & \lim _{x \rightarrow+\infty} m((E+x) \cap E)-m\left(\left(E_{n}+x\right) \cap E_{n}\right)+m\left(\left(E_{n}+x\right) \cap E_{n}\right) \\
= & \lim _{n \rightarrow \infty} \lim _{x \rightarrow+\infty} m\left(((E+x) \cap E) \backslash\left(\left(E_{n}+x\right) \cap E_{n}\right)\right)+m\left(\left(E_{n}+x\right) \cap E_{n}\right) \\
\leq & \lim _{n \rightarrow \infty}\left(m\left((E+x) \backslash\left(E_{n}+x\right)\right)+m\left(E \backslash E_{n}\right)\right)=0 .
\end{aligned}
$$

## 4118

Let $A \subset \mathbb{R}$ be a set of positive Lebesgue measure. Prove that

$$
\varphi(x)=\int \chi_{A}(t x) \chi_{A}(t) d t
$$

is continuous at $x=1$. Use this result to prove that there exists an $\varepsilon>0$ such that for any $m \in \mathbb{R}$ with $|m-1|<\varepsilon$, the line $y=m x$ has a non-void intersection with $A \times A$.
(Iowa)

## Solution.

If $B$ is a bounded open set, say $\bigcup_{i<m}\left(a_{i}, b_{i}\right)$, where $2 \leq m \leq \infty$ and $\left(a_{i}, b_{i}\right)$ 's are mutually disjoint open intervals, then for any $n<m$ and any $x>0$ we have

$$
\bigcup_{i=1}^{n}\left(x a_{i}, x b_{i}\right) \cap\left(a_{i}, b_{i}\right) \subseteq x B \cap B
$$

We have

$$
\begin{align*}
\mu(B) & =\sup _{n<m} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right) \\
& =\sup _{n<m} \lim _{x \rightarrow 1} \sum_{i=1}^{n} \mu\left(\left(x a_{i}, x b_{i}\right) \cap\left(a_{i}, b_{i}\right)\right) \\
& \leq \varliminf_{x \rightarrow 1} \mu(x B \cap B) \\
& \leq \varlimsup_{x \rightarrow 1} \mu(x B \cap B) \leq \mu(B) \tag{1}
\end{align*}
$$

where $\mu$ is the Lebesgue measure. If $K$ is a compact set, there is a decreasing sequence $\left\{B_{n}\right\}$ of bounded open sets such that $K=\bigcap_{n=1}^{\infty} B_{n}$. Since

$$
\mu\left(x B_{n} \cap B_{n}\right)-\mu(x K \cap K) \leq \mu\left(x\left(B_{n} \backslash K\right)\right)+\mu\left(B_{n} \backslash K\right)
$$

we have by (1)

$$
\begin{align*}
\mu(K) & =\lim _{n \rightarrow \infty} \mu\left(B_{n}\right)=\lim _{n \rightarrow \infty} \lim _{x \rightarrow 1} \mu\left(x B_{n} \cap B_{n}\right) \\
& \leq \underline{\lim _{n \rightarrow \infty}} \underline{\lim _{x \rightarrow 1}}\left(\mu(x K \cap K)+\mu\left(x\left(B_{n} \backslash K\right)\right)+\mu\left(B_{n} \backslash K\right)\right) \\
& =\underline{\lim }_{n \rightarrow \infty}\left(\underline{\lim _{x \rightarrow 1}} \mu(x K \cap K)+2 \mu\left(B_{n} \cap K\right)\right) \\
& =\underline{\lim }_{x \rightarrow 1} \mu(x K \cap K) \leq \varlimsup_{x \rightarrow 1} \mu(x K \cap K) \leq \mu(K) \tag{2}
\end{align*}
$$

In general, there is an increasing sequence $\left\{K_{n}\right\}$ of compact sets such that $\bigcup_{n=1}^{\infty} K_{n} \subseteq A$ and $\mu\left(A \backslash \bigcup_{n=1}^{\infty} K_{n}\right)=0$. By (2) we have

$$
\begin{align*}
\mu(A) & =\lim _{n \rightarrow \infty} \mu\left(K_{n}\right)=\lim _{n \rightarrow \infty} \lim _{x \rightarrow 1} \mu\left(x K_{n} \cap K_{n}\right) \\
& \leq \varliminf_{x \rightarrow 1} \mu(x A \cap A) \leq \lim _{x \rightarrow 1} \mu(x A \cap A) \leq \mu(A) \tag{3}
\end{align*}
$$

Since

$$
\begin{aligned}
|\varphi(x)-\varphi(1)| & =\left|\int_{-\infty}^{+\infty}\left(\chi_{\frac{1}{x} A}(t) \chi_{A}(t)-\chi_{A}(t)\right) d t\right| \\
& =\mu(A)-\mu\left(\frac{1}{x} A \cap A\right)
\end{aligned}
$$

we have by (3) $\lim _{x \rightarrow 1} \varphi(x)=\varphi(1)$.

If there is no $\varepsilon>0$ with the property mentioned in the question, then for any $n \in \mathbb{N}$ there is an $m_{n} \in \mathbb{R}$ such that $\left|m_{n}-1\right|<\frac{1}{n}$ and the line $y=m_{n} x$ has a void intersection with $A \times A$. However, this implies that $m_{n}(A \cap A)=\emptyset$, and therefore

$$
\mu(A)=\lim _{n \rightarrow \infty} \mu\left(m_{n}(A \cap A)\right)=0,
$$

a contradiction.

## 4119

Let $\mu$ be a countably additive measure on a set $S$ with $\mu(S)<+\infty$ that is without atoms, i.e., if $A$ is a measurable set with $\mu(A)>0$, then there is a measurable set $B \subset A$ such that $0<\mu(B)<\mu(A)$. Prove that the range of $\mu$ is the closed interval $[0, \mu(S)]$.
(Courant Inst.)

## Solution.

If there is a $t_{0} \in(0, \mu(S))$ not in the range of $\mu$. Let

$$
\mathcal{P}=\left\{A \mid A \text { measurable and } \mu(A)<t_{0}\right\} / \sim,
$$

where $\sim$ is an equivalence relation: $A \sim B$ if $\mu(A \backslash B)=\mu(B \backslash A)=0$. Then $\mathcal{P}$ is a partially ordered set: $[A] \leq[B]$ if $\mu(A \backslash B)=0$. Given a totally ordered set $\mathcal{Q}$ of $\mathcal{P}$, let $\beta=\sup \{\mu(A) \mid[A] \in \mathcal{Q}\}$. Then $\beta \leq t_{0}$ and there is an increasing sequence $\left\{\left[A_{n}\right]\right\}$ of $\mathcal{Q}$ with $\left\{\mu\left(A_{n}\right)\right\}$ increasing to $\beta$. Let $A=\bigcup_{n=1}^{\infty} A_{n}$, then

$$
\begin{aligned}
\beta & \leq \mu(A)=\lim _{n \rightarrow \infty} \mu\left(\bigcup_{i=1}^{n} A_{i}\right) \\
& =\lim _{n \rightarrow \infty}\left(\mu\left(\bigcup_{i=1}^{n} A_{i} \backslash A_{n}\right)+\mu\left(A_{n}\right)\right) \\
& =\lim _{n \rightarrow \infty} \mu\left(A_{n}\right)=\beta \leq t_{0} .
\end{aligned}
$$

So $\mu(A)=\beta<t_{0}$ and therefore $[A] \in \mathcal{P}$. For any $[B] \in \mathcal{Q}$, if $[B] \leq\left[A_{n}\right]$ for some $n$, then $[B] \leq[A]$; otherwise, $[B]=[A]$ since

$$
\mu(A \backslash B) \leq \sum_{n=1}^{\infty} \mu\left(A_{n} \backslash B\right)=0
$$

and

$$
\mu(B \backslash A)=\mu(B)-\mu(A \cap B)=\beta-\beta=0
$$

It follows that $[A]$ is an upper bound of $\mathcal{Q}$ in $\mathcal{P}$. There is by Zorn's Lemma a maximal element [ $A_{0}$ ] of $\mathcal{P}$. It follows that $\mu(B)>t_{0}-\mu\left(A_{0}\right)$ whenever $B \subseteq S \backslash A_{0}$ and $\mu(B)>0$. (e.g. $\mu(S \backslash A)>t_{0}-\mu\left(A_{0}\right)$ ). Let

$$
\mathcal{R}=\left\{B \mid B \subseteq S \backslash A_{0}, \mu(B)>0\right\} / \sim
$$

where $\sim$ is defined as above. Equip $\mathcal{R}$ with the partial order $\leq$ as above. Given a totally ordered set $\mathcal{S}$ of $\mathcal{R}$. Let

$$
\alpha=\inf \{\mu(B) \mid[B] \in \mathcal{S}\}
$$

then $\alpha \geq t_{0}-\mu(A)$ and there is a decreasing sequence $\left\{\left[B_{n}\right]\right\}$ of $\mathcal{S}$ with $\left\{\mu\left(B_{n}\right)\right\}$ decreasing to $\alpha$. Let

$$
B=\bigcap_{n=1}^{\infty} B_{n}
$$

then

$$
\begin{aligned}
\alpha & =\lim _{n \rightarrow \infty} \mu\left(B_{n}\right)=\lim _{n \rightarrow \infty}\left(\mu\left(B_{n} \backslash \bigcap_{i=1}^{n} B_{i}\right)+\mu\left(\bigcap_{i=1}^{n} B_{i}\right)\right) \\
& \leq \lim _{n \rightarrow \infty}\left(\sum_{i=1}^{n} \mu\left(B_{n} \backslash B_{i}\right)+\mu\left(\bigcap_{i=1}^{n} B_{i}\right)\right)=\mu(B) \leq \alpha
\end{aligned}
$$

So $\mu(B)=\alpha>0$. Therefore $\mu(B)>t_{0}-\mu\left(A_{0}\right)$. $[B] \in \mathcal{R}$. For any $[C] \in \mathcal{S}$, if $\left[B_{n}\right] \leq[C]$ for some $n$, then $[B] \leq[C]$; otherwise $[B]=[C]$ since

$$
\mu(C \backslash B) \leq \sum_{n=1}^{\infty} \mu\left(C \backslash B_{n}\right)=0
$$

and

$$
\mu(B \backslash C)=\mu(B)-\mu(B \cap C)=\alpha-\alpha=0
$$

It follows that $[B]$ is a lower bound of $\mathcal{S}$ in $\mathcal{R}$. There is by Zorn's Lemma a minimal element $\left[B_{0}\right]$ of $\mathcal{R}$. However, by the assumption that there is a subset $C_{0}$ of $B_{0}$ with $0<\mu\left(C_{0}\right)<\mu\left(B_{0}\right),\left[C_{0}\right] \leq\left[B_{0}\right]$ and $\left[C_{0}\right] \neq\left[B_{0}\right]$, a contradiction.

Let $X$ be a compact Hausdorff space. Consider the $\sigma$-algebra $\mathcal{B}$ generated by the compact $G_{\delta}$ sets. Show that any positive measure $\mu$ on $\mathcal{B}$ which is finite on compact sets is automatically regular.

## Solution.

Recall that sets in $\mathcal{B}$ are called Baire sets and each compact Baire set $K$ is a $G_{\delta}$ set. Also recall that $E$ is outer regular if

$$
\mu(E)=\inf \{\mu(V) \mid E \subseteq V, V \text { open and } V \in \mathcal{B}\}
$$

and $E$ is inner regular if

$$
\mu(E)=\sup \{\mu(K) \mid K \subseteq E, K \text { compact and } K \in \mathcal{B}\} .
$$

Let $\mathcal{K}$ and $\mathcal{O}$ denote the classes of compact sets and open sets in $\mathcal{B}$, respectively. Let

$$
\mathcal{R}=\left\{\stackrel{n}{\dot{U}}_{i=1}\left(K_{i} \backslash L_{i}\right) \mid K_{i}, L_{i} \in \mathcal{K}\right\},
$$

where the symbol $\dot{\cup}$ means disjoint union. Then $\mathcal{R}$ is a ring such that $\mathcal{B}=$ $\mathbf{S}(\mathcal{R})$.

By definition, each set in $\mathcal{K}$ is outer regular. Let us show each set $U$ in $\mathcal{O}$ is inner regular. For any $\varepsilon>0$, there is a $V$ in $\mathcal{O}$ such that $X \backslash U \subseteq V$ and $\mu(V)<\mu(X \backslash U)+\varepsilon$. Then $X \backslash V \subseteq U$ and $\mu(U)<\mu(X \backslash V)+\varepsilon$.

Let us preceed in five steps to show the regularity of $\mu$.
Step 1 . For any pair $K, L$ in $\mathcal{K}, K \backslash L$ is regular. For any $\varepsilon>0$ there are a $B \in \mathcal{O}$ and an $M \in \mathcal{K}$ such that $K \subseteq B$ and $\mu(B \backslash K)<\varepsilon$ and such that $M \subseteq B \backslash L$ and $\mu(B \backslash L)<\mu(M)+\varepsilon$. Then we have

$$
\begin{aligned}
K \backslash L \subseteq B \backslash L, & \mu(B \backslash L)<\mu(K \backslash L)+\varepsilon \\
K \cap M \subseteq K \backslash L, & \mu(K \backslash L)<\mu(K \cap M)+\varepsilon .
\end{aligned}
$$

Thus $K \backslash L$ is regular.
Step 2. If $\left\{E_{i} \mid 1 \leq i \leq n\right\}$ is a finite class of mutually disjoint, regular sets, then $\stackrel{n}{i=1}_{n}^{n} E_{i}$ is regular.

Obviously

$$
\begin{equation*}
\mu\left(\bigcup_{i=1}^{n} E_{i}\right) \leq \inf \left\{\mu(V) \mid \bigcup_{i=1}^{n} E_{i} \subseteq V \in \mathcal{O}\right\} \tag{1}
\end{equation*}
$$

For any $\varepsilon>0$, there are $B_{1}, \cdots, B_{n} \in \mathcal{O}$ such that $E_{i} \subseteq B_{i}$ with

$$
\mu\left(B_{i} \backslash E_{i}\right)<\frac{\varepsilon}{n}, \quad i=1, \cdots, n .
$$

Consequently,

$$
\bigcup_{i=1}^{n} E_{i} \subseteq \bigcup_{i=1}^{n} B_{i}
$$

and

$$
\mu\left(\bigcup_{i=1}^{n} B_{i}\right)<\mu\left(\bigcup_{i=1}^{n} E_{i}\right)+\varepsilon
$$

which shows the outer regularity of $\bigcup_{i=1}^{n} E_{i}$. The inner regularity follows from the following inequalities

$$
\begin{aligned}
\mu\left(\bigcup_{i=1}^{n} E_{i}\right) & =\sum_{i=1}^{n} \sup \left\{\mu\left(K_{i}\right) \mid E_{i} \supseteq K_{i} \in \mathcal{K}\right\} \\
& =\sup \left\{\sum_{i=1}^{n} \mu\left(K_{i}\right) \mid E_{i} \supseteq K_{i} \in \mathcal{K}\right\} \\
& \leq \sup \left\{\mu(K) \mid \bigcup_{i=1}^{n} \subseteq K \in \mathcal{K}\right\}
\end{aligned}
$$

Step 3. If $\left\{E_{n} \mid n \in \mathbb{N}\right\}$ is an increasing sequence of regular sets then $\bigcup_{n=1}^{\infty} E_{n}$ is regular.

Let $E=\bigcup_{n=1}^{\infty} E_{n}$. Obviously

$$
\mu(E) \leq \inf \{\mu(V) \mid E \subseteq V \in \mathcal{O}\}
$$

For any $\varepsilon>0$ there are $V_{1}, \cdots, V_{n}, \cdots \in \mathcal{O}$ such that $E_{n} \subseteq V_{n}$ and $\mu\left(V_{n}\right)<$ $\mu\left(E_{n}\right)+\frac{\varepsilon}{2^{n}}$. Let $V=\bigcup_{n=1}^{\infty} V_{n} \in \mathcal{O}$, then

$$
E \subseteq V, \quad \mu(V)<\mu(E)+\varepsilon
$$

which shows the outer regularity of $E$, while the inner regularity follows from the following inequalities

$$
\begin{aligned}
\mu(E) & =\sup _{n} \mu\left(E_{n}\right) \\
& =\sup _{n} \sup \left\{\mu(K) \mid K \subseteq E_{n}, K \in \mathcal{K}\right\} \\
& \leq \sup \{\mu(K) \mid E \supseteq K \in \mathcal{K}\}
\end{aligned}
$$

Step 4. If $\left\{E_{n}\right\}$ is a decreasing sequence of regular sets, then $\bigcap_{n=1}^{\infty} E_{n}$ is regular.

Let $E=\bigcap_{n=1}^{\infty} E_{n}$. For any $\varepsilon>0, n \in \mathbb{N}$, there is a $K_{n} \in \mathcal{R}$ such that $K_{n} \subseteq E_{n}$ and $\mu\left(E_{n}\right)<\mu\left(K_{n}\right)+\frac{\varepsilon}{2^{n}}$, then

$$
E \supseteq \bigcap_{n=1}^{\infty} K_{n}
$$

and

$$
\mu(E)<\mu\left(\bigcap_{n=1}^{\infty} K_{n}\right)+\varepsilon
$$

which shows the inner regularity of $E$. The outer regularity follows from the following inequalities,

$$
\begin{aligned}
\inf \{\mu(V) \mid E \subseteq V \in \mathcal{O}\} & \leq \inf _{n} \inf \left\{\mu(V) \mid E_{n} \subseteq V \in \mathcal{O}\right\} \\
& =\inf _{n} \mu\left(E_{n}\right)=\mu(E)
\end{aligned}
$$

Step 5. Let

$$
\mathcal{S}=\{E \in \mathcal{B} \mid E \text { is regular }\}
$$

By steps 1 and $2, \mathcal{S}$ contains $\mathcal{R}$. By steps 3 and $4, \mathcal{S}$ is a monotone class. It follows that $\mathcal{S}=\mathcal{B}$.

## 4121

Suppose that $\mu$ is a nonnegative Borel measure on $\mathbb{R}^{n}$. Let

$$
f(r)=\sup \left\{\mu(B(x, r)) \mid x \in \mathbb{R}^{n}\right\}
$$

Assume $f(r)$ is finite for all $r>0$ and assume

$$
\varliminf_{r \rightarrow 0} \frac{f(r)}{r^{n}}=0
$$

Prove that $\mu$ is identically 0 .

## Solution.

Let

$$
C(x, r)=\left\{y \in \mathbb{R}^{n} \mid-r<y_{i}-x_{i} \leq r, \quad i=1, \cdots, n\right\}
$$

and let

$$
g(r)=\sup \left\{\mu(C(x, r)) \mid x \in \mathbb{R}^{n}\right\}
$$

Since $C(x, r) \subset B(x, \sqrt{n+1} r)$,

$$
\varliminf_{r \rightarrow 0} \frac{g(r)}{r^{n}}=0
$$

Given a compact set $K$ of $\mathbb{R}^{n}$, let $s>0$ be such that $K \subset C(0, s)$. For any $\varepsilon>0$ there exists an $r>0$ such that $g(r)<(2 r)^{n} \varepsilon$. There exist finitely many $x^{1}, \cdots, x^{k} \in \mathbb{R}^{n}$ such that

$$
K \subset \bigcup_{i=1}^{k} C\left(x^{i}, r\right) \subset C(0,2 s)
$$

and $C\left(x^{i}, r\right)$ 's are mutually disjoint. Then

$$
\begin{aligned}
\mu(K) & \leq \sum_{i=1}^{k} \mu\left(C\left(x^{i}, r\right)\right) \leq \sum_{i=1}^{k}(2 r)^{n} \varepsilon \\
& =\sum_{i=1}^{k} \lambda\left(C\left(x^{i}, r\right)\right) \varepsilon \leq \lambda(C(0,2 s)) \varepsilon
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$, we get that $\mu(K)=0$ and therefore $\mu$ is identically 0 .

Let $\mu$ be a finite Borel measure defined on $\mathbb{R}^{n}$, and define a function $f$ on $\mathbb{R}^{n}$ by $f(x)=\mu(B(x, 1))$ where $B(x, 1)$ denotes the open ball centered at $x$ of radius 1. Prove that $f$ attains its minimum on each compact set of $\mathbb{R}^{n}$.
(Indiana)

## Solution.

Let $K$ be any nonempty compact set of $\mathbb{R}^{n}$ and let $\alpha=\inf f(K)$. There exists an sequence $\left\{x_{k}\right\}$ of $K$ such that

$$
\lim _{k \rightarrow \infty} f\left(x_{k}\right)=\alpha
$$

Assume without loss of generality that $x_{k} \rightarrow x$ in $K$. It is easy to show that

$$
B(x, 1) \subseteq \varliminf_{k \rightarrow \infty} B\left(x_{k}, 1\right)
$$

Hence

$$
\mu(B(x, 1)) \leq \mu\left(\varliminf_{k \rightarrow \infty} B\left(x_{k}, 1\right)\right) \leq \varliminf_{k \rightarrow 0} \mu\left(B\left(x_{k}, 1\right)\right)=\alpha
$$

which shows that

$$
\mu(B(x, 1))=\alpha
$$

Hence $\alpha$ is finite and $f$ attains its minimum on $K$.

## 4123

Let $E$ be the set of all numbers in $[0,1]$ which can be written in a decimal expansion with no sevens appearing. Thus,

$$
\frac{1}{3}=0.333 \cdots, \frac{27}{100}=0.2699 \cdots, \frac{28}{100}=0.2800 \cdots \in E
$$

(i) Compute the Lebesgue measure of $E$.
(ii) Determine whether $E$ is a Borel set.
(Indiana)

## Solution.

For any $x \in[0,1] \backslash E$, write $x=0 . a_{1} a_{2} \cdots a_{n} \cdots$. Let

$$
n=\min \left\{k \geq 1 \mid a_{k}=7\right\} .
$$

If $a_{k}=0$ for all $k>n$ then

$$
x=0 . a_{1} a_{2} \cdots a_{n-1} 7=0 . a_{1} a_{2} \cdots a_{n-1} 699 \cdots \in E
$$

a contradiction. It follows that

$$
0 . a_{1} a_{2} \cdots a_{n-1} 7<x<0 . a_{1} a_{2} \cdots a_{n-1} 8
$$

and therefore

$$
\begin{array}{r}
{[0,1] \backslash E \subseteq \cup\left\{\left(0 . a_{1} a_{2} \cdots a_{n-1} 7,0 . a_{1} a_{2} \cdots a_{n-1} 8\right) \mid a_{1}, \cdots, a_{n-1} \neq 7\right.} \\
n=1,2, \cdots\}
\end{array}
$$

The reverse inclusion is obvious. So $E$ is Borel measurable and

$$
m(E)=1-\sum_{n=1}^{\infty} 9^{n-1} \times \frac{1}{10^{n}}=1-1=0
$$

4124
Let $f: \mathbb{R} \rightarrow \mathbb{R}^{n}$ be a function such that for all $x, y \in \mathbb{R}$

$$
\begin{equation*}
|f(x)-f(y)|^{n} \leq e^{|x|+|y|}|x-y| \tag{*}
\end{equation*}
$$

Show that if $E \subset \mathbb{R}$ is a measurable set with $m_{1}(E)=0$ then $m_{n}(f(E))=0$.

## Solution.

Assume without loss of generality that $E$ is bounded. Let $E \subseteq(-r, r)$. For any $\varepsilon>0$ there exists an open set $U$ such that $E \subseteq U \subseteq(-r, r)$ and $m_{1}(U \backslash E)<\varepsilon$. Write $U=\bigcup_{i}\left(a_{i}, b_{i}\right)$, where $\left(a_{i}, b_{i}\right)$ 's are mutually disjoint. Then condition (*) implies that

$$
f\left(\left(a_{i}, b_{i}\right)\right) \subseteq B\left(f\left(a_{i}\right),\left(e^{2 r}\left|b_{i}-a_{i}\right|\right)^{\frac{1}{n}}\right)
$$

It follows that

$$
m_{n}(f(U)) \leq \sum_{i} C_{n} e^{2 r}\left|b_{i}-a_{i}\right|<C_{n} e^{2 r} \varepsilon
$$

which implies that $m_{n}^{*}(f(E))=0$ and therefore $f(E)$ is measurable. Hence $m_{n}(f(E))=0$.

## 4125

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be an arbitrary function having the property that for each $\varepsilon>0$, there is an open set $U$ with $\lambda(U)<\varepsilon$ such that $f$ is continuous on $\mathbb{R}^{n} \backslash U$ (in the relative topology). Prove that $f$ is measurable.
(Indiana)

## Solution.

Let $U_{k}$ be an open set such that $\lambda\left(U_{k}\right)<\frac{1}{k}$ and $f$ is continuous on $\mathbb{R}^{n} \backslash U_{k}$. Let $f_{k}=f \chi_{\mathbb{R}^{n} \backslash U_{k}}$, then $f_{k}$ is measurable. For any $\varepsilon>0$,

$$
m^{*}\left(\left\{x| | f_{k}-f \mid(x) \geq \varepsilon\right\}\right)=m^{*}\left(\left\{x \in U_{k}| | f(x) \mid \geq \varepsilon\right\}\right) \leq \frac{1}{k}
$$

It follows that $\left\{f_{k}\right\}$ converges to $f$ in measure. Since the Lebesgue measure is complete $f$ is measurable.

Let $A \subset \mathbb{R}$ be a Lebesgue measurable set and let $r A=\{r A \mid x \in A\}$ where $r$ is a real number. Assume that $r A=A$ for every nonzero rational number $r$. Prove that either $A$ or $\mathbb{R} \backslash A$ has Lebesgue measure zero.

## Solution.

Let $\mathbb{R}^{*}=\mathbb{R} \backslash\{0\}$ and $B=A \backslash\{\boldsymbol{0}\}$. Then $r B=B$ and $r\left(\mathbb{R}^{*} \backslash B\right)=\mathbb{R}^{*} \backslash B$ for every nonzero rational number $r$. If $m\left(\mathbb{R}^{*} \backslash B\right)=m(\mathbb{R} \backslash A)>0$ there exists a compact subset $K$ of $\mathbb{R}^{*} \backslash B$ with positive Lebesgue measure. For any compact subset $L$ of $B$, define function $f: \mathbb{R}^{*} \rightarrow[0, \infty)$ by

$$
f(x)=\int_{\mathbb{R}^{*}} \chi_{K}(y) \chi_{L^{-1}}\left(y^{-1} x\right) \frac{d y}{y}, \quad x \in \mathbb{R}^{*} .
$$

Then $f$ is continuous and for any nonzero rational number $r$,

$$
f(r)=\int_{\mathbb{R}^{*}} \chi_{k}(y) \chi_{r L}(y) \frac{d y}{y} \leq \int_{\mathbb{R}^{*}} \chi_{\mathbb{R}^{*} \backslash B}(y) \chi_{B}(y) \frac{d y}{y}=0 .
$$

Hence $f(x)=0$ for any $x \in \mathbb{R}^{*}$. Since

$$
\int_{\mathbb{R}^{*}} \chi_{K}(y) \frac{d y}{y} \int_{\mathbb{R}^{*}} \chi_{L^{-1}}(y) \frac{d y}{y}=\int_{\mathbb{R}^{*}} f(x) \frac{d x}{x}=0,
$$

we conclude that $m\left(L^{-1}\right)=0$ and therefore $m(L)=0$. It follows that $m(B)=$ 0 and therefore $m(A)=0$.

## 4127

Let $\mu$ be a $\sigma$-finite measure on the measure space $(X, m)$. Prove that there exists a probability measure $\nu$ on $(X, m)(\nu(x)=1)$ such that $\mu$ is absolutely continuous with respect to $\nu$, and $\nu$ is absolutely continuous with respect to $\mu$. (Indiana)

## Solution.

There exists a sequence $\left\{E_{n}\right\}_{n=1}^{\infty}$ of mutually disjoint measurable sets of finite and positive measure such that $X=\bigcup_{n=1}^{\infty} E_{n}$. For each measurable set $E$ let

$$
\nu(E)=\sum_{n=1}^{\infty} \frac{\mu\left(E \cap E_{n}\right)}{2^{n} \mu\left(E_{n}\right)},
$$

then $\nu$ is the desired probability measure.

# SECTION 2 <br> INTEGRAL 

## 4201

Prove or disprove that the composition of any two Lebesgue integrable functions with compact support $f, g: \mathbb{R} \rightarrow \mathbb{R}$ is still integrable.
(Stanford)

## Solution.

It is not true. For example, let

$$
f(x)=\chi_{\{0\}}(x) \quad \text { and } \quad g(x)=\chi_{\{0,1\}}(x)
$$

Then $f$ and $g$ are integrable functions with compact support. However, since $g \circ f(x) \equiv 1$, the function $g \circ f$ is not integrable.

## 4202

Let $f \in L_{1}(0,1)$. Assume that for any $x \in(0,1)$ and every $\varepsilon>0$, there is an open interval $J_{x} \subseteq(0,1)$ such that

$$
x \in J_{x}, \quad m\left(J_{x}\right)<\varepsilon, \quad \text { and } \quad \int_{J_{x}} f d m=0
$$

Prove that for every open interval $I \subseteq(0,1)$

$$
\int_{I} f d m=0
$$

(Illinois)

## Solution.

There is a measurable set $E$ of measure zero such that any $x \in(0,1) \backslash E$ is a Lebesgue point of $f$, i.e.,

$$
\begin{equation*}
\lim _{\substack{\alpha \leq x \leq \beta \\ \beta-\alpha>0}} \frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} f(t) d t=f(x) . \tag{1}
\end{equation*}
$$

For any $x \in(0,1) \backslash E$ and for any $n$ there is an open interval $J_{n} \subseteq(0,1)$ such that $x \in J_{n}, m\left(J_{n}\right)<\frac{1}{n}$ and

$$
\int_{J_{n}} f(t) d t=0
$$

It follows by equality (1) that $f(x)=0$, i.e., $f(x)=0$ a.e.. Therefore

$$
\int_{I} f d_{m}=0
$$

## 4203

Let $(X, \mathcal{M}, \mu)$ be a positive measure space with $\mu(X)<\infty$. Show that a measurable function $f: X \rightarrow[0, \infty)$ is integrable (i.e., one has $\int_{X} f d \mu<\infty$ ) if and only if the series

$$
\sum_{n=0}^{\infty} \mu(\{x \mid f(x) \geq n\})
$$

converges.
(Iowa)

## Solution.

Suppose that $f$ is integrable. Then

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \mu(\{x \mid f(x) \geq n\}) \\
= & \sum_{n=0}^{\infty} \sum_{m=n}^{\infty} \mu(\{x \mid m \leq f(x)<m+1\}) \\
= & \sum_{m=0}^{\infty} \sum_{n=0}^{m} \mu(\{x \mid m \leq f(x)<m+1\}) \\
= & \sum_{m=0}^{\infty}(m+1) \mu(\{x \mid m \leq f(x)<m+1\}) \\
= & \sum_{m=0}^{\infty} m \mu(\{x \mid m \leq f(x)<m+1\})+\sum_{m=0}^{\infty} \mu(\{x \mid m \leq f(x)<m+1\}) \\
\leq & \sum_{m=0}^{\infty} \int_{\{x \mid m \leq f(x)<m+1\}}^{\infty} f(x) d \mu(x)+\mu(X) \\
= & \int_{X}(f+1) d \mu<\infty .
\end{aligned}
$$

Conversely,

$$
\begin{aligned}
\int_{X} f d \mu & =\sum_{m=0}^{\infty} \int_{\{x \mid m \leq f(x)<m+1\}} f d \mu \\
& \leq \sum_{m=0}^{\infty}(m+1) \mu(\{x \mid m \leq f(x)<m+1\}) \\
& =\sum_{n=0}^{\infty} \mu(\{x \mid f(x) \geq n\})<\infty,
\end{aligned}
$$

which shows that $f$ is integrable.

## 4204

(a) Is there a Borel measure $\mu$ (positive or complex) on $\mathbb{R}$ with the property that

$$
\int_{\mathbb{R}} f d \mu=f(0)
$$

for all continuous $f: \mathbb{R} \rightarrow \mathbb{C}$ of compact support? Justify.
(b) Is there a Borel measure $\mu$ (positive or complex) on $\mathbb{R}$ with the property that

$$
\begin{equation*}
\int_{\mathbb{R}} f d \mu=f^{\prime}(0) \tag{Iowa}
\end{equation*}
$$

for all continuously differentiable $f: \mathbb{R} \rightarrow \mathbb{C}$ of compact support? Justify.

## Solution.

(a) Yes. Let $\mu(E)=\chi_{E}(0)$ for any Borel set $E$.
(b) No. If there were such a Borel measure, let $\varphi \geq 0$ be a continuously differentiable function of compact support, taking value one on $[-1,1]$. Then a contradiction occurs from the following limits

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}} \varphi(t) e^{\frac{t}{n}} d t=\int_{\mathbb{R}} \varphi(t) d t>0
$$

and

$$
\left.\lim _{n \rightarrow \infty}\left(\phi(t) e^{\frac{t}{n}}\right)^{\prime}\right|_{t=0}=\left.\lim _{n \rightarrow \infty} \frac{e^{\frac{t}{n}}}{n}\right|_{t=0}=0
$$

## 4205

Let $E$ be a Banach space, $(X, \pi, \mu)$ a probability space, and $f: X \rightarrow E$ such that $g \circ f$ is $\mu$-integrable for every $g \in E^{\prime}$.

Define

$$
L: E^{\prime} \rightarrow I R, \quad L(g)=\int g \circ f d \mu
$$

Does $L \in E^{\prime \prime}$ ? Justify your answer.

## Solution.

It is ture that $L \in E^{\prime \prime}$. Define the linear operator

$$
T: E^{\prime} \rightarrow L^{1}(X), \quad \varphi \mapsto \varphi \circ f
$$

Assume that $\varphi_{n} \rightarrow \varphi$ in $E^{\prime}$ and $T\left(\varphi_{n}\right) \rightarrow h$ in $L^{1}(X)$. It follows that $\varphi_{n} \circ f$ converges to $\varphi \circ f$ everywhere and to $h$ in measure and therefore $h=\varphi \circ f$ in $L^{1}(X)$. By the closed graph theorem, $T$ is bounded. We have

$$
|L(g)| \leq \int_{X}|g \circ f| d \mu \leq \int_{X}\|T\|\|g\| d \mu \leq\|T\| \mu(X)\|g\|
$$

So $L$ is bounded.

## 4206

Let $(X, \mathcal{M}, \mu)$ be a positive measure space with $\mu(X)<\infty$, and let $f$ and $g$ be real-valued measurable functions with

$$
\int_{X} f d \mu=\int_{X} g d \mu
$$

Show that either (a) $f=g$ a.e., or (b) there exists an $E \in M$ such that

$$
\int_{E} f d \mu>\int_{E} g d \mu
$$

## Solution.

If (b) does not hold, then for any $E \in M$,

$$
\int_{E} f d \mu \leq \int_{E} g d \mu
$$

Since

$$
\int_{X} f d \mu=\int_{X} g d \mu
$$

for any $E \in M$,

$$
\int_{E} f d \mu=\int_{E} g d \mu
$$

For any $\varepsilon>0$ the sets

$$
E_{+}=\{x \mid f(x) \geq g(x)+\varepsilon\}
$$

and

$$
E_{-}=\{x \mid f(x) \leq g(x)-\varepsilon\}
$$

are measurable. From the equalities

$$
\int_{E_{+}} f d \mu=\int_{E_{+}} g d \mu
$$

and

$$
\int_{E_{-}} f d \mu=\int_{E_{-}} g d \mu
$$

we conclude that $\mu\left(E_{+}\right)=\mu\left(E_{-}\right)=0$. It follows that

$$
\mu(\{x \mid f(x) \neq g(x)\})=\mu\left(\bigcup_{n=1}^{\infty}\left\{x| | g(x)-f(x) \left\lvert\, \geq \frac{1}{n}\right.\right\}\right)=0
$$

Therefore (a) holds.

## 4207

Let $(X, \mathcal{M}, \mu)$ be a positive measure space, and $S$ a closed set in $\mathscr{C}$. Suppose that

$$
\frac{1}{\mu(E)} \int_{E} f d \mu \in S
$$

whenever $E \in \mathcal{M}$ and $\mu(E)>0$. Show that $\{x \in X \mid f(x) \notin S\}$ has measure 0.

## Solution.

Since $\mathbb{C}$ is second countable, one finds that $\mathbb{C} \backslash S$ is the union of countably many closed balls $\left\{z \in \mathbb{C}\left|\left|z-\lambda_{n}\right| \leq \varepsilon_{n}\right\}\right.$ 's. If

$$
\mu(\{x \in X \mid f(x) \notin S\}) \neq 0
$$

there is at least an $n$ such that

$$
\mu\left(\left\{x \in X\left|\left|f(x)-\lambda_{n}\right| \leq \varepsilon_{n}\right\}\right) \neq 0 .\right.
$$

But then $\frac{1}{\mu(E)} \int_{E} f d \mu$ belongs to $\left\{z \in \mathbb{C}\left|\left|z-\lambda_{n}\right| \leq \varepsilon_{n}\right\}\right.$, not to $S$, where $E=\left\{x \in X| | f(x)-\lambda_{n} \mid \leq \varepsilon_{n}\right\}$ ), a contradiction.

## 4208

Let $f:[0,1] \rightarrow(0, \infty)$ and let $0<\alpha \leq 1$. Show that

$$
\inf \left\{\int_{E} f\right\}>0
$$

where inf is extended over all measurable $E \subset[0,1]$ with $m(E) \geq \alpha$.
(Indiana-Purdue)

## Solution.

Obviously,

$$
[0,1]=(f \geq 1) \cup\left(\bigcup_{n=1}^{\infty}\left(\frac{1}{n}>f \geq \frac{1}{n+1}\right)\right)
$$

Thus

$$
m((f \geq 1))+\sum_{n=1}^{\infty} m\left(\left(\frac{1}{n}>f \geq \frac{1}{n+1}\right)\right)=1
$$

Take an $N$ such that

$$
\sum_{n=N}^{\infty} m\left(\left(\frac{1}{n}>f \geq \frac{1}{n+1}\right)\right)<\frac{\alpha}{2}
$$

Suppose that $E \subset[0,1], m(E)>\alpha$. Denote $E_{1}=E\left(f \geq \frac{1}{N}\right), E_{2}=E \backslash E_{1}$. Then $m\left(E_{2}\right)<\frac{\alpha}{2}$, so $m\left(E_{1}\right)>\frac{\alpha}{2}$. Therefore

$$
\int_{E} f>\int_{E_{1}} f \geq \frac{\alpha}{2} \cdot \frac{1}{N}
$$

Thus

$$
\inf _{m(E)>\alpha}\left\{\int_{E} f\right\} \geq \frac{\alpha}{2 N}>0
$$

Let $\left\{f_{n}\right\}$ be a sequence of real-valued functions in $L^{1}(\mathbb{R})$ and suppose that for some $f \in L^{1}(\mathbb{R})$,

$$
\int_{-\infty}^{+\infty}\left|f_{n}(t)-f(t)\right| d t \leq \frac{1}{n^{2}}, \quad n \geq 1 .
$$

Prove that $f_{n} \rightarrow f$ almost everywhere with respect to Lebesgue measure.
(Illinois)

## Solution.

Since

$$
\sup _{n} \int \sum_{k=1}^{n}\left|f_{k+1}-f_{k}\right|(t) d t \leq \sum_{k=1}^{\infty}\left(\frac{1}{(k+1)^{2}}+\frac{1}{k^{2}}\right)<\infty
$$

there is, by Levi's Lemma, a measurable set $E$ of measure zero such that for any $t \in \mathbb{R} \backslash E$,

$$
\sup _{n} \sum_{k=1}^{n}\left|f_{k+1}-f_{k}\right|(t)<\infty
$$

Therefore for any $t \in \mathbb{R} \backslash E$,

$$
f_{n}(t)=f_{1}(t)+\sum_{k=2}^{n}\left(f_{k}-f_{k-1}\right)(t)
$$

converges. It follows that $f_{n} \rightarrow f$ almost everywhere.

## 4210

Let $\mu$ be a finite measure on $\mathbb{R}$, and define

$$
f(x)=\int_{\mathbb{R}} \frac{\ln |x-t|}{|x-t|^{1 / 2}} d \mu(t), \quad x \in \mathbb{R}
$$

Show that $f(x)$ is finite a.e. with respect to the Lebesgue measure on $\mathbb{R}$.
(Indiana)

## Solution.

Let

$$
g(x)= \begin{cases}\frac{\ln |x|}{|x|^{1 / 2}}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

then $g \in L^{1}(\mathbb{R}, d \nu)$, where

$$
d \nu(x)=\frac{d x}{1+x^{2}}
$$

and

$$
f(x)=\int_{\mathbb{R}} g(x-t) d \mu(t)
$$

Since

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(\int_{\mathbb{R}}|g(x-t)| d \nu(t)\right) d \mu(t) \\
= & \int_{\mathbb{R}}\left(\int_{|x-t| \leq 1} \frac{|\ln | x-t| |}{|x-t|^{1 / 2}} \frac{d x}{1+x^{2}}+\int_{|x-t| \geq 1} \frac{|\ln | x-t| |}{|x-t|^{1 / 2}} \frac{d x}{1+x^{2}}\right) d \mu(t) \\
\leq & \int_{\mathbb{R}}\left(\int_{|x| \leq 1} \frac{|\ln | x| |}{|x|^{1 / 2}} d x+\int_{\mathbb{R}} \frac{d x}{1+x^{2}}\right) d \mu(t) \\
< & +\infty
\end{aligned}
$$

by Fubini's Theorem, the function

$$
x \mapsto \int_{\mathbb{R}} g(x-t) d \mu(t)
$$

is finite a.e. with respect to the measure $\nu$. The conclusion follows from that the measure $\nu$ and the Lebesgue measure are equivalent.

## 4211

Let $(X, \mathcal{M}, \mu)$ be a positive measure space, $f_{n}: X \rightarrow[0, \infty]$ a sequence of integrable functions, and $f: X \rightarrow[0, \infty]$ an integrable function. Suppose that $f_{n} \rightarrow f$ a.e. $[\mu]$, and that

$$
\int_{X} f_{n} d \mu \rightarrow \int_{X} f d \mu
$$

Prove that

$$
\int_{X}\left|f-f_{n}\right| d \mu \rightarrow 0
$$

## Solution.

Assume, without loss of generality, that $\mu$ is totally $\sigma$-finite, i.e.,

$$
X=\bigcup_{n=1}^{\infty} X_{n},
$$

where $X_{n}$ 's are mutually disjoint measurable sets of finite and positive measure. Let

$$
g(x)=\sum_{n=1}^{\infty} \frac{1}{n^{2}} \frac{\chi_{X_{n}}(x)}{1+\mu\left(X_{n}\right)}, \quad x \in X .
$$

Then $g$ is integrable. Let $d \nu(x)=g(x) d \mu(x)$. Then $\nu$ is a finite measure on $X$, equivalent to $\mu$. Let

$$
d \lambda_{n}(x)=f_{n}(x) d \mu(x), \quad n \in \mathbb{N} .
$$

Then $\lambda_{n} \ll \nu$.
For any $A \in M,\left\{\int_{A} f_{n} d \mu\right\}$ is bounded and therefore admits a convergent subsequence. If $\left\{\int_{A} f_{n_{k}} d \mu\right\}$ is any such subsequence, then by Fatou's Lemma one has

$$
\begin{aligned}
\int_{X} f d \mu & =\int_{A} f d \mu+\int_{X \backslash A} f d \mu \\
& =\int_{A} \lim _{k \rightarrow \infty} f_{n_{k}} d \mu+\int_{X \backslash A} \lim _{k \rightarrow \infty} f_{n_{k}} d \mu \\
& \leq \lim _{k \rightarrow \infty} \int_{A} f_{n_{k}} d \mu+\underline{\lim }_{k \rightarrow \infty} \int_{X \backslash A} f_{n_{k}} d \mu \\
& =\varliminf_{k \rightarrow \infty} \int_{X} f_{n_{k}} d \mu=\int_{X} f d \mu .
\end{aligned}
$$

It follows that

$$
\lim _{k \rightarrow \infty} \int_{A} f_{n_{k}} d \mu=\int_{A} f d \mu
$$

and therefore

$$
\lim _{n \rightarrow \infty} \int_{A} f_{n} d \mu=\int_{A} f d \mu
$$

For any $\varepsilon>0$ there is a $\delta>0$ such that $\lambda_{n}(E)<\varepsilon$ whenever $\nu(E)<\delta$, by the Vitali-Hahn-Saks Theorem. There is by Egroff's Theorem an $E$ with $\nu(E)<\delta$ such that $\left\{\frac{f_{n}}{g}\right\}$ converges to $\frac{f}{g}$ uniformly on $X \backslash E$. Then

$$
\begin{aligned}
0 & \leq \underline{\lim }_{n \rightarrow \infty} \int_{X}\left|f_{n}-f\right| d \mu \leq \overline{\lim }_{n \rightarrow \infty} \int_{X}\left|f_{n}-f\right| d \mu \\
& =\varlimsup_{n \rightarrow 0}\left(\int_{X \backslash E}\left|f_{n}-f\right| d \mu+\int_{E}\left|f_{n}-f\right| d \mu\right)
\end{aligned}
$$

$$
\leq \varliminf_{\varepsilon \rightarrow 0} \varlimsup_{n \rightarrow \infty}\left(\int_{X \backslash E}\left|\frac{f_{n}}{g}-\frac{f}{g}\right| d \nu+2 \varepsilon\right)=0
$$

## 4212

Let $\mu$ be a $\sigma$-finite, positive measure on a $\sigma$-algebra $\mathcal{M}$ in a set $X$.
(a) Show that there exists $W \in L^{1}(\mu)$ which takes its values in the open interval $(0,1)$. Show also that

$$
\widetilde{\mu}(E)=\int_{E} W d \mu
$$

is a positive, finite measure on $\mathcal{M}$, and that

$$
\tilde{\mu}(E)=0 \Leftrightarrow \mu(E)=0
$$

for $E \in \mathcal{M}$.
(b) Show that if $f$ is a complex function on $X$ which is measurable with respect to $\mathcal{M}$, then

$$
\int_{X} f d \widetilde{\mu}=\int_{X} f W d \mu
$$

## Solution.

(a) Let $\left\{X_{n}\right\}$ be a disjoint sequence of $\mathcal{M}$ such that $X=\bigcup_{n=1}^{\infty} X_{n}$ and $\mu\left(X_{n}\right)>0$. Let

$$
W=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \frac{\chi X_{n}}{1+\mu\left(X_{n}\right)}
$$

as desired.
The set function $\tilde{\mu}$ is of course a positive, finite measure on $\mathcal{M}$. If $\mu(E)=0$ then $\widetilde{\mu}(E)=0$. Conversely,

$$
\int_{E} W d \mu=0
$$

implies that

$$
\mu(\{x \mid x \in E, W(x) \neq 0\})=0
$$

i.e., $\mu(E)=0$.
(b) If $f$ is a simple function, i.e.,

$$
f=\sum_{i=1}^{n} a_{i} \chi_{E_{i}}
$$

where $\mu\left(E_{i}\right)<+\infty, i=1, \cdots, n$, then both $\int_{X} f d \tilde{\mu}$ and $\int_{X} f W d \mu$ equal to $\sum_{i=1}^{n} a_{i} \widetilde{\mu}\left(E_{i}\right)$.

In general, if $f$ is integrable with respect to the measure $\tilde{\mu}$, there is a sequence $\left\{f_{n}\right\}$ of simple functions integrable with respect to $\tilde{\mu}$ such that

$$
\lim _{n \rightarrow \infty} \int_{X}\left|f_{n}-f\right| d \tilde{\mu}=0
$$

Then $f_{n} W$ 's are integrable with respect to $\mu$, and since

$$
\begin{gathered}
\lim _{\substack{n \rightarrow \infty \\
m \rightarrow \infty}} \int_{X}\left|f_{n} W-f_{m} W\right| d \mu=\lim _{\substack{n \rightarrow \infty \\
m \rightarrow \infty}} \int_{X}\left|f_{n}-f_{m}\right| d \widetilde{\mu}=0 \\
\lim _{n \rightarrow \infty} f_{n} W=f W
\end{gathered}
$$

we see that $f W$ is integrable with respect to $\mu$. We have

$$
\lim _{n \rightarrow \infty} \int_{X} f_{n} W d \mu=\int_{X} f W d \mu
$$

and therefore

$$
\int_{X} f d \tilde{\mu}=\int_{X} f W d \mu
$$

Conversely, if $f W$ is integrable with respect to $\mu$, assuming without loss of generality that $f$ is positive-valued, there is a sequence of simple functions $\left\{f_{n}\right\}$ such that $\left|f_{n}\right| \leq f$ and $\lim _{n \rightarrow \infty} f_{n}=f$. Then $f_{n} W$ is integrable with respect to $\mu$ and hence $f_{n}$ is integrable with respect to $\tilde{\mu}$. Since

$$
\lim _{m, n \rightarrow \infty} \int_{X}\left|f_{m}-f_{n}\right| d \widetilde{\mu}=0
$$

and $\lim _{n \rightarrow \infty} f_{n}=f, f$ is integrable with respect to $\widetilde{\mu}$. Accordingly,

$$
\int_{X} f d \widetilde{\mu}=\int_{X} f W d \mu
$$

## 4213

Let $m$ denote the Lebesgue measure on $[0,1]$ and let $\left(f_{n}\right)$ be a sequence in $L^{1}(m)$ and $h$ a non-negative element of $L^{1}(m)$. Suppose that
(i) $\int f_{n} g d m \rightarrow 0$ for each $g \in C([0,1])$ and
(ii) $\left|f_{n}\right| \leq h$ for all $n$.

Show that

$$
\int_{A} f_{n} d m \rightarrow 0
$$

for each Borel subset $A \subseteq[0,1]$.

## Solution.

For any $\varepsilon>0$, there is a $\delta>0$ such that

$$
\int_{E} h d m<\varepsilon
$$

whenever $m(E)<\delta$. For such a $\delta$ there are a compact set $K$ and an open set $U$ such that (1) $K \subseteq A \subseteq U$ and (2) $m(U \backslash K)<\delta$. There is a continuous function $g:[0,1] \rightarrow \mathbb{R}$ such that (3) $0 \leq g \leq 1,(4) g=1$ on $K$ and (5) $g=0$ outside $U$. Then we have

$$
\begin{aligned}
\varlimsup_{n \rightarrow \infty}\left|\int_{A} f_{n} d m\right| & =\varlimsup_{n \rightarrow \infty}\left|\int_{0}^{1} f_{n} \chi_{A} d m\right| \\
& \leq \varlimsup_{n \rightarrow \infty}\left|\int_{A} f_{n} g d m\right|+\left|\int_{0}^{1} f_{n}\left(\chi_{A}-g\right) d m\right| \\
& \leq \varlimsup_{n \rightarrow \infty}\left(\left|\int_{A} f_{n} g d m\right|+\int_{0}^{1} h \chi_{U \backslash K} d m\right) \\
& \leq \varepsilon
\end{aligned}
$$

It follows that

$$
\lim _{n \rightarrow \infty} \int_{A} f_{n} d m=0
$$

## 4214

Let $\left\{f_{n}\right\}$ be a sequence of non-negative measurable functions in $L^{p}(R)$ for some $1<p<\infty$. Show that $f_{n} \rightarrow f\left(L^{p}\right)$ if and only if $f_{n}^{p} \rightarrow f^{p}\left(L^{1}\right)$.
(Indiana-Purdue)

## Solution.

Suppose that $\left\|f_{n}-f\right\|_{p} \rightarrow 0$. Then $\left\|f_{n}\right\|_{p} \rightarrow\|f\|_{p}$, i.e.,

$$
\int f_{n}^{p} \rightarrow \int f^{p}
$$

Denote

$$
\tilde{f}_{n}=\min \left(f_{n}, f\right), \quad \bar{f}_{n}=\max \left(f_{n}, f\right)
$$

Then $\tilde{f}_{n} \leq f$ and

$$
\left|\tilde{f}_{n}-f\right| \leq\left|f_{n}-f\right|
$$

which implies that $\left\|\tilde{f_{n}}-f\right\|_{p} \rightarrow 0$. Just as above, we have

$$
\int \tilde{f}_{n}^{p} \rightarrow \int f^{p}
$$

Since

$$
\tilde{f}_{n}^{p}+\bar{f}_{n}^{p}=f_{n}^{p}+f^{p}
$$

so

$$
\int \bar{f}_{n}^{p} \rightarrow \int f^{p}
$$

Therefore

$$
\int\left|f_{n}^{p}-f^{p}\right|=\int\left(\vec{f}_{n}^{p}-\widetilde{f}_{n}^{p}\right) \rightarrow \int f^{p}-\int f^{p}=0
$$

Conversely. Suppose that

$$
\int\left|f_{n}^{p}-f^{p}\right| \rightarrow 0
$$

Then

$$
f_{n} \xrightarrow{m} f, \quad f \geq 0
$$

Since

$$
\left|\int\left(f_{n}^{p}-f^{p}\right)\right| \leq \int\left|f_{n}^{p}-f^{p}\right| \rightarrow 0
$$

it follows that

$$
\int f_{n}^{p} \rightarrow \int f^{p}
$$

For any $\varepsilon>0$, take $N_{1}$ such that

$$
\left|\int_{\varepsilon}\left(f_{n}^{p}-f^{p}\right)\right|<\varepsilon p / 2
$$

for $n>N_{1}$ and any measurable set $E$. Take $A$, a measurable set, such that $m(A)<+\infty$ and

$$
\int_{A^{c}} f^{p}<\varepsilon p / 2
$$

Then

$$
\int_{A^{c}} f_{n}^{p}<\varepsilon^{p}
$$

for $n>N_{1}$. Take $\delta>0$ such that

$$
\int_{e} f^{p}<\frac{\varepsilon^{p}}{2}
$$

if $m(e)<\delta$. Thus

$$
\int_{e} f_{n}^{p}<\varepsilon^{p}
$$

if $m(e)<\delta$ and $n>N_{1}$. Denote $\eta=\varepsilon / m(A)^{\frac{1}{p}}$. Take $N$ such that $N \geq N_{1}$ and $m\left(\left|f_{n}-f\right| \geq \eta\right)<\delta$ if $n>N$. We have

$$
\begin{aligned}
& \left(\int_{R}\left|f_{n}-f\right|^{p}\right)^{1 / p} \\
\leq & \left(\int_{\left|f_{n}-f\right| \geq \eta}\left|f_{n}-f\right|^{p}\right)^{1 / p}+\left(\int_{A\left(\left|f_{n}-f\right|<\eta\right)}\left|f_{n}-f\right|^{p}\right)^{1 / p} \\
& +\left(\int_{A^{c}}\left|f_{n}-f\right|^{p}\right)^{1 / p} \\
\leq & \left(\int_{\left|f_{n}-f\right| \geq \eta} f_{n}^{p}\right)^{1 / p}+\left(\int_{\left|f_{n}-f\right| \geq \eta} f^{p}\right)^{1 / p}+\left(\int_{A^{c}} f_{n}^{p}\right)^{1 / p} \\
& +\left(\int_{A^{c}} f^{p}\right)^{1 / p}+\left(\int_{A\left(\left|f_{n}-f\right|<\eta\right)}\left|f_{n}-f\right|^{p}\right)^{1 / p} \\
< & 4 \varepsilon+\left(\eta^{p} m(A)\right)^{\frac{1}{p}}=5 \varepsilon,
\end{aligned}
$$

for any $n>N$.

4215

Let $1 \leq p<\infty$. All parts refer to Lebesgue measure on $R$.
(a) Give an example where $\left\{f_{n}\right\}$ converges to $f$ pointwise, $\left\|f_{n}\right\|_{p} \leq M, \forall n$ and $\left\|f_{n}-f\right\|_{p} \nrightarrow 0$.
(b) If $\left\{f_{n}\right\}$ converges to $f$ pointwise and $\left\|f_{n}\right\|_{p} \rightarrow M<+\infty$, what can you conclude about $\|f\|_{p}$ ? Justify this conclusion.
(c) Show that if $\left\{f_{n}\right\}$ converges to $f$ pointwise and $\left\|f_{n}\right\|_{p} \rightarrow\|f\|_{p}$, then $\left\|f_{n}-f\right\|_{p} \rightarrow 0$
(Indiana-Purdue)

## Solution.

(a) Consider $L[0,1]$. Set $f_{n}=n \chi_{\left(0, \frac{1}{n}\right)}$, Then

$$
\lim _{n \rightarrow \infty} f_{n}(x)=f(x)=0, \quad x \in[0,1]
$$

and

$$
\left\|f_{n}-f\right\|=\left\|f_{n}\right\|=1
$$

(b) We conclude that $\|f\|_{p} \leq M$. By the Fatou's lemma,

$$
\int|f|^{p} d x \leq \underline{\lim } \int\left|f_{n}\right|^{p} d x=M^{p}
$$

(c) Set

$$
g_{n}=2^{p}\left(\left|f_{n}\right|^{p}+|f|^{p}\right)-\left|f_{n}-f\right|^{p} .
$$

Then $g_{n} \geq 0$, and

$$
\lim _{n \rightarrow \infty} g_{n}(x)=2^{p+1}|f|^{p}
$$

pointwise. Using the Fatou lemma, we have

$$
2^{p+1} \int|f|^{p} d x \leq \underline{\lim } \int g_{n}(x) d x=2^{p+1} \int|f|^{p} d x-\varlimsup \int\left|f_{n}-f\right|^{p} d x
$$

Therefore

$$
\lim _{n \rightarrow \infty} \int\left|f_{n}-f\right|^{p} d x=0
$$

## 4216

Suppose $f_{n}$ is a sequence of measurable functions on $[0,1]$ with

$$
\int_{0}^{1}\left|f_{n}(x)\right|^{2} d x \leq 10
$$

and $f_{n} \rightarrow 0$ a.e. on $[0,1]$. Prove

$$
\int_{0}^{1}\left|f_{n}\right| d x \rightarrow 0
$$

Hint. Use Egorov and Cauchy-Schwartz.

## Solution.

For any $\varepsilon>0$ there is by Egorov's Theorem a measurable set $E \subset[0,1]$ such that (1) $m([0,1] \mid E)<\varepsilon$ and (2) $f_{n}$ converges to 0 uniformly on $[0,1] \backslash E$. We have by the Cauchy-Schwartz Inequality

$$
\begin{aligned}
\int_{0}^{1}\left|f_{n}\right| d x & =\int_{[0,1] \backslash E}^{1}\left|f_{n}\right| d x+\int_{E}\left|f_{n}\right| d x \\
& \leq\left(\int_{[0,1] \backslash E}\left|f_{n}\right|^{2} d x\right)^{\frac{1}{2}} \mu([0,1] \backslash E)^{\frac{1}{2}}+\int_{E}\left|f_{n}\right| d x
\end{aligned}
$$

and therefore

$$
\varlimsup_{n \rightarrow \infty} \int_{0}^{1}\left|f_{n}\right| d x \leq \sqrt{10} \mu([0,1] \backslash E)^{\frac{1}{2}}<\sqrt{10 \varepsilon}
$$

Let $\varepsilon \rightarrow 0$, and we have

$$
\lim _{n \rightarrow \infty} \int_{0}^{1}\left|f_{n}\right| d x=0
$$

4217

Let $(X, \mathcal{M}, \mu)$ be a probability space (a positive measure space with $\mu(X)=$ 1). Show that if $f$ is an integrable function with values in $[1, \infty)$, then

$$
\lim _{p \downarrow 0}\left(\int_{X} f^{p} d \mu\right)^{\frac{1}{p}}=\exp \left(\int_{X} \log f d \mu\right)
$$

## Solution.

It suffices to show that

$$
\begin{equation*}
\lim _{p \downarrow 0} \frac{\log \left(\int_{X} f^{p} d \mu\right)}{p}=\int_{X} \log f d \mu \tag{1}
\end{equation*}
$$

If $f=1$ a.e., equality (1) holds; Otherwise, for any $0<p<1$ and any $x \in X$

$$
0 \leq \frac{f(x)^{p}-1}{p}=f(x)^{\xi p} \log f(x) \leq f(x), \quad(0<\xi<1)
$$

By the Dominated Convergence Theorem we have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\log \left(\int_{X} f^{p_{n}} d \mu\right)}{p_{n}} & =\lim _{n \rightarrow \infty} \frac{\log \left(\int_{X} 1+\left(f^{p_{n}}-1\right) d \mu\right)}{p_{n}} \\
& =\lim _{n \rightarrow \infty}\left(\frac{\log \left(1+\int_{X}\left(f^{p_{n}}-1\right) d \mu\right)}{\int_{X}\left(f^{p_{n}}-1\right) d \mu} \cdot \frac{\int_{X}\left(f^{p_{n}}-1\right) d \mu}{p_{n}}\right) \\
& =\int_{X} \log f d \mu
\end{aligned}
$$

where $\left\{p_{n}\right\}$ is any sequence of $(0,1)$ decreasing to 0 .
It follows that

$$
\lim _{p \downarrow 0} \frac{\log \left(\int_{X} f^{p} d \mu\right)}{p}=\int_{X} \log f d \mu
$$

## 4218

Let $\left\{a_{n}\right\}_{n \geq 2}$ be a sequence of real numbers with $\left|a_{n}\right|<\log n$. Consider

$$
\sum_{n=2}^{\infty} a_{n} n^{-x}, \quad \forall 2 \leq x<\infty
$$

a) Prove that this series converges in $L^{1}[2, \infty)$
b) Prove that

$$
\sum_{n=2}^{\infty} \int_{2}^{\infty} a_{n} n^{-x} d x=\int_{2}^{\infty} \sum_{n=2}^{\infty} a_{n} n^{-x} d x
$$

where the sum on the right is the pointwise limit (you need not prove that this pointwise limit exists).
(Stanford)

## Solution.

a) Since

$$
\sum_{n=2}^{\infty} \int_{2}^{\infty}\left|a_{n}\right| n^{-x} d x=\sum_{n=2}^{\infty} \frac{\left|a_{n}\right|}{\log n} n^{-2}<\sum_{n=2}^{\infty} \frac{1}{n^{2}}<\infty
$$

The series $\sum_{n=2}^{\infty} a_{n} n^{-x}$ converges in $L^{1}[2, \infty)$.
b) Let

$$
f_{n}(x)=\sum_{k=2}^{n} a_{k} k^{-x}, \quad x \geq 2
$$

Then
(i) $\lim _{n \rightarrow \infty} f_{n}(x)=\sum_{k=2}^{\infty} a_{k} k^{-x}$ and (ii) $\left|f_{n}(x)\right| \leq \sum_{k=2}^{\infty}\left|a_{n}\right| n^{-x}$.

By a), $x \mapsto \sum_{k=2}^{\infty}\left|a_{k}\right| k^{-x}$ is integrable, and by the Dominated Convergence Theorem,

$$
\begin{aligned}
\sum_{n=2}^{\infty} \int_{2}^{\infty} a_{n} n^{-x} d x & =\lim _{n \rightarrow \infty} \int_{2}^{\infty} f_{n}(x) d x \\
& =\int_{2}^{\infty} \lim _{n \rightarrow \infty} f_{n}(x) d x \\
& =\int_{2}^{\infty} \sum_{n=2}^{\infty} a_{n} n^{-x} d x
\end{aligned}
$$

## 4219

Let $S$ be a bounded Lebesgue measurable set in $\mathbb{R}$, and let $\left\{c_{\boldsymbol{n}}\right\}$ be a sequence in $\mathbb{R}$. Show that

$$
\lim _{n \rightarrow \infty} \int_{S} \cos ^{2}\left(n t+c_{n}\right) d \lambda(t)=\frac{1}{2} \lambda(S),
$$

where $\lambda$ is Lebesgue measure.
(Iowa)

## Solution.

By the Riemann-Lebesgue Lemma, we have

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{S} \cos ^{2}\left(n t+c_{n}\right) d \lambda(t) \\
= & \lim _{n \rightarrow 0} \int_{\mathbb{R}} \frac{1+\cos \left(2 n t+2 c_{n}\right)}{2} \chi_{S}(t) d \lambda(t) \\
= & \lim _{n \rightarrow \infty}\left(\frac{1}{2} \lambda(S)+\frac{\cos 2 c_{n}}{2} \int_{\mathbb{R}} \cos 2 n t \chi_{S}(t) d t\right. \\
& \left.-\frac{\sin 2 c_{n}}{2} \int_{\mathbb{R}} \sin 2 n t \chi_{S}(t) d t\right) \\
= & \frac{1}{2} \lambda(S) .
\end{aligned}
$$

## 4220

(a) Is the function

$$
f(x, y)= \begin{cases}\frac{x^{2}-y^{2}}{\left(x^{2}+y^{2}\right)^{2}}, & (x, y) \neq(0,0) \\ 0, & (x, y)=(0,0)\end{cases}
$$

Lebesgue integrable on the unit square $0 \leq x \leq 1,0 \leq y \leq 1$ ?
(b) Compute the repeated integrals in the two orders.
(c) Does the integral

$$
\int_{0}^{1}\left(\int_{0}^{1}|f(x, y)| d x\right) d y
$$

exist? (If you use a theorem, be explicit!)
(Iowa)

## Solution.

(a) The function $f$ is not integrable on the unit square, for

$$
\begin{aligned}
\int_{0}^{1} \int_{0}^{1}|f(x, y)| d x d y & \geq \int_{\left\{(x, y) \mid x, y \geq 0, x^{2}+y^{2} \leq 1\right\}}|f(x, y)| d x d y \\
& =\int_{0}^{1} \int_{0}^{\frac{\pi}{2}} \frac{\cos 2 \theta}{r^{2}} r d r d \theta \\
& \geq \int_{0}^{1} \int_{0}^{\frac{\pi}{4}} \frac{\cos 2 \theta}{r} d r d \theta \\
& \geq \int_{0}^{1} \frac{d r}{r} \frac{\sqrt{2}}{2} \frac{\pi}{4}=\infty
\end{aligned}
$$

(b) We have

$$
\begin{aligned}
& \int_{(0,1]}\left(\int_{(0,1]} \frac{x^{2}-y^{2}}{\left(x^{2}+y^{2}\right)^{2}} d y\right) d x \\
= & \int_{(0,1]} \int_{\left(0, \operatorname{arctg} \frac{1}{x}\right]} \frac{x^{2}\left(1-\operatorname{tg}^{2} t\right)}{\sec ^{4} t} \sec ^{2} t d t d x \\
= & \int_{(0, x]} \int_{\left(0, \operatorname{arctg} \frac{1}{x}\right]}^{x^{2} \cos 2 \theta d t d x} \\
= & \int_{(0,1]} \frac{x^{3}}{1+x^{2}} d x=\frac{1-\ln 2}{2}
\end{aligned}
$$

and

$$
\int_{(0,1]}\left(\int_{(0,1]} \frac{x^{2}-y^{2}}{\left(x^{2}+y^{2}\right)^{2}} d x\right) d y=\frac{\ln 2-1}{2}
$$

(c) If $\int_{0}^{1}\left(\int_{0}^{1}|f(x, y)| d x\right) d y$ did exist, then $\int_{(0,1] \times(0,1]}|f(x, y)| d(x, y)$ would exist by Fubini Theorem, which contradicts (a). So $\int_{0}^{1}\left(\int_{0}^{1}|f(x, y)| d x\right) d y$ does not exist.

## 4221

Let $(X, \mathcal{M}, \mu)$ be a measure space and $f \in L(\mu)$. Evaluate

$$
\lim _{n \rightarrow \infty} \int_{X} n \ln \left(1+\left(\frac{|f|}{n}\right)^{2}\right) d \mu
$$

## Solution.

It is easy to show that for any $x \geq 0$

$$
\ln \left(1+x^{2}\right) \leq x
$$

It follows that for any $n \in \mathbb{N}$ the function $n \ln \left(1+\frac{|f|^{2}}{n^{2}}\right)$ is dominated by $|f|$ and therefore integrable. By the Dominated Convergence Theorem

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{X} n \ln \left(1+\left(\frac{|f|}{n}\right)^{2}\right) d \mu \\
= & \int_{X} \lim _{n \rightarrow \infty} n \ln \left(1+\left(\frac{|f|}{n}\right)^{2}\right) d \mu \\
= & \int_{X} 0 d \mu=0
\end{aligned}
$$

## 4222

Suppose that $f$ is a measurable real valued function on $\mathbb{R}$ such that $t \mapsto$ $e^{t x} f(t)$ is in $L^{1}(\mathbb{R})$ for all $x \in(-1,1)$. Define the function

$$
\varphi(x)=\int_{-\infty}^{+\infty} e^{t x} f(t) d t
$$

for all $x \in(-1,1)$. Prove that $\varphi$ is differentiable on $(-1,1)$.

## Solution.

Since for any $x \in(-1,1)$,

$$
\begin{aligned}
\left|e^{t x} t f(t)\right| & \leq e^{t x} \frac{2}{1-|x|} e^{\frac{|t|(1-|x|)}{2}|f(t)|} \\
& =\frac{2}{1-|x|} e^{t\left(x+\operatorname{sign} t \frac{1-|x|}{2}\right)}|f(t)|
\end{aligned}
$$

and

$$
\left|x+\operatorname{sign} t \frac{1-|x|}{2}\right|=\left|x \pm \frac{1-|x|}{2}\right|<1
$$

we conclude that $t \mapsto e^{t x} t f(t)$ is also in $L^{1}(\mathbb{R}), x \in(-1,1)$.
Next we show that

$$
\frac{d}{d x} \int_{-\infty}^{+\infty} e^{t x} f(t) d t=\int_{-\infty}^{+\infty} e^{t x} t f(t) d t
$$

For any fixed $x \in(-1,1)$, for any $y>x$,

$$
\begin{aligned}
& \left|\frac{e^{t y} f(t)-e^{t x} f(t)}{y-x}-e^{t x} t f(t)\right| \\
= & \left|\left(e^{t z}-e^{t x}\right) t f(t)\right|, \quad(x<z<y) \\
= & \left|e^{t z^{\prime \prime}} t^{2} f(t)(z-x)\right| \quad\left(x<z^{\prime}<z\right) \\
\leq & \begin{cases}|y-x| e^{t \frac{1+x}{2}} t^{2} f(t), & t \geq 0 \text { and } x<y<\frac{1+x}{2}, \\
|y-x| e^{t x} t^{2} f(t), & t<0 \text { and } x<y<\frac{1+x}{2} .\end{cases}
\end{aligned}
$$

By the same method as above, we see that $t \mapsto e^{t x} t^{2} f(t)$ is integrable. It follows that

$$
\lim _{y \downarrow x} \int_{-\infty}^{+\infty}\left(\frac{e^{t y} f(t)-e^{t x} f(t)}{y-x}-e^{t x} t f(t)\right) d t=0
$$

and

$$
\lim _{y \uparrow x} \int_{-\infty}^{+\infty}\left(\frac{e^{t y} f(t)-e^{t x} f(t)}{y-x}-e^{t x} t f(t)\right) d t=0
$$

4223

Evaluate

$$
\lim _{n \rightarrow \infty} \int_{0}^{n}\left(1+\frac{x}{n}\right)^{n} e^{-2 x} d x
$$

justifying any interchange of limits you use.
Hint. First show that $\left(1+\frac{x}{n}\right)^{n} \leq e^{x}$ for $x \geq 0$.
(Stanford)

## Solution.

Since for any $n \in \mathbb{N}$ and $x \geq 0$,

$$
\begin{aligned}
\left(1+\frac{x}{n}\right)^{n}= & \sum_{i=0}^{n}\binom{n}{i}\left(\frac{x}{n}\right)^{i} \\
= & \sum_{i=0}^{n} \frac{n!}{(n-i)!n^{i}} \frac{x^{i}}{i!} \\
= & 1+\sum_{i=1}^{n}\left(1-\frac{0}{n}\right)\left(1-\frac{1}{n}\right) \cdots\left(1-\frac{i-1}{n}\right) \frac{x^{i}}{i!} \\
\leq & 1+\sum_{i=1}^{n}\left(1-\frac{0}{n+1}\right)\left(1-\frac{1}{n+1}\right) \cdots\left(1-\frac{i-1}{n+1}\right) \frac{x^{i}}{i!} \\
& +\left(\frac{x}{n+1}\right)^{n+1} \\
= & 1+\sum_{i=1}^{n+1}\binom{n+1}{i}\left(\frac{x}{n+1}\right)^{i}=\left(1+\frac{x}{n+1}\right)^{n+1}
\end{aligned}
$$

and

$$
\lim _{n \rightarrow \infty}\left(1+\frac{x}{n}\right)^{n}=e^{x}
$$

we have

$$
\left(1+\frac{x}{n}\right)^{n} \leq e^{x}
$$

By the Dominated Convergence Theorem

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \int_{0}^{n}\left(1+\frac{x}{n}\right)^{n} e^{-2 x} d x \\
= & \lim _{n \rightarrow \infty} \int_{0}^{\infty} \chi_{[0, n]}(x)\left(1+\frac{x}{n}\right)^{n} e^{-2 x} d x \\
= & \int_{0}^{\infty} \lim _{n \rightarrow \infty} x_{[0, n]}(x)\left(1+\frac{x}{n}\right)^{n} e^{-2 x} d x \\
= & \int_{0}^{\infty} e^{-x} d x=1 .
\end{aligned}
$$

Let $(X, \mathcal{A}, \mu)$ be a probability space and $f: X \rightarrow[1, \infty)$ a measurable function. Prove or disprove:

$$
\int f \ln f d \mu \geq \int f d \mu \int \ln f d \mu
$$

(Iowa)

## Solution.

Under the condition that $f \ln f$ is integrable we conclude that both $f$ and $\ln f$ are integrable, and

$$
\int_{X} f d \mu \int_{X} \ln f d \mu \leq \int_{X} f \ln f d \mu
$$

Indeed, since

$$
0 \leq f \leq \begin{cases}e, & f(x) \leq e \\ f \ln f, & \text { otherwise }\end{cases}
$$

and $0 \leq \ln f \leq f \ln f$ we see that both $f$ and $\ln f$ are integrable. Since $\ln t \leq t \ln t$ for any $t>0$,

$$
\begin{aligned}
& \int_{X} f d \mu \int_{X} \ln f d \mu-\int_{X} f \ln f d \mu \\
= & \frac{1}{2} \int_{X \times X}(f(x) \ln f(y)+f(y) \ln f(x)) d \mu(x) d \mu(y) \\
& -\frac{1}{2} \int_{X \times X}(f(x) \ln f(x)+f(y) \ln (y)) d \mu(x) d \mu(y) \\
= & \frac{1}{2} \int_{X \times X} f(x)\left(\ln \frac{f(y)}{f(x)}-\frac{f(y)}{f(x)} \ln \frac{f(y)}{f(x)}\right) d \mu(x) d \mu(y) \\
\leq & 0 .
\end{aligned}
$$

4225

For $i=1,2$, let $X_{i}=\mathbb{N}$ (the natural numbers), Let $M_{i}=2^{N}$ (the $\sigma$ algebras of all subsets of $\mathbb{N}$ ) and let $\mu_{i}$ be the counting measure. For the function $f: X_{1} \times X_{2} \rightarrow \mathbb{R}$ defined by

$$
f(i, j)= \begin{cases}-2^{-i}, & j=i, \\ 2^{-i}, & j=i+1 \\ 0, & \text { otherwise }\end{cases}
$$

Compute the iterated integrals

$$
\int_{X_{1}}\left(\int_{X_{2}} f d \mu_{2}\right) d \mu_{1}
$$

and

$$
\int_{X_{2}}\left(\int_{X_{1}} f d \mu_{1}\right) d \mu_{2} .
$$

How do you reconcile your answers with Fubini's Theorem?
(Iowa)
Solution.
For any $i \in X_{1}, j \mapsto f(i, j)$ is integrable and

$$
\int_{X_{2}} f(i, j) d \mu_{2}(j)=-2^{-i}+2^{-i}=0 .
$$

Therefore

$$
\int_{X_{1}}\left(\int_{X_{2}} f d \mu_{2}\right) d \mu_{1}=0
$$

For any $j \in X_{2}, i \mapsto f(i, j)$ is integrable and

$$
\begin{aligned}
\int_{X_{1}} f(i, 1) d \mu_{1}(i) & =-\frac{1}{2} \\
\int_{X_{1}} f(i, j) d \mu_{1}(i) & =2^{-j} \quad(j \geq 2)
\end{aligned}
$$

We have

$$
\int_{X_{2}}\left(\int_{X_{1}} f(i, j) d \mu_{1}(i)\right) d \mu_{2}(j)=-\frac{1}{2}+\sum_{j=2}^{\infty} \frac{1}{2^{j}}=0 .
$$

Since $f$ is integrable ( $\sum_{i, j \in \mathbb{N}}|f|(i, j)=2$ ), the two iterated integrals exist and coincide by the Fubini's Theorem.

## 4226

Let $(\Omega, \mu)$ be any measure space. For $f \in L^{1}(\Omega, \mu)$, and for $\lambda>0$ define

$$
\varphi(\lambda)=\mu(\{x \in \Omega \mid f(x)>\lambda\})
$$

and

$$
\psi(\lambda)=\mu(\{x \in \Omega \mid f(x)>-\lambda\}) .
$$

Show that the functions $\varphi$ and $\psi$ are Borel measurable and that

$$
\|f\|_{1}=\int_{0}^{\infty}(\varphi(\lambda)+\psi(\lambda)) d \lambda
$$

Hint. As usual, it may be helpful to consider $f$ positive first.
(Iowa)

## Solution.

The measurablity of $\varphi$ and $\psi$ follows from that they are monotone.
The function $(x, \lambda) \mapsto \chi_{(0, \infty)}(|f|(x)-\lambda)$ is measurable. On one hand,

$$
\begin{aligned}
& \int_{0}^{\infty}\left(\int_{\Omega} \chi_{(0, \infty)}(|f|(x)-\lambda) d \mu(x)\right) d \lambda \\
= & \int_{0}^{\infty}\left(\int_{\Omega} \chi_{\{x| | f(x) \mid>\lambda\}}(x) d \mu(x)\right) d \lambda \\
= & \int_{0}^{\infty} \mu(\{x| | f(x) \mid>\lambda\}) d \lambda \\
= & \int_{0}^{\infty}(\varphi(\lambda)+\psi(\lambda)) d \lambda
\end{aligned}
$$

but on the other,

$$
\begin{aligned}
\int_{\Omega}\left(\int_{0}^{\infty} \chi_{(0, \infty)}(|f|(x)-\lambda) d \lambda\right) d \mu(x) & =\int_{\Omega} \int_{0}^{|f|(x)} d \lambda d \mu(x) \\
& =\int_{\Omega}|f|(x) d \mu(x)=\|f\|_{1}
\end{aligned}
$$

By Fubini's Theorem we have

$$
\|f\|_{1}=\int_{0}^{\infty}(\varphi(\lambda)+\psi(\lambda)) d \lambda
$$

provided that either side exists.

4227

Let $f \in L^{2}(0,1)$. Set

$$
F(x)=\int_{0}^{x} f(t) d t
$$

Show that

$$
\left(\int_{0}^{1-h}\left|\frac{F(x+h)-F(x)}{h}\right|^{2} d x\right)^{\frac{1}{2}} \leq c\|f\|_{2}
$$

for each $h, 0<h<1$ where $c$ is a positive number independent of $f$.
(UC, Irvine)

## Solution.

We have

$$
\begin{aligned}
& \left(\int_{0}^{1-h}\left|\frac{F(x+h)-F(x)}{h}\right|^{2} d x\right)^{\frac{1}{2}} \\
= & \frac{1}{h}\left(\int_{0}^{1-h}\left|\int_{x}^{x+h} f(t) d t\right|^{2} d x\right)^{\frac{1}{2}} \\
\leq & \frac{1}{h}\left(\int_{0}^{1-h} \int_{x}^{x+h}|f(t)|^{2} d t \cdot h d x\right)^{\frac{1}{2}} \\
= & \frac{1}{\sqrt{h}}\left(\int_{0}^{1-h} d x \int_{x}^{x+h}|f(t)|^{2} d t\right)^{\frac{1}{2}} \\
= & \frac{1}{\sqrt{h}}\left(\int_{0}^{h} d t \int_{0}^{t}|f(t)|^{2} d x+\int_{h}^{1-h} d t \int_{t-h}^{t}|f(t)|^{2} d x\right. \\
= & \left.\frac{1}{\sqrt{h}}\left(\int_{1-h}^{1} d t \int_{t-h}^{1-h}|f(t)|^{2} d x\right)^{\frac{1}{2}}|t(t)|^{2} t d t+\int_{h}^{1-h}|f(t)|^{2} h d t+\int_{1-h}^{1}|f(t)|^{2}(1-t) d t\right)^{\frac{1}{2}} \\
\leq & \frac{1}{\sqrt{h}}\left(\int_{0}^{h}|f(t)|^{2} h d t+\int_{h}^{1-h}|f(t)|^{2} h d t+\int_{1-h}^{1}|f(t)|^{2} h d t\right)^{\frac{1}{2}} \\
= & \|f\|_{2}
\end{aligned}
$$

## 4228

Let $f, g \in L^{1}(0,1)$ and assume that $f(x) g(y)=f(y) g(x)$ for all $x, y \in[0,1]$. Show that

$$
\int_{0}^{1} \int_{0}^{1} f(x) g(y) d x d y=2 \int_{\Delta} f(x) g(y) d A
$$

where

$$
\Delta=\{(x, y) \mid 0 \leq x<y \leq 1\}
$$

and $d A$ denotes the planar Lebesgue measure.

## Solution.

We have

$$
\begin{aligned}
\int_{0}^{1} \int_{0}^{1} f(x) g(y) d x d y= & \int_{[0,1] \times[0,1]} f(x) g(y) d A \\
= & \int_{\Delta} f(x) g(y) d x d y+\int_{\{(x, y) \mid 0 \leq x=y \leq 1\}} f(x) g(y) d A \\
& +\int_{\{(x, y) \mid 0 \leq y<x \leq 1\}} f(x) g(y) d A \\
= & \int_{\Delta} f(x) g(y) d x d y+\int_{\{(x, y) \mid 0 \leq x<y \leq 1\}} f(x) g(y) d A \\
= & 2 \int_{\Delta} f(x) g(y) d A .
\end{aligned}
$$

## SECTION 3 <br> SPACE OF INTEGRABLE FUNCTIONS

## 4301

Let $X$ be a positive measure space of total measure 1 . Show that for any $[0, \infty)$-valued measurable function $f$ on $X$,

$$
I(p):=\left(\int_{X} f^{p}\right)^{\frac{1}{p}}
$$

is a nondecreasing function of $p \in(1, \infty)$. Under what circumstances is $I(p)$ strictly increasing as a function of $p$ ?

## Solution.

For any $p, q \in(1, \infty)$ with $p<q$, let $\alpha=\frac{q}{p}$ and $\beta=\frac{q}{q-p}$ then $\frac{1}{\alpha}+\frac{1}{\beta}=1$. By Hölder's inequality, we have

$$
\left(\int_{X} f^{p}\right)^{\frac{1}{p}} \leq\left(\left(\int_{X} f^{p \alpha}\right)^{\frac{1}{\alpha}}\left(\int_{X} 1^{\beta}\right)^{\frac{1}{\beta}}\right)^{\frac{1}{p}}=\left(\int_{X} f^{q}\right)^{\frac{1}{q}}
$$

which shows that $I(p)$ is a nondecreasing function of $p \in(1, \infty)$. The function $I$ is strictly increasing if and only if $f$ is not almost everywhere equal to the constant function.

## 4302

Let $(X, \mathcal{M}, \mu)$ be a fixed measure space, let $\left\{p_{i}\right\}_{i=1}^{n}$ be positive numbers such that $p_{i}>1, i=1, \ldots, n, p>1$ and

$$
\sum_{i=1}^{n} \frac{1}{p_{i}}=\frac{1}{p}
$$

If, for $i \in\{1, \cdots, n\}, f_{i} \in \mathcal{L}^{p_{i}}(\mu)$, must it be the case that

$$
f_{1} f_{2} \cdots f_{n} \in \mathcal{L}^{p}(\mu) ?
$$

Justify.

## Solution.

Yes, $f_{1} \cdots f_{n} \in \mathcal{L}^{p}(\mu)$. Moreover

$$
\begin{equation*}
\left\|f_{1} \cdots f_{n}\right\|_{p} \leq\left\|f_{1}\right\|_{p_{1}} \cdots\left\|f_{n}\right\|_{p_{n}} \tag{1}
\end{equation*}
$$

In case $n=2,\left|f_{1}\right|^{p} \in \mathcal{L}^{\frac{p_{1}}{p}}(\mu)$ and $\left|f_{2}\right|^{p} \in \mathcal{L}^{\frac{p_{2}}{p}}(\mu)$, and by Hölder's inequality,

$$
\begin{aligned}
\left(\int_{X}\left|f_{1}\right|^{p}\left|f_{2}\right|^{p}\right)^{\frac{1}{p}} & \leq\left(\left(\int_{X}\left(\left|f_{1}\right|^{p}\right)^{\frac{p_{1}}{p}}\right)^{\frac{p}{p_{1}}}\left(\int_{X}\left(\left|f_{2}\right|^{p}\right)^{\frac{p_{2}}{p}}\right)^{\frac{p}{p_{2}}}\right)^{\frac{1}{p}} \\
& =\left(\int_{X}\left|f_{1}\right|^{p_{1}}\right)^{\frac{1}{p_{1}}}\left(\int_{X}\left|f_{2}\right|^{p_{2}}\right)^{\frac{1}{p_{2}}}
\end{aligned}
$$

Assume that the conclusion and the inequality (1) hold for $n=k$. Then for $n=k+1$,

$$
0<\frac{1}{p_{1}}+\cdots+\frac{1}{p_{k}}=\frac{1}{p}-\frac{1}{p_{k+1}}=\frac{1}{\frac{p p_{k+1}}{p_{k+1}-p}}<1
$$

which shows that $\frac{p p_{k+1}}{p_{k+1}-p}>1$. By inductive assumption $f_{1} \cdots f_{k}$ belongs to $\mathcal{L}^{\frac{p p_{k+1}}{p_{k+1}-p}}(\mu)$ and

$$
\left(\int_{X}\left(f_{1} \cdots f_{k}\right)^{\frac{p p_{k+1}}{p_{k+1}-\bar{p}}}\right)^{\frac{p p_{k+1}}{p_{k+1}-p}} \leq\left\|f_{1}\right\|_{p_{1}} \cdots\left\|f_{k}\right\|_{p_{k}}
$$

Then by the case $n=2$ we conclude that $\left(f_{1} \cdots f_{k}\right) f_{k+1} \in \mathcal{L}^{p}$ and

$$
\begin{aligned}
\left\|\left(f_{1} \cdots f_{n}\right) f_{k+1}\right\|_{p} & \leq\left\|f_{1} \cdots f_{k}\right\|_{\frac{p p_{k+1}}{p_{k+1}-p}}\left\|f_{k+1}\right\|_{p_{k+1}} \\
& \leq\left\|f_{1}\right\|_{p_{1}} \cdots\left\|f_{k}\right\|_{p_{k}}\left\|f_{k+1}\right\|_{p_{k+1}}
\end{aligned}
$$

which completes the proof.

4303

Let $X=\{a, b, c\}$, let $\mathcal{M}$ be the $\sigma$-algebra of all subsets of $X$, and let $\mu$ be the measure determined by

$$
\mu(\{a\})=0, \quad \mu(\{b\})=1, \quad \text { and } \quad \mu(\{c\})=\infty .
$$

What are the dimensions of the vector spaces $L^{1}(\mu), L^{2}(\mu)$, and $L^{\infty}(\mu)$ ? Justify your answers.

## Solution.

We have $\operatorname{dim} L^{1}(\mu)=\operatorname{dim} L^{2}(\mu)=1$ and $\operatorname{dim} L^{\infty}(\mu)=2$. Since each function $f$ of $L^{1}(\mu)$ or $L^{2}(\mu)$ vanishes at $c$ and two functions taking the same value at $b$ coincide in $L^{1}(\mu)$ or $L^{2}(\mu)$, we conclude that $\operatorname{dim} L^{1}(\mu)=\operatorname{dim} L^{2}(\mu)=1$. Since two functions are equal in $L^{\infty}(\mu)$ if and only if they are identical on $\{b, c\}$ we have $\operatorname{dim} L^{\infty}(\mu)=2$.

## 4304

Let $f, g \in L^{2}([0,1])$,

$$
\int_{0}^{1} f d m=0 .
$$

Show that

$$
\left(\int_{0}^{1} f g d m\right)^{2} \leq\left(\int_{0}^{1} f^{2} d m\right)\left(\int_{0}^{1} g^{2} d m-\left(\int_{0}^{1} g d m\right)^{2}\right) .
$$

(Indiana-Purdue)

## Solution.

Denoting

$$
a=\int_{0}^{1} g d m,
$$

we have

$$
\begin{aligned}
\left(\int_{0}^{1} f g d m\right)^{2} & =\left(\int_{0}^{1} f(g-a) d m\right)^{2} \\
& \leq\left(\int_{0}^{1} f^{2} d m\right)\left(\int_{0}^{1}(g-a)^{2} d m\right) \\
& =\left(\int_{0}^{1} f^{2} d m\right)\left(\int_{0}^{1} g^{2} d m-2 a \int_{0}^{1} g d m+a^{2}\right) \\
& =\left(\int_{0}^{1} f^{2} d m\right)\left(\int_{0}^{1} g^{2} d m-\left(\int_{0}^{1} g d m\right)^{2}\right)
\end{aligned}
$$

4305

Let $f$ be a non-negative function in $L^{p}(\mathbb{R})$ for some $1 \leq p<\infty$ and let $r+s=p, r>0, s>0$. Also let $f_{h}(x)=f(x+h)$.
(i) Show that $f_{h}^{r} f^{s} \in L^{1}(R)$.
(ii) Investigate what happens to $\left\|f_{h}^{r} f^{s}\right\|_{1}$ as $|h| \rightarrow \infty$.

## Solution.

(i) Obviously $f_{h} \in L^{p}(R)$. From $f_{h}^{r} \in L^{\frac{p}{r}}, f^{s} \in L^{\frac{p}{v}}$, and $\frac{r}{p}+\frac{s}{p}=1$, it follows that

$$
f_{h}^{r} f^{s} \in L^{1}(R)
$$

(ii) We claim that

$$
\lim _{|h| \rightarrow \infty}\left\|f_{h}^{r} f^{s}\right\|_{1}=0
$$

For any $\varepsilon>0$, take $N$ such that $\int_{E^{c}} f^{p}<\varepsilon$ where $E=[-N, N]$. Now if $|h|>2 N$, then $x+h \notin E$ whenever $x \in E$. Therefore

$$
\begin{aligned}
\left\|f_{h}^{r} f^{s}\right\|_{1} & =\int_{E}\left|f_{h}^{r} f^{s}\right|+\int_{E^{c}}\left|f_{h}^{r} f^{s}\right| \\
& \leq\left(\int_{E}\left|f_{h}\right|^{p}\right)^{\frac{r}{p}}\left(\int_{E} \mid f^{p}\right)^{\frac{\varepsilon}{p}}+\left(\int_{E^{c}}\left|f_{h}\right|^{p}\right)^{\frac{r}{p}}\left(\int_{E_{c}}|f|^{p}\right)^{\frac{\frac{\varepsilon}{p}}{p}} \\
& \leq \varepsilon^{\frac{L}{p}}\|f\|_{p}^{s}+\varepsilon^{\frac{s}{p}}\|f\|_{p}^{r} .
\end{aligned}
$$

Let $f: R \rightarrow R_{+}$be measurable, and let $0<r<\infty$. Show that

$$
\frac{1}{\frac{1}{|I|} \int_{I} f} \leq\left(\frac{1}{|I|} \int_{I} \frac{1}{f^{r}}\right)^{\frac{1}{r}}
$$

(Indiana-Purdue)

## Solution.

Set $p=1+\frac{1}{r}$. Then $p>1$ and $\frac{1}{p}+\frac{1}{r p}=1$. Since

$$
\begin{aligned}
|I| & =\int_{I} f^{\frac{1}{p}} f^{-\frac{1}{p}} \leq\left(\int f^{\frac{1}{p} p}\right)^{\frac{1}{p}}\left(\int f^{-\frac{1}{p} \cdot r p}\right)^{\frac{1}{r p}} \\
& =\left(\int f\right)^{\frac{1}{p}}\left(\int f^{-r}\right)^{\frac{1}{r p}}
\end{aligned}
$$

we have

$$
|I|^{1+\frac{1}{r}} \leq\left(\int f\right)\left(\int f^{-r}\right)^{\frac{1}{r}}
$$

which implies

$$
\frac{1}{\frac{1}{|I|} \int_{I} f} \leq\left(\frac{1}{|I|} \int_{I} f^{-r}\right)^{\frac{1}{r}}
$$

Let $f$ be a bounded measurable function on $(0,1)$. Prove that

$$
\lim _{p \rightarrow \infty}\left(\int_{0}^{1}|f(x)|^{p} d x\right)^{\frac{1}{p}}=\text { ess sup }|f|
$$

where

$$
\text { ess } \sup |f|=\|f\|_{\infty}=\inf \{t \mid m(\{|f|>t\})=0\}
$$

(Ilinois)
Solution.
For any $\varepsilon>0$,

$$
m\left(\left\{x\left||f(x)|>\|f\|_{\infty}-\varepsilon\right\}\right)>0 .\right.
$$

Then

$$
\begin{aligned}
\|f\|_{\infty} & =\lim _{\varepsilon \rightarrow 0} \lim _{p \rightarrow \infty}\left(\|f\|_{\infty}-\varepsilon\right) m\left(\left\{x| | f(x) \mid>\|f\|_{\infty}-\varepsilon\right\}\right)^{\frac{1}{p}} \\
& \leq \varliminf_{\varepsilon \rightarrow 0} \lim _{p \rightarrow \infty}\left(\int_{\left\{x|f(x)|>\|f\|_{\infty}-\varepsilon\right\}}|f(x)|^{p} d x\right)^{\frac{1}{p}} \\
& \leq \varliminf_{\varepsilon \rightarrow \infty} \underset{p \rightarrow \infty}{ }\left(\int_{0}^{1}|f(x)|^{p} d x\right)^{\frac{1}{p}} \\
& =\varliminf_{p \rightarrow \infty}\left(\int_{0}^{1}|f(x)|^{p} d x\right)^{\frac{1}{p}} \\
& \leq \varlimsup_{p \rightarrow \infty}\left(\int_{0}^{1}|f(x)|^{p} d x\right)^{\frac{1}{p}} \\
& \leq\|f\|_{\infty} .
\end{aligned}
$$

Therefore

$$
\lim _{p \rightarrow \infty}\left(\int_{0}^{1}|f(x)|^{p} d x\right)^{\frac{1}{p}}=\|f\|_{\infty}
$$

Let $f$ be a nonnegative measurable function on $[0,1]$ satisfying

$$
m(\{x \mid f(x) \geq t\})<\frac{1}{1+t^{2}}, \quad t>0 .
$$

Determine those values of $p, 1 \leq p<\infty$ for which $f \in L^{p}$ and find the minimum value of $p$ for which $f$ may fail to be in $L^{p}$.

## Solution.

If $1 \leq p<2$, then $f \in L^{p}$. The minimum value of $p$ for which $f$ may fail to be in $L^{p}$ is 2 .

Indeed, for any $p \in[1,2)$,

$$
\begin{aligned}
\sum_{n=1}^{\infty} m\left(\left\{x \mid f^{p}(x) \geq n\right\}\right) & =\sum_{n=1}^{\infty} m\left(\left\{x \left\lvert\, f(x) \geq n^{\frac{1}{p}}\right.\right\}\right) \\
& \leq \sum_{n=1}^{\infty} \frac{1}{1+n^{\frac{2}{p}}}<\sum_{n=1}^{\infty} \frac{1}{n^{\frac{2}{p}}}<\infty,
\end{aligned}
$$

it follows that $f^{p}$ is integrable. Let $f(x)=\frac{1}{x^{\frac{1}{2}}}-1$. Then $f^{2}$ is not integrable. However for any $t>0$

$$
\begin{aligned}
m(\{x \mid f(x) \geq t\}) & =m\left(\left\{x \left\lvert\, \frac{1}{x^{\frac{1}{2}}}-1 \geq t\right.\right\}\right) \\
& =m\left(\left\{x \left\lvert\, x \leq \frac{1}{(1+t)^{2}}\right.\right\}\right) \\
& =\frac{1}{(1+t)^{2}}<\frac{1}{1+t^{2}}
\end{aligned}
$$

4309

With Lebesgue measure on $[0,1]$, prove that

$$
S=\left\{f \in C[0,1] \mid\|f\|_{\infty} \leq 1\right\}
$$

is not compact in $L^{1}[0,1]$.

## Solution.

It suffices to show that $S$ is not closed in $L^{1}([0,1])$. For each $n \in \mathbb{N}$, let

$$
f_{n}(x)= \begin{cases}1, & 0 \leq x \leq \frac{1}{2} \\ 0, & \frac{1}{2}+\frac{1}{4 n} x \leq 1 \\ -4 n x+(2 n+1), & \frac{1}{2}<x<\frac{1}{2}+\frac{1}{4 n}\end{cases}
$$

Then $f_{n} \in S$ and $\lim _{n \rightarrow \infty} f_{n}=\chi_{\left[0, \frac{1}{2}\right]}$ in $L^{1}[0,1]$. Since $\chi_{\left[0, \frac{1}{2}\right]} \notin S, S$ is not closed.

## 4310

Let $\mathcal{H}$ be Hilbert space $L^{2}(0,2 \pi)$, with inner product defined by

$$
(u, v)=\int_{0}^{2 \pi} u(x) \overline{v(x)} d x, \quad u, v \in \mathcal{H}
$$

Consider the elements $u_{n} \in \mathcal{H}, n=1,2, \cdots$, defined by $u_{n}(x)=\sin (n x)$ for $x \in(0,2 \pi)$. Show that
(a) the set $\left\{u_{n}\right\}_{n=1}^{\infty}$ is closed and bounded, but not compact, in the strong (i.e., norm) topology of $\mathcal{H}$.
(b) $u_{n} \rightarrow 0$ as $n \rightarrow \infty$ in the weak topology of $\mathcal{H}$, i.e., for every $v \in \mathcal{H}$.

$$
\lim _{n \rightarrow \infty}\left(u_{n}, v\right)=0
$$

(Stanford)

## Solution.

(a) Obviously, the set $\left\{u_{n}\right\}_{n=1}^{\infty}$ is bounded. For any $m, n \geq 1$ with $m \neq n$

$$
\left\|u_{m}-u_{n}\right\|_{2}=\left(\int_{0}^{2 \pi}(\sin m x-\sin n x)^{2} d x\right)^{\frac{1}{2}}=\sqrt{2 \pi}
$$

which shows that $\left\{u_{m} \mid m \in \mathbb{N}\right\}$ is closed. Since it admits no convergent subsequence, it is not compact.
(b) For any $v \in \mathcal{H}, v \in L^{1}(0,2 \pi)$ by Hölder's inequality. By RiemannLebesgue Lemma,

$$
\lim _{n \rightarrow \infty}\left(u_{n}, v\right)=\lim _{n \rightarrow \infty} \int_{0}^{2 \pi} v(x) \sin n x d x=0
$$

4311

Let $H_{1}$ be the Sobolev's space on the unit interval [ 0,1 ], i.e., the Hilbert space consisting of functions $f \in L^{2}[0,1]$ such that

$$
\|f\|_{1}^{2}=\sum_{n=-\infty}^{+\infty}\left(1+n^{2}\right)|\widehat{f}(n)|^{2}<\infty,
$$

where

$$
\widehat{f}(n)=\frac{1}{2 \pi} \int_{0}^{1} f(x) \exp (-2 \pi i n x) d x
$$

are Fourier coeffents of $f$. Show that there exists constant $C>0$ such that $\|f\|_{L^{\infty}} \leq C\|f\|_{1}$.

## Solution.

Since for any $x \in[0,1]$

$$
\begin{equation*}
\sum_{n=-\infty}^{+\infty}\left|\widehat{f}(n) e^{2 \pi i n x}\right| \leq\left(\sum_{\substack{n=-\infty \\ n \neq 0}}^{+\infty} n^{2}|\widehat{f}(n)|^{2}\right)^{\frac{1}{2}}\left(\sum_{\substack{n=-\infty \\ n \neq 0}}^{+\infty} \frac{1}{n^{2}}\right)+|\widehat{f}(0)| \tag{1}
\end{equation*}
$$

the series $\sum_{n=-\infty}^{+\infty} \widehat{f}(n) e^{2 \pi i n x}$ converges to $f(x)$ both in $H_{1}$ and in $L^{\infty}$. It follows from (1) that

$$
\|f\|_{L^{\infty}} \leq C\|f\|_{1} .
$$

## 4312

Let $f$ be a periodic function on $\mathbb{R}$ with period $2 \pi$ such that $\left.f\right|_{[0,2 \pi]}$ belongs to $L^{2}(0,2 \pi)$. Suppose

$$
f(x)=\sum_{n=-\infty}^{+\infty} a_{n} e^{i n x}
$$

For each $h \in \mathbb{R}$ define the function $f_{h}$ by $f_{h}(x)=f(x-h)$.
(i) Give the Fourier expansion of $f_{h}$.
(ii) Find the $L_{2}$-norm $\left\|f_{h}-f\right\|_{2}$ in terms of the $a_{n}$ and $h$.
(iii) Prove that

$$
\varliminf_{h \rightarrow 0} \frac{\left\|f_{h}-f\right\|_{2}}{|h|}>0
$$

unless $f$ is constant almost everywhere.

Solution.
(i) We have

$$
\begin{aligned}
f_{h}(x) & =\sum_{n=-\infty}^{+\infty} a_{n} e^{i n(x-h)} \\
& =\sum_{n=-\infty}^{+\infty} a_{n} e^{-i n h} e^{i n x} .
\end{aligned}
$$

(ii) We have

$$
\begin{aligned}
\left\|f_{h}-f\right\|_{2} & =\left(\sum_{n=-\infty}^{+\infty} 2 \pi\left|a_{n} e^{-i n h}-a_{n}\right|^{2}\right)^{\frac{1}{2}} \\
& =\left(\sum_{n=-\infty}^{+\infty} 8 \pi \sin ^{2} \frac{n h}{2}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

(iii) If $f$ is constant almost everywhere, then $a_{n}=0, n \neq 0$. It follows that $f_{h}=f$ and $\left\|f_{h}-f\right\|_{2}=0$. If $f$ is not constant almost everywhere, there is an $n \neq 0$ such that $a_{n} \neq 0$. Then

$$
\varliminf_{h \rightarrow 0} \frac{\left\|f_{h}-f\right\|_{2}}{|h|} \geq \lim _{h \rightarrow 0} \frac{\left(8 \pi \sin ^{2} \frac{n h}{2}\left|a_{n}\right|^{2}\right)^{\frac{1}{2}}}{|h|}=\sqrt{2 \pi}\left|n a_{n}\right|>0 .
$$

## 4313

Let $f_{n}(x)$ be an orthonormal family of functions in the Hilbert space $L^{2}(0,1)$. Prove that

$$
\sum_{n=1}^{\infty}\left|\int_{0}^{x} f_{n}(t) d t\right|^{2} \leq x
$$

for all $x \in[0,1]$, and that this inequality is sharp (equality) if and only if $\left\{f_{n} \mid n=1, \cdots\right\}$ span a dense subspace of $L^{2}(0,1)$.

## Solution.

By Bessel's inequality

$$
\begin{align*}
\sum_{n=1}^{\infty}\left|\int_{0}^{x} f_{n}(t) d t\right|^{2} & =\sum_{n=1}^{\infty}\left|\int_{0}^{1} \chi_{(0, x]}(t) f_{n}(t)\right|^{2} \\
& =\sum_{n=1}^{\infty}\left|\left(\chi_{(0, x]}, f_{n}\right)\right|^{2} \leq\left\|\chi_{(0, x]}\right\|_{2}^{2}=x \tag{1}
\end{align*}
$$

If $\left\{f_{n} \mid n \in \mathbb{N}\right\}$ span a dense subspace of $L^{2}(0,1)$, then $\left\{f_{n}\right\}$ is an orthonomal basis of $L^{2}(0,1)$ and therefore (1) is sharp. Conversely, since

$$
\operatorname{span}\left\{\chi_{(0, x)} \mid 0 \leq x \leq 1\right\}=\operatorname{span}\left\{\chi_{(a, b]} \mid 0 \leq a \leq b \leq 1\right\}
$$

is a dense subspace of $L^{2}(0,1)$ while

$$
\left\{\left.f \in L^{2}(0,1)\left|\|f\|_{2}^{2}=\sum_{n=1}^{\infty}\right|\left(f, f_{n}\right)\right|^{2}\right\}
$$

is a closed subspace of $L^{2}(0,1)$, containing $\operatorname{span}\left\{\chi_{(0, x]} \mid 0 \leq x \leq 1\right\}$, it follows that

$$
\left\{\left.f \in L^{2}(0,1)\left|\|f\|_{2}^{2}=\sum_{n=1}^{\infty}\right|\left(f, f_{n}\right)\right|^{2}\right\}=L^{2}(0,1)
$$

and therefore, $\left\{f_{n}\right\}$ span a dense subspace of $L^{2}(0,1)$.

## 4314

If $f$ is a function on $\mathbb{R}$, let $f_{t}$ be the translate $f_{t}(x)=f(t+x)$. Prove that if $f$ is square integrable with respect to Lebesgue measure, then

$$
\lim _{t \rightarrow 0}\left\|f_{t}-f\right\|_{L^{2}(\mathbb{R})}=0
$$

(Stanford)

## Solution.

Suppose that $f: \mathbb{R} \rightarrow \mathbb{C}$ be a continuous function with compact support. Then $f_{t}$ converges to $f$ uniformly. We have

$$
\begin{aligned}
\lim _{t \rightarrow 0}\left\|f_{t}-f\right\|_{2} & =\lim _{t \rightarrow 0}\left(\int_{-\infty}^{+\infty}|f(t+x)-f(x)|^{2} d x\right)^{\frac{1}{2}} \\
& =\lim _{t \rightarrow 0}\left(\int_{K-[-1,1]}|f(t+x)-f(x)|^{2} d x\right)^{\frac{1}{2}}=0
\end{aligned}
$$

where $K=\operatorname{supp}(f)$ and

$$
K-[-1,1]=\{x-y \mid x \in K, y \in[-1,1]\}
$$

is compact. In general, there is a sequence $\left\{f_{n}\right\}$ of continuous functions with compact support converging to $f$ in $L^{2}(\mathbb{R})$. Then

$$
\begin{aligned}
\varlimsup_{t \rightarrow 0}\left\|f_{t}-f\right\|_{2} & \leq \varlimsup_{t \rightarrow 0}\left(\left\|f_{t}-f_{n t}\right\|_{2}+\left\|f_{n t}-f_{n}\right\|_{2}+\left\|f_{n}-f\right\|_{2}\right) \\
& \leq \varlimsup_{t \rightarrow 0}\left(2\left\|f_{n}-f\right\|_{2}+\left\|f_{n t}-f_{n}\right\|_{2}\right)=2\left\|f_{n}-f\right\|_{2}
\end{aligned}
$$

Letting $n \rightarrow \infty$, we have

$$
\lim _{t \rightarrow 0}\left\|f_{t}-f\right\|_{2}=0
$$

4315

A trigonometric polynomial is a function $p$ on $\mathbb{R}$ of the form

$$
p(\theta)=\sum_{n=-N}^{N} C_{n} e^{i n \theta}
$$

for some $C_{n} \in \mathbb{C}, N \geq 0$. Suppose $f$ is continuous and $2 \pi$-periodic on $\boldsymbol{R}$, and let

$$
a_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\theta) e^{-i n \theta} d \theta
$$

Show that for every $\varepsilon>0$, there exists a trigonometric polynomial

$$
p(\theta)=\sum_{n=-N}^{N} C_{n} e^{i n \theta}
$$

such that

$$
\|f-p\|_{\infty}<\varepsilon
$$

and

$$
\left|C_{n}\right| \leq\left|a_{n}\right| \quad \text { for all } n
$$

Hint. You may wish to think about harmonic functions on the unit disk.
(Stanford)

## Solution.

Regard $f$ as a continuous function on the unit circle $S^{1}$ of $\mathbb{C}$. Then

$$
a_{n}=\frac{1}{2 \pi} \int_{\pi} f(z) \bar{z}^{n} \sigma(d z)
$$

where $\sigma(d z)$ is the Harr measure on $S^{1}$ such that $\sigma\left(S^{1}\right)=2 \pi$. Let $u$ be the harmonic extension of $f$ to the unit disc $D=\{z| | z \mid \leq 1\}$. Then

$$
\lim _{r \rightarrow 1-} \sup _{z \in S^{1}}|u(r z)-f(z)|=0
$$

Moreover

$$
u(r z)=\sum_{n=-\infty}^{+\infty} a_{n} r^{|n|} z^{n}, \quad z \in S^{1}
$$

There is an $N$ such that

$$
\sum_{|n|>N}\left|a_{n}\right| r^{|n|}<\varepsilon / 2
$$

where $r$ is fixed so that

$$
\sup _{z \in S^{1}}|u(r z)-f(z)|<\varepsilon / 2
$$

Put

$$
p(z)=\sum_{n=-N}^{N} a_{n} r^{|n|} z^{n}, \quad z \in S^{1}
$$

which is required.

4316

Prove or disprove the following statements:
(i) the set of continuous functions on the interval $[0,1]$ is dense in $L^{\infty}([0,1])$.
(ii) $L^{\infty}([0,1])$ is a separable metric space.
(Stanford)

## Solution.

(i) False. Since $C([0,1])$ is separable while $L^{\infty}([0,1])$ is not, $C([0,1])$ is not dense in $L^{\infty}([0,1])$.
(ii) False. Let

$$
S=\left\{f \in L^{\infty}([0,1]) \mid f(x)=0 \text { or } 1, \frac{1}{n+1}<x \leq \frac{1}{n}, n \in \mathbb{N}, f(0)=0\right\} .
$$

Then as a subset of $L^{\infty}([0,1]), S$ is of cardinal $\aleph$. However, since the distance between any two elements in $S$ is $1, S$ is not separable.

## 4317

Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a sequence in $L^{p}([0,1])$ (with Lebesgue measure) and $\left\{g_{n}\right\}_{n=1}^{\infty}$ a sequence in $L^{q}([0,1])$, where $\frac{1}{p}+\frac{1}{q}=1$. If $\lim _{n \rightarrow \infty} f_{n}=f$ in $L^{p}$ and $\lim _{n \rightarrow \infty} g_{n}=g$ in $L^{q}$, is it true that $f_{n} g_{n} \rightarrow f g$ in measure? Justify.

## Solution.

Yes, $f_{n} g_{n} \rightarrow f g$ in measure. Indeed, since

$$
\left\|f_{n} g_{n}-f g\right\|_{1} \leq\left\|f_{n}-f\right\|_{p}\left\|g_{n}\right\|_{q}+\|f\|_{p}\left\|g_{n}-g\right\|_{q} \rightarrow 0 \quad \text { as } n \rightarrow \infty,
$$

we have for any $\varepsilon>0$

$$
\begin{aligned}
& \lambda\left(\left\{x\left|\left|f_{n} g_{n}(x)-f g(x)\right|>\varepsilon\right\}\right)\right. \\
\leq & \frac{1}{\varepsilon} \int_{\left\{x \| f_{n} g_{n}-f g \mid(x)>\varepsilon\right\}}\left|f_{n} g_{n}-f g\right|(x) d x \\
\leq & \frac{\left\|f_{n} g_{n}-f g\right\|_{1}}{\varepsilon} \rightarrow 0 \text { as } n \rightarrow \infty,
\end{aligned}
$$

where $\lambda$ is the Lebesgue measure.

4318

Let $X$ be a measure space with measure $\mu$ and suppose that $\mu(X)<\infty$. Let

$$
S=\{(\text { equivalence class ) of measurable complex functions on } X\} .
$$

(Here, as usual, two measurable complex functions are equivalent if they agree a.e.) For $f \in S$, define

$$
\rho(f)=\int_{X} \frac{|f|}{1+|f|} d \mu .
$$

Show that $d(f, g)=p(f-g)$ is a metric on $S$, and that $f_{n} \rightarrow f$ in this metric if and only if $f_{n} \rightarrow f$ in measure.
(Stanford)

## Solution.

Obviously, $d(f, g)=d(g, f) \geq 0$ and $d(f, g)=0$ iff $\frac{|f-g|}{1+|f-g|}=0$ a.e., iff $f=g$ in $S$. For $f, g, h \in \mathcal{S}$, we have

$$
\begin{aligned}
d(f, h) & =\int_{X} \frac{|f-h|}{1+|f-h|} d \mu \\
& \leq \int_{X} \frac{|f-g|+|g-h|}{1+|f-g|+|g-h|} d \mu \\
& \leq \int_{X}\left(\frac{|f-g|}{1+|f-g|}+\frac{|g-h|}{1+|g-h|}\right) d \mu \\
& =d(f, g)+d(g, h) .
\end{aligned}
$$

Therefore $d$ is a metric on $S$.
If $f_{n} \rightarrow f$ in measure, then $\frac{\left|f_{n}-f\right|}{1+\left|f_{n}-f\right|} \rightarrow 0$ in measure by the equality

$$
\left\{x \in X \left\lvert\, \frac{\left|f_{n}-f\right|}{1+\left|f_{n}-f\right|} \geq \varepsilon\right.\right\}=\left\{x \in X| | f_{n}-f \left\lvert\, \geq \frac{\varepsilon}{1-\varepsilon}\right.\right\} \quad(0<\varepsilon<1) .
$$

By the Dominated Convergence Theorem $d\left(f_{n}, f\right) \rightarrow 0$.
If $d\left(f_{n}, f\right) \rightarrow 0$, then

$$
\begin{aligned}
\mu\left(\left\{x \in X\left|\left|f_{n}-f\right|(x) \geq \varepsilon\right\}\right)\right. & =\mu\left(\left\{x \in X \left\lvert\, \frac{\left|f_{n}-f\right|(x)}{1+\left|f_{n}-f\right|(x)} \geq \frac{\varepsilon}{1+\varepsilon}\right.\right\}\right) \\
& \leq \frac{1+\varepsilon}{\varepsilon} \int_{X} \frac{\left|f_{n}-f\right|(x)}{1+\left|f_{n}-f\right|(x)} d x \\
& =\frac{1+\varepsilon}{\varepsilon} d\left(f_{n}, f\right) \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

4319
Let $g$ be a measurable function such that $\int_{\mathbb{R}}|f g|<\infty$ for every $f \in L^{p}(\mathbb{R})$ (fixed $p \geq 1$ ). Prove that there is a constant $M$ such that

$$
\int_{\mathbb{R}}|f g| \leq M|f|_{p}
$$

all $f \in L^{p}(\mathbb{R})$.
(Stanford)

## Solution.

Define for each $n \in \mathbb{N}$ a measurable function $g_{n}$

$$
g_{n}(x)= \begin{cases}g(x), & \text { if }|g(x)| \leq n \text { and }|x| \leq n, \\ 0, & \text { else. }\end{cases}
$$

Then $g_{n} \in L^{q}(\mathbb{R})$ and for any $f \in L^{p}(\mathbb{R})$.

$$
\left|g_{1} f\right| \leq\left|g_{2} f\right| \leq \cdots \leq\left|g_{n} f\right| \leq \cdots \leq|g f|
$$

Moreover, $\lim _{n \rightarrow \infty} g_{n} f=g f$. It follows that the sequence of bounded linear functionals $f \mapsto \int_{\mathbb{R}} f(x) g_{n}(x) d x$ on $L^{p}(\mathbb{R})$ converges to $f \mapsto \int_{\mathbb{R}} f(x) g(x) d x$, pointwise. By the Banach-Steinhaus Theorem, $f \mapsto \int_{\mathbb{R}} f(x) g(x) d x$ is continuous on $L^{p}(\mathbb{R})$ and therefore there is an $h \in L^{q}(\mathbb{R})$ such that

$$
\int_{\mathbb{R}} f(x) g(x)=\int_{\mathbb{R}} f(x) h(x) d x, \quad f \in L^{p}
$$

which then implies that $g \stackrel{\text { a.e. }}{=} h \in L^{q}(\mathbb{R})$.

Let $S^{1}$ denote the unit circle (the set of complex numbers with modulus one, or the real numbers modulo $2 \pi$ ). The convolution of two functions on $S^{1}$ is

$$
f * g(\alpha)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\theta) g(\alpha-\theta) d \theta
$$

Suppose that $f$ is an element of $L^{2}\left(S^{1}\right)$ with the property that its Fourier coefficient

$$
\widehat{f}(n)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\theta) e^{-i n \theta} d \theta
$$

is non-zero for all $n \in \mathbb{Z}$. Show that the linear space $\left\{f * k \mid k \in L^{2}\left(S^{1}\right)\right\}$ is dense in $L^{2}\left(S^{1}\right)$.
(Iowa)

## Solution.

Let for any $n \in \mathcal{Z}, \chi_{n}(\theta)=e^{i n \theta}$ then $\left\{\chi_{n}\right\}_{n \in \mathcal{Z}}$ is an orthonormal basis of $L^{2}\left(S^{1}\right)$. We have

$$
\begin{aligned}
\left(f * \chi_{n}\right)(\theta) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\alpha) \chi_{n}(\theta-\alpha) d \alpha \\
& =\frac{e^{i n \theta}}{2 \pi} \int_{0}^{2 \pi} f(\alpha) e^{-i n \alpha} d \alpha \\
& =\widehat{f}(n) e^{i n \theta} .
\end{aligned}
$$

Therefore $\left\{f * k \mid k \in L^{2}\left(S^{1}\right)\right\}$ contains $\left\{\chi_{n} \mid n \in \mathbb{Z}\right\}$ and therefore is dense in $L^{2}\left(S^{1}\right)$.

## 4321

For functions $f, g \in L^{2}(\mathbb{R})$, define the convolution $f * g$ by

$$
f * g=\int_{-\infty}^{+\infty} f(y) g(x-y) d y
$$

where the integral is with respect to Lebesgue measure.
a) Show that $f * g \in L^{\infty}(\mathbb{R})$. Do not neglect to check the measurablity of $f * g$.
b) Suppose that $f$ has the property that for all $g \in L^{2}(\mathbb{R})$ the convolution $f * g$ is also an element of $L^{2}(\mathbb{R})$. Define $T_{f}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ by $T_{f}(g)=f * g$. It is evident that $T_{f}$ is a linear operator; you need not check this. Show that $T_{f}$ is a bounded linear operator.

Hint. closed graph theorem.
(Iowa)

## Solution.

Since by Hölder's inequality

$$
\begin{align*}
\int_{-\infty}^{+\infty}|f(y) g(x-y)| d y & \leq\left(\int_{-\infty}^{+\infty}|f(y)|^{2} d y\right)^{\frac{1}{2}}\left(\int_{-\infty}^{+\infty}|g(x-y)|^{2} d y\right)^{\frac{1}{2}} \\
& \leq\|f\|_{2}\|g\|_{2} \tag{1}
\end{align*}
$$

$f * g(x)$ is well defined.
a) We will show that $f * g$ is uniformly continuous. Indeed,

$$
\begin{aligned}
& \lim _{\left|x_{2}-x_{1}\right| \rightarrow 0}\left|(f * g)\left(x_{1}\right)-(f * g)\left(x_{2}\right)\right| \\
= & \lim _{\left|x_{2}-x_{1}\right| \rightarrow 0}\left|\int_{-\infty}^{+\infty} f(y)\left(g\left(x_{1}-y\right)-g\left(x_{2}-y\right)\right) d y\right| \\
\leq & \lim _{\left|x_{2}-x_{1}\right| \rightarrow 0}\|f\|_{2}\left(\int_{-\infty}^{+\infty}\left|g\left(x_{1}-y\right)-g\left(x_{2}-y\right)\right|^{2} d y\right)^{\frac{1}{2}} \\
= & \lim _{\left|x_{2}-x_{1}\right| \rightarrow 0}\|f\|_{2}\left(\int_{-\infty}^{+\infty}\left|g\left(x_{1}-x_{2}+y\right)-g(y)\right|^{2}\right)^{\frac{1}{2}} \\
= & 0 .
\end{aligned}
$$

By (1), $f * g$ is bounded and therefore belongs to $L^{\infty}(\mathbb{R})$.
b) Let $\left\{g_{n}\right\}$ be a sequence of $L^{2}(\mathbb{R})$ such that

$$
g_{n} \rightarrow g \text { and } T_{f} g_{n} \rightarrow h \quad \text { in } L^{2}(\mathbb{R}) .
$$

Since

$$
\left|\left(f * g_{n}-f * g\right)(x)\right| \leq\|f\|_{2}\left\|g_{n}-g\right\|_{2} \rightarrow 0, \quad x \in \mathbb{R}
$$

we see that $h=f * g=T_{f} g$. By the Closed Graph Theorem, $T_{f}$ is bounded.

If $f \in L^{1}(\mathbb{R})$, define

$$
\widehat{f}(\xi)=\int_{-\infty}^{+\infty} f(x) e^{i x \xi} d x
$$

Prove that, for any $f \in L^{1}(\mathbb{R}), \hat{f}(\xi) \rightarrow \mathbf{0}$ as $|\xi| \rightarrow \infty$.
(Stanford)

## Solution.

If $f$ is simple, say

$$
\begin{equation*}
f=\sum_{i=1}^{n} a_{i} \chi_{\left(\alpha_{i}, \beta_{i}\right]} \tag{1}
\end{equation*}
$$

then

$$
\lim _{|\xi| \rightarrow \infty}|\widehat{f}(\xi)|=\lim _{|\xi| \rightarrow \infty}\left|\sum_{k=1}^{n} a_{k} \frac{e^{i \xi \beta_{k}}-e^{i \xi \alpha_{k}}}{i \xi}\right|=0 .
$$

In general, there is a sequence $\left\{f_{n}\right\}$ of functions of the form (1) such that

$$
\lim _{n \rightarrow \infty}\left\|f_{n}-f\right\|_{1}=0
$$

Then

$$
\begin{aligned}
\varlimsup_{|\xi| \rightarrow \infty}|\widehat{f}(\xi)| & \leq \varlimsup_{|\xi| \rightarrow \infty}\left(\left|\widehat{f}(\xi)-\widehat{f}_{n}(\xi)\right|+\left|\widehat{f}_{n}(\xi)\right|\right) \\
& \leq \varlimsup_{|\xi| \rightarrow \infty}\left(\left\|f_{n}-f\right\|_{1}+\left|\widehat{f}_{n}(\xi)\right|\right)=\left\|f_{n}-f\right\|_{1} .
\end{aligned}
$$

Letting $n \rightarrow+\infty$, we have

$$
\lim _{|\xi| \rightarrow \infty}|\widehat{f}(\xi)|=0 .
$$

## 4323

Let $f:[0,1] \rightarrow[0, \infty)$ be an essentially bounded function, $\|f\|_{\infty}>0$. Show that

$$
\lim _{n \rightarrow \infty}\left(\int_{0}^{1} f(x)^{n+1} d x\right) /\left(\int_{0}^{1} f(x)^{n} d x\right)=\|f\|_{\infty} .
$$

Solution.
For any $\alpha$ with $0<\alpha<\|f\|_{\infty}$, let

$$
E_{\alpha}=\{x \in[0,1] \mid f(x) \geq \alpha\}
$$

and $F_{\alpha}=[0,1] \backslash E_{\alpha}$ then $\lambda\left(E_{\alpha}\right)>0$, where $\lambda$ is the Lebesgue measure. For any $k \in I N$, by the Dominated Convergence Theorem,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left(\int_{F_{\alpha}} f(x)^{n+k} d x\right) /\left(\int_{E_{\alpha}} f(x)^{n} d x\right) \\
\leq & \lim _{n \rightarrow \infty} \frac{1}{\lambda\left(E_{\alpha}\right)} \int_{F_{\alpha}}\left(\frac{f(x)}{\alpha}\right)^{n}\|f\|_{\infty}^{k} d x \\
= & 0 .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \varliminf_{n \rightarrow \infty}\left(\int_{0}^{1} f(x)^{n+1} d x\right) /\left(\int_{0}^{1} f(x)^{n} d x\right) \\
\geq & \varliminf_{n \rightarrow \infty}\left(\alpha \int_{E_{\alpha}} f(x)^{n} d x+\int_{F_{\alpha}} f(x)^{n+1} d x\right) \\
& /\left(\int_{E_{\alpha}} f(x)^{n} d x+\int_{F_{\alpha}} f(x)^{n} d x\right) \\
= & \alpha .
\end{aligned}
$$

Letting $\alpha \uparrow\|f\|_{\infty}$, we get that

$$
\lim _{n \rightarrow \infty}\left(\int_{0}^{1} f(x)^{n+1} d x\right) /\left(\int_{0}^{1} f(x)^{n} d x\right)=\|f\|_{\infty}
$$

4324

Let $(X, \mathcal{M}, \mu)$ be a measure space for which $\mu(X)<\infty$. Let $1<p<$ $\infty$. Suppose that $\left\{f_{k}\right\}$ is a sequence in $L^{p}(X)$ such that $\sup _{k}\left\|f_{k}\right\|_{p}<\infty$ and $\lim _{n \rightarrow \infty} f_{k}(x)=f(x)$ exists for $\mu$-a.e. $x$. Prove that

$$
\lim _{k \rightarrow \infty}\left\|f_{k}-f\right\|_{1}=0
$$

(Indiana)

## Solution.

If on the contrary $\varlimsup_{k \rightarrow \infty}\left\|f_{k}-f\right\|_{1}>0$ there exists a subsequence of $\left\{f_{k}\right\}$, also denoted $\left\{f_{k}\right\}$, such that $\lim _{k \rightarrow \infty}\left\|f_{k}-f\right\|_{1}>0$. Since $\left\{\left|f_{k}\right|\right\}$ is bounded in $L^{p}(X)$ and $L^{p}(X)$ is reflexive there exists a subsequence $\left\{\left|f_{k_{l}}\right|\right\}$ of $\left\{\left|f_{k}\right| \mid k \in \mathbb{N}\right\}$, converging to $|f|$ weakly in $L^{p}(X)$.

By the Vitali-Hahn-Saks Theorem, for any $\varepsilon>0$ there exists a $\delta>0$ such that for $k=1,2, \cdots$,

$$
\int_{E}\left|f_{k_{l}}\right| d \mu+\int_{E}|f| d \mu<\varepsilon
$$

whenever $\mu(E)<\delta$. For such $\delta>0$ there exists by Egroff's Theorem a set $E$ such that $\mu(E)<\delta$ and $\left\{f_{k}\right\}$ converges to $f$ uniformly on $X \backslash E$. Then

$$
\varlimsup_{l \rightarrow \infty} \int_{X}\left|f_{k_{l}}-f\right| d \mu \leq \varlimsup_{l \rightarrow \infty} \int_{X \backslash E}\left|f_{k_{l}}-f\right| d \mu+\varlimsup_{l \rightarrow \infty} \int_{E}\left(\left|f_{k_{l}}\right|+|f|\right) d \mu \leq \varepsilon
$$

Letting $\varepsilon \rightarrow 0$, we get that

$$
\lim _{l \rightarrow \infty} \int_{X}\left|f_{k_{l}}-f\right| d \mu=0
$$

a contradiction.

# SECTION 4 <br> DIFFERENTIAL 

## 4401

Let $f:[0,1] \rightarrow \mathbb{R}$ and $g:[0,1] \times[0,1] \rightarrow \mathbb{R}$ satisfy the inequality

$$
\begin{equation*}
f(y)-f(x) \leq g(y, x)(y-x) \quad(\text { for all } x, y \in(0,1)) \tag{*}
\end{equation*}
$$

Assume also that $g$ is nondecreasing in each variable, i.e., $u \leq x, v \leq y \Rightarrow$ $g(u, v) \leq g(x, y)$. Show that $\lim _{y \rightarrow x} g(x, y)=\phi(x)$ exists except in a countable set and that for $0 \leq x \leq y \leq 1$ we have

$$
f(y)-f(x)=\int_{x}^{y} \phi(t) d t .
$$

Hint. Observe that (*) is equivalent to

$$
\begin{equation*}
g(x, x) \leq g(y, x) \leq \frac{f(y)-f(x)}{y-x} \leq g(x, y) \leq g(y, y), \quad 0 \leq x<y \leq 1 \tag{Iowa}
\end{equation*}
$$

## Solution.

Let $\phi(x)=g(x, x)$ then $\phi$ is nondecreasing and

$$
\begin{cases}\phi(x) \leq g(y, x) \leq \frac{f(y)-f(x)}{y-x} \leq g(x, y) \leq \phi(y), & x<y  \tag{1}\\ \phi(y) \leq g(x, y) \leq \frac{f(y)-f(x)}{y-x} \leq g(y, x) \leq \phi(x), & y<x\end{cases}
$$

By (1) we have an inclusion

$$
\left\{x \mid \lim _{y \rightarrow x} g(x, y) \neq \phi(x)\right\} \subseteq\left\{x \mid \lim _{y \rightarrow x} \phi(y) \neq \phi(x)\right\}
$$

while the latter set is at most countable. So $\lim _{y \rightarrow x} g(x, y) \neq \phi(x)$ exists except in a countable set. Again by (1) $f$ is Lipschitz and therefore absolutely continuous. However, since by $(1), f^{\prime}(x)=\phi(x)$ whenever $\phi$ is continuous at $x$, we have

$$
f(y)-f(x)=\int_{x}^{y} f^{\prime}(t) d t=\int_{x}^{y} \phi(t) d t
$$

Prove that a function $f:[0,1] \rightarrow \mathbb{R}$ is Lipschitz, with

$$
|f(x)-f(y)| \leq M|x-y|
$$

for all $x, y \in[0,1]$, if and only if there is a sequence of continuously differentiable functions $f_{n}:[0,1] \rightarrow \mathbb{R}$ such that
(I) $\left|f_{n}^{\prime}(x)\right| \leq M$ for all $x \in[0,1]$;
(II) $f_{n}(x) \rightarrow f(x)$ for all $x \in[0,1]$.

Hint. There are several different ways to do this problem; one is to use the Fundamental Theorem of Calculus.

## Solution.

If $f$ is Lipschitz, then $f$ is differentiable almost everywhere and moreover for any $x \in[0,1]$

$$
f(x)=f(0)+\int_{0}^{x} f^{\prime}(x) d x
$$

Since $\left|f^{\prime}(x)\right| \leq M, x \in[0,1]$ there is a sequence $\left\{g_{n}\right\}$ of continuous functions such that

$$
\left|g_{n}(x)\right| \leq M, \quad x \in[0,1]
$$

and

$$
\lim _{n \rightarrow \infty} \int_{0}^{1}\left|g_{n}(x)-f^{\prime}(x)\right| d x=0
$$

For any $n \in \mathbb{I N}$, define

$$
f_{n}(x)=f(0)+\int_{0}^{x} g_{n}(t) d t, \quad x \in[0,1]
$$

which is required.
Conversely, by the Mean Value Theorem

$$
\begin{aligned}
|f(x)-f(y)| & =\lim _{n \rightarrow \infty}\left|f_{n}(x)-f_{n}(y)\right| \\
& =\lim _{n \rightarrow \infty}\left|f_{n}^{\prime}\left(\xi_{n}\right)\right||x-y| \\
& \leq M|x-y| .
\end{aligned}
$$

This completes the proof.

Let $\left\{f_{n}\right\}$ be a sequence of absolutely continuous real-valued functions on $[0,1]$ such that
(a.) $f(x)=\sum_{n=1}^{\infty} f_{n}(x)$ converges for every $x \in[0,1]$.
(b) $\int_{0}^{1}\left(\sum_{n=1}^{\infty}\left|f_{n}^{\prime}(x)\right|\right) d x<+\infty$.

Show that $f$ is absolutely continuous on $[0,1]$.
(Illinois)

## Solution.

Let

$$
g(x)=\sum_{n=1}^{\infty} f_{n}^{\prime}(x)
$$

in $L^{1}[0,1]$. Then

$$
\begin{aligned}
f(x) & =\sum_{n=1}^{\infty}\left(f_{n}(x)-f_{n}(0)\right)+\sum_{n=1}^{\infty} f_{n}(0) \\
& =\sum_{n=1}^{\infty} f_{n}(0)+\sum_{n=1}^{\infty} \int_{0}^{x} f_{n}^{\prime}(x) d x \\
& =f(0)+\int_{0}^{x} g(t) d t
\end{aligned}
$$

It follows that $f$ is absolutely continuous.

## 4404

Assume that $f \in A C(I)$ for every $I \subset R$. If both $f$ and $f^{\prime}$ are in $L^{\mathbf{1}}(R)$ show that (i) $\int_{R} f^{\prime}=0$, (ii) $f(x) \rightarrow 0$ as $|x| \rightarrow \infty$.
(Indiana-Purdue)

## Solution.

Since $f \in A C(I)$, for every $I \subset R$,

$$
\int_{0}^{x} f^{\prime}(t) d t=f(x)-f(0)
$$

Since $f^{\prime} \in L^{1}, \lim _{x \rightarrow+\infty} \int_{0}^{x} f^{\prime}(t) d t$ exists, which means $\lim _{x \rightarrow+\infty} f(x)$ exists. Since $f \in L^{1}$, we must have $\lim _{x \rightarrow+\infty} f(x)=0$. Therefore

$$
\int_{0}^{+\infty} f^{\prime}(x) d x=\lim _{x \rightarrow+\infty} f(x)-f(0)=-f(0)
$$

In the same way, we have $\lim _{x \rightarrow-\infty} f(x)=0$ and

$$
\int_{-\infty}^{0} f^{\prime}(x) d x=f(0)
$$

Thus

$$
\int_{R} f^{\prime}(x) d x=\int_{-\infty}^{0} f^{\prime}(x) d x+\int_{0}^{+\infty} f^{\prime}(x) d x=0
$$

## 4405

Let $\left\{f_{n}\right\} \subset A C([0,1]), f_{n}(0)=0$ for every $n$. If $\left\{f_{n}^{\prime}\right\}$ is Cauchy $\left(L^{1}\right)$, show that there is $f \in A C([0,1])$ such that $f_{n} \rightarrow f$ uniformly on $[0,1]$.
(Indiana-Purdue)

## Solution.

Since $f_{n} \in A C([0,1])$,

$$
f_{n}(x)=\int_{0}^{x} f_{n}^{\prime}(t) d t
$$

Thus

$$
\left|f_{n}(x)-f_{m}(x)\right| \leq \int_{0}^{1}\left|f_{n}^{\prime}(t)-f_{m}^{\prime}(t)\right| d t \rightarrow 0
$$

So there exists an $f \in C([0,1])$ such that $f_{n} \rightarrow f$ uniformly on $[0,1]$.
Moreover, there exists $g \in L^{1}$ such that $f_{n}^{\prime} \stackrel{L^{1}}{\rightarrow} g$. Then

$$
\left|\int_{0}^{x}\left[f_{n}^{\prime}(t)-g(t)\right] d t\right| \leq \int_{0}^{1}\left|f_{n}^{\prime}(t)-g(t)\right| d t \rightarrow 0
$$

Therefore

$$
f(x)=\lim _{n \rightarrow \infty} \int_{0}^{x} f_{n}^{\prime}(t) d t=\int_{0}^{x} g(t) d t
$$

which implies $f \in A C([0,1])$.
(a) Assume that $f \in A C(I)$ and $f^{\prime} \in L^{\infty}(I)$. Show that $f$ is Lipschitz.
(b) Show that the following two statements are equivalent.
(1) $f: I \rightarrow R$ is Lipschitz
(2) $\varepsilon>0 \Rightarrow \exists \delta=\delta(\varepsilon)>0$ such that $\left\{I_{j}=\left[a_{j}, b_{j}\right]\right\} \subset I$ with

$$
\sum\left|I_{j}\right| \leq \delta \Rightarrow \sum\left|f\left(b_{j}\right)-f\left(a_{j}\right)\right| \leq \varepsilon .
$$

(Indiana-Purdue)

## Solution.

(a) For any $x_{1}, x_{2} \in I$,

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right|=\left|\int_{x_{1}}^{x_{2}} f^{\prime}(x) d x\right| \leq\left\|f^{\prime}\right\|_{\infty}\left|x_{1}-x_{2}\right| .
$$

(b) (1) $\Rightarrow$ (2) obviously.
(2) $\Rightarrow(1)$. Take $\delta>0$ such that $\sum\left|f\left(b_{j}\right)-f\left(a_{j}\right)\right| \leq \varepsilon$ for any $I_{j}=\left[a_{j}, b_{j}\right] \subset$ $I, \sum\left|I_{j}\right| \leq \delta$. For any $x_{1}, x_{2}, \in I, x_{1}<x_{2}$, we give the following fact.

Suppose that $x_{2}-x_{1} \geq \delta$. Take $N$ such that $\frac{\delta}{2} \leq \frac{x_{2}-x_{1}}{N}<\delta$. Take $\left\{c_{j}\right\}$ such that $x_{1}=c_{0}<c_{1}<\cdots<c_{N}=x_{2} . c_{i}-c_{i-1}<\delta$. Then

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right| \leq \sum\left|f\left(c_{j}\right)-f\left(c_{j-1}\right)\right|<N \leq \frac{2}{\delta}\left|x_{2}-x_{1}\right| .
$$

Suppose that $x_{2}-x_{1}<\delta$. Take $N \geq 0$, such that $\frac{\delta}{2}<N\left(x_{2}-x_{1}\right)<\delta$. Then $N\left|f\left(x_{1}\right)-f\left(x_{1}\right)\right|<1$. So we have

$$
\left|f\left(x_{2}\right)-f\left(x_{1}\right)\right| \leq \frac{1}{N}<\frac{2}{\delta}\left|x_{2}-x_{1}\right| .
$$

Therefore we find a Lipschitz constant $\frac{2}{8}$.

4407

Let $G_{n}, n=1,2, \cdots$ be open subsets of $[0,1]$ such that

$$
G_{1} \supset G_{2} \supset \cdots, \quad\left|G_{n}\right| \leq \frac{1}{2^{n}} .
$$

Let

$$
f(x)=\sum_{n \geq 1}\left|G_{n} \cap[0, x]\right| .
$$

Show that
(i) $f \in A C([0,1])$.
(ii) $\left|f\left(x^{\prime}\right)-f\left(x^{\prime \prime}\right)\right| \leq M\left|x^{\prime}-x^{\prime \prime}\right|, x^{\prime}, x^{\prime \prime} \in[0,1]$ iff there exists no such that $G_{n}=\emptyset, n \geq n_{0}$.
(Indiana-Purdue)

## Solution.

(i) For any $\varepsilon>0$, take $N$ such that $\sum_{N+1}^{\infty} \frac{1}{2^{n}}<\frac{\varepsilon}{2}$. Set $\delta=\frac{\varepsilon}{2 N}$. If $\left\{\left(a_{i}, b_{i}\right)\right\}$ is a sequence of disjoint open intervals in $[0,1]$ and $\sum\left(b_{i}-a_{i}\right)<\delta$, then

$$
\begin{aligned}
\sum\left|f\left(b_{i}\right)-f\left(a_{i}\right)\right| & =\sum_{n}\left(\sum_{i}\left|G_{n} \cap\left[a_{i}, b_{i}\right]\right|\right) \\
& \leq \sum_{N+1}^{\infty}\left|G_{n}\right|+\sum_{1}^{N}\left|\sum_{i}\right| G_{n} \cap\left[a_{i}, b_{i}\right] \mid \\
& <\frac{\varepsilon}{2}+N \sum\left(b_{i}-a_{i}\right)<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

which means $f \in A C([0,1])$.
(ii) Suppose that there exists $n_{0}$ such that $G_{n}=\emptyset$ for $n \geq n_{0}$. Then for $x^{\prime \prime}>x^{\prime}$,

$$
\left|f\left(x^{\prime \prime}\right)-f\left(x^{\prime}\right)\right|=\sum_{1}^{n_{0}}\left|G_{n} \cap\left[x^{\prime}, x^{\prime \prime}\right]\right| \leq n_{0}\left|x^{\prime \prime}-x^{\prime}\right|
$$

Conversely, suppose that for any natural number $K$, there is $k^{\prime}>K, G_{k^{\prime}} \neq \emptyset$. Then $G_{K} \neq \emptyset$. Take $x \in G_{K}, \delta>0$ such that $(x-\delta, x+\delta) \subset G_{K}$. Take $a, b$, $a<b$,

$$
a, b \in(x-\delta, x+\delta) \subset G_{K}=\bigcap_{i=1}^{K} G_{i}
$$

Then

$$
\begin{aligned}
|f(b)-f(a)| & =\sum_{n=1}^{\infty}\left|G_{n} \cap[a, b]\right| \\
& \geq \sum_{n=1}^{K}\left|G_{n} \cap[a, b]\right| \\
& =\sum_{1}^{K}|[a, b]| \\
& =K|b-a| .
\end{aligned}
$$

For what values ' $a$ ' and ' $b$ ' is the function

$$
f(x)= \begin{cases}0, & x=0 \\ |x|^{a} \sin |x|^{b}, & x \neq 0\end{cases}
$$

(i) of bounded variation in $(-1,1)$; (ii) defferentiable at ' 0 '.
(Iowa)

## Solution.

The function $f$ is of bounded variation if and only if
(I) $\left\{\begin{array}{l}b=0 \\ a \geq 0,\end{array}\right.$
or
(II) $\left\{\begin{array}{l}b>0 \\ a+b \geq 0,\end{array}\right.$
or (III) $\left\{\begin{array}{l}b<0 \\ a+b>0 .\end{array}\right.$

To show (1), let us first establish the following equality

$$
\begin{align*}
\bigvee_{0}^{1}(f) & =\sup _{\varepsilon>0}\left(|f(\varepsilon)|+\int_{\varepsilon}^{1}\left|f^{\prime}(x)\right| d x\right) \\
& =\sup _{1>\varepsilon>0}\left(\left|\varepsilon^{a} \sin \varepsilon^{b}\right|+\int_{\varepsilon}^{1} \frac{\left|a \frac{\sin x^{b}}{x^{b}}+b \cos x^{b}\right|}{x^{1-a-b}} d x\right) \tag{2}
\end{align*}
$$

provided that either side is finite.
Indeed, since $f$ is continuously differentiable on $(0,1]$, for any $\varepsilon>0, f$ is of bounded variation on $[\varepsilon, 1]$ and

$$
\bigvee_{\varepsilon}^{1}(f)=\int_{\varepsilon}^{1}\left|f^{\prime}(x)\right| d x
$$

Then

$$
\begin{aligned}
& \sup _{1>\varepsilon>0}\left(|f(\varepsilon)|+\int_{\varepsilon}^{1}\left|f^{\prime}(x)\right| d x\right) \\
= & \sup _{1>\varepsilon>0}\left(|f(\varepsilon)-f(0)|+\bigvee_{\varepsilon}^{1}(f)\right) \\
\leq & \sup _{1>\varepsilon>0}\left(\bigvee_{0}^{\varepsilon}(f)+\bigvee_{\varepsilon}^{1}(f)\right)=\bigvee_{0}^{1}(f) \\
= & \sup _{0}\left(|f(\varepsilon)-f(0)|+\left|f\left(x_{1}\right)-f(\varepsilon)\right|+\cdots+\left|f(1)-f\left(x_{n-1}\right)\right|\right) \\
\leq & \sup _{0<\varepsilon<1}\left(|f(\varepsilon)|+\int_{\varepsilon}^{1}\left|f^{\prime}(x)\right| d x\right) .
\end{aligned}
$$

Case I. $b=0$. Then $\sup _{0<\varepsilon<1}|f(\varepsilon)|<\infty$ iff $a \geq 0$, while $a \geq 0$ implies that

$$
\sup _{0<\varepsilon<1} \int_{\varepsilon}^{1}\left|f^{\prime}(x)\right| d x=\sup _{0<\varepsilon<1} \int_{\varepsilon}^{1} \frac{|a \sin 1|}{x^{1-a}} d x<\infty .
$$

Case II. $b>0$. Then $\sup _{0<\varepsilon<1}|f(\varepsilon)|<\infty$ iff $a+b \geq 0$, for

$$
|f(\varepsilon)|=\left|\frac{\sin \varepsilon^{b}}{\varepsilon^{b}}\right|\left|\varepsilon^{a+b}\right| .
$$

Since $a+b=0$ and $a+b>0$ imply respectively that

$$
\lim _{x \rightarrow 0} \frac{\left|f^{\prime}(x)\right|}{x^{2 b-1}}=\frac{b}{3}
$$

and

$$
\lim _{x \rightarrow 0} \frac{\left|f^{\prime}(x)\right|}{x^{a+b-1}}=a+b,
$$

the function $f^{\prime}$ is integrable on $(0,1]$.
Case III. $b<0$. If $a+b \leq 0$, there is a $\delta>0$ such that $0<x \leq \delta$ implies that

$$
\frac{\sqrt{3}}{2}|b|-\frac{|a|}{x^{b}} \geq \frac{|b|}{2} .
$$

Let $N=\left[\frac{6^{6}}{2 \pi}\right]+1$. Then

$$
\begin{aligned}
\int_{0}^{1}\left|f^{\prime}(x)\right| d x & \geq \int_{0}^{\delta} \frac{|b|\left|\cos x^{b}\right|-|a| x^{-b}}{x^{1-a-b}} d x \\
& \geq \sum_{k=N}^{\infty} \int_{\left(2 k \pi+\frac{\pi}{6}\right)^{\frac{1}{b}}}^{(2 k \pi)^{\frac{1}{b}}} \frac{|b|}{2} x^{a+b-1} d x \\
& = \begin{cases}\sum_{k=N}^{\infty} \frac{|b|\left((2 k \pi)^{1}+\frac{\frac{t}{b}}{}-\left(2 k \pi+\frac{\pi}{8}\right)^{1}+\frac{\pi}{b}\right)}{2(a+b)}, & a+b<0, \\
\sum_{k=N}^{\infty} \frac{|b| \ln \left(1+\frac{1}{12}\right)}{2 b}, & a+b=0 .\end{cases}
\end{aligned}
$$

If $a+b<0$, since

$$
\lim _{k \rightarrow \infty}\left(\left(2 k \pi+\frac{\pi}{6}\right)^{1+\frac{a}{b}}-(2 k \pi)^{1+\frac{a}{b}}\right) / k^{\frac{a}{b}}=\frac{(2 \pi)^{\frac{a}{b}} \pi(a+b)}{6 b}
$$

and

$$
\sum_{k=1}^{\infty} k^{\frac{q}{b}}=\infty
$$
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$$
\int_{0}^{1}\left|f^{\prime}(x)\right| d x=+\infty
$$

if $a+b=0$, since

$$
\lim _{k \rightarrow \infty} \ln \left(1+\frac{1}{12 k}\right) / \frac{1}{12 k}=1
$$

and

$$
\sum_{k=1}^{\infty} \frac{1}{12 k}=\infty
$$

we have

$$
\int_{0}^{1}\left|f^{\prime}(x)\right| d x=+\infty
$$

If $a+b>0$, then

$$
\sup _{0<\varepsilon<1}|f(\varepsilon)|<+\infty
$$

and

$$
\left|f^{\prime}(x)\right|=\frac{\left|a \frac{\sin x^{b}}{x^{b}}+b \cos x^{b}\right|}{x^{1-a-b}} \leq(|a|+|b|) x^{a+b-1}
$$

and therefore $f^{\prime}$ is integrable.
(ii) $f$ is differentiable at 0 if and only if

$$
\left\{\begin{array} { l } 
{ b \geq 0 } \\
{ a + b \geq 1 }
\end{array} \quad \text { or } \quad \left\{\begin{array}{l}
b<0 \\
a>1
\end{array}\right.\right.
$$

## 4409

Prove or disprove
a) Let $f$ be a real function on $[0,2 \pi]$ satisfying $|f(x)-f(y)| \leq|x-y|$, all $x, y \in[0,2 \pi]$ and $f^{\prime}(x)=0$ a.e. on $[0,2 \pi]$. Then $f$ must be constant. b) Let $f$ be a real valued function of bounded variation on $[0,2 \pi]$ with $f^{\prime}(x)=0$ a.e.. Then $f$ must be constant.

## Solution.

a) The conclusion is ture. Since by the condition that

$$
|f(x)-f(y)| \leq|x-y|, \quad x, y \in[0,2 \pi]
$$

$f$ is absolutely continuous, $f$ is constant.
b) is false. Let

$$
f(x)=0 \quad \text { on }[0, \pi) \quad \text { and } \quad f(x)=1 \quad \text { on }[\pi, 2 \pi]
$$

Then $f$ is of bounded variation with $f^{\prime}(x)=0$ a.e., but $f$ is not constant.

## 4410

Let $f, g \in L^{1}(I R)$. Show
a)

$$
\lim _{h \rightarrow 0} \frac{1}{h} \int_{t}^{t+h} f(x) d x=f(t), \quad \text { a.e. }
$$

b) if

$$
\lim _{h \rightarrow 0} \frac{1}{h} \int_{a}^{a+h} f(x) d x=c
$$

then

$$
\lim _{h \rightarrow 0} \int_{a}^{a+t} \frac{f(x+h)-f(x)}{h} d x=f(a+t)-c \quad \text { a.e. }
$$

c) if

$$
\lim _{n \rightarrow 0} \int_{\mathbb{R}}\left|\frac{f(x+h)-f(x)}{h}-g(x)\right| d x=0
$$

then there are constants $a, c$ such that

$$
f(a+t)=\int_{a}^{a+t} g(x) d x+c \quad \text { a.e. }
$$

Can you deduce that $f^{\prime}(x)=g(x)$ a.e.?
State explicitly the theorems you use.

## Solution.

Assume, without loss of generality, that $f$ and $g$ are real-valued. Since the function

$$
x \mapsto \int_{-\infty}^{x} f(t) d t=\int_{-\infty}^{x} f_{+}(t) d t-\int_{-\infty}^{x} f_{-}(t) d t
$$

is of bounded variation, it is differentiable almost everywhere by Lebesgue's Theorem.
a) For any $\varepsilon>0$ there is a continuous function $\tilde{h}: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\int_{-\infty}^{+\infty}|f(x)-\widetilde{h}(x)| d x<\varepsilon
$$

We have

$$
\begin{aligned}
& \int_{-\infty}^{+\infty}\left|\frac{d}{d x} \int_{-\infty}^{x} f(t) d t-f(x)\right| d x \\
= & \int_{-\infty}^{+\infty}\left|\frac{d}{d x} \int_{-\infty}^{x}(f(t)-\widetilde{h}(t)) d t+\widetilde{h}(x)-f(x)\right| d x \\
\leq & \int_{-\infty}^{+\infty}\left|\frac{d}{d x} \int_{-\infty}^{x}(f(t)-\widetilde{h}(t)) d t\right|+\int_{-\infty}^{+\infty}|\widetilde{h}(x)-f(x)| d x \\
< & \int_{-\infty}^{+\infty}\left|\frac{d}{d x}\left(\int_{-\infty}^{x}(f-\widetilde{h})_{+}(t) d t-\int_{-\infty}^{x}(f-\widetilde{h})_{-}(t) d t\right)\right| d x+\varepsilon \\
\leq & \int_{-\infty}^{+\infty}\left(\frac{d}{d x} \int_{-\infty}^{x}(f-\widetilde{h})_{+}(t)+\frac{d}{d x} \int_{-\infty}^{x}(f-\widetilde{h})_{-}(t) d t\right) d x+\varepsilon \\
\leq & \int_{-\infty}^{+\infty}|f-\widetilde{h}|(x) d x+\varepsilon<2 \varepsilon .
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$, we see that

$$
\int_{-\infty}^{+\infty}\left|\frac{d}{d x} \int_{-\infty}^{x} f(t) d t-f(x)\right| d x=0
$$

and therefore

$$
\frac{d}{d x} \int_{-\infty}^{x} f(t) d t \stackrel{\text { a.e. }}{=} f(x)
$$

b) We have by a)

$$
\begin{aligned}
& \lim _{h \rightarrow 0} \int_{a}^{a+h} \frac{f(x+h)-f(x)}{h} d x \\
= & \lim _{h \rightarrow 0}\left(\int_{a}^{a+t} \frac{f(x+h)}{h} d x-\int_{a}^{a+t} \frac{f(x)}{h} d x\right) \\
= & \lim _{h \rightarrow 0}\left(\int_{a+h}^{a+h+t} \frac{f(x)}{h} d x-\int_{a}^{a+t} \frac{f(x)}{h} d x\right) \\
= & \lim _{h \rightarrow 0}\left(\int_{a+t}^{a+t+h} \frac{f(x)}{h} d x-\int_{a}^{a+h} \frac{f(x)}{h} d x\right) \\
= & f(a+t)-c \quad \text { a.e. } t \in \mathbb{R} .
\end{aligned}
$$

c) By a), there is an $a \in \mathbb{R}$ and a $c$ such that

$$
\lim _{h \rightarrow 0} \frac{1}{h} \int_{a}^{a+h} f(x) d x=c
$$

By b) and by the assumption, we have

$$
\begin{aligned}
& f(a+t)-\int_{a}^{a+t} g(x) d x-c \\
= & f(a+t)-c-\int_{a}^{a+t} \frac{f(x+h)-f(x)}{h} d x \\
& +\int_{a}^{a+t}\left(\frac{f(x+h)-f(x)}{h}-g(x)\right) d x \\
= & \lim _{h \rightarrow 0}\left(f(a+t)-c-\int_{a}^{a+t} \frac{f(x+h)-f(x)}{h} d x\right. \\
& \left.+\int_{a}^{a+t}\left(\frac{f(x+h)-f(x)}{h}-g(x)\right) d x\right) \\
= & 0, \quad \text { a.e. } t \in \mathbb{R} .
\end{aligned}
$$

Therefore

$$
f(a+t)=\int_{a}^{a+t} g(x) d x+c \quad \text { a.e. } t \in \mathbb{R}
$$

i.e.,

$$
f(x)=\int_{a}^{x} g(t) d t+c \quad \text { a.e. } x \in \mathbb{R} .
$$

It follows that $f^{\prime}(x)=g(x)$ a.e..

## 4411

Let $F:(a, b) \rightarrow \mathbb{R}$ be measurable.
(1) Prove that the following two statements are equivalent:
(a) There is an $f \in L^{2}(a, b)$ such that

$$
F(x)=\int_{a}^{x} f d m \quad(m \text { the Lebesgue measure })
$$

(b) There is an $M>0$ such that

$$
\sum_{k=1}^{n} \frac{\left|F\left(x_{k}\right)-F\left(x_{k-1}\right)\right|^{2}}{x_{k}-x_{k-1}} \leq M
$$

for any finite partition $x_{0}<x_{1}<\cdots<x_{n}$ of ( $a, b$ ).
(2) Show that the smallest constant $M$ in (b) is equal to $\|f\|_{2}^{2}$.

## Solution.

(1) (a) $\Rightarrow$ (b). By the Cauchy-Schwarz inequality

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{\left|F\left(x_{i}\right)-F\left(x_{i-1}\right)\right|^{2}}{x_{i}-x_{i-1}} \\
= & \sum_{i=1}^{n} \frac{1}{x_{i}-x_{i-1}}\left|\int_{x_{i}-1}^{x_{i}} f(x) d x\right|^{2} \\
\leq & \sum_{i=1}^{n} \frac{1}{x_{i}-x_{i-1}}\left(\int_{x_{i-1}}^{x_{i}}|f(x)|^{2} d x\right)\left(\int_{x_{i-1}}^{x_{i}} 1^{2} d x\right)=\|f\|_{2}^{2} . \tag{1}
\end{align*}
$$

(b) $\Rightarrow$ (a) Obviously, for any mutually disjoint intervals $\left(\alpha_{n}, \beta_{n}\right)$ of ( $a, b$ ), $n \in \mathbb{N}$, we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\left|F\left(\beta_{n}\right)-F\left(\alpha_{n}\right)\right|^{2}}{\beta_{n}-\alpha_{n}} \leq M . \tag{2}
\end{equation*}
$$

Since

$$
\begin{aligned}
\sum_{i=1}^{n}\left|F\left(\beta_{i}\right)-F\left(\alpha_{i}\right)\right| & =\sum_{i=1}^{n} \frac{\left|F\left(\beta_{i}\right)-F\left(\alpha_{i}\right)\right|}{\sqrt{\beta_{i}-\alpha_{i}}} \sqrt{\beta_{i}-\alpha_{i}} \\
& \leq\left(\sum_{i=1}^{n} \frac{\left|F\left(\beta_{i}\right)-F\left(\alpha_{i}\right)\right|^{2}}{\beta_{i}-\alpha_{i}}\right)^{\frac{1}{2}}\left(\sum_{i=1}^{n}\left(\beta_{i}-\alpha_{i}\right)\right)^{\frac{1}{2}} \\
& \leq \sqrt{M \sum_{i=1}^{n}\left(\beta_{i}-\alpha_{i}\right)}
\end{aligned}
$$

$F$ is absolutely continuous, and therefore there is an integrable function $f$ : $(a, b) \rightarrow \mathbb{R}$ such that

$$
F(x)=\int_{a}^{x} f(t) d t+c, \quad x \in(a, b) .
$$

We will show that if $E_{1}, \cdots, E_{n}$ are any mutually disjoint measurable sets, then for any $\varepsilon>0$

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{1}{m\left(E_{i}\right)+\varepsilon}\left|\int_{E_{\mathbf{i}}} f(x) d x\right|^{2} \leq M . \tag{3}
\end{equation*}
$$

If $E_{i}$ 's are open sets of $(a, b)$, say $E_{i}=\underset{j \in \Lambda_{i}}{\dot{~}}\left(\alpha_{i j}, \beta_{i j}\right)$ ( $\Lambda_{i}$ at most countable),
then by inequality (2)

$$
\begin{aligned}
\sum_{i=1}^{n} \frac{\left|\int_{E_{i}} f\right|^{2}}{m\left(E_{i}\right)+\varepsilon} & =\sum_{i=1}^{n} \frac{\left|\sum_{j \in \Lambda_{i}} \int_{\alpha_{i j}}^{\beta_{i j}} f\right|^{2}}{m\left(E_{i}\right)+\varepsilon} \\
& =\sum_{i=1}^{n} \frac{\left|\sum_{j \in \Lambda_{i}}\left(\frac{1}{\sqrt{\beta_{i j}-\alpha_{i j}}} \int_{\alpha_{i j}}^{\beta_{i j}} f\right) \sqrt{\beta_{i j}-\alpha_{i j}}\right|^{2}}{m\left(E_{i}\right)+\varepsilon} \\
& \leq \sum_{i=1}^{n} \frac{\sum_{j \in \Lambda_{i}} \frac{1}{\beta_{i j}-\alpha_{i j}}\left|\int_{\alpha_{i j}}^{\beta_{i j}} f\right|^{2} \sum_{j \in \Lambda_{i}}\left(\beta_{i j}-\alpha_{i j}\right)}{m\left(E_{i}\right)+\varepsilon} \\
& \leq \sum_{i=1}^{n} \sum_{j \in \Lambda_{i}} \frac{\left|\int_{\alpha_{i j}}^{\beta_{i j}} f\right|^{2}}{\beta_{i j}-\alpha_{i j}} \\
& \leq M .
\end{aligned}
$$

If $E_{i}$ 's are compact sets there is for each $i$ a decreasing sequence $\left\{E_{i j}\right\}_{j=1}^{\infty}$ of open sets of $(a, b)$ such that $E_{i}=\bigcap_{j=1}^{\infty} E_{i j}$ and $E_{i 1} \cap E_{k 1}=\emptyset(i \neq k)$. Applying (3) to the mutually disjoint open sets $E_{1 j}, \cdots, E_{n j}$ and passing to the limits we see that (3) holds for $E_{1}, \cdots, E_{n}$.

In general, there is for each $i$ an increasing sequence $\left\{E_{i j}\right\}_{j=1}^{\infty}$ of compact sets such that $\bigcup_{j=1}^{\infty} E_{i j} \subseteq E_{i}$ and $\lim _{j \rightarrow \infty} \mu\left(E_{i j}\right)=m\left(E_{i}\right)$. Applying (3) to the mutually disjoint compact sets $E_{1 j}, \cdots, E_{n j}$ and passing to the limits we see that (3) holds in general.

To show that $f$ is square integrable, it suffices to show that

$$
\sum_{n=1}^{\infty} n m\left(\boldsymbol{E}_{n}\right)<\infty
$$

where $E_{n}=\left\{x\left|n \leq|f(x)|^{2}<n+1\right\}\right.$. Let

$$
E_{n}^{+}=\{x \mid \sqrt{n} \leq f(x)<\sqrt{n+1}\}
$$

and

$$
E_{n}^{-}=\{x \mid-\sqrt{n+1}<f(x) \leq-\sqrt{n}\} .
$$

Then

$$
\sum_{n=1}^{\infty} n m\left(E_{n}\right)
$$

$$
\begin{aligned}
& =\sum_{n=1}^{\infty}\left(n m\left(E_{n}^{+}\right)+n m\left(E_{n}^{-}\right)\right) \\
& \leq \lim _{n \rightarrow \infty} \sum_{k=1}^{n} \lim _{\varepsilon \rightarrow 0}\left(\frac{1}{m\left(E_{k}^{+}\right)+\varepsilon}\left|\int_{E_{k}^{+}} f\right|^{2}+\frac{1}{m\left(E_{k}^{-}\right)+\varepsilon}\left|\int_{E_{k}^{-}} f\right|^{2}\right) \\
& =\lim _{n \rightarrow \infty} \lim _{\varepsilon \rightarrow 0} \sum_{k=1}^{n}\left(\frac{1}{m\left(E_{k}^{+}\right)+\varepsilon}\left|\int_{E_{k}^{+}} f\right|^{2}+\frac{1}{m\left(E_{k}^{-}\right)+\varepsilon}\left|\int_{E_{k}^{-}} f\right|^{2}\right) \\
& \leq M .
\end{aligned}
$$

(2) Define, for each $f \in L^{2}(a, b)$,

$$
\|f\|=\sup _{a=x_{0}<\cdots<x_{n}=b}\left(\sum_{i=1}^{n} \frac{1}{x_{i}-x_{i-1}}\left|\int_{x_{i-1}}^{x_{i}} f\right|^{2}\right)^{\frac{1}{2}},
$$

then $\|\cdot\|$ is a norm on $L^{2}(a, b)$ by (3). Moreover $\|f\| \leq\|f\|_{2}$ by (1). For any $f \in C[a, b]$, there is $\xi_{n}^{i} \in\left(x_{n}^{i-1}, x_{n}^{i}\right)\left(x_{n}=a+\frac{i}{n}(b-a)\right)$ such that

$$
\int_{x_{n}^{i-1}}^{x_{n}^{i}} f=f\left(\xi_{n}^{i}\right)\left(x_{n}^{i}-x_{n}^{i-1}\right)
$$

Then

$$
\begin{aligned}
\|f\|_{2}^{2} & =\lim _{n \rightarrow \infty} \sum_{i=1}^{n}\left|f\left(\xi_{n}^{i}\right)\right|^{2}\left(x_{n}^{i}-x_{n}^{i-1}\right) \\
& =\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \frac{\left|\int_{x_{n}^{i-1}}^{x_{n}^{i}} f(x) d x\right|^{2}}{x_{n}^{i}-x_{n}^{i-1}} \\
& \leq\|f\|^{2} .
\end{aligned}
$$

It follows that $\|f\|=\|f\|_{2}$ for any $f \in C[a, b]$. For any $f \in L^{2}(a, b)$ there is a sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ of $C[a, b]$ such that $\left\|f_{n}-f\right\|_{2} \rightarrow 0$, so

$$
\lim _{n \rightarrow \infty}\left\|f_{n}-f\right\| \leq \lim _{n \rightarrow \infty}\left\|f_{n}-f\right\|_{2}=0 .
$$

We have

$$
\|f\|=\lim _{n \rightarrow \infty}\left\|f_{n}\right\|=\lim _{n \rightarrow \infty}\left\|f_{n}\right\|_{2}=\|f\|_{2} .
$$

This completes the proof.

## 4412

Let $X=[0,1], M$ the $\sigma$-algebra of Borel subsets of $X$. Let $\alpha(t)=t^{2}$, $\beta(t)=t^{3}$ and define measures $\mu$ and $\phi$ on $M$ by

$$
\mu(E)=\int_{E} 1 d \alpha \quad \text { and } \quad \phi(E)=\int_{E} 1 d \beta
$$

Does $\frac{d \mu}{d \phi}$ exist? Does $\frac{d \phi}{d \mu}$ exist? Compute the value of the Radon-Nikodym derivatives that exist. Justify.
(Iowa)
Solution.
For any Borel subset $E$ of $X$,

$$
\mu(E)=\int_{E} 2 t d t
$$

and

$$
\phi(E)=\int_{E} 3 t^{2} d t
$$

We have

$$
\begin{aligned}
\mu(E)=0 & \Leftrightarrow 2 t=0 \quad \text { a.e. } t \in E \Leftrightarrow \lambda(E)=0 \\
& \Leftrightarrow 3 t^{2}=0 \quad \text { a.e. } t \in E \Leftrightarrow \lambda(E)=0 \\
& \Leftrightarrow \phi(E)=0 .
\end{aligned}
$$

It follows that $\mu \sim \phi \sim \lambda$, where $\lambda$ the Lebesgue measure. We have

$$
\frac{d \mu}{d \phi}=\frac{d \mu}{d \lambda} / \frac{d \phi}{d \lambda}=2 t / 3 t^{2}=\frac{2}{3 t}
$$

and

$$
\frac{d \phi}{d \mu}=\frac{3 t}{2}
$$

## 4413

Let $\lambda$ be the Lebesgue measure on $\mathbb{R}$ and $\mu$ and $\nu$ the Borel measures on $\boldsymbol{R}$ defined by:

$$
\begin{aligned}
\mu(A) & =\sum_{n=1}^{\infty} \frac{1}{2^{n}} \lambda((n, 2 n) \cap A) \\
\nu(A) & =\sum_{n=1}^{\infty} \frac{1}{3^{n}} \lambda\left(\left(n, \frac{3}{2} n\right) \cap A\right)
\end{aligned}
$$

Is $\mu \ll \nu$ or $\nu \ll \mu$ ? Find the corresponding derivaties if they exist.
(Iowa)

## Solution.

It is true that $\nu \ll \mu$ and it is false that $\mu \ll \nu$. Because $\mu(A)=0$ implies for all $n \in \mathbb{N}, \lambda((n, 2 n) \cap A)=0$ and therefore $\mu\left(\left(n, \frac{3}{2} n\right) \cap A\right)=0$, i.e., $\nu(A)=0$; however, let $A=\left(\frac{3}{2}, 2\right]$ and then $\nu(A)=0$ but $\mu(A)=\frac{1}{4}$.

We show next that

$$
\frac{d \nu}{d \mu}= \begin{cases}0, & x \leq 0  \tag{1}\\ \frac{\sum_{n=1}^{\infty} \frac{1}{3^{n}} \chi_{\left(n, \frac{3}{2} n\right]}(x)}{\sum_{n=1}^{\infty} \frac{1}{2^{n}} \chi_{(n, 2 n]}(x)}, & x>0\end{cases}
$$

Since

$$
\mu(A)=\int_{A} \sum_{n=1}^{\infty} \frac{1}{2^{n}} \chi_{(n, 2 n]}(x) d x
$$

and

$$
\nu(A)=\int_{A} \sum_{n=1}^{\infty} \frac{1}{3^{n}} \chi_{\left(n, \frac{3}{2} n\right]}(x) d x
$$

we have

$$
\frac{d \mu}{d \nu}=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \chi_{(n, 2 n]}
$$

and

$$
\frac{d \nu}{d \lambda}=\sum_{n=1}^{\infty} \frac{1}{3^{n}} \chi_{\left(n, \frac{3}{2} n\right]}
$$

Therefore (1) holds.

## 4414

Let $\mu$ be the Lebesgue measure on $[0, \infty]$. Define

$$
\begin{aligned}
& \mu_{1}(E)=\sum_{n=1}^{\infty} \frac{1}{n^{3}} \int_{E \cap[n, n+1]} x d \mu \\
& \mu_{2}(E)=\int_{E \cap[1, \infty]} \frac{1}{x^{2}} d \mu
\end{aligned}
$$

for any Lebesgue measurable subset $E$ of $[0, \infty]$. Is $\mu \ll \mu_{2}$ or/and $\mu_{2} \ll \mu_{1}$ ? If so, find the corresponding derivatives.

## Solution.

Since

$$
\begin{aligned}
& \mu_{1}(E)=\int_{E} \sum_{n=1}^{\infty} \frac{1}{n^{3}} \chi_{[n, n+1)}(x) d x \\
& \mu_{2}(E)=\int_{E} \chi_{[1, \infty)}(x) \frac{1}{x^{2}} d x
\end{aligned}
$$

we have

$$
\begin{aligned}
\mu_{1}(E)=0 & \Leftrightarrow \sum_{n=1}^{\infty} \frac{1}{n^{3}} \chi_{[n, n+1)} \chi_{E}(x)=0, \quad \text { a.e. } x \in[0, \infty) \\
& \Leftrightarrow \forall n \in \mathbb{N}, \quad \chi_{E \cap[n, n+1)}(x)=0, \quad \text { a.e. } x \in[0, \infty) \\
& \Leftrightarrow \forall n \in \mathbb{N}, \quad \mu(E \cap[n, n+1))=0 \\
& \Leftrightarrow \mu(E \cap[1, \infty))=0 \\
& \Leftrightarrow \chi_{E \cap[1, \infty)}(x) \frac{1}{x^{2}}=0 \\
& \Leftrightarrow \mu_{2}(E)=0 .
\end{aligned}
$$

It follows that both $\mu_{1} \ll \mu_{2}$ and $\mu_{2} \ll \mu_{1}$. Moreover

$$
\begin{aligned}
& \frac{d \mu_{1}}{d \mu_{2}}(x)= \begin{cases}\sum_{n=1}^{\infty} \frac{x^{2} \chi_{[n, n+1)}(x)}{n^{3}}, & x \geq 1, \\
0, & 0 \leq x<1,\end{cases} \\
& \frac{d \mu_{2}}{d \mu_{1}}(x)= \begin{cases}\left.\overline{x^{2}\left(\sum_{n=1}^{\infty} \frac{1}{n^{3}} \chi_{[n, n+1)}(x)\right.}\right) & x \geq 1, \\
0, & 0 \leq x<1 .\end{cases}
\end{aligned}
$$

From $\mu_{2}([0,1))=0$ and $\mu([0,1))=1, \mu \ll \mu_{2}$ does not hold.

## 4415

Let $\phi: \mathbb{R} \rightarrow \mathbb{R}$ be a bounded, continuously differentiable function with a bounded derivative, and assume $g \in L(\mathbb{R})$. Define

$$
f(t)=\int_{\mathbb{R}} \phi(t g(x)) d x, \quad t \in \mathbb{R} .
$$

a) What additional assumption on $\phi$ will insure that $f$ is well defined? (i.e., that $\phi(\operatorname{tg}(\cdot)) \in L(\mathbb{R})$ for all $t \in \mathbb{R})$.
b) Under the additional assumption in a) above, show that $f$ is differentiable, i.e., $f^{\prime}(t)$ exists for all $t \in \mathbb{R}$.
(Indiana)

## Solution.

a. Assume $\phi(0)=0$ then $f$ is well defined. Indeed, for any $t, x$ there exists an $s$ with $0<s<1$ such that

$$
\phi(\operatorname{tg}(x))=\left.\operatorname{tg}(x) \phi^{\prime}(y)\right|_{y=s t g(x)} .
$$

Since

$$
\sup _{y \in \mathbb{R}}\left|\phi^{\prime}(y)\right|<\infty \quad \phi(\operatorname{tg}(\cdot)) \in L(\mathbb{R}) .
$$

b. We will show that

$$
f^{\prime}(t)=\int_{\mathbb{R}} \phi^{\prime}(\operatorname{tg}(x) g(x) d x
$$

Indeed, for any $s, t \in \mathbb{R}(s \neq t)$,

$$
\begin{aligned}
& \left|\frac{\phi(s g(x))-\phi(\operatorname{tg}(x))}{s-t}-\phi^{\prime}(\operatorname{tg}(x)) g(x)\right| \\
= & \mid\left(\phi^{\prime}(r g(x))-\phi^{\prime}(t g(x)) g(x) \mid\right. \\
\leq & 2 \sup _{y \in \mathbb{R}}\left|\phi^{\prime}(y) \| g(x)\right|
\end{aligned}
$$

and

$$
\lim _{s \rightarrow t}\left|\frac{\phi(s g(x))-\phi(t g(x))}{s-t}-\phi^{\prime}(t g(x)) g(x)\right|=0 .
$$

The conclusion follows from the Dominated Convergence Theorem.

## 4416

Let $\left\{f_{k}\right\}$ denote a sequence of nondecreasing functions defined on $(0,1)$ with the property that $\lim _{k \rightarrow \infty} f_{k}(x)=1$ for almost every $x \in(0,1)$. Prove that $\varliminf_{k \rightarrow \infty} f_{k}^{\prime}(x)=0$ for almost every $x \in(0,1)$.
(Indiana)

## Solution.

There are sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ such that $0<a_{n}<b_{n}<1$,

$$
\lim _{n \rightarrow \infty}\left(b_{n}-a_{n}\right)=1
$$

and

$$
\lim _{k \rightarrow \infty} f_{k}\left(a_{n}\right)=\lim _{k \rightarrow \infty} f_{k}\left(b_{n}\right)=1
$$

for any $n \in \mathbb{N}$. By Fatou's Lemma, for any $n \in \mathbb{N}$

$$
\begin{aligned}
\int_{a_{n}}^{b_{n}} \varliminf_{k \rightarrow \infty} f_{k}^{\prime}(x) d x & \leq \varliminf_{k \rightarrow \infty} \int_{a_{n}}^{b_{n}} f_{k}^{\prime}(x) d x \\
& \leq \varliminf_{k \rightarrow \infty}\left(f_{k}\left(b_{n}\right)-f_{k}\left(a_{n}\right)\right)=0
\end{aligned}
$$

It follows that $\varliminf_{k \rightarrow \infty} f_{k}^{\prime}$ is integrable and

$$
\int_{0}^{1} \underline{\lim }_{k \rightarrow \infty} f_{k}^{\prime}(x) d x=0
$$

Hence $\varliminf_{k \rightarrow \infty} f_{k}^{\prime}(x)=0$ for almost every $x \in(0,1)$.

## SECTION 5 MISCELLANEOUS PROBLEMS

Let $S \subset R$ be a set of real numbers with the property that $\left|S_{1}+\cdots+S_{n}\right| \leq 1$ for every finite subset $\left\{S_{1}, \cdots, S_{n}\right\} \subset S$. Show that $S$ is countable.
(Indiana-Purdue)

## Solution.

Since $S \cap\left(\frac{1}{n}, n\right)$ and $S \cap\left(-n,-\frac{1}{n}\right)$ must be finite and

$$
S=S \cap\left(\bigcup_{n=1}^{\infty}\left(\left(\frac{1}{n}, n\right) \cup\left(-n,-\frac{1}{n}\right)\right) \cup\{0\}\right),
$$

$S$ is countable.

4502

Let $\left\{I_{\alpha}\right\}, \alpha \in \Gamma$, be a collection of closed intervals in $R$. Show that

$$
\bigcup_{\alpha \in \Gamma} I_{\alpha} \backslash \bigcup_{\alpha \in \Gamma} I_{\alpha}^{0}
$$

is countable.
(Indiana-Purdue)

## Solution.

Obviously $\bigcup_{\alpha \in \Gamma} I_{\alpha}^{0}$ is an open set. We have

$$
\bigcup_{\alpha \in \Gamma} I_{\alpha}^{0}=\bigcup_{n=1}^{\infty}\left(\alpha_{n}, \beta_{n}\right)
$$

where $\alpha_{n}, \beta_{n} \bar{\in} \bigcup_{\alpha \in \Gamma} I_{\alpha}^{0}$. For any $x \in \bigcup_{\alpha} I_{\alpha} \backslash \bigcup_{\alpha} I_{\alpha}^{0}$, there must be $\alpha$ such that $x \in I_{\alpha}$, but $x$ can not be in $I_{\alpha}^{0}$. Take $n$ such that

$$
I_{\alpha}^{0} \subset\left(\alpha_{0}, \beta_{n}\right)
$$

If $I_{\alpha} \subset\left(\alpha_{n}, \beta_{n}\right)$, then $x \notin I_{\alpha}$, which is a contradiction. Thus we must have

$$
x=\alpha_{n} \text { or } \beta_{n} .
$$

Therefore

$$
\bigcup_{\alpha} I_{\alpha} \backslash \bigcup_{\alpha} I_{\alpha}^{0} \subset \bigcup_{n}\left\{\alpha_{n}, \beta_{n}\right\} .
$$

which implies $\bigcup_{\alpha} I_{\alpha} \backslash \bigcup_{\alpha} I_{\alpha}^{0}$ is countable.

4503

Show that any infinite set of non-empty, mutually disjoint, open sets in a separable metric space $X$ is countable.
(Stanford)

## Solution.

Let $\left\{U_{i} \mid i \in I\right\}$ be such an infinite set. For each $i \in I$ there is an $a_{i} \in D$ such that $a_{i} \in U_{i}$, where $D$ is a countable dense subset of $X$. Then $a_{i} \neq a_{j}$ whenever $i \neq j$. It follows that the map, $i \mapsto a_{i}$ of $I$ to $D$ is injective and therefore $I$ is countable.

4504

Prove that for almost every $x \in[0,2 \pi]$

$$
\overline{\lim }_{n \rightarrow \infty} \sin (n x)=1
$$

(Stanford)

## Solution.

Let

$$
A=\left\{x \in(0,2 \pi) \left\lvert\, \frac{x}{\pi}\right. \text { is irrational }\right\} .
$$

Then $A$ is a measurable set of measure $2 \pi$. Moreover, for any $x \in A$,

$$
\varlimsup_{n \rightarrow \infty} \sin (n x)=1
$$

Indeed for any $x \in A$, since $\left\{\left.k \frac{x}{\pi}-2 l \right\rvert\, k, l \in \mathbb{Z}\right\}$ is a dense subgroup of $\mathbb{R}$, there are sequences $\left\{k_{n}\right\}$ and $\left\{l_{n}\right\}$ of $\boldsymbol{Z}$ such that

$$
\lim _{n \rightarrow \infty}\left(k_{n} \frac{x}{\pi}-2 l_{n}\right)=\frac{1}{2} .
$$

Since $\frac{1}{2} \notin\left\{\left.k \frac{x}{\pi}-2 l \right\rvert\, k, l \in \boldsymbol{Z}\right\},\left\{k_{n}\right\}$ admits a subsequence $\left\{k_{n}^{\prime}\right\}$ either increasing to $+\infty$ or decreasing to $-\infty$. If $\lim _{n \rightarrow \infty} k_{n}^{\prime}=+\infty$ then

$$
\lim _{n \rightarrow \infty} \sin \left(k_{n}^{\prime} x\right)=\lim _{n \rightarrow \infty} \sin \left(k_{n}^{\prime} x-2 l_{n}^{\prime} \pi\right)=1
$$

Otherwise $\lim _{n \rightarrow \infty}\left(-3 k_{n}^{\prime}\right)=+\infty$ and

$$
\lim _{n \rightarrow \infty}\left(\left(-3 k_{n}^{\prime}\right) \frac{x}{\pi}+2\left(3 l_{n}^{\prime}+1\right)\right)=\frac{1}{2}
$$

and therefore

$$
\lim _{n \rightarrow \infty} \sin \left(-3 k_{n}^{\prime} x\right)=\lim _{n \rightarrow \infty} \sin \left(-3 k_{n}^{\prime} x+2\left(3 l_{n}^{\prime}+1\right) \pi\right)=1
$$

Let $f \in C(I)$. Show that there exists a sequence of polynomials $\left\{p_{n}\right\}$ such that $p_{n} \rightarrow f$ uniformly on $I$ and $p_{1}(x) \leq p_{2}(x) \leq \cdots$ for every $x \in I$.
(Indiana-Purdue)

## Solution.

For any $n$, take a polynomial $p_{n}$ such that

$$
\left|p_{n}(x)-\left[f(x)-\frac{3}{2^{n+2}}\right]\right|<\frac{1}{2^{n+2}}, \quad x \in I
$$

Then

$$
f(x)-\frac{1}{2^{n+1}}>p_{n}(x)>f(x)-\frac{1}{2^{n}}, \quad x \in I
$$

Obviously, $p_{1}(x) \leq p_{2}(x) \leq \cdots$ and $p_{n} \rightarrow f$ uniformly on $I$.

Let $f \in C([0,1])$. Show that there is a sequence of odd polynomials $p_{n}(x)$ with $p_{n} \rightarrow f$ uniformly on $[0,1]$ iff $f(0)=0$.
(Indiana-Purdue)

## Solution.

Suppose that there is a sequence of odd polynomials $p_{n}$ with $p_{n} \rightarrow f$. Then

$$
f(0)=\lim _{n \rightarrow \infty} p_{n}(0)=0
$$

Conversely, suppose that $f(0)=0$. Set

$$
f(x)=-f(-x), \quad x \in[-1,0] .
$$

Then $f$ is a continuous function on $[-1,1]$. Take a sequence of polynomials $p_{n}(x)$ with $p_{n} \rightarrow f$ uniformly on $[-1,1]$. Set

$$
P_{n}(x)=\frac{1}{2}\left[p_{n}(x)-p_{n}(-x)\right] .
$$

Then $P_{n}$ is an odd polynomial for any $n$. We have

$$
\begin{aligned}
\lim _{n \rightarrow \infty} P_{n}(x) & =\lim \frac{1}{2}\left[p_{n}(x)-p_{n}(-x)\right] \\
& =\frac{1}{2}[f(x)-f(-x)]=f(x)
\end{aligned}
$$

uniformly on $[0,1]$.

## 4507

a) Show that the mapping $I: C[0,1] \rightarrow C[0,1]$

$$
(I f)(x)=e^{x}+\frac{1}{2} \int_{0}^{x^{2}} f(t) d t
$$

is a contracting mapping on $C[0,1]$, with the supremum norm.
b) Show that there exists one and only one smooth function $f$ on $[0,1]$ satisfying the conditions:

$$
\left\{\begin{array}{l}
\frac{d}{d x} f(x)=e^{x}+x f\left(x^{2}\right), \\
f(0)=1
\end{array}\right.
$$

## Solution.

a) For any $f$ and $g$ in $C([0,1])$,

$$
\|I f-I g\|=\max _{x \in[0,1]} \frac{1}{2} \int_{0}^{x^{2}}|f(t)-g(t)| d t \leq \frac{1}{2}\|f-g\| .
$$

b) By the Banach's Theorem, there is only one function $f \in C[0,1]$ such that $I(f)=f$, i.e.,

$$
\begin{equation*}
f(x)=e^{x}+\frac{1}{2} \int_{0}^{x^{2}} f(t) d t \tag{1}
\end{equation*}
$$

By (1) $f$ is smooth and satisfies the conditions:

$$
\left\{\begin{array}{l}
\frac{d}{d x} f(x)=e^{x}+x f\left(x^{2}\right)  \tag{2}\\
f(0)=1
\end{array}\right.
$$

If $g$ is another smooth function satisfying (2), then

$$
g(x)=e^{x}+\frac{1}{2} \int_{0}^{x^{2}} g\left(x^{2}\right) d x
$$

i.e., $I(g)=g$, by the uniqueness of $f, g=f$.

4508

Given $f: R \rightarrow R$ bounded and uniformly continuous and $\left\{K_{n}\right\}, n=$ $1,2,3, \cdots, K_{n} \in L^{1}$ such that
(i) $\left\|K_{n}\right\|_{1} \leq M<\infty, n=1,2,3, \cdots$.
(ii) $\int K_{n} \rightarrow 1$ as $n \rightarrow \infty$.
(iii) $\int_{\{x:|x|>\delta\}}\left|K_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$ for all $\delta>0$.

Show $K_{n} * f \rightarrow f$ uniformly.
(UC, Irvine)

## Solution.

Take $M_{1}>0$ such that $|f(x)|<M_{1}$ for all $x \in R$. For any $\varepsilon>0$, by (ii) there is an $N_{1}$ such that

$$
\left|\int K_{n}(y) d y-1\right|<\frac{\varepsilon}{2 M_{1}}
$$

If $n>N_{1}$. Thus

$$
\begin{equation*}
\left|\int K_{n}(y) f(x) d y-f(x)\right|<M_{1} \cdot \frac{\varepsilon}{2 M_{1}}=\frac{\varepsilon}{2} \tag{1}
\end{equation*}
$$

Take $\delta>0$ such that

$$
|f(x-y)-f(x)|<\frac{\varepsilon}{4 M}
$$

holds for all $x \in R$ any $|y|<\delta$. For the above $\delta$, take $N_{2}$ such that

$$
\int_{\{y:|y|>\delta\}}\left|K_{n}(y)\right| d y<\frac{\varepsilon}{8 M_{1}}
$$

if $n>N_{2}$. Therefore

$$
\begin{align*}
& \left|\left(K_{n} * f\right)(x)-\int K_{n}(y) f(x) d y\right| \\
\leq & \int\left|K_{n}(y)\right||f(x-y)-f(x)| d y \\
= & \int_{\{y:|y|>\delta\}}\left|K_{n}(y)\right||f(x-y)-f(x)| d y \\
& +\int_{\{y:|y| \leq \delta\}}\left|K_{n}(y)\right||f(x-y)-f(x)| d y \\
\leq & 2 M_{1} \int_{|y|>\delta}\left|K_{n}(y)\right| d y+\int_{|y| \leq \delta}\left|K_{n}(y)\right| d y \cdot \frac{\varepsilon}{4 M} \\
\leq & 2 M_{1} \cdot \frac{\varepsilon}{8 M_{1}}+\left\|K_{n}\right\|_{1} \cdot \frac{\varepsilon}{4 M} \\
< & \frac{\varepsilon}{4}+M \cdot \frac{\varepsilon}{4 M}=\frac{\varepsilon}{2} . \tag{2}
\end{align*}
$$

Set $N=\max \left(N_{1}, N_{2}\right)$. It follows from (1), (2) that

$$
\begin{aligned}
\left|\left(K_{n} * f\right)(x)-f(x)\right| \leq & \left|\left(K_{n} * f\right)(x)-\int K_{n}(y) f(x) d y\right| \\
& +\left|\int K_{n}(y) f(x) d y-f(x)\right| \\
< & \frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon
\end{aligned}
$$

holds for all $x \in R$ if $n>N$.

## 4509

Let $f: R \rightarrow(-\infty, \infty)$ be upper semicontinuous and define $m: R \rightarrow$ $[-\infty, \infty)$ by $m(x)=\liminf _{y \rightarrow x} f(y)$. Let $S=\{x \mid f(x)-m(x) \geq 1\}$.
(a) Show $S$ is closed.
(b) Show: If $I$ is an open interval contained in $S$, then $m(x)=-\infty$ on $I$.
(c) Show that $S$ is nowhere dense.
(UC, Irvine)

## Solution.

(a) For any $x_{0} \in S^{c}$, there exists $\varepsilon>0$ such that

$$
f\left(x_{0}\right)-m\left(x_{0}\right)<1-\varepsilon<1
$$

Take $\delta>0$ such that

$$
f(x)<f\left(x_{0}\right)+\frac{\varepsilon}{2}, \quad f(x)>m\left(x_{0}\right)-\frac{\varepsilon}{2}
$$

for $x \in O\left(x_{0}, \delta\right)$. Therefore

$$
m(x)=\liminf _{y \rightarrow x} f(y) \geq m\left(x_{0}\right)-\frac{\varepsilon}{2}
$$

holds for $x \in O\left(x_{0}, \delta\right)$. Thus

$$
f(x)-m(x)<f\left(x_{0}\right)+\frac{\varepsilon}{2}-m\left(x_{0}\right)+\frac{\varepsilon}{2}<1-\varepsilon+\varepsilon=1
$$

if $x \in O\left(x_{0}, \delta\right)$, i.e., $x \in S^{c}$. So $S^{c}$ is open.
(b) Suppose that there is $x_{0} \in I$ such that $m\left(x_{0}\right)>-\infty$. As in (a), we can find $\delta>0$ such that $m(x)>m\left(x_{0}\right)-\frac{1}{2}$ for $x \in O\left(x_{0}, \delta\right) \subset I$. By the definition of $m(x)$, there must be $\bar{x} \in O\left(x_{0}, \delta\right)$ such that $f(\bar{x})<m\left(x_{0}\right)+\frac{1}{2}$. Therefore $f(\bar{x})-m(\bar{x})<1$, i.e., $\bar{x} \notin S$ which contradicts $\bar{x} \in I \subset S$.
(c) Suppose that $S$ is not nowhere dense. Since $S$ is closed, there is an open interval $I \subset S$. From (b), $m(x)=-\infty$ for $x \in I$. Denote

$$
A_{1}=\{x \in I, f(x)<-1\}
$$

$A_{1}$ is a non-empty open set. Take an open interval $I_{1}$ such that $\bar{I}_{1} \subset A_{1}$. In the same way, we can take an open interval $I_{2}$ satisfying $\bar{I}_{2} \subset I_{1}$ and $f(x)<-2$ for $x \in \bar{I}_{2}$. By induction, we obtain a sequence of open intervals $\left\{I_{n}\right\}$ such that $\bar{I}_{n} \subset I_{n-1}, f(x)<-n$ for $x \in \bar{I}_{n}$. Obviously $f(x)=-\infty$ for $x \in \cap \bar{I}_{n}$, which is a contradiction.

4510

Prove that any topological metric space is homeomorphic to a bounded metric space.
(Stanford)

## Solution.

Suppose that $(X, d)$ is a metric space. Define another metric $\tilde{d}$ on $X$ by

$$
\tilde{d}(x, y)=\frac{d(x, y)}{1+d(x, y)}, \quad x, y \in X
$$

It is easy to show that the identity mapping of $X$ is a homeomorphism of $(X, d)$ to $(X, \widetilde{d})$.

Let $M$ be a metric space with distance function $d$, suppose $A: M \rightarrow M$ is a distance nonincreasing periodic map of order 3 , i.e.,

$$
A \circ A \circ A=I d \quad \text { and } \quad d(A x, A y) \leq d(x, y)
$$

(i) Show that $A$ is a continuous bijective isometry.
(ii) Give an example of a complete metric space $M$ and an isometry $A$ on $M$, periodic of order 3, which has exactly two fixed points.
(Stanford)

## Solution.

(i) Since $A^{-1}=A^{2}, A^{-1}$ is distance nonincreasing, too. Therefore $A$ is an isometry and therefore continuous.
(ii) Let $M$ be the 2-dimensional sphere

$$
M=\left\{(z, x) \in \mathbb{C} \times\left.\mathbb{R}| | z\right|^{2}+x^{2}=1\right\} .
$$

The isometry $A: M \rightarrow M$ defined by

$$
A(z, x)=\left(e^{\frac{2}{3} \pi i} z, x\right), \quad(z, x) \in M
$$

is a periodic map of order 3 , having exactly two fixed points $(0,1)$ and $(0,-1)$.

Let $H$ be a Hilbert space and let $f: H \rightarrow \mathbb{R}$ be a continuous convex function such that $f\left(x_{n}\right) \rightarrow \infty$ whenever $\left\|x_{n}\right\| \rightarrow \infty$. Prove that $f$ attains a minimum.
(SUNY, Stony Brook)

## Solution.

Let $\alpha=\inf f(H)$. There is a sequence $\left\{x_{n}\right\}$ of $H$ such that

$$
\lim _{n \rightarrow \infty} f\left(x_{n}\right)=\alpha
$$

If

$$
\sup _{n}\left\|x_{n}\right\|=+\infty
$$

there is a subsequence $\left\{x_{n_{k}}\right\}_{k=1}^{\infty}$ such that $\left\|x_{n_{k}}\right\| \rightarrow+\infty$, then

$$
\alpha=\lim _{k \rightarrow \infty} f\left(x_{n_{k}}\right)=+\infty
$$

a contradiction. So $\sup \left\|x_{n}\right\|<+\infty$. By the weak compactness of the closed ball of $H$, there is a subsequence $\left\{x_{n_{k}}\right\}$ converging weakly to a point $x \in H$.

For any $\beta>\alpha$ there is an $N \in \mathbb{N}$ such that for any $k>N, f\left(x_{n_{k}}\right)<\beta$. Since

$$
x \in{\overline{\left\{x_{n_{k}} \mid k>N\right\}}}^{W} \subseteq{\overline{\operatorname{cov}\left\{x_{n_{k}} \mid k>N\right\}}}^{W}=\overline{\operatorname{cov}\left\{x_{n_{k}} \mid k>N\right\}} \mid \cdot \|
$$

and for any $y \in \operatorname{cov}\left\{x_{n_{k}} \mid k>N\right\}, f(y)<\beta$, one has $f(x) \leq \beta$. Therefore

$$
\alpha \leq f(x) \leq \lim _{\beta \downarrow \alpha} \beta=\alpha
$$

It follows that $\alpha$ is finite and $f$ attains its mininum at $x$.

## 4513

$A$ is the subset of $L^{1}(\mathbb{R})$ consisting of all functions $f$ satistying $|f(x)| \leq 1$ a.e. on $\mathbb{R}$. Prove that $A$ is closed in the norm topology of $L^{\mathbf{1}}(\mathbb{R})$.
(Stanford)

## Solution.

If $\left\{f_{n}\right\}$ is a sequence of $A$ such that $f=\lim _{n \rightarrow \infty} f_{n}$ exists in $L^{1}(\mathbb{R})$. Then $\left\{f_{n}\right\}$ converges to $f$ in measure and therefore by F.Riesz Theorem there is a subsequence $\left\{f_{n_{k}}\right\}$ converging to $f$ almost everywhere. It follows that $|f(x)| \leq$ 1 a.e. on $\mathbb{R}$. So $A$ is closed.

4514

Let $A$ be a bounded linear operator on Hilbert space $H$. Recall that the adjoint $A^{*}$ is the unique bounded linear operater on $H$ such that $(A x, y)=$ $\left(x, A^{*} y\right)$ for all $x, y \in H$.
(a) Show that $\left\|A^{*}\right\|=\|A\|$, where $\|A\|$ is the norm of $A$.
(b) Show that $A A^{*}-A^{*} A$ cannot be the identity on $H$. (You may wish to use (a) prove this.)
(Stanford)

## Solution.

(a) Indeed, since

$$
\begin{aligned}
\left\|A^{*}\right\| & =\sup _{\|y\| \leq 1}\left\|A^{*} y\right\|=\sup _{\|y\| \leq 1} \sup _{\|x\| \leq 1}\left|\left(x, A^{*} y\right)\right| \\
& =\sup _{\|y\| \leq 1\|x\| \leq 1} \sup _{\| x, y) \mid \leq\|A\|} \mid(A x, y)
\end{aligned}
$$

and a fortiori $\|A\|=\left\|A^{*}\right\|$.
(b) First, we will show that

$$
\begin{equation*}
\left\|A^{*} A\right\|=\|A\|^{2}=\sup _{\|x\| \leq 1}\left(A^{*} A x, x\right) . \tag{1}
\end{equation*}
$$

Indeed equalities (1) follow from the following inequalities

$$
\begin{aligned}
\|A\|^{2} & =\sup _{\|x\| \leq 1}\left(A^{*} A x, x\right) \leq \sup _{\|x\| \leq 1}\left\|A^{*} A x\right\|\|x\| \\
& =\left\|A^{*} A\right\| \leq\left\|A^{*} \mid\right\|\|A\|=\|A\|^{2} .
\end{aligned}
$$

If for some bounded linear operator $A$ on $H, A A^{*}-A^{*} A=I$ then

$$
\begin{aligned}
\left\|A A^{*}\right\| & =\sup _{\|x\|=1}\left(A A^{*} x, x\right) \\
& =\sup _{\|x\|=1}\left(A^{*} A x+x, x\right) \\
& =\sup _{\|x\|=1}\left(A^{*} A x, x\right)+1 \\
& =\left\|A^{*} A\right\|+1 .
\end{aligned}
$$

It follows that $\|A\|^{2}=\|A\|^{2}+1$, a contradiction.

## 4515

Suppose that $A, B \subset \mathbb{R}$ are Lebesgue measurable, with $m(A)>0, m(B)>$ 0 . Show that

$$
A+B=\{x \in \mathbb{R} \mid x=a+b, a \in A, b \in B\}
$$

contains an interval of positive Lebesgue measure.
(Indiana)

## Solution.

Assume without less of generality that $A$ and $B$ are compact sets. Since

$$
\begin{aligned}
\int_{\mathbb{R}} m((x-B) \cap A) d x & =\int_{\mathbb{R}}\left(\int_{\mathbb{R}} \chi_{(x-B) \cap A}(y) d y\right) d x \\
& =\int_{\mathbb{R}}\left(\int_{\mathbb{R}} \chi_{B}(x-y) \chi_{A}(y) d y\right) d x \\
& =m(A) m(B)>0,
\end{aligned}
$$

there exists an $x_{0} \in \mathbb{R}$ such that $m\left(\left(x_{0}-B\right) \cap A\right)>0$. Since $x \mapsto m((x-B) \cap A)$ is continuous, the set $\{x \mid m((x-B) \cap A>0\}$ is nonempty and open. Then the conclusion follows from the following inclusion

$$
\{x \mid m((x-B) \cap A)>0\} \subset A+B
$$

## 4516

Let $X$ be a compact Hausdorff topological space and let $\mu$ be a finite regular Borel measure on $X$. Is it true that if $f: X \rightarrow \mathbb{R}$ is $\mu$-measurable then there exists a sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ of continuous real-valued functions such that $\lim _{n \rightarrow 0} f_{n}=f$ a.e. $[\mu]$ ? Justify.

## Solution.

Yes. For any $n \in \mathbb{N}$ there is a compact subset $F_{n}$ of $X$ such that $\mu\left(X \backslash F_{n}\right)<\frac{1}{n}$ and $f$ is continuous on $F_{n}$. Let $X_{n}=\bigcup_{i=1}^{n} F_{i}$. Then (1) $\mu\left(X \backslash X_{n}\right)<\frac{1}{n},(2) f$ is continuous on $X_{n}$, and (3) $\mu\left(X \backslash \bigcup_{n>1}^{\infty} X_{n}\right)=0$. There is for each $n \in \mathbb{N}$ a real-valued continuous function $f_{n}: X \rightarrow \mathbb{R}$ such that $f_{n}=f$ on $X_{n}$. Then $\lim _{n \rightarrow \infty} f_{n}=f$ a.e. $[\mu]$.

## Part V

## Complex Analysis

## SECTION 1 <br> ANALYTIC AND HARMONIC FUNCTIONS

## 5101

True-False. If the assertion is true, quote a relevant theorem or reason; if false, give a counterexample or other justification.
(a) if $f(z)=u+i v$ is continuous at $z=0$, and the partials $u_{x}, u_{y}, v_{x}, v_{y}$ exist at $z=0$ with $u_{x}=v_{y}$ and $u_{y}=-v_{x}$ at $z=0$, then $f^{\prime}(0)$ exists.
(b) if $f(z)$ is analytic in $\Omega$ and has infinitely many zeros in $\Omega$, then $f \equiv 0$.
(c) if $f$ and $g$ are analytic in $\Omega$ and $f(z) \cdot g(z) \equiv 0$ in $\Omega$, then either $f \equiv 0$ or $g \equiv 0$.
(d) if $f(z)$ is analytic in $\Omega=\{z ; \operatorname{Re} z>0\}$, continuous on $\bar{\Omega}$ with $|f(i y)| \leq 1$ $(-\infty<y<+\infty)$, then $|f(z)| \leq 1(z \in \Omega)$.
(e) if $\sum a_{n} z^{n}$ has radius of convergence exactly $R$, then $\sum n^{3} a_{n} z^{n}$ has radius of convergence exactly $R$.
(f) $\sin \sqrt{z}$ is an entire function.

## Solution.

(a) False. A counterexample is $f(x, y)=\sqrt{|x y|} . \quad f$ satisfies CauchyRiemann equations at $z=0$, but $f^{\prime}(0)$ doesn't exist.
(b) False. A counterexample is $f(z)=\sin \frac{1}{1-z} . f$ is analytic in $\Omega=\{z$ : $|z|<1\}$, and has zeros $z=1-\frac{1}{n \pi}, n=1,2, \cdots$. But $f$ is not identically zero in $\Omega$.
(c) True. If neither of $f$ and $g$ is identically zero in $\Omega$, then both $f$ and $g$ have at most countably many zeros in $\Omega$, and the zeros have no limit point in $\Omega$. Then $f(z) \cdot g(z)$ is not identically zero in $\Omega$.
(d) False. A counterexample is $f(z)=e^{z}$, which is analytic in $\Omega$, and continuous on $\bar{\Omega}$ with $|f(i y)| \equiv 1$. But $f(z)$ is not bounded in $\Omega$.
(e) True. Because $\lim _{n \rightarrow \infty} \sqrt[n]{n^{3}}=1$, it follows from

$$
\varlimsup_{n \rightarrow \infty} \sqrt[n]{\left|a_{n}\right|}=\frac{1}{R}
$$

that

$$
\varlimsup_{n \rightarrow \infty} \sqrt[n]{n^{3}\left|a_{n}\right|}=\frac{1}{R}
$$

(f) False. $\sin \sqrt{z}$ is not analytic at $z=0$. Actually, $z=0$ is a branch point of $\sin \sqrt{z}$.

## 5102

(a) Let $f(z)$ be a complex-valued function of a complex variable. If both $f(z)$ and $z f(z)$ are harmonic in a domain $\Omega$, prove that $f$ is analytic there.
(b) Suppose that $f$ is analytic with $|f(z)|<1$ in $|z|<1$ and that $f( \pm a)=0$ where $a$ is a complex number with $0<|a|<1$. Show that $|f(0)| \leq a^{2}$. What can you conclude if this holds with equality.
(c) Determine all entire function $f$ that $\left|f^{\prime}(z)\right|<|f(z)|$.
(Stanford)

## Solution.

(a) It is well known that the Laplacian can be written as

$$
\Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}=4 \frac{\partial^{2}}{\partial z \partial \bar{z}} .
$$

Because

$$
\frac{\partial^{2}}{\partial z \partial \bar{z}}(z f(z))=\frac{\partial}{\partial \bar{z}} f(z)+z \frac{\partial^{2}}{\partial z \partial \bar{z}} f(z)
$$

it follows from

$$
\frac{\partial^{2}}{\partial z \partial \bar{z}} f(z)=0
$$

and

$$
\frac{\partial^{2}}{\partial z \partial \bar{z}}(z f(z))=0
$$

that

$$
\frac{\partial}{\partial \bar{z}} f(z)=0
$$

which implies that $f(z)$ is analytic in $\Omega$.
(b) Define

$$
F(z)=f(z) \cdot \frac{1-\bar{a} z}{z-a} \cdot \frac{1+\bar{a} z}{z+a}
$$

then $F(z)$ is analytic in $\{|z|<1\}$. When $|z|=1$,

$$
\left|\frac{1-\bar{a} z}{z-a} \cdot \frac{1+\bar{a} z}{z+a}\right|=1
$$

hence

$$
\varlimsup_{|z| \rightarrow 1}|F(z)| \leq 1
$$

which implies that $|F(z)| \leq 1$ for $|z|<1$. Take $z=0$, we obtain

$$
|f(0)| \leq|a|^{2} .
$$

When it holds with equality, we have $F(z) \equiv e^{i \theta}$, which is equivalent to

$$
f(z)=e^{i \theta} \frac{z-a}{1-\bar{a} z} \cdot \frac{z+a}{1+\bar{a} z} .
$$

(c) From $\left|f^{\prime}(z)\right|<|f(z)|$, we know that $f$ has no zero in $\mathbb{C}$, which implies that $\frac{f^{\prime}(z)}{f(z)}$ is also an entire function. It follows from $\left|\frac{f^{\prime}(z)}{f(z)}\right|<1$ that $\frac{f^{\prime}(z)}{f(z)}=c$, $|c|<1$. Integrating on both sides, we obtain $\log f(z)=c z+d$. Hence $f(z)=$ $c^{\prime} e^{c z}$, where $c$ and $c^{\prime}$ are constants and $|c|<1$.

## 5103

Let $G$ be a region in $\boldsymbol{C}$ and suppose $u: G \rightarrow \mathbb{R}$ is a harmonic function.
(a) Show that $\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}$ is an analytic function on $G$.
(b) Show that $u$ has a harmonic conjugate on $G$ if and only if $\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}$ has a primitive (anti-derivative) on $G$.
(Indiana)

## Solution.

(a) Let

$$
P(x, y)=\frac{\partial u}{\partial x}, \quad Q(x, y)=-\frac{\partial u}{\partial y} .
$$

Because $u$ is a harmonic function, we have

$$
\frac{\partial P}{\partial x}-\frac{\partial Q}{\partial y}=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 .
$$

We also have

$$
\frac{\partial P}{\partial y}+\frac{\partial Q}{\partial x}=\frac{\partial^{2} u}{\partial x \partial y}-\frac{\partial^{2} u}{\partial x \partial y}=0 .
$$

So $P(x, y)$ and $Q(x, y)$ satisfy the Cauchy-Riemann equations, hence

$$
P+i Q=\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}
$$

is analytic on $G$.
(b) If $\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}$ has a primtive, then for any closed curve $c \subset G$, the integral

$$
\int_{c}\left(\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}\right) d z=\int_{c}\left(\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial x} d y\right)+i\left(-\frac{\partial u}{\partial y} d x+\frac{\partial u}{\partial x} d y\right)=0 .
$$

It follows that

$$
\int_{c}-\frac{\partial u}{\partial y} d x+\frac{\partial u}{\partial x} d y=0
$$

holds for any closed curve $c \subset G$. Hence we can define a single-valued function $v(x, y)$ on $G:$

$$
v(x, y)=\int_{z_{0}}^{z}-\frac{\partial u}{\partial y} d x+\frac{\partial u}{\partial x} d y
$$

where $z_{0}, z \in G$, and the integral is taken along any curve connecting $z_{0}$ and $z$ in $G$. Because

$$
\frac{\partial v}{\partial x}=-\frac{\partial u}{\partial y}, \quad \frac{\partial v}{\partial y}=\frac{\partial u}{\partial x}
$$

we know that $v(x, y)$ is a harmonic conjugate of $u(x, y)$ on $G$.
On the contrary, if $u$ has a harmonic conjugate $v$ on $G$, then

$$
d v=\frac{\partial v}{\partial x} d x+\frac{\partial v}{\partial y} d y=-\frac{\partial u}{\partial y} d x+\frac{\partial u}{\partial x} d y
$$

For any closed curve $c \subset G$, we have

$$
\begin{aligned}
\int_{c}\left(\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}\right) d z & =\int_{c}\left(\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y\right)+i\left(-\frac{\partial u}{\partial y} d x+\frac{\partial u}{\partial x} d y\right) \\
& =\int_{c}\left(\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y\right)+i\left(\frac{\partial v}{\partial x}+\frac{\partial v}{\partial y} d y\right) \\
& =\int_{c} d(u+i v)=0
\end{aligned}
$$

Hence $\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}$ has a primitive $\int_{z_{0}}^{z}\left(\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}\right) d z$ on $G$.

## 5104

Suppose that $u$ and $v$ are real valued harmonic functions on a domain $\Omega$ such that $u$ and $v$ satisfy the Cauchy-Riemann equations on a subset $S$ of $\Omega$ which has a limit point in $\Omega$. Prove that $u+i v$ must be analytic on $\Omega$.
(Indiana-Purdue)

## Solution.

Because $u$ and $v$ are harmonic functions, $f_{1}=\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}$ and $f_{2}=\frac{\partial v}{\partial x}-i \frac{\partial v}{\partial y}$ are analytic functions on $\Omega$. The reason lies on the fact that the real and imaginary parts of $f_{1}$ and $f_{2}$ satisfy the Cauchy-Riemann equations respectively (see 5103 (a)).

By the assumption of the problem,

$$
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}
$$

when $z \in S \subset \Omega$. Hence

$$
f_{1}=\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y}=i f_{2}=i\left(\frac{\partial v}{\partial x}-i \frac{\partial v}{\partial y}\right)
$$

when $z \in S$. Because the subset $S$ has a limit point in $\Omega$, by the uniqueness theorem of analytic functions, we know that $f_{1}=i f_{2}$ holds for all $z \in \Omega$. It follows from $f_{1}=i f_{2}$ for $z \in \Omega$ that

$$
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}
$$

for $z \in \Omega$, which implies that $u+i v$ is analytic on $\Omega$.

## 5105

Let $Q=[0,1] \times[0,1] \subset \mathbb{C}$ be the unit square, and let $f$ be holomorphic in a neighborhood of $Q$. Suppose that

$$
\begin{aligned}
& f(z+1)-f(z) \text { is real and } \geq 0 \text { for } z \in[0, i] \\
& f(z+i)-f(z) \text { is real and } \geq 0 \text { for } z \in[0,1] .
\end{aligned}
$$

Show that $f$ is constant.
(Indiana)

## Solution.

Because $f$ is holomorphic on the closed unit square $Q$, by Cauchy integral theorem, we have

$$
\begin{aligned}
\int_{\partial Q} f(z) d z= & \int_{0}^{1} f(x) d x+\int_{0}^{1} f(1+y i) i d y-\int_{0}^{1} f(x+i) d x \\
& -\int_{0}^{1} f(y i) i d y \\
= & \int_{0}^{1}(f(x)-f(x+i)) d x+i \int_{0}^{1}(f(1+y i)-f(y i)) d y \\
= & 0 .
\end{aligned}
$$

As

$$
f(x)-f(x+i) \leq 0
$$

for $0 \leq x \leq 1$ and

$$
f(1+y i)-f(y i) \geq 0
$$

for $0 \leq y \leq 1$, by comparing the real and imaginary parts in the above identity, we obtain that $f(x+i)=f(x)$ for $0 \leq x \leq 1$ and $f(1+y i)=f(y i)$ for $0 \leq y \leq 1$. Hence $f(z)$ can be analytically extended to a double-periodic function by

$$
f(z)=f(z+1)=f(z+i)
$$

which is holomorphic in $\mathbb{C}$ and satisfies

$$
|f(z)| \leq \max _{z \in Q}\{|f(z)|\}<+\infty
$$

This shows that $f(z)$ must be a constant.

## 5106

Let $f$ be continuous on the closure $\bar{S}$ of the unit square

$$
S=\{z=x+i y \in \mathbb{C}: 0<x<1,0<y<1\}
$$

and let $f$ be analytic on $S$. If $\mathbf{R} f=0$ on $\bar{S} \cap(\{y=0\} \cup\{y=1\})$, and if $\mathbf{I} f=0$ on $\bar{S} \cap(\{x=0\} \cup\{x=1\})$, prove that $f=0$ everywhere on $S$.
(Indiana)

## Solution.

Define $F(z)=\int_{0}^{z} f(z) d z$, where the integral is taken along any curve in $\bar{S}$ which has endpoints 0 and $z$. Then $F(z)$ is analytic in $S$ and continuous on $\bar{S}$. For $z \in \partial S$, we choose the integral path on $\partial S$ and consider the differential form $f(z) d z$ in the integral. Let $f=u+i v$, then

$$
f(z) d z=(u d x-v d y)+i(v d x+u d y)
$$

On $\bar{S} \cap(\{y=0\} \cup\{y=1\})$ we have $u=0$ and $d y=0$, and on $\bar{S} \cap(\{x=$ $0\} \cup\{x=1\}$ ) we have $v=0$ and $d x=0$. Hence we obtain $\operatorname{Re}(f(z) d z)=0$ on $\partial S$ which implies $\operatorname{Re} F(z)=0$ when $z \in \partial S$.

Let $G(z)=e^{F(z)}$. Then $G(z)$ is analytic in $S$ and $|G(z)|=1$ when $z \in \partial S$. Because $G(z)$ has no zeros in $S$, so $1 / G(z)$ is also analytic in $S$ and $|1 / G(z)|=1$ when $z \in \partial S$. Apply the maximum modulus principle to both $G(z)$ and $1 / G(z)$, we obtain $|G(z)| \equiv 1$ for $z \in S$, which implies that $G(z)$ is a constant of modulus 1. It follows from $G(z)=e^{F(z)}$ that $F(z)$ is also a constant. Hence $f(z)=F^{\prime}(z) \equiv 0$.

## 5107

(a) Find the constant $c$ such that the function

$$
f(z)=\frac{1}{z^{4}+z^{3}+z^{2}+z-4}-\frac{c}{z-1}
$$

is holomorphic in a neighborhood of $z=1$.
(b) Show that the function $f$ is holomorphic on an open set containing the closed disk $\{z:|z| \leq 1\}$.
(Iowa)

## Solution.

(a) As

$$
\begin{aligned}
& \lim _{z \rightarrow 1}(z-1) \cdot \frac{1}{z^{4}+z^{3}+z^{2}+z-4} \\
= & \lim _{z \rightarrow 1} \frac{1}{\left(z^{4}+z^{3}+z^{2}+z-4\right)^{\prime}} \\
= & \lim _{z \rightarrow 1} \frac{1}{4 z^{3}+3 z^{2}+2 z+1} \\
= & \frac{1}{10},
\end{aligned}
$$

we know that $z=1$ is a simple pole of $\frac{1}{z^{4}+z^{3}+z^{2}+z-4}$ with residue equal to $\frac{1}{10}$. Hence when $c=\frac{1}{10}, f(z)$ is holomorphic in a neighborhood of $z=1$.
(b) When $|z| \leq 1$, we have
$\left|z^{4}+z^{3}+z^{2}+z-4\right| \geq 4-\left|z^{4}+z^{3}+z^{2}+z\right| \geq 4-|z|^{4}-|z|^{3}-|z|^{2}-|z| \geq 0$, and the equalities hold if and only if $z=1$, which shows that $z=1$ is the only zero of $z^{4}+z^{3}+z^{2}+z-4$ in $\{z:|z| \leq 1\}$. By (a), we obtain that $f(z)$ has no singular point in $\{z:|z| \leq 1\}$, hence $f(z)$ is holomorphic on an open set containing $\{z:|z| \leq 1\}$.

## 5108

Let $P(z)$ be a polynomial of degree $d$ with simple roots $z_{1}, z_{2}, \cdots, z_{d}$. A "partial fractions" expression of $\frac{1}{P}$ has the form:

$$
\begin{equation*}
\frac{1}{P(z)}=\sum_{n=1}^{d} \frac{c_{n}}{z-z_{n}} \tag{*}
\end{equation*}
$$

(a) Give a direct formula for $c_{n}$ in terms of $P$.
(b) Show that $\frac{1}{P(z)}$ really has a representation of the form (*).
(c) Give a formula similar to (*) that works when $z_{1}=z_{2}$ but all other roots are simple.
(Courant Inst.)

## Solution.

(a)

$$
c_{n}=\lim _{z \rightarrow z_{n}} \frac{z-z_{n}}{P(z)}=\frac{1}{P^{\prime}\left(z_{n}\right)},
$$

which is the residue of $\frac{1}{P(z)}$ at $z=z_{n}$.
(b) Let

$$
f(z)=\frac{1}{P(z)}-\sum_{n=1}^{d} \frac{c_{n}}{z-z_{n}} .
$$

Then $f(z)$ is analytic on $\mathbb{C}$ and $\lim _{z \rightarrow \infty} f(z)=0$. By Liouville's theorem, $f(z)$ is identically equal to zero, hence

$$
\frac{1}{P(z)}=\sum_{n=1}^{d} \frac{c_{n}}{z-z_{n}}
$$

(c) Denote the Taylor expansion of $P(z)$ at $z=z_{1}\left(=z_{2}\right)$ by

$$
P(z)=\sum_{n=2}^{\infty} a_{n}\left(z-z_{1}\right)^{n} .
$$

Then the Laurent expansion of $\frac{1}{P(z)}$ at $z=z_{1}$ is

$$
\frac{1}{P(z)}=\frac{c_{1}^{\prime}}{\left(z-z_{1}\right)^{2}}+\frac{c_{2}^{\prime}}{z-z_{1}}+\sum_{n=0}^{\infty} b_{n}\left(z-z_{1}\right)^{n},
$$

where

$$
c_{1}^{\prime}=\frac{1}{a_{2}}=\frac{2}{P^{\prime \prime}\left(z_{1}\right)}, \quad c_{2}^{\prime}=-\frac{a_{3}}{a_{2}^{2}}=-\frac{2 P^{\prime \prime \prime}\left(z_{1}\right)}{3 P^{\prime \prime}\left(z_{1}\right)^{2}} .
$$

Hence $\frac{1}{P(z)}$ has the form:

$$
\frac{1}{P(z)}=\frac{c_{1}^{\prime}}{\left(z-z_{1}\right)^{2}}+\frac{c_{2}^{\prime}}{z-z_{1}}+\sum_{n=3}^{d} \frac{c_{n}}{z-z_{n}} .
$$

Suppose $f$ is meromorphic in a neighborhood of $\bar{D}(D=\{|z|<1\})$ whose only pole is a simple one at $z=a \in D$. If $f(\partial D) \subseteq \mathbb{R}$, show that there is a complex constant $A$ and a real constant $B$ such that

$$
f(z)=\frac{A z^{2}+B z+\bar{A}}{(z-a)(1-\bar{a} z)} .
$$

(Indiana)

## Solution.

Assume that the residue of $f$ at $z=a$ is $A_{1}$. Define

$$
g(z)=f(z)-\frac{A_{1}}{z-a}-\frac{\bar{A}_{1} z}{1-\bar{a} z} .
$$

It is obvious that $g(z)$ is analytic on $\bar{D}$ and $g(\partial D) \subseteq \mathbb{R}$. By the reflection principle, $g(z)$ can be extended to an analytic function on the Riemann sphere $\overline{\mathscr{C}}$, hence $g(z)$ must be a constant. Suppose $g(z) \equiv B_{1}$, then $B_{1}$ is real and

$$
\begin{aligned}
f(z) & =\frac{A_{1}}{z-a}+\frac{\bar{A}_{1} z}{1-\bar{a} z}+B_{1} \\
& =\frac{A z^{2}+B z+\bar{A}}{(z-a)(1-\bar{a} z)},
\end{aligned}
$$

where $A=\bar{A}_{1}-\bar{a} B_{1}, B=-\left(\bar{a} A_{1}+a \bar{A}_{1}\right)+B_{1}\left(1+|a|^{2}\right) \in \mathbb{R}$.

## 5110

Let $K_{1}, K_{2}, \cdots, K_{n}$ be pairwise disjoint disks in $\mathscr{C}$, and let $f$ be an analytic function in $\mathbb{C} \backslash \bigcup_{j=1}^{n} K_{j}$. Show that there exist functions $f_{1}, f_{2}, \cdots, f_{n}$ such that
(a) $f_{j}$ is analytic in $\boldsymbol{C} \backslash K_{j}$, and
(b) $f(z)=\sum_{j=1}^{n} f_{j}(z)$ for $z \in \mathbb{C} \backslash \bigcup_{j=1}^{n} K_{j}$.
(Indiana)

## Solution.

Assume $K_{1}=\left\{z ;\left|z-z_{1}\right| \leq r_{1}\right\}$. Choose $\varepsilon_{1}>0$ sufficiently small, such that

$$
\Sigma_{1}=\left\{z ; r_{1}<\left|z-z_{1}\right|<r_{1}+\varepsilon_{1}\right\} \subset \mathbb{C} \backslash \bigcup_{j=1}^{n} K_{j} .
$$

In $\Sigma_{1}, f(z)$ has the Laurent expansion

$$
f(z)=\sum_{k=-\infty}^{+\infty} a_{k}^{(1)}\left(z-z_{1}\right)^{k}
$$

Set

$$
f_{1}(z)=\sum_{k=-\infty}^{0} a_{k}^{(1)}\left(z-z_{1}\right)^{k}
$$

$f_{1}(z)$ is analytic in $\mathbb{C} \backslash K_{1}$. Because $f(z)-f_{1}(z)$ has an analytic continuation to $K_{1}, f(z)-f_{1}(z)$ is analytic in $\sigma \backslash \bigcup_{j=2}^{n} K_{j}$.

Assume $K_{2}=\left\{z ;\left|z-z_{2}\right| \leq r_{2}\right\}$. Choose $\varepsilon_{2}>0$ sufficiently small, such that $\Sigma_{2}=\left\{z ; r_{2}<\left|z-z_{2}\right|<r_{2}+\varepsilon_{2}\right\} \subset \mathbb{C} \backslash \bigcup_{j=2}^{n} K_{j}$. In $\Sigma_{2}, f(z)-f_{1}(z)$ has the Laurent expansion

$$
f(z)-f_{1}(z)=\sum_{k=-\infty}^{+\infty} a_{k}^{(2)}\left(z-z_{2}\right)^{k}
$$

Set $f_{2}(z)=\sum_{k=-\infty}^{0} a_{k}^{(2)}\left(z-z_{2}\right)^{k} . f_{2}(z)$ is analytic in $\mathbb{C} \backslash K_{2}$. Because $f(z)-$ $f_{1}(z)-f_{2}(z)$ has an analytic continuation to $K_{2}, f(z)-f_{1}(z)-f_{2}(z)$ is analytic in $C \backslash \bigcup_{j=3}^{n} K_{j}$.

Repeat the above procedure $n-1$ times, we get a function $f(z)-f_{1}(z)-$ $f_{2}(z)-\cdots-f_{n-1}(z)$, which is analytic in $\mathbb{C} \backslash K_{n}$. Set

$$
f_{n}(z)=f(z)-f_{1}(z)-f_{2}(z)-\cdots-f_{n-1}(z)
$$

Then we have

$$
f(z)=\sum_{j=1}^{n} f_{j}(z)
$$

where $f_{j}(z)$ is analytic in $\mathbb{C} \backslash K_{j}$, and the above identity holds for $z \in \mathbb{C} \backslash \bigcup_{j=1}^{n} K_{j}$.

## 5111

Recall that a divisor $D_{f}$ of a rational function $f(z)$ on $\mathbb{C}$ is a set $\{p \in$ $\mathbb{C} \cup\{\infty\}\}$, consisting of zeros and poles $p$ of $f(z)$ (including the point $\infty$ ),
counted with their multiplicities $n_{p} \in Z$. Let $f$ and $g$ be two rational functions with disjoint divisors. Prove that

$$
\prod_{p \in D_{J}} g(p)^{n_{p}}=\prod_{q \in D_{g}} f(q)^{n_{q}} .
$$

(SUNY, Stony Brook)

## Solution.

Let $p_{i}(i=1,2, \cdots, n)$ be all the zeros and poles of $f(z)$ with multiplicities $n_{p_{i}}$ respectively. It should be noted that $p_{i}$ is a zero of $f$ when $n_{p_{i}}>0$ and a pole of $f$ when $n_{p_{i}}<0$. By the property of rational functions, we have $\sum_{i=1}^{n} n_{p_{i}}=0$. Similarly, let $q_{j}(j=1,2, \cdots, m)$ be all the zeros and poles of $g(z)$ with multiplicities $m_{q_{j}}$ respectively, then we have $\sum_{j=1}^{m} m_{q_{j}}=0$.

First we assume that the point $\infty$ is not a zero or a pole of $f$ or $g$, then $f$ and $g$ can be represented by

$$
f(z)=A \prod_{i=1}^{n}\left(z-p_{i}\right)^{n_{p_{i}}}
$$

and

$$
g(z)=B \prod_{j=1}^{m}\left(z-q_{j}\right)^{m_{q_{j}}} .
$$

Then

$$
\begin{aligned}
\prod_{p \in D_{j}} g(p)^{n_{p}} & =\prod_{i=1}^{n} g\left(p_{i}\right)^{n_{p_{i}}}=\prod_{i=1}^{n} B^{n_{p_{i}}} \cdot \prod_{i=1}^{n} \prod_{j=1}^{m}\left(p_{i}-q_{j}\right)^{n_{p_{i}} m_{q_{j}}} \\
& =\prod_{i=1}^{n} \prod_{j=1}^{m}\left(p_{i}-q_{j}\right)^{n_{p_{i}} m_{q_{j}}},
\end{aligned}
$$

and

$$
\begin{aligned}
\prod_{q \in D_{g}} f(q)^{n_{q}} & =\prod_{j=1}^{m} f\left(q_{j}\right)^{m_{q_{j}}}=\prod_{j=1}^{m} A^{m_{q_{j}}} \prod_{j=1}^{m} \prod_{i=1}^{n}\left(q_{j}-p_{i}\right)^{n_{p_{i}} m_{q_{j}}} \\
& =\prod_{i=1}^{n} \prod_{j=1}^{m}\left(p_{i}-q_{j}\right)^{n_{p_{i}} m_{q_{j}}}
\end{aligned}
$$

In case the point $\infty$ is a zero or a pole of $f$ or $g$, we may assume $p_{n}=\infty$ without loss of generality. Then

$$
f(z)=A \prod_{i=1}^{n-1}\left(z-p_{i}\right)^{n_{p_{i}}}
$$

and

$$
g(z)=B \prod_{j=1}^{m}\left(z-q_{j}\right)^{m_{q_{j}}}
$$

Since $\sum_{j=1}^{m} m_{q_{j}}=0$, we may assume that $g\left(p_{n}\right)=g(\infty)=B$. Hence

$$
\begin{aligned}
\prod_{p \in D_{j}} g(p)^{n_{p}} & =\prod_{i=1}^{n-1} g\left(p_{i}\right)^{n_{p_{i}}} \cdot B^{n_{p_{n}}} \\
& =\left(\prod_{i=1}^{n-1} B^{n_{p_{i}}}\right) \cdot B^{n_{p_{n}}} \cdot \prod_{i=1}^{n-1} \prod_{j=1}^{m}\left(p_{i}-q_{j}\right)^{n_{p_{i}} m_{q_{j}}} \\
& =\prod_{i=1}^{n-1} \prod_{j=1}^{m}\left(p_{i}-q_{j}\right)^{n_{p_{i}} m_{q_{j}}}
\end{aligned}
$$

and

$$
\begin{aligned}
\prod_{q \in D_{g}} f(q)^{n_{q}} & =\prod_{j=1}^{m} f\left(q_{j}\right)^{m_{q_{j}}}=\prod_{j=1}^{m} A^{m_{q_{j}}} \cdot \prod_{j=1}^{m} \prod_{i=1}^{n-1}\left(q_{j}-p_{i}\right)^{n_{p_{i}} m_{q_{j}}} \\
& =\prod_{i=1}^{n-1} \prod_{j=1}^{m}\left(p_{i}-q_{j}\right)^{n_{p_{i}} m_{q_{j}}}
\end{aligned}
$$

which completes the proof of the problem.

## 5112

Let $f(z)$ be the "branch" of $\log z$ defined off the negative real axis so that $f(1)=0$.
(a) Find the Taylor polynomial of $f$ of degree 2 at $-4+3 i$, simplifying the coefficients.
(b) Find the radius of convergence $R$ of the Taylor series $T(z)$ of $f(z)$ at $-4+3 i$.
(c) Identify on a picture any points $z$ where $T(z)$ converges but $T(z) \neq$ $f(z)$, and describe the relationship between $f$ and $T$ at such points. If there are no such points, is this something special to this example, or a general impossibility? Explain and/or give examples.
(Minnesota)

## Solution.

(a) When $z$ is in the neighborhood of $z_{0}=-4+3 i$, we have

$$
\begin{aligned}
f(z)=\log z= & \log [(-4+3 i)+(z+4-3 i)] \\
= & \log (-4+3 i)+\log \left[1+\frac{z+4-3 i}{-4+3 i}\right] \\
= & \log 5+i\left(\pi-\arcsin \frac{3}{5}\right)+\frac{z+4-3 i}{-4+3 i} \\
& -\frac{1}{2}\left(\frac{z+4-3 i}{-4+3 i}\right)^{2}+\cdots
\end{aligned}
$$

Hence the Taylor polynomial of $f$ of degree 2 at $-4+3 i$ is

$$
c_{0}+c_{1}(z+4-3 i)+c_{2}(z+4-3 i)^{2}
$$

where

$$
\begin{aligned}
c_{0} & =\log 5+i\left(\pi-\arcsin \frac{3}{5}\right) \\
c_{1} & =-\frac{4+3 i}{25}
\end{aligned}
$$

and

$$
c_{2}=-\frac{25+24 i}{1250}
$$

(b) Denote the Taylor series of $f(z)$ at $-4+3 i$ by $T(z)$. Because $\log z$ has only $z=0$ and $z=\infty$ as its branch points, and has no other singular point, the radius of convergence $R$ of $T(z)$ is equal to the distance between $z=-4+3 i$ and $z=0$. Hence $R=5$.
(c) Denote the shaded domain shown in Fig.5.1 by $\Omega$. When $z \in \Omega=$ $\{z:|z+4-3 i|<5, \operatorname{Im} z<0\}, T(z) \neq f(z)$. It is because $T(z)$ in $\Omega$ is the continuation of $\log z$ at $-4+3 i$ in the disk $\{z:|z+4-3 i|<5\}$, while $f(z)$ in $\Omega$ is the continuation of $\log z$ at $-4+3 i$ in the slit plane $\mathbb{C} \backslash(-\infty, 0]$. Hence
the difference is $2 \pi i$, i.e., $T(z)=f(z)+2 \pi i$.


Fig.5.1

## 5113

Let $f$ be the analytic function defined in the disk $\Delta=\{z:|z-4|<4\}$ so that $f(z)=z^{\frac{1}{3}}(z+1)^{\frac{1}{2}}$ in $\Delta$ and $f(x)$ is positive for $0<x<8$. An analytic function $g$ in $\Delta$ is obtained from $f$ by analytic continuation along the path starting and ending at $z=4$ (see Fig.5.2). Express $g$ in terms of $f$.
(Indiana)


Fig.5. 2

## Solution.

Denote the closed path in Fig. 5.2 by $\Gamma$, and denote the change of $\phi(z)$ when $z$ goes along $\Gamma$ from the start point to the end point by $\Delta_{\Gamma} \phi(z)$. Then

$$
g(z)=|g(z)| e^{i \arg g(z)}=|f(z)| e^{i\left(\arg f(z)+\Delta_{\Gamma} \arg f(z)\right)}
$$

We have

$$
\begin{aligned}
\Delta_{\Gamma} \arg f(z) & =\frac{1}{3} \Delta_{\Gamma} \arg z+\frac{1}{2} \Delta_{\Gamma} \arg (z+1)=\frac{1}{3}(2 \pi)+\frac{1}{2}(-2 \pi) \\
& =-\frac{\pi}{3}
\end{aligned}
$$

Hence

$$
g(z)=e^{-\frac{\pi}{9} i} f(z)
$$

## 5114

Define

$$
f(z)=\frac{e^{\sqrt{z}}-e^{-\sqrt{z}}}{\sin \sqrt{z}}
$$

(a) Where is $f$ single-valued and analytic?
(b) Classify the singularities of $f$.
(c) Evaluate $\int_{|z|=25} f(z) d z$.

## Solution.

(a) It is known that $z=0$ and $z=\infty$ are the branch points of function $\sqrt{z}$. Let $\Gamma=\{z:|z|=r\}$, and when $z$ goes along $\Gamma$ once in the counterclockwise sense, $\sqrt{z}$ is changed to $-\sqrt{z}$, while $f(z)$ is changed to

$$
\frac{e^{-\sqrt{z}}-e^{\sqrt{z}}}{\sin (-\sqrt{z})}=\frac{e^{\sqrt{z}}-e^{-\sqrt{z}}}{\sin \sqrt{z}}
$$

which is still $f(z)$. Hence $z=0$ and $z=\infty$ are no longer the branch points of $f(z)$.

When $z$ is in the small neighborhood of $z=0, f(z)$ can be represented by

$$
\begin{aligned}
f(z) & =\frac{e^{\sqrt{z}}-e^{-\sqrt{z}}}{\sin \sqrt{z}}=\frac{\sum_{n=0}^{\infty} \frac{1}{n!} z^{\frac{n}{2}}-\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} z^{\frac{n}{2}}}{\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} z^{n+\frac{1}{2}}} \\
& =\frac{2 \sum_{n=0}^{\infty} \frac{1}{(2 n+1)!} z^{n}}{\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} z^{n}},
\end{aligned}
$$

which implies that $z=0$ is a removable singular point of $f(z)$. It is obvious that $z=n^{2} \pi^{2}(n=1,2, \cdots)$ are poles of $f(z)$. Hence $f(z)$ is single-valued and analytic in $\mathbb{C} \backslash\left\{z=n^{2} \pi^{2}: n=1,2, \cdots\right\}$.
(b) We have

$$
\lim _{z \rightarrow n^{2} \pi^{2}} \frac{e^{\sqrt{z}}-e^{-\sqrt{z}}}{(\sin \sqrt{z})^{\prime}}=\frac{e^{n \pi}-e^{-n \pi}}{\frac{\cos (n \pi)}{2 n \pi}}=2 n \pi(-1)^{n}\left(e^{n \pi}-e^{-n \pi}\right)
$$

which shows that $z=n^{2} \pi^{2}$ are simple poles of $f(z)$ with residues

$$
2 n \pi(-1)^{n}\left(e^{n \pi}-e^{-n \pi}\right)
$$

As to $z=\infty$, it is the limit point of the poles of $f(z)$, and hence is a non-isolated singular point of $f(z)$.
(c) $f(z)$ has only one pole $z=\pi^{2}$ in the disk $\{z:|z|<25\}$. Hence

$$
\begin{aligned}
\int_{|z|<25} f(z) d z & =2 \pi i \operatorname{Res}\left(f, \pi^{2}\right) \\
& =-4 \pi^{2} i\left(e^{\pi}-e^{-\pi}\right)
\end{aligned}
$$

Let $\Omega$ be the plane with the segment $\{-1 \leq x \leq 1, y=0\}$ deleted. For which of the multi-valued functions
(a) $f(z)=\frac{z}{\sqrt{1-z^{2}}}$,
(b) $g(z)=\frac{1}{\sqrt{1-z^{2}}}$,
can we choose single-valued branches which are holomorphic in $\Omega$. Which of these branches are (is) the derivative of a single-valued holomorphic function in $\Omega$. Why?
(Indiana-Purdue)

## Solution.

Let $\Gamma$ be an arbitrary simple closed curve in $\Omega$, and denote by $\Delta_{\Gamma} \phi(z)$ the change of $\phi(z)$ when $z$ goes continuously along $\Gamma$ counterclockwise once. It is known that $f$ and $g$ can be represented by

$$
\begin{aligned}
f(z) & =\frac{z}{\sqrt{1-z^{2}}}=e^{\left\{\log z-\frac{1}{2} \log (1+z)-\frac{1}{2} \log (1-z)\right\}} \\
& =\left|\frac{z}{\sqrt{1-z^{2}}}\right| e^{i\left[\arg z-\frac{1}{2} \arg (1+z)-\frac{1}{2} \arg (1-z)\right]}
\end{aligned}
$$

and

$$
\begin{aligned}
g(z) & =\frac{1}{\sqrt{1-z^{2}}}=e^{\left\{-\frac{1}{2} \log (1+z)-\frac{1}{2} \log (1-z)\right\}} \\
& =\left|\frac{1}{\sqrt{1-z^{2}}}\right| e^{i\left[-\frac{1}{2} \arg (1+z)-\frac{1}{2} \arg (1-z)\right]}
\end{aligned}
$$

Because

$$
\Delta_{\Gamma}\left[\arg z-\frac{1}{2} \arg (1+z)-\frac{1}{2} \arg (1-z)\right]=0
$$

and

$$
\Delta_{\Gamma}\left[-\frac{1}{2} \arg (1+z)-\frac{1}{2} \arg (1-z)\right]= \begin{cases}0 & \{-1 \leq x \leq 1, y=0\} \text { not inside } \Gamma \\ -2 \pi & \{-1 \leq x \leq 1, y=0\} \text { inside } \Gamma\end{cases}
$$

we have $\Delta_{\Gamma} f(z)=0$ and $\Delta_{\Gamma} g(z)=0$. Hence both $f(z)$ and $g(z)$ have singlevalued branches which are holomorphic in $\Omega$, and each of $f$ and $g$ has two single-valued branches.

In order to know which of $f$ and $g$ has a single-valued primitive in $\Omega$, we consider the integrals $\int_{\Gamma} f(z) d z$ and $\int_{\Gamma} g(z) d z$. If the segment $\{-1 \leq x \leq$ $1, y=0\}$ is not inside $\Gamma$, it is obvious that $\int_{\Gamma} f(z) d z=0$ and $\int_{\Gamma} g(z) d z=0$. If the segment $\{-1 \leq x \leq 1, y=0\}$ is inside $\Gamma$, we consider the Laurent expansion of $f$ and $g$ about $z=\infty$ :

$$
\begin{aligned}
& f(z)= \pm i\left(1-\frac{1}{z^{2}}\right)^{-\frac{1}{2}}= \pm i\left(1+\frac{a_{2}}{z^{2}}+\frac{a_{4}}{z^{4}}+\cdots\right) \\
& g(z)= \pm \frac{i}{z}\left(1-\frac{1}{z^{2}}\right)^{-\frac{1}{2}}= \pm i\left(\frac{1}{z}+\frac{b_{3}}{z^{3}}+\frac{b_{5}}{z^{5}}+\cdots\right) .
\end{aligned}
$$

It follows that $\int_{\Gamma} f(z) d z=0$ and $\int_{\Gamma} g(z) d z= \pm 2 \pi$. Hence we obtain that both of the single-valued branches of $f$ are the derivatives of single-valued holomorphic functions in $\Omega$, and the primitives are $\int_{z_{0}}^{z} f(z) d z+c$, where the integral is taken along any curve connecting $z_{0}$ and $z$ in $\Omega$. But neither of the branches of $g$ is the derivative of a single-valued holomorphic function in $\Omega$.

## 5116

(a) Let $D \subset \mathbb{C}$ be the complement of the simply connected closed set $\left\{e^{\theta+i \theta} \mid \theta \in \mathbb{R}\right\} \cup\{0\}$. Let $\log$ be a branch of the logarithm on $D$ such that $\log e=1$. Find $\log e^{15}$. Justify your answer.
(b) Let $\gamma$ denote the unit circle, oriented counterclockwise. By lifting the integration to an appropriate covering space, give a precise meaning to the integral $\int_{\gamma}(\log z)^{2} d z$ and find all possible values which can be assigned to it.
(Harvard)

## Solution.

(a) The set $\left\{e^{\theta+i \theta} \mid \theta \in \mathbb{R}\right\} \cup\{0\}$ is a spiral which intersects the positive real axis at $\left\{e^{2 n \pi}: n=0, \pm 1, \pm 2, \cdots\right\}$. The single-valued branch of $\log z$ is defined by $\log e=1$. Hence $\log e^{15}=\log e+\Delta_{\Gamma} \log z$, where $\Gamma$ is a continuous curve connecting $z=e$ and $z=e^{15}$ in $D$ and $\Delta_{\Gamma} \log z$ is the change of $\log z$ when $z$ goes continuously along $\Gamma$ from $z=e$ to $z=e^{15}$. It follows that $\Delta_{\Gamma} \log z=\Delta_{\Gamma} \log |z|+i \Delta_{\Gamma} \arg z$, and $\Delta_{\Gamma} \log |z|=15-1=14$. Because $e \in\left(e^{0}, e^{2 \pi}\right), e^{15} \in\left(e^{4 \pi}, e^{6 \pi}\right)$, we know that when $\Gamma$ connects $e$ and $e^{15}$ in $D$, $\Delta_{\Gamma} \arg z$ must be $4 \pi$. Hence $\log e^{15}=1+(14+4 \pi i)=15+4 \pi i$.
(b) Define the lift mapping by $w=\log z$ which lifts the unit circle $\gamma$ one-toone onto a segment with length $2 \pi$ on the imaginary axis of $w$-plane. Because
both the starting point of $\gamma$ and the single-valued branch of $\log z$ on $\gamma$ can be arbitrarily chosen, the segment on $w$-plane can be denoted by [it, $i(t+2 \pi)$ ), where $t$ can be any real number. Hence we have

$$
\begin{aligned}
\int_{\gamma}(\log z)^{2} d z & =\int_{i t}^{i(t+2 \pi)} w^{2} e^{w} d w=\left.\left(w^{2} e^{w}\right)\right|_{i t} ^{i(t+2 \pi)}-2 \int_{i t}^{i(t+2 \pi)} w e^{w} d w \\
& =e^{i t}\left(-4 \pi t-4 \pi^{2}\right)-\left.\left(2 w e^{w}\right)\right|_{i t} ^{i(t+2 \pi)}+2 \int_{i t}^{i(t+2 \pi)} e^{w} d w \\
& =-4 \pi(t+\pi+i) e^{i t}=4 \pi(t+\pi+i) e^{i(t+\pi)}
\end{aligned}
$$

which implies that the set of values being assigned to the integral $\int_{\gamma}(\log z)^{2} d z$ is a spiral $\left\{4 \pi(s+i) e^{i s}: s \in \mathbb{R}\right\}$.

## 5117

Find the most general harmonic function of the form $f(|z|), z \in \mathbb{C} \backslash 0$. Which of these $f(|z|)$ have a single valued harmonic conjugate?
(Indiana)

## Solution.

Because $f(|z|)$ is harmonic, we have reason to assume that the function $f$ (with real variable $t$ ) has continuous derivatives $f^{\prime}(t)$ and $f^{\prime \prime}(t)$. Note that the Laplacian

$$
\Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}=4 \frac{\partial^{2}}{\partial z \partial \bar{z}}
$$

and

$$
\begin{aligned}
\frac{\partial}{\partial z} f(|z|) & =\frac{\partial}{\partial z} f(\sqrt{z \bar{z}})=\frac{1}{2} f^{\prime}(|z|) \cdot \sqrt{\frac{\bar{z}}{z}} \\
\frac{\partial^{2}}{\partial z \partial \bar{z}} f(|z|) & =\frac{1}{4} f^{\prime \prime}(|z|)+\frac{1}{4|z|} f^{\prime}(|z|)
\end{aligned}
$$

we obtian

$$
f^{\prime \prime}(t)+\frac{f^{\prime}(t)}{t}=0
$$

where $t=|z|$. This differential equation is easy to solve, and the solution is $f(t)=\alpha \log t+\beta$, where $\alpha, \beta$ are two real constants. Hence the most general harmonic function of the form $f(|z|)$ in $\mathbb{C} \backslash 0$ is $\alpha \log |z|+\beta$.

Since $\log |z|$ has no single-valued harmonic conjugate in $\boldsymbol{C} \backslash 0$, we know that when $f(|z|)$ has a single-valued harmonic conjugate in $\mathbb{C} \backslash 0$, it must be a constant.

## 5118

Consider the regular pentagram centered at the origin in the complex plane. Let $u$ be the harmonic function in the interior of the pentagram which has boundary values 1 on the two segments shown and 0 on the rest of the boundary. What is the value of $u$ at the origin? Justify your claim.
(Stanford)

## Solution.

Denote the interior domain of the pentagram shown in Fig. 5.3 by $D$, and the ten segments of the boundary by $l_{1}, l_{2}, \cdots, l_{10}$, put in order of counterclockwise.


Fig.5.3
Then denote the harmonic function on $D$ with boundary values 1 on $l_{k}$ and 0 on the rest of the boundary by $u_{k}(z), k=1,2, \cdots, 10$. By the symmetry of domain $D$, we have

$$
\begin{aligned}
u_{2}(z)= & u_{1}(-\bar{z}), \\
u_{3}(z)= & u_{1}\left(e^{-\frac{2 \pi}{5} i} z\right), \\
u_{4}(z)= & u_{2}\left(e^{-\frac{2 \pi}{5} i} z\right), \\
u_{5}(z)= & u_{1}\left(e^{-\frac{4 \pi}{5} i} z\right), \\
& \cdots \\
u_{10}(z)= & u_{2}\left(e^{-\frac{8 \pi}{5} i} z\right) .
\end{aligned}
$$

It follows from

$$
u(z)=\sum_{k=1}^{10} u_{k}(z) \equiv 1
$$

and $u_{1}(0)=u_{2}(0)=\cdots=u_{10}(0)$ that $u_{k}(0)=\frac{1}{10}$ for $k=1,2, \cdots, 10$. Hence

$$
u(0)=u_{1}(0)+u_{5}(0)=\frac{1}{5} .
$$

Suppose $G$ is a region in $\mathbb{C},[0,1] \subset G$, and $h: G \rightarrow \mathbb{R}$ is continuous. $\left.h\right|_{G \backslash[0,1]}$ is harmonic, does this implies that $h$ is harmonic on $G$ ?
(Iowa)

## Solution.

The answer is No.
A counterexample is $h(z)=\operatorname{Re} \sqrt{z(z-1)}$, where the single-valued branch of $\sqrt{z(z-1)}$ is chosen by $\left.\sqrt{z(z-1)}\right|_{z=2}=\sqrt{2}$. Since $\sqrt{z(z-1)}$ is analytic in $\mathbb{C} \backslash[0,1], h(z)$ is harmonic there. When $0 \leq x \leq 1$,

$$
\begin{aligned}
& \lim _{\substack{z=x+y i \rightarrow x \\
y>0}} \sqrt{z(z-1)}=\sqrt{x(1-x)} i, \\
& \lim _{z=x+y i \rightarrow x} \sqrt{z(z-1)}=-\sqrt{x(1-x)} i . \\
& y<0
\end{aligned}
$$

Hence $h(z)=0$ when $z=x, 0 \leq x \leq 1$, and $h(z)$ is continuous on $\mathbb{C}$. But $h(z)$ is not harmonic on $\mathbb{C}$, because $z=0$ and $z=1$ are branch points of $\sqrt{z(z-1)}$.

Remark. If the problem is changed to $h: G \rightarrow \mathbb{C}$ is continuous and $\left.h\right|_{G \backslash[0,1]}$ is holomorphic, then $h$ must be holomorphic on $G$.

## 5120

Let $\gamma$ be an arc of the unit circle. Suppose that $u$ and $v$ are harmonic in $D=\{z:|z|<1\}$ and continuously differentiable on $D \cup \gamma$. If the boundary values satisfy $u=v$ on $\gamma$ and the radial derivatives satisfy $\frac{\partial u}{\partial r}=\frac{\partial v}{\partial r}$ on $\gamma$, prove that $u=v$ in $D$.
(Indiana)

## Solution.

Let $u^{*}$ be a conjugate harmonic function of $u$ in $D$ and $v^{*}$ be a conjugate harmonic function of $v$ in $D$. We know that a variation of Cauchy-Riemann equations for $f=u+i u^{*}$ and $g=v+i v^{*}$ are

$$
r \frac{\partial u}{\partial r}=\frac{\partial u^{*}}{\partial \theta}, \quad \frac{\partial u}{\partial \theta}=-r \frac{\partial u^{*}}{\partial r}
$$

and

$$
r \frac{\partial v}{\partial r}=\frac{\partial v^{*}}{\partial \theta}, \quad \frac{\partial v}{\partial \theta}=-r \frac{\partial v^{*}}{\partial r}
$$

It follows from the continuous differentiability of $u$ and $v$ on $D \cup \gamma$ that $u^{*}$ and $v^{*}$ can be continuously extended to $D \cup \gamma$ and then are also continuously differentiable on $D \cup \gamma$. Let $z_{0}$ be a fixed point on $\gamma$, and for $z \in \gamma$ denote the subarc of $\gamma$ from $z_{0}$ to $z$ by $\gamma_{z}$. Without loss of generality, we may assume that $u^{*}\left(z_{0}\right)=v^{*}\left(z_{0}\right)=0$. Then for $z \in \gamma$,

$$
\begin{aligned}
u^{*}(z) & =\int_{\gamma_{z}} \frac{\partial u^{*}}{\partial r} d r+\frac{\partial u^{*}}{\partial \theta} d \theta=\int_{\gamma_{z}} \frac{\partial u^{*}}{\partial \theta} d \theta=\int_{\gamma_{z}} \frac{\partial u}{\partial r} d \theta \\
& =\int_{\gamma_{z}} \frac{\partial v}{\partial r} d \theta=v^{*}(z)
\end{aligned}
$$

Hence we obtain two functions $f=u+i u^{*}$ and $g=v+i v^{*}$ which are analytic in $D$ and continuous on $D \cup \gamma$, such that $f=g$ on $\gamma$. Let $F=f-g$. Then by the reflection principle, $F$ can be analytically extended to an analytic function on $D \cup \gamma \cup D^{*}$, where $D^{*}=\{z:|z|>1\}$. Since $F=0$ on $\gamma$, we obtain $F \equiv 0$ on $D \cup \gamma \cup D^{*}$, which implies $u=v$ in $D$.

## 5121

Use conformal mapping to find a harmonic function $U(z)$ defined on the unit disc $\{|z|<1\}$ such that

$$
\lim _{r \rightarrow 1-} U\left(r e^{i \theta}\right)= \begin{cases}+1 & \text { for } 0<\theta<\pi \\ -1 & \text { for } \pi<\theta<2 \pi\end{cases}
$$

Give the correct determination of any multiple-valued functions appearing in your answer.
(Courant Inst.)

## Solution.

It is easy to know that $w=-i \frac{z+1}{z-1}$ is a conformal mapping of the unit disc $D=\{z:|z|<1\}$ onto the upper half plane $H=\{w: \operatorname{Im} w>0\}$. The boundary correspondence is that the negative real axis $\{w:-\infty<w<0\}$ corresponds to the arc $\Gamma_{1}=\left\{z=e^{i \theta}: 0<\theta<\pi\right\}$ and the positive real axis $\{w: 0<w<+\infty\}$ corresponds to the arc $\Gamma_{2}=\left\{z=e^{i \theta}: \pi<\theta<2 \pi\right\}$.

It is well known that $u(w)=\frac{2}{\pi} \arg w-1$ is a harmonic function in $H$ and assume +1 on the negative real axis and -1 on the positive real axis. Hence

$$
U(z)=u\left(-i \frac{z+1}{z-1}\right)=\frac{2}{\pi} \arg \left(\frac{z+1}{z-1}\right)-2
$$

where the single-valued branch of $\arg \left(\frac{z+1}{z-1}\right)$ is defined by $\left.\arg \left(\frac{z+1}{z-1}\right)\right|_{z=0}=\pi$, is a harmonic function in $D=\{z:|z|<1\}$ with the boundary values +1 on $\Gamma_{1}$ and -1 on $\Gamma_{2}$.

Remark. This problem can be solved directly from the Poisson formula as follows:

$$
\begin{aligned}
U(z) & =\frac{1}{2 \pi} \int_{|\zeta|=1} U(\zeta) \operatorname{Re}\left(\frac{\zeta+z}{\zeta-z}\right) \frac{d \zeta}{i \zeta} \\
& =\frac{1}{2 \pi} \int_{\Gamma_{1}} \operatorname{Re}\left(\frac{\zeta+z}{\zeta-z}\right) \frac{d \zeta}{i \zeta}-\frac{1}{2 \pi} \int_{\Gamma_{2}} \operatorname{Re}\left(\frac{\zeta+z}{\zeta-z}\right) \frac{d \zeta}{i \zeta} \\
& =\frac{1}{\pi} \int_{\Gamma_{1}} \operatorname{Re}\left(\frac{\zeta+z}{\zeta-z}\right) \frac{d \zeta}{i \zeta}-1 \\
& =\frac{1}{\pi} \operatorname{Re}\left\{\int_{\Gamma_{1}} \frac{\zeta+z}{i \zeta(\zeta-z)} d \zeta\right\}-1 \\
& =\frac{1}{\pi} \operatorname{Im}\left\{\int_{\Gamma_{1}}\left(\frac{2}{\zeta-z}-\frac{1}{\zeta}\right) d \zeta\right\}-1 \\
& =\frac{1}{\pi} \operatorname{Im}\left\{\int_{\Gamma_{1}} d(2 \log (\zeta-z)-\log \zeta)\right\}-1 \\
& =\frac{1}{\pi} \Delta_{\Gamma_{1}}\{\arg (\zeta-z)-\arg \zeta\}-1 \\
& =\frac{2}{\pi} \arg \frac{z+1}{z-1}-2
\end{aligned}
$$

5122

Determine all continuous functions on $\{z \in \mathbb{C}: 0<|z| \leq 1\}$ which are harmonic on $\{z: 0<|z|<1\}$ and which are identically 0 on $\{z \in \mathbb{C}:|z|=1\}$. (Minnesota)

## Solution.

Suppose $u(z)$ is a continuous function on $\{0<|z| \leq 1\}$ which is harmonic on $\{0<|z|<1\}$ and identically zero on $\{|z|=1\}$. Let ${ }^{*} d u=-u_{y} d x+u_{x} d y$ and $A=\int_{|z|=r}^{*} d u$, where $A$ is a real number not necessarily zero. Denote $v(z)=\int^{z} d u$, then $v(z)$ is the conjugate harmonic function of $u(z)$, but may be not single-valued. Define

$$
f(z)=(u(z)+i v(z))-\frac{A}{2 \pi} \log z
$$

then $f(z)$ is a single-valued analytic function on $\{0<|z|<1\}$ and $\operatorname{Re} f(z)$ is identically zero on $\{|z|=1\}$.

Let $f(z)=\sum_{n=-\infty}^{\infty} a_{n} z^{n}$ be the Laurent expansion of $f(z)$ on $\{0<|z|<$ $1\}$, then $\varlimsup_{n \rightarrow \infty} \sqrt[n]{\left|a_{-n}\right|}=0$ and $\varlimsup_{n \rightarrow \infty} \sqrt[n]{\left|a_{n}\right|} \leq 1$. Define $g(z)=\sum_{n=-\infty}^{\infty} b_{n} z^{n}$, satisfying $b_{-n}=-\bar{b}_{n}$ for $n=0,1,2, \cdots$, and $b_{-n}=a_{-n}$ for $n=1,2, \cdots$. Then $g(z)$ is an analytic function on $\{0<|z|<+\infty\}$. When $|z|=1$, it follows from $\operatorname{Re} b_{0}=0$ and

$$
\operatorname{Re} \sum_{n=-\infty}^{-1} b_{n} z^{n}=\operatorname{Re} \sum_{n=1}^{\infty} b_{-n} z^{-n}=\operatorname{Re} \sum_{n=1}^{\infty}-\bar{b}_{n} z^{-n}=-\operatorname{Re} \sum_{n=1}^{\infty} b_{n} z^{n}
$$

that $\operatorname{Re} g(z)=0$. Then $f(z)-g(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ is an analytic function in $\{|z|<1\}$ and $\operatorname{Re}(f(z)-g(z))$ is identically zero on $\{|z|=1\}$. Consider $F(z)=e^{f(z)-g(z)}$ which is analytic and does not assume zero in $\{|z|<1\}$, and $|F(z)|=1$ on $\{|z|=1\}$, by the maximum and minimum modulus principles, we have $F(z) \equiv e^{i \alpha}$, hence $f(z)=g(z)+i \alpha$.

From the above discussion, we finally obtain

$$
u(z)=\operatorname{Re} \sum_{n=-\infty}^{+\infty} b_{n} z^{n}+\frac{A}{2 \pi} \log |z|
$$

where $b_{-n}=-\bar{b}_{n}$ and $\varlimsup_{n \rightarrow \infty} \sqrt[n]{\left|b_{n}\right|}=0$.
(a) Let $f(z)$ be a holomorphic function in the disc $|z| \leq r$ whose zeros in this disc are given by $a_{1}, a_{2}, \cdots, a_{n}$ counted with multiplicity. Suppose further that $\left|a_{j}\right|<r$ for all $j=1,2, \cdots, n$, and $|f(0)|=1$. Jensen's formula states that

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|f\left(r e^{i \theta}\right)\right| d \theta=\sum_{j=1}^{n} \log \left(\frac{r}{\left|a_{j}\right|}\right)
$$

Prove this.
(b) With the hypotheses and notations of (a), let $n(t)$ be the number of $a_{j}$ $(j=1,2, \cdots, n)$ such that $\left|a_{j}\right| \leq t$. Using Jensen's formula, show that

$$
\int_{0}^{r} n(t) \frac{d t}{t}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|f\left(r e^{i \theta}\right)\right| d \theta
$$

(c) For $r<R$ deduce an estimate on $n(r)$ in terms of $\max _{0 \leq \theta \leq 2 \pi} \log \left|f\left(R e^{i \theta}\right)\right|$.
(d) What can be said about the zeros of bounded holomorphic functions in the unit disc?
(Harvard)
Solution.
(a) Let

$$
F(z)=f(z) \prod_{j=1}^{n} \frac{r^{2}-\bar{a}_{j} z}{r\left(z-a_{j}\right)}
$$

then $F(z)$ is holomorphic and has no zero in the disc $\{|z| \leq r\}$, which implies that $\log |F(z)|$ is harmonic in $\{|z| \leq r\}$. By the mean value theorem of harmonic functions,

$$
\log |F(0)|=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|F\left(r e^{i \theta}\right)\right| d \theta
$$

Noting that

$$
|F(0)|=|f(0)| \prod_{j=1}^{n} \frac{r}{\left|a_{j}\right|}=\prod_{j=1}^{n} \frac{r}{\left|a_{j}\right|}
$$

and

$$
\left|F\left(r e^{i \theta}\right)\right|=\left|f\left(r e^{i \theta}\right)\right|
$$

we obtain that

$$
\sum_{j=1}^{n} \log \left(\frac{r}{\left|a_{j}\right|}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|f\left(r e^{i \theta}\right)\right| d \theta
$$

(b) It is obvious that $\log \frac{r}{\left|a_{j}\right|}=\int_{\left|a_{j}\right|}^{r} \frac{d t}{t}$. By the definition of the function $n(t)$ we have

$$
\sum_{j=1}^{n} \log \frac{r}{\left|a_{j}\right|}=\sum_{j=1}^{n} \int_{\left|a_{j}\right|}^{r} \frac{d t}{t}=\int_{0}^{r} n(t) \frac{d t}{t}
$$

which shows that the identity holds.
(c) Apply the identity in (b), we have

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|f\left(R e^{i \theta}\right)\right| d \theta=\int_{0}^{R} n(t) \frac{d t}{t} \geq \int_{r}^{R} n(t) \frac{d t}{t} \geq n(r) \log \frac{R}{r}
$$

Denote $\max _{0 \leq \theta \leq 2 \pi} \log \left|f\left(R e^{i \theta}\right)\right|$ by $M(R)$, we obtain

$$
n(r) \leq M(R) / \log \frac{R}{r}
$$

(d) Let $f(z)$ be a bounded holomorphic function in $\{z:|z|<1\}$. We know that $f(z)$ can have countably many zeros. Suppose $z=0$ is a zero of $f(z)$ of multiplicity $m \geq 0$ with $\frac{f^{(m)}(0)}{m!}=\alpha$, and let the other zeros be ordered by $0<\left|a_{1}\right| \leq\left|a_{2}\right| \leq \cdots$. Obviously $\left|a_{n}\right| \rightarrow 1$. Apply Jensen's formula in (a) to $F(z)=\frac{f(z)}{\alpha z^{m}}$ with $0<r<1$ such that there is no zero of $f$ on $\{|z|=r\}$, we have

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|f\left(r e^{i \theta}\right)\right| d \theta=\sum_{\left|a_{j}\right|<r} \log \left(\frac{r}{\left|a_{j}\right|}\right)+\log \left(|\alpha| r^{m}\right)
$$

Since $f(z)$ is bounded, we assume

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \left|f\left(r e^{i \theta}\right)\right| d \theta \leq M
$$

For any $n$, we can choose $r$ such that $r>\left|a_{n}\right|$, and hence

$$
\sum_{j=1}^{n} \log \left(\frac{r}{\left|a_{j}\right|}\right) \leq \sum_{\left|a_{j}\right|<r} \log \left(\frac{r}{\left|a_{j}\right|}\right) \leq M-\log \left(|\alpha| r^{m}\right) .
$$

Let $r \rightarrow 1$, we obtain

$$
\prod_{j=1}^{n}\left|a_{j}\right| \geq|\alpha| e^{-M}>0
$$

which implies that the series $\sum_{j=1}^{\infty}\left(1-\left|a_{j}\right|\right)$ is convergent.

## SECTION 2 GEOMETRY OF ANALYTIC FUNCTIONS

5201

Find a one-to-one holomorphic map from the unit disk $\{|z|<1\}$ ont slit disk $\{|w|<1\}-\{[0,1)\}$.
(SUNY, Stony B

## Solution.

We construct the map by the following steps:

$$
\begin{aligned}
z_{1}= & \phi_{1}(z)=i \frac{z+1}{z-1}:\{z:|z|<1\} \rightarrow\left\{z_{1}: \operatorname{Im} z_{1}<0\right\} \\
z_{2}= & \phi_{2}\left(z_{1}\right)=\sqrt{z_{1}^{2}-1}+z_{1} \quad\left(\left.\sqrt{z_{1}^{2}-1}\right|_{z_{1}=-i}=\sqrt{2} i\right): \\
& \left\{z_{1}: \operatorname{Im} z_{1}<0\right\} \rightarrow\left\{z_{2}:\left|z_{2}\right|<1 \text { and } \operatorname{Im} z_{2}>0\right\} \\
w= & \phi_{3}\left(z_{2}\right)=z_{2}^{2}:\left\{z_{2}:\left|z_{2}\right|<1 \text { and } \operatorname{Im} z_{2}>0\right\} \rightarrow \\
& \{w:|w|<1\} \backslash\{w: \operatorname{Im} w=0,0 \leq \operatorname{Re} w<1\} .
\end{aligned}
$$

Then $w=\phi_{3} \circ \phi_{2} \circ \phi_{1}(z)=f(z)$ is a one-to-one holomorphic map from the unit disk $\{|z|<1\}$ onto the slit disk $\{|w|<1\} \backslash\{[0,1)\}$.

## 5202

(a) Find a function $f$ that conformally maps the region $\{z:|\arg z|<1\}$ one-to-one onto the region $\{w:|w|<1\}$. Show that the function you have found satisfies the required conditions.
(b) Is it possible to require that $f(1)=0$ and $f(2)=\frac{1}{2}$ ? If yes, give an explicit map; if No, explain why not.
(Illinois)

## Solution.

(a) $\zeta=f_{1}(z)=z^{\frac{\pi}{2}}=e^{\frac{\pi}{2} \log z}(\log 1=0)$ is a conformal map of $\{z$ : $|\arg z|<1\}$ onto $\{\zeta: \operatorname{Re} \zeta>0\}$, and $w=f_{2}(\zeta)=\frac{\zeta-1}{\zeta+1}$ is a conformal map of $\{\zeta: \operatorname{Re} \zeta>0\}$ onto $\{w:|w|<1\}$. Hence

$$
w=f(z)=f_{2} \circ f_{1}(z)=\frac{z^{\frac{\pi}{2}}-1}{z^{\frac{\pi}{2}}+1}
$$

is a conformal map of $\{z:|\arg z|<1\}$ onto $\{w:|w|<1\}$ with $f(1)=0$ and $f(2)=\frac{2^{\frac{\pi}{2}}-1}{2^{\frac{\pi}{2}}+1}$.
(b) Suppose $\widetilde{w}=\widetilde{f}(z)$ is an arbitrary conformal map of $\{z:|\arg z|<1\}$ onto $\{\tilde{w}:|\widetilde{w}|<1\}$ with $\tilde{f}(1)=0$. Then $w=\boldsymbol{F}(\widetilde{w})=f \circ \tilde{f}^{-1}(\tilde{w})$ is a conformal map of $\{\tilde{w}:|\tilde{w}|<1\}$ onto $\{w:|w|<1\}$ with $F(0)=0$, and $\widetilde{w}=\widetilde{F}(w)=\tilde{f} \circ f^{-1}(w)$ is a conformal map of $\{w:|w|<1\}$ onto $\{\widetilde{w}:|\widetilde{w}|<1\}$ with $\widetilde{F}(0)=0$. By Schwarz's lemma, we have both $|F(\widetilde{w})| \leq|\widetilde{w}|$ and $|\widetilde{F}(w)| \leq|w|$, which implies that $|f(z)|=|\widetilde{f}(z)|$ for every $z \in\{z:|\arg z|<1\}$. Since

$$
f(2)=\frac{2^{\frac{\pi}{2}}-1}{2^{\frac{\pi}{2}}+1}
$$

we cannot require that $\tilde{f}(2)=\frac{1}{2}$.

## 5203

(1) Find one 1-1 onto conformal map $f$ that sends the open quadrant $\{(x, y): x>0$ and $y>0\}$ onto the open lower half disc $\left\{(x, y): x^{2}+y^{2}<\right.$ 1 and $y<0\}$.
(2) Find all such $f$.
(Toronto)

## Solution.

(1) Let $\zeta=\phi_{1}(z)=z^{2}$. It is a conformal map of $\{z=x+i y: x>$ 0 and $y>0\}$ onto $\{\zeta=\xi+i \eta: \eta>0\}$.

Let $w=\phi_{2}(\zeta)=\sqrt{\zeta^{2}-1}+\zeta$, where $\left.\sqrt{\zeta^{2}-1}\right|_{\zeta=i}=-\sqrt{2} i$. It is a conformal $\operatorname{map}$ of $\{\zeta=\xi+i \eta: \eta>0\}$ onto $\left\{w=u+i v: u^{2}+v^{2}<1\right.$ and $\left.v<0\right\}$.

Then $w=\phi_{2} \circ \phi_{1}(z)=\sqrt{z^{4}-1}+z^{2}$, where $\left.\sqrt{z^{4}-1}\right|_{z=e^{\frac{\pi}{4}} i}=-\sqrt{2} i$ is a required conformal map.
(2) If $f$ is an arbitrary conformal map satisfying the condition of (1), then $\phi_{2}^{-1} \circ f \circ \phi_{1}^{-1}(\zeta)$ is a conformal map of the upper half plane onto itself, which can be represented by $\psi(\zeta)=\frac{a \zeta+b}{c \zeta+d}$, where $a, b, c, d \in \mathbb{R}, a d-b c>0$. Hence $f$ can be written as $\phi_{2} \circ \psi \circ \phi_{1}(z)$.

## 5204

Map the disk $\{|z|<1\}$ with slits along the segments $[a, 1],[-1,-b](0<$ $a<1,0<b<1$ ) conformally on the full disk $\{|w|<1\}$ by means of a function
$w=f(z)$ with $f(0)=0, f^{\prime}(0)>0$. Compute $f^{\prime}(0)$ and the lengths of the arcs corresponding to the slits.
(Harvard)

## Solution.

We construct the conformal mapping by the following steps.
(i) $z_{1}=\phi_{1}(z)=z+\frac{1}{z}:\{|z|<1\} \backslash\{[a, 1] \cup[-1,-b]\} \rightarrow \overline{\mathbb{C}} \backslash\left\{\left[-b-\frac{1}{b}, a+\frac{1}{a}\right]\right\}$. It has the point correspondences $\phi_{1}(0)=\infty, \phi_{1}(a)=a+\frac{1}{a}, \phi_{1}(b)=-b-\frac{1}{b}$, $\phi_{1}(1)=2$ and $\phi_{1}(-1)=-2$.
(ii) $z_{2}=\phi_{2}\left(z_{1}\right)=\frac{z_{1}+\left(b+\frac{1}{b}\right)}{-z_{1}+\left(a+\frac{1}{a}\right)}: \overline{\mathbb{C}} \backslash\left\{\left[-b-\frac{1}{b}, a+\frac{1}{a}\right]\right\} \rightarrow \boldsymbol{C} \backslash[0,+\infty)$. It has the point correspondences

$$
\phi_{2}(\infty)=-1, \quad \phi_{2}(-2)=\left(\frac{\frac{1}{\sqrt{b}}-\sqrt{b}}{\frac{1}{\sqrt{a}}+\sqrt{a}}\right)^{2}
$$

and

$$
\phi_{2}(2)=\left(\frac{\frac{1}{\sqrt{b}}+\sqrt{b}}{\frac{1}{\sqrt{a}}-\sqrt{a}}\right)^{2}
$$

and it is easy to know that

$$
\left(\phi_{2} \circ \phi_{1}\right)^{\prime}(0)=-\left(a+\frac{1}{a}+b+\frac{1}{b}\right)<0
$$

(iii) $z_{3}=\phi_{3}\left(z_{2}\right)=\sqrt{z_{2}}: \mathbb{C} \backslash[0,+\infty) \rightarrow\left\{z_{3}: \operatorname{Im} z_{3}>0\right\}$. It has the point correspondences

$$
\phi_{3}(-1)=i, \quad \phi_{3}\left(\left(\frac{\frac{1}{\sqrt{b}}-\sqrt{b}}{\frac{1}{\sqrt{a}}+\sqrt{a}}\right)^{2}\right)= \pm\left(\frac{\frac{1}{\sqrt{b}}-\sqrt{b}}{\frac{1}{\sqrt{a}}+\sqrt{a}}\right)
$$

and

$$
\phi_{3}\left(\left(\frac{\frac{1}{\sqrt{b}}+\sqrt{b}}{\frac{1}{\sqrt{a}}-\sqrt{a}}\right)^{2}\right)= \pm\left(\frac{\frac{1}{\sqrt{b}}+\sqrt{b}}{\frac{1}{\sqrt{a}}-\sqrt{a}}\right) .
$$

For the convenience of computation, let

$$
A=\frac{\frac{1}{\sqrt{b}}-\sqrt{b}}{\frac{1}{\sqrt{a}}+\sqrt{a}}, \quad B=\frac{\frac{1}{\sqrt{b}}+\sqrt{b}}{\frac{1}{\sqrt{a}}-\sqrt{a}}
$$

We also know that $\phi_{3}^{\prime}(-1)=-\frac{i}{2}$.
(iv) $w=\phi_{4}\left(z_{3}\right)=\frac{z_{3}-i}{z_{3}+i}:\left\{z_{3}: \operatorname{Im} z_{3}>0\right\} \rightarrow\{w:|w|<1\}$. It is obvious that $\phi_{4}(i)=0$ and $\phi_{4}^{\prime}(i)=-\frac{i}{2}$.

Now we define $w=f(z)=\phi_{4} \circ \phi_{3} \circ \phi_{2} \circ \phi_{1}(z)$. From the above discussion, we know that $f$ maps the unit disk with slits $[-1,-b]$ and $[a, 1]$ conformally onto the unit disk with $f(0)=0$ and

$$
f^{\prime}(0)=\phi_{4}^{\prime}(i) \cdot \phi_{3}^{\prime}(-1) \cdot\left(\phi_{2} \circ \phi_{1}\right)^{\prime}(0)=\frac{1}{4}\left(a+\frac{1}{a}+b+\frac{1}{b}\right)>0 .
$$

What correspond to the slits are the arc with endpoints $\frac{A-i}{A+i}$ and $\frac{A+i}{A-i}$ containing point $z=-1$ and the arc with endpoints $\frac{B-i}{B+i}$ and $\frac{B+i}{B-i}$ containing point $z=1$. The lengths of the two arcs are

$$
l_{1}=\arg \frac{A-i}{A+i}-\arg \frac{A+i}{A-i}=4 \operatorname{arctg} A=4 \operatorname{arctg} \frac{\frac{1}{\sqrt{b}}-\sqrt{b}}{\frac{1}{\sqrt{a}}+\sqrt{a}}
$$

and

$$
l_{2}=\arg \frac{B+i}{B-i}-\arg \frac{B-i}{B+i}=4 \operatorname{arctg} \frac{1}{B}=4 \operatorname{arctg} \frac{\frac{1}{\sqrt{a}}-\sqrt{a}}{\frac{1}{\sqrt{b}}+\sqrt{b}} .
$$

## 5205

Let $0<\varepsilon<\pi$, let $\gamma_{\varepsilon}$ denote the arc $\left\{e^{i t}: \varepsilon \leq t \leq 2 \pi-\varepsilon\right\}$ and let $\Omega_{\varepsilon}$ be the complement of $\gamma_{\varepsilon}$ in the Riemann sphere. If $f$ is the conformal map of the unit disk onto $\Omega_{\varepsilon}, f(0)=0, f^{\prime}(0)>0$, describe the part of the unit disc that $f$ maps onto $\{|z|>1\}$.
(Stanford)

## Solution.

We are going to find the map $f$ by the following steps:

$$
z_{1}=\phi_{1}(z)=e^{i \varepsilon} \cdot \frac{z-e^{-i \varepsilon}}{z-e^{i \varepsilon}}:\{z:|z|<1\} \rightarrow\left\{z_{1}: \operatorname{Im} z_{1}<0\right\}
$$

with $\phi_{1}(0)=e^{-i \varepsilon}, \arg \phi_{1}^{\prime}(0)=-\frac{\pi}{2}-\varepsilon$.

$$
z_{2}=\phi_{2}\left(z_{1}\right)=\sqrt{z_{1}}:\left\{z_{1}: \operatorname{Im} z_{1}<0\right\} \rightarrow\left\{z_{2}: \operatorname{Re} z_{2}>0, \operatorname{Im} z_{2}<0\right\},
$$

with $\phi_{2}\left(e^{-i \varepsilon}\right)=e^{-\frac{\varepsilon}{2} i}, \arg \phi_{2}^{\prime}\left(e^{-i \varepsilon}\right)=-\frac{\varepsilon}{2}$.

$$
\zeta=\phi_{3}\left(z_{2}\right)=e^{\frac{\varepsilon_{2}}{2} i} \cdot \frac{z_{2}-e^{-\frac{\varepsilon_{2}^{2}}{2}}}{z_{2}-e^{\frac{\varepsilon_{2}^{2}}{2}}}:\left\{z_{2}: \operatorname{Re} z_{2}>0, \operatorname{Im} z_{2}<0\right\} \rightarrow D_{1}
$$

(shown in Fig.5.4), with $\phi_{3}\left(e^{-\frac{c}{2} i}\right)=0, \arg \phi_{3}^{\prime}\left(e^{-\frac{\epsilon}{2} i}\right)=\frac{\pi}{2}+\frac{\epsilon}{2}$, where $D_{1}$ is a domain bounded by $\left\{\zeta=e^{i \theta}, \frac{\varepsilon}{2} \leq \theta \leq 2 \pi-\frac{\varepsilon}{2}\right\}$ and an circular arc $l_{\varepsilon}$ which is orthogonal to $\{|\zeta|=1\}$ and connects points $e^{\frac{\epsilon}{2} i}$ and $e^{-\frac{\epsilon}{2} i}$ in $\{|\zeta| \leq 1\}$.


Fig.5.4

Let $\Phi(z)=\phi_{3} \circ \phi_{2} \circ \phi_{1}(z)$, then $\Phi$ maps $\{z:|z|<1\}$ conformally onto $D_{1}$ with $\Phi(0)=0, \Phi^{\prime}(0)>0$. After considering the boundary correspondence, we know that $l_{\varepsilon}$ corresponds to the arc $\left\{z=e^{i t}:|t|<\varepsilon\right\}$ under the map $\Phi$. Since the symmetric domain of $\{|z|<1\}$ with respect to $\operatorname{arc}\left\{z=e^{i t}:|t|<\varepsilon\right\}$ is $\{|z|>1\}$, and the symmetric domain of $D_{1}$ with respect to $l_{\varepsilon}$ is $D_{2}=\{|\zeta|<$ $1\} \backslash \bar{D}_{1}$, by the reflection principle, $\Phi(z)$ can be extended to a conformal map of $\Omega_{\varepsilon}$ onto $\{\zeta:|\zeta|<1\}$. Hence the conformal map $f$ in the problem is nothing but the inverse of $\Phi$, and the domain $f$ maps onto $\{|z|>1\}$ is $D_{2}$, which is bounded by circular arcs $l_{\varepsilon}$ and $\left\{\zeta=e^{i \theta}:|\theta| \leq \frac{\varepsilon}{2}\right\}$.

## 5206

Suppose that $w=f(z)$ maps a simply conncted region $G$ one-to-one and conformally onto a circular disk $D_{r}$ with center $w=0$, radius $r$, such that $f(a)=0$ and $\left|f^{\prime}(a)\right|=1$ for some point $a \in G$.
(1) Prove that the radius $r=r(G, a)$ of $D_{r}$ is uniquely determined by $G$ and $a$.
(2) Determine $r(G, a)$ if $G$ is the region between the hyperbola $x y=1$ $(x>0, y>0)$ and the positive axes, and if $a=1+\frac{i}{2}$.
(Indiana)

## Solution.

(1)Suppose $\zeta=g(z)$ is another conformal map of $G$ onto a circular disk $D_{r_{1}}$ with center $\zeta=0$ and radius $r_{1}$, such that $g(a)=0$ and $\left|g^{\prime}(a)\right|=1$, then $w=F(\zeta)=f \circ g^{-1}(\zeta)$ is a conformal map of $\left\{\zeta:|\zeta|<r_{1}\right\}$ onto $\{w:|w|<r\}$
with $F(0)=0$ and $\left|F^{\prime}(0)\right|=\left|\frac{f^{\prime}(a)}{g^{\prime}(a)}\right|=1$. Apply Schwarz's lemma to $F(\zeta)$ and we have $\left|F^{\prime}(0)\right| \leq \frac{r}{r_{1}}$, hence $r_{1} \leq r$. For the same reason, apply Schwarz's lemma to $F^{-1}(w)$ and we have $r \leq r_{1}$, which implies $r_{1}=r$. In other words, $r$ is uniquely determined by $G$ and $a$.
(2) We construct a conformal map of $G$ onto a circular disk $D_{r}$ in the following steps:

$$
z_{1}=\phi_{1}(z)=z^{2}: G \rightarrow\left\{z_{1}: 0<\operatorname{Im} z_{1}<2\right\},
$$

with $\phi_{1}\left(1+\frac{i}{2}\right)=\frac{3}{4}+i,\left|\phi_{1}^{\prime}\left(1+\frac{i}{2}\right)\right|=\sqrt{5}$.

$$
z_{2}=\phi_{2}\left(z_{1}\right)=e^{\frac{\pi}{2} z_{1}}:\left\{z_{1}: 0<\operatorname{Im} z_{1}<2\right\} \rightarrow\left\{z_{2}: \operatorname{Im} z_{2}>0\right\}
$$

with $\phi_{2}\left(\frac{3}{4}+i\right)=i e^{\frac{3 \pi}{8}},\left|\phi_{2}^{\prime}\left(\frac{3}{4}+i\right)\right|=\frac{\pi}{2} e^{\frac{3 \pi}{8}}$.

$$
w=\phi_{3}\left(z_{2}\right)=\frac{4}{\sqrt{5} \pi} \cdot \frac{z_{2}-i e^{\frac{3}{8} \pi}}{z_{2}+i e^{\frac{3}{8} \pi}}:\left\{z_{2}: \operatorname{Im} z_{2}>0\right\} \rightarrow\left\{w:|w|<\frac{4}{\sqrt{5} \pi}\right\},
$$

with $\phi_{3}\left(i e^{\frac{3}{8} \pi}\right)=0,\left|\phi_{3}^{\prime}\left(i e^{\frac{3}{8} \pi}\right)\right|=\frac{2}{\sqrt{5} \pi e^{\frac{3}{8} \pi}}$.
Define $f(z)=\phi_{3} \cdot \phi_{2} \circ \phi_{1}(z)$, then $w=f(z): G \rightarrow\left\{w:|w|<\frac{4}{\sqrt{5 \pi}}\right\}$, with $f(a)=0,\left|f^{\prime}(a)\right|=1$. Hence $r(G, a)=\frac{4}{\sqrt{5} \pi}$.

## 5207

Let $T(z)=\frac{a z+b}{c z+d}$ be a Möbius transformation.
(a) Assume that $z_{1}, z_{2} \in \mathscr{C}$ are two distinct fixed points for $T$, i.e., $T\left(z_{i}\right)=$ $z_{i}, i=1,2$. Show that there exists a constant $c$ such that

$$
\frac{T(z)-z_{1}}{T(z)-z_{2}}=c \frac{z-z_{1}}{z-z_{2}} .
$$

(b) Use (a) to find an expression for $T^{n}(z), n=1,2,3, \cdots$, if

$$
T(z)=\frac{1-3 z}{z-3} .
$$

## Solution.

(a) Let $a \in \mathbb{C}$ be a point different from $z_{1}, z_{2}$. Because the cross ratio is invariant under Möbius transformations, we have

$$
\left(T(z), z_{1}, T(a), z_{2}\right)=\left(z, z_{1}, a, z_{2}\right),
$$

which is

$$
\frac{T(z)-z_{1}}{T(z)-z_{2}}: \frac{T(a)-z_{1}}{T(a)-z_{2}}=\frac{z-z_{1}}{z-z_{2}}: \frac{a-z_{1}}{a-z_{2}}
$$

Denoting

$$
\frac{T(a)-z_{1}}{T(a)-z_{2}}: \frac{a-z_{1}}{a-z_{2}}=c
$$

we obtain

$$
\frac{T(z)-z_{1}}{T(z)-z_{2}}=c \frac{z-z_{1}}{z-z_{2}}
$$

(b) Since $T^{n}(z)=T\left(T^{n-1}(z)\right)$, it is easy to have

$$
\frac{T^{n}(z)-z_{1}}{T^{n}(z)-z_{2}}=c \frac{T^{n-1}(z)-z_{1}}{T^{n-1}(z)-z_{2}}=c^{2} \frac{T^{n-2}(z)-z_{1}}{T^{n-2}(z)-z_{2}}=\cdots=c^{n} \frac{z-z_{1}}{z-z_{2}}
$$

When $T(z)=\frac{1-3 z}{z-3}$, by solving the equation $\frac{1-3 z}{z-3}=z$, we obtain that $z= \pm 1$ are two fixed points of $T$. Choose $a=2$, then $T(a)=5$, hence $c=\frac{5-1}{5+1}: \frac{2-1}{2+1}=$ 2.

It follows from

$$
\frac{T^{n}(z)-1}{T^{n}(z)+1}=2^{n} \frac{z-1}{z+1}
$$

that

$$
T^{n}(z)=\frac{\left(2^{n}+1\right) z-\left(2^{n}-1\right)}{\left(2^{n}+1\right)-\left(2^{n}-1\right) z}
$$

(a) Justify the statement that "the curves

$$
\frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}=1
$$

form a family of confocal conics".
(b) Prove that such confocal conics intersect orthogonally, if at all.
(c) Show that the transformation $w=\frac{1}{2}\left(z+\frac{1}{z}\right)$ carries straight lines through the origin and circles centered at the origin into a family of confocal conics.
(Harvard)

## Solution.

(a) Without loss of generality, we assume $a>b>0$. When $-a^{2}<\lambda<-b^{2}$, the curves form a family of hyperbolas, while when $\lambda>-b^{2}$, the curves form
a family of ellipses. Suppose the focuses of the conics are ( $\pm c(\lambda), 0)$. When $-a^{2}<\lambda<-b^{2}$,

$$
\left.c(\lambda)=\sqrt{\left(a^{2}\right.}+\lambda\right)+\left[-\left(b^{2}+\lambda\right)\right]=\sqrt{a^{2}-b^{2}} .
$$

When $\lambda>-b^{2}$,

$$
c(\lambda)=\sqrt{\left(a^{2}+\lambda\right)-\left(b^{2}+\lambda\right)}=\sqrt{a^{2}-b^{2}} .
$$

Hence the curves

$$
\frac{x^{2}}{a^{2}+\lambda}+\frac{y^{2}}{b^{2}+\lambda}=1
$$

form a family of confocal conics.
(b) Suppose $\left(x_{0}, y_{0}\right)$ is the intersection point of

$$
L_{1}: \frac{x^{2}}{a^{2}+\lambda_{1}}+\frac{y^{2}}{b^{2}+\lambda_{1}}=1
$$

and

$$
L_{2}: \frac{x^{2}}{a^{2}+\lambda_{2}}+\frac{y^{2}}{b^{2}+\lambda_{2}}=1,
$$

where $\lambda_{1} \neq \lambda_{2}$. It follows-from

$$
\frac{x_{0}^{2}}{a^{2}+\lambda_{1}}+\frac{y_{0}^{2}}{b^{2}+\lambda_{1}}=1
$$

and

$$
\frac{x_{0}^{2}}{a^{2}+\lambda_{2}}+\frac{y_{0}^{2}}{b^{2}+\lambda_{2}}=1
$$

that

$$
\frac{x_{0}^{2}}{\left(a^{2}+\lambda_{1}\right)\left(a^{2}+\lambda_{2}\right)}+\frac{y_{0}^{2}}{\left(b^{2}+\lambda_{1}\right)\left(b^{2}+\lambda_{2}\right)}=0 .
$$

Noting that the tangent vector of $L_{1}$ at $\left(x_{0}, y_{0}\right)$ is $\vec{\tau}_{1}=\left(\frac{x_{0}}{a^{2}+\lambda_{1}}, \frac{y_{0}}{b^{2}+\lambda_{1}}\right)$, and the tangent vector of $L_{2}$ at $\left(x_{0}, y_{0}\right)$ is $\boldsymbol{\tau}_{2}=\left(\frac{x_{0}}{a^{2}+\lambda_{2}}, \frac{y_{0}}{b^{2}+\lambda_{2}}\right)$, we have

$$
\vec{\tau}_{1} \cdot \vec{\tau}_{2}=\frac{x_{0}^{2}}{\left(a^{2}+\lambda_{1}\right)\left(a^{2}+\lambda_{2}\right)}+\frac{y_{0}^{2}}{\left(b^{2}+\lambda_{1}\right)\left(b^{2}+\lambda_{2}\right)}=0,
$$

which implies that the confocal conics intersect orthogonally, if at all.
(c) Let $z=r e^{i \theta}$, and

$$
w=u+i v=\frac{1}{2}\left(z+\frac{1}{z}\right)=\frac{1}{2}\left(r+\frac{1}{r}\right) \cos \theta+\frac{i}{2}\left(r-\frac{1}{r}\right) \sin \theta .
$$

The image of straight lines through the origin is

$$
\frac{u^{2}}{\cos ^{2} \theta}-\frac{v^{2}}{\sin ^{2} \theta}=1
$$

which are hyperbolas in $w$-plane. Because

$$
\cos ^{2} \theta+\sin ^{2} \theta=1
$$

the focuses of the hyperbolas are $( \pm 1,0)$.
The image of circles centered at the origin is

$$
\frac{u^{2}}{\frac{1}{4}\left(r+\frac{1}{r}\right)^{2}}+\frac{v^{2}}{\frac{1}{4}\left(r-\frac{1}{r}\right)^{2}}=1
$$

which are ellipses in $w$-plane. Because $\frac{1}{4}\left(r+\frac{1}{r}\right)^{2}-\frac{1}{4}\left(r-\frac{1}{r}\right)^{2}=1$, the focuses of the ellipses are $( \pm 1,0)$. Hence the transformation

$$
w=\frac{1}{2}\left(z+\frac{1}{z}\right)
$$

carries straight lines through the origin and circles centered at the origin into a family of confocal conics.

5209

If $f: D(0,1)=\{z:|z|<1\} \rightarrow \boldsymbol{C}$ is an analytic function which satisfies $f(0)=0$, and if

$$
|\operatorname{Re} f(z)|<1 \text { for all } z \in D(0,1)
$$

prove that

$$
\left|f^{\prime}(0)\right| \leq \frac{4}{\pi}
$$

(Indiana)

## Solution.

It is easy to know that

$$
w=g(\zeta)=\frac{e^{\frac{\pi i}{2} \zeta}-1}{e^{\frac{\pi i}{2} \zeta}+1}
$$

is a conformal mapping of the domain $\{\zeta:|\operatorname{Re} \zeta|<1\}$ onto the unit disk $\{w:|w|<1\}$ with $g(0)=0$. Hence $w=F(z)=g \circ f(z)$ is analytic in
$D(0,1)$ and satisfies $F(0)=0$ and $|F(z)|<1$. By Schwarz's lemma, we have $\left|F^{\prime}(0)\right| \leq 1$. Because

$$
F^{\prime}(z)=g^{\prime}(f(z)) \cdot f^{\prime}(z)=\frac{\pi i e^{\frac{\pi i}{2} f(z)} \cdot f^{\prime}(z)}{\left(e^{\frac{\pi i}{2} f(z)}+1\right)^{2}}
$$

it follows from $f(0)=0$ that

$$
\left|f^{\prime}(0)\right| \leq \frac{4}{\pi} .
$$

## 5210

Let $\Omega=\{z \in \mathbb{C} ;-1<\operatorname{Im} z<1\}$, and let $\mathcal{F}$ be the family of all analytic functions $f: \Omega \rightarrow \mathbb{C}$ such that $|f|<1$ on $\Omega$ and $f(0)=0$. Find

$$
\sup _{f \in \mathcal{F}}|f(1)| .
$$

(Indiana)

## Solution.

It is obvious that

$$
\zeta=f_{0}(z)=\frac{e^{\frac{\pi}{2} z}-1}{e^{\frac{\pi}{2} z}+1}
$$

is a conformal mapping of $\Omega$ onto the unit disk with the origin fixed. For any analytic function $w=f(z): \Omega \rightarrow \mathbb{C}$ such that $|f|<1$ and $f(0)=0$, we consider the composite function $w=F(\zeta)=f \circ f_{0}^{-1}(\zeta) . F(\zeta)$ is analytic in the unit disk such that $|F(\zeta)|<1$ and $F(0)=0$. By Schwarz's lemma,

$$
|F(\zeta)| \leq|\zeta| .
$$

Choose $\zeta_{0}=\frac{e^{\frac{\pi}{2}}-1}{e^{\frac{\pi}{2}}+1}$, we have

$$
\left|F\left(\zeta_{0}\right)\right|=|f(1)| \leq\left|\zeta_{0}\right|=\frac{e^{\frac{\pi}{2}}-1}{e^{\frac{\pi}{2}}+1} .
$$

The equality holds if and only if $F(\zeta)=e^{i \theta} \zeta$, which implies

$$
\sup _{f \in \mathcal{F}}|f(1)|=\frac{e^{\frac{\pi}{2}}-1}{e^{\frac{\pi}{2}}+1},
$$

and the supremum is attained by $f(z)=e^{i \theta} f_{0}(z)$, where $\theta$ is a real number.

Let $f$ be an analytic function on $D=\{z ;|z|<1\}$ such that $f(0)=-1$, and suppose that $|1+f(z)|<1+|f(z)|$ whenever $|z|<1$. Prove that $\left|f^{\prime}(0)\right| \leq 4$.
(Indiana)

## Solution.

Let $\Omega=\mathbb{C} \backslash\{w=u+i v: u \geq 0$ and $v=0\}$. It follows from $|1+f(z)|<$ $1+|f(z)|$ that $f(D) \subset \Omega$.

Set $g(w)=\frac{\sqrt{w}-i}{\sqrt{w}+i},\left(\left.\sqrt{w}\right|_{w=-1}=i\right)$. Then $g \circ f(z)$ is an analytic function on $D$ with $g \circ f(0)=0$ and $|g \circ f(z)|<1$. By Schwarz's lemma,

$$
\left|(g \circ f)^{\prime}(0)\right| \leq 1
$$

Since

$$
g^{\prime}(w)=\frac{i}{\sqrt{w}(\sqrt{w}+i)^{2}}
$$

we have $g^{\prime}(-1)=-\frac{1}{4}$. From

$$
(g \circ f)^{\prime}(0)=g^{\prime}(-1) f^{\prime}(0)
$$

we obtain

$$
\left|f^{\prime}(0)\right| \leq 4 .
$$

5212

Let $P$ be the set of holomorphic function $f$ on the open unit disc so that (i) Both the real and imaginary parts of $f(z)$ are positive for $|z|<1$, (ii) $f(0)=1+i$. Let $E=\left\{f\left(\frac{1}{2}\right): f \in P\right\}$. Describe $E$ explicitly.
(Minnesota)

## Solution.

Let $f \in P$ and define

$$
\zeta=F(z)=\frac{f^{2}(z)-2 i}{f^{2}(z)+2 i}
$$

Then $F$ is a holomorphic function on the unit disc with $F(0)=0$ and $|F(z)|<$ 1. By Schwarz's lemma, we have $|F(z)| \leq|z|$, which implies $\left|F\left(\frac{1}{2}\right)\right| \leq \frac{1}{2}$. It should be noted that when $f$ changes in $P, F\left(\frac{1}{2}\right)$ can take any value in the disc $\left\{\zeta:|\zeta| \leq \frac{1}{2}\right\}$. Because $w=\frac{2 i(1+\zeta)}{1-\zeta}$ (that is the inverse of $\zeta=\frac{w-2 i}{w+2 i}$ ) is a
conformal mapping of $\left\{\zeta:|\zeta| \leq \frac{1}{2}\right\}$ onto $\left\{w:\left|w-\frac{10}{3} i\right| \leq \frac{8}{3}\right\}$, we obtain that the set $\left\{f^{2}\left(\frac{1}{2}\right): f \in P\right\}$ is equal to
$\left\{w:\left|w-\frac{10}{3} i\right| \leq \frac{8}{3}\right\}=\left\{w=\rho e^{i \phi}:\left|\phi-\frac{\pi}{2}\right| \leq \arcsin \frac{4}{5}, \rho^{2}-\frac{20}{3} \rho \sin \phi+4 \leq 0\right\}$.
Hence

$$
E=\left\{f\left(\frac{1}{2}\right): f \in P\right\}=\left\{r e^{i \theta}:\left|\theta-\frac{\pi}{4}\right| \leq \frac{1}{2} \arcsin \frac{4}{5}, r^{4}-\frac{20}{3} r^{2} \sin 2 \theta+4 \leq 0\right\} .
$$

If we denote the two roots of $\rho^{2}-\frac{20}{3} \rho \sin \phi+4=0$ by $\rho_{1}(\phi), \rho_{2}(\phi)$ where $\rho_{1}(\phi) \leq \rho_{2}(\phi)$ and $\left|\phi-\frac{\pi}{2}\right| \leq \arcsin \frac{4}{5}$, the set $E$ can also be represented by

$$
\left\{r e^{i \theta}:\left|\theta-\frac{\pi}{4}\right| \leq \frac{1}{2} \arcsin \frac{4}{5}, \sqrt{\rho_{1}(2 \theta)} \leq r \leq \sqrt{\rho_{2}(2 \theta)}\right\} .
$$

## 5213

## Let

$$
\Omega=\left\{w=u+i v: \frac{u^{2}}{5^{2}}+\frac{v^{2}}{3^{2}}>1\right\}
$$

If $\mathcal{F}$ is the family of all analytic function on $\Omega$ such that $|f| \leq 1$ in $\Omega$ and $\lim _{w \rightarrow \infty} f(w)=0$, find $\sup _{f \in \mathcal{F}}|f(8)|$. Your answer should be an explicit number, and you should prove your assertion.
(Indiana)

## Solution.

Define $w=\phi(z)=2\left(\frac{z}{2}+\frac{2}{z}\right)$, it is easy to know that $w=\phi(z)$ is a conformal map of $D=\{z:|z|<1\}$ onto $\Omega$ with $\phi(0)=\infty$ and $\phi(4-\sqrt{12})=8$.

Then $F(z)=f \circ \phi(z)=f\left(2\left(\frac{z}{2}+\frac{2}{z}\right)\right)$ is analytic in $D$ and satisfies $F(0)=0$ and $|F(z)| \leq 1$. By Schwarz's lemma,

$$
|F(z)| \leq|z| .
$$

Hence

$$
|f(8)|=|F(4-\sqrt{12})| \leq 4-\sqrt{12} .
$$

This upper bound can be reached if we let $f=\phi^{-1}$ which belongs to family $\mathcal{F}$ and satisfies $\phi^{-1}(8)=4-\sqrt{12}$. So we obtain

$$
\sup _{f \in \mathcal{F}}|f(8)|=4-\sqrt{12} .
$$

Let $D$ be the upper-half and let $f \neq i d$ be a conformal map of $D$ onto itself such that $f \circ f=i d$. Prove that $f$ has a unique fixed point inside $D$.
(SUNY, Stony Brook)

## Solution.

Since $f$ is a conformal map of $D$ onto itself, it can be written as $f(z)=\frac{a z+b}{c z+d}$, where $a, b, c, d \in \mathbb{R}$ and $a d-b c>0$. Then

$$
f \circ f(z)=\frac{\left(a^{2}+b c\right) z+b(a+d)}{c(a+d) z+d^{2}+b c}
$$

It follows from $f \circ f=i d$ that $b(a+d)=c(a+d)=0$ and $a^{2}+b c=$ $d^{2}+b c \neq 0$.

If $a+d \neq 0$, then $b=c=0$. Hence $a d-b c>0$ and $a^{2}+b c=d^{2}+b c$ impies $f=i d$, which contradicts the condition $f \neq i d$. Thus we have $a+d=0$ and the inequality $a d-b c>0$ can be written as $b c+a^{2}<0$.

Now we consider the equation $f(z)=\frac{a z+b}{c z+d}=z$, which is equivalent to $c z^{2}+(d-a) z-b=0$. Since $\Delta=(d-a)^{2}+4 b c$ is equal to $4 b c+4 a^{2}<0$, we know that $f(z)=z$ has two conjugate roots, one in the upper-half plane and the other in the lower-half plane. So $f$ has a unique fixed point inside $D$.

## 5215

Let $\Omega$ be a convex, open subset of $\mathbb{C}$ and let $f: \Omega \rightarrow \mathbb{C}$ be an analytic function satisfying $\operatorname{Re} f^{\prime}(z)>0, z \in \Omega$. Prove that $f$ is one-to-one in $\Omega$ (i.e., $f$ is injective).
(Indiana)

## Solution.

Let $z_{1} \neq z_{2}$ be two arbitrary points in $\Omega . L: z(t)=z_{1}+t\left(z_{2}-z_{1}\right), t \in[0,1]$ is the line segment connecting $z_{1}$ and $z_{2}$. Since $\Omega$ is convex, $L \subset \Omega$, we have

$$
f\left(z_{2}\right)-f\left(z_{1}\right)=\int_{L} f^{\prime}(z) d z=\int_{0}^{1} f^{\prime}(z(t))\left(z_{2}-z_{1}\right) d t
$$

Hence

$$
\frac{f\left(z_{2}\right)-f\left(z_{1}\right)}{z_{2}-z_{1}}=\int_{0}^{1} f^{\prime}(z(t)) d t
$$

Since $\operatorname{Re} f^{\prime}(z)>0$ for $z \in \Omega$, we know that $\int_{0}^{1} f^{\prime}(z(t)) d t \neq 0$, which implies $f\left(z_{1}\right) \neq f\left(z_{2}\right)$ whenever $z_{1} \neq z_{2}$.

## 5216

Show that if the polynomial $P(z)=a_{n} z^{n}+a_{n-1} z^{n-1}+\cdots+a_{1} z+a_{0}$, $n>1$, is one-to-one in the unit disk $|z|<1$ and $a_{1}=1$, then $\left|n a_{n}\right| \leq 1$.
(SUNY, Stony Brook)

## Solution.

It follows from the univalence of $P(z)$ in $\{|z|<1\}$ that $P^{\prime}(z)=n a_{n} z^{n-1}+$ $(n-1) a_{n-1} z^{n-2}+\cdots+2 a_{2} z+a_{1} \neq 0$ for all $z \in\{|z|<1\}$. In other words, the roots of $P^{\prime}(z)$ are all situated outside the open unit disk. Let $z_{1}, z_{2}, \cdots, z_{n-1}$ be the roots of $P^{\prime}(z)$, then $\left|z_{j}\right| \geq 1$ for $j=1,2, \cdots, n-1$. Because $P^{\prime}(z)$ can also be written as $n a_{n}\left(z-z_{1}\right)\left(z-z_{2}\right) \cdots\left(z-z_{n-1}\right)$, by comparing the constant terms, we have

$$
(-1)^{n-1} n a_{n} \prod_{j=1}^{n-1} z_{j}=a_{1}
$$

Since $a_{1}=1$, we obtain

$$
\left|n a_{n}\right|=\frac{\left|a_{1}\right|}{\prod_{j=1}^{n-1}\left|z_{j}\right|} \leq 1
$$

## 5217

Let $P(z)$ be a polynomial on the complex plane, not identically zero; let $H=\{z: \operatorname{Re} z>0\}$.
(a) If all roots of $P(z)$ lie in $H$, show that the same is true for the roots of $d P / d z$.
(b) For any non-vanishing polynomial $P(z)$, use the result in (a) to show that the convex hull of the roots of $P(z)$ contains the roots of $d P / d z$.
(Courant Inst.)

## Solution.

(a) Let $z_{1}, z_{2}, \cdots, z_{n}$ be the zeros of $P(z)$. By assumption,

$$
\operatorname{Re} z_{j}>0 \quad(j=1,2, \cdots, n),
$$

and $P(z)=a\left(z-z_{1}\right)\left(z-z_{2}\right) \cdots\left(z-z_{n}\right)$. It follows that

$$
(\log P(z))^{\prime}=\frac{P^{\prime}(z)}{P(z)}=\frac{1}{z-z_{1}}+\frac{1}{z-z_{2}}+\cdots+\frac{1}{z-z_{n}} .
$$

When $z \in\{z: \operatorname{Re} z \leq 0\}$, then $\frac{\pi}{2}<\arg \left(z-z_{j}\right)<\frac{3 \pi}{2}$, or equivalently, $\operatorname{Re} \frac{1}{z-z_{j}}<$ 0. Hence $\operatorname{Re} \sum_{j=1}^{n} \frac{1}{z-z_{j}}<0$, which shows $\frac{P^{\prime}(z)}{P(z)}$ can not be zero on $\{z: \operatorname{Re} z \leq 0\}$.
(b) Let $z_{1}, z_{2}, \cdots, z_{n}$ be the zeros of $P(z)$, and $l$ is a directed straight line passing through two zeros $z_{k}$ and $z_{l}$ such that the other zeros are on the right side of $l$ (including on $l$ ). Denote the intersectional angle from the positive direction of the imaginary axis to $l$ by $\theta$. When $z$ is on the left side of $l$, we have $\operatorname{Re}\left\{e^{-i \theta}\left(z-z_{j}\right)\right\}<0$. Hence

$$
\operatorname{Re}\left\{e^{i \theta} \frac{P^{\prime}(z)}{P(z)}\right\}=\operatorname{Re} \sum_{j=1}^{n} \frac{e^{i \theta}}{z-z_{j}}<0
$$

which shows that the zeros of $P^{\prime}(z)$ do not lie on the left side of $l$. After considering all the directed straight lines passing through two of the zeros of $P(z)$ such that the other zeros are on the right side of the line, we obtain that the zeros of $P^{\prime}(z)$ lie on the convex hull of the zeros of $P(z)$.

## 5218

Let $f(z)$ be a Laurent series centered at 0 , convergent in $C \backslash\{0\}$, with residue $b$ at $z=0$.
(a) Show that there exists $\zeta$ on $\{z \in \mathbb{C}:|z|=1\}$ with

$$
\left|f(\zeta)-\zeta^{-1}\right| \geq|b-1|
$$

(b) Characterize those functions with

$$
\max _{|\zeta|=1}\left|f(\zeta)-\zeta^{-1}\right|=|b-1|
$$

## Solution.

(a) Let $f(z)=\sum_{n=-\infty}^{+\infty} b_{n} z^{n}$, then

$$
b_{-1}=\frac{1}{2 \pi i} \int_{|\zeta|=1} f(\zeta) d \zeta=b
$$

Hence

$$
b-1=\frac{1}{2 \pi i} \int_{|\zeta|=1}\left(f(\zeta)-\zeta^{-1}\right) d \zeta
$$

If $\left|f(\zeta)-\zeta^{-1}\right|<|b-1|$ holds for all $\zeta$ with $|\zeta|=1$, then

$$
|b-1| \leq \frac{1}{2 \pi} \max _{|\zeta|=1}\left|f(\zeta)-\zeta^{-1}\right| \cdot \int_{|\zeta|=1}|d \zeta|<|b-1|
$$

which is a contradiction. Hence there exists $\zeta$ with $|\zeta|=1$ such that

$$
\left|f(\zeta)-\zeta^{-1}\right| \geq|b-1|
$$

(b) If $\max _{|\zeta|=1}\left|f(\zeta)-\zeta^{-1}\right|=|b-1|$, it follows from

$$
|b-1| \leq \frac{1}{2 \pi} \int_{|\zeta|=1}\left|f(\zeta)-\zeta^{-1}\right||d \zeta|
$$

that

$$
\left|f(\zeta)-\zeta^{-1}\right|=|b-1|
$$

holds for all $\zeta$ with $|\zeta|=1$.
Let $f(\zeta)-\zeta^{-1}=(b-1) e^{i \phi(\theta)}$, where $\zeta=e^{i \theta}$ and $\phi(\theta)$ is a continuous real-valued function. It follows from

$$
b-1=\frac{1}{2 \pi i} \int_{|\zeta|=1}\left(f(\zeta)-\zeta^{-1}\right) d \zeta
$$

that

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{i(\phi(\theta)+\theta)} d \theta=1
$$

which implies that $\phi(\theta)=-\theta$, and hence

$$
f(\zeta)-\zeta^{-1}=\frac{b-1}{\zeta}
$$

holds on $\{\zeta:|\zeta|=1\}$. Apply the discreteness of zeros for analytic functions to $f(z)-\frac{b}{z}$, we obtain $f(z)=\frac{b}{z}, z \in \mathbb{C} \backslash\{0\}$.

## 5219

Assume $f$ is analytic in a neighborhood of $\bar{D}, f$ maps $D$ into $D$, and $f$ maps $\partial D$ into $\partial D$, where $D=\{z:|z|<1\}$.
(a) Show that $\forall z \in \partial D, f^{\prime}(z) \neq 0$.
(b) Show that $\frac{d}{d \theta}\left[\arg f\left(e^{i \theta}\right)\right]>0$ for $\theta$ in $\mathbb{R}$.
(c) Assume that $f(0)=f^{\prime}(0)=0$ and $\left.f\right|_{\partial D}$ is a two-to-one map from $\partial D$ onto $\partial D$. Show that $f(z) \neq 0$ whenever $0<|z|<1$.
(Indiana-Purdue)

## Solution.

(a) Assume $f^{\prime}\left(z_{0}\right)=0$, where $z_{0} \in \partial D$. Let $f\left(z_{0}\right)=w_{0} \in \partial D$. Then

$$
f(z)-w_{0}=\left(z-z_{0}\right)^{n} g(z),
$$

where $n \geq 2$,

$$
g(z)=b_{0}+b_{1}\left(z-z_{0}\right)+b_{2}\left(z-z_{0}\right)^{2}+\cdots,
$$

with $b_{0} \neq 0$. Let $\Gamma$ be an arc in $\bar{D}$ defined by $\Gamma=\left\{z \in \bar{D}:\left|z-z_{0}\right|=r\right\}$, and denote by $\Delta_{\Gamma} \phi(z)$ the change of $\phi(z)$ when $z$ goes along the arc $\Gamma$ in the counterclockwise sense. It is demanded that $r$ is sufficiently small such that $\Delta_{\Gamma} \arg \left(z-z_{0}\right)>\frac{3 \pi}{4}$ and $\left|g(z)-b_{0}\right|<\frac{\left|b_{0}\right|}{2}$ when $z \in \Gamma$. It follows from $f(z)-w_{0}=\left(z-z_{0}\right)^{n} g(z)(n \geq 2)$, that

$$
\Delta_{\Gamma} \arg \left(f(z)-w_{0}\right)=n \Delta_{\Gamma} \arg \left(z-z_{0}\right)+\Delta_{\Gamma} \arg g(z)>\frac{3 \pi}{2}-\frac{\pi}{3}>\pi,
$$

which implies that $f(z)$ assumes values outside the disk $\bar{D}$ when $z \in \Gamma$. It is a contradiction to the fact that $f$ maps $D$ into $D$. Hence $f^{\prime}(z) \neq 0$ for all $z \in \partial D$.
(b) Let $z=r e^{i \theta}$, and $w=f(z)=R e^{i \psi}$. A variation of the Cauchy-Riemann equations for analytic function $w=f(z)$ is

$$
r \frac{\partial R}{\partial r}=R \frac{\partial \psi}{\partial \theta}, \quad \frac{\partial R}{\partial \theta}=-r R \frac{\partial \psi}{\partial r} .
$$

Since $f$ maps $\partial D$ into $\partial D$, we know that $\frac{\partial R}{\partial \theta}\left(e^{i \theta}\right)=0$. If $\frac{\partial \psi}{\partial \theta}\left(e^{i \theta}\right)=0$, then at point $e^{i \theta}, \frac{\partial R}{\partial r}=\frac{\partial R}{\partial \theta}=\frac{\partial \psi}{\partial r}=\frac{\partial \psi}{\partial \theta}=0$, which implies that $\frac{\partial f}{\partial z}\left(e^{i \theta}\right)=f^{\prime}\left(e^{i \theta}\right)=$ 0 . But from (a) it is impossible. If $\frac{\partial \psi}{\partial \theta}\left(e^{i \theta}\right)<0$, it follows from $r \frac{\partial R}{\partial r}=R \frac{\partial \psi}{\partial \theta}$ that $\frac{\partial R}{\partial r}\left(e^{i \theta}\right)<0$. Since $R=1$ when $r=1, \frac{\partial R}{\partial r}\left(e^{i \theta}\right)<0$ implies that $R>1$ when $r<1$. This is also impossible. Hence we obtain

$$
\frac{\partial \psi}{\partial \theta}\left(e^{i \theta}\right)=\frac{d}{d \theta}\left[\arg f\left(e^{i \theta}\right)\right]>0 .
$$

(c) Because $\left.f\right|_{\partial D}$ is a two-to-one map from $\partial D$ onto $\partial D, \frac{1}{2 \pi} \Delta_{|z|=1} \arg f(z)=$ 2 , which implies that $f(z)$ has two zeros (counted by multiplicity) in $D$. Since $f(0)=f^{\prime}(0)=0, z=0$ is a zero of $f$ of multiplicity $m=2$. Hence $f(z)$ has no zero in $\{0<|z|<1\}$.

## SECTION 3 COMPLEX INTEGRATION

## 5301

Evaluate the integral

$$
\int_{|z|=2} e^{e^{\frac{1}{z}}} d z
$$

(Indiana)

## Solution.

Function $e^{e^{\frac{1}{z}}}$ is analytic in $\{z: 0<|z|<+\infty\}$, and its Laurent expansion around $z=0$ is:

$$
\begin{aligned}
e^{e^{\frac{1}{z}}=} & 1+e^{\frac{1}{z}}+\frac{1}{2!} e^{\frac{2}{z}}+\cdots+\frac{1}{n!} e^{\frac{n}{z}}+\cdots \\
= & 1+\left\{1+\frac{1}{z}+\frac{1}{2!} \cdot \frac{1}{z^{2}}+\cdots\right\}+\frac{1}{2!}\left\{1+\frac{2}{z}+\frac{1}{2!}\left(\frac{2}{z}\right)^{2}+\cdots\right\} \\
& +\cdots+\frac{1}{n!}\left\{1+\frac{n}{z}+\frac{1}{2!}\left(\frac{n}{z}\right)^{2}+\cdots\right\}+\cdots
\end{aligned}
$$

The coefficient of the term $\frac{1}{z}$ in the above development is

$$
1+1+\frac{1}{2!}+\cdots+\frac{1}{(n-1)!}+\cdots=e
$$

By the residue theorem, we obtain

$$
\int_{|z|=2} e^{e^{\frac{1}{z}}} d z=2 \pi i \operatorname{Res}\left(e^{e^{\frac{1}{z}}}, 0\right)=2 \pi e i
$$

5302

Evaluate

$$
\int_{\gamma} \frac{d z}{\sin ^{3} z}
$$

where $\gamma$ is the positively oriented circle $\{|z|=1\}$.

## Solution.

It is obvious that $\frac{1}{\sin ^{3} z}$ is analytic in $\{z: 0<|z| \leq 1\}$, and with $z=0$ as a pole. The Laurent expansion of $\frac{1}{\sin ^{s} z}$ around $z=0$ can be obtained as follows:

$$
\begin{aligned}
\frac{1}{\sin ^{3} z} & =\frac{1}{\left(z-\frac{1}{3!} z^{3}+\frac{1}{5!} z^{5}-\cdots\right)^{3}} \\
& =\frac{1}{z^{3}\left\{1-\left(\frac{1}{3!} z^{2}-\frac{1}{5!} z^{4}+\cdots\right)\right\}^{3}} \\
& =\frac{1}{z^{3}}\left\{1+3\left(\frac{1}{3!} z^{2}-\frac{1}{5!} z^{4}+\cdots\right)+6\left(\frac{1}{3!} z^{2}-\frac{1}{5!} z^{4}+\cdots\right)^{2}+\cdots\right\} .
\end{aligned}
$$

Hence the coefficient of the term $\frac{1}{z}$ in the above development is $\frac{1}{2}$. By the residue theorem, we have

$$
\int_{\gamma} \frac{d z}{\sin ^{3} z}=2 \pi i \operatorname{Res}\left(\frac{1}{\sin ^{3} z}, 0\right)=\pi i .
$$

## 5303

For what value of $a$ is the function

$$
f(z)=\int_{1}^{z}\left(\frac{1}{z}+\frac{a}{z^{3}}\right) \cos z d z
$$

single-valued?
(Indiana)

## Solution.

Function $F(z)=\left(\frac{1}{z}+\frac{a}{z^{3}}\right) \cos z$ is analytic in $\{z: 0<|z|<+\infty\}$, and its Laurent expansion around $z=0$ is:

$$
\begin{aligned}
F(z) & =\left(\frac{1}{z}+\frac{a}{z^{3}}\right) \cos z=\left(\frac{1}{z}+\frac{a}{z^{3}}\right)\left(1-\frac{1}{2!} z^{2}+\frac{1}{4!} z^{4}-\cdots\right) \\
& =\frac{a}{z^{3}}+\left(1-\frac{a}{2}\right) \frac{1}{z}+\left(\frac{a}{24}-\frac{1}{2}\right) z+\cdots .
\end{aligned}
$$

The necessary and sufficient condition for $f(z)$ to be single-valued is that the residue of $F(z)$ at $z=0$ is zero, i.e., the coefficient of the term $\frac{1}{z}$ in the above development is zero. Hence we obtain $a=2$.

Define

$$
h(z)=\int_{0}^{\infty}\left(1+z t e^{-t}\right)^{-1} e^{-t} \cos \left(t^{2}\right) d t
$$

What is the largest possible $P$ so that $h(z)$ is analytic for $|z|<P$ ?
(Indiana-Purdue)

## Solution.

When $z=-e$,

$$
h(-e)=\int_{0}^{\infty} \frac{\cos \left(t^{2}\right)}{e^{t}-e t} d t
$$

It is easy to see that when $t \rightarrow 1$,

$$
\frac{\cos \left(t^{2}\right)}{e^{t}-e t} \sim \frac{A}{(t-1)^{2}}
$$

where $A=\frac{2}{e} \cos 1$, which implies that the integral is divergent. Hence $P$ can not be larger than $e$.

For any $r<e$, let $|z| \leq r$. Consider the integral

$$
h(z)=\int_{0}^{\infty} \frac{\cos \left(t^{2}\right)}{e^{t}+z t} d t
$$

It follows from $\left|e^{t}+z t\right| \geq e^{t}-r t$ and the convergence of the integral

$$
\int_{0}^{\infty} \frac{\left|\cos \left(t^{2}\right)\right|}{e^{t}-r t} d t
$$

that

$$
\int_{0}^{\infty} \frac{\cos \left(t^{2}\right)}{e^{t}+z t} d t
$$

is uniformly convergent in any compact subset of $\{z:|z|<e\}$. By Weierstrass theorem, we know that $h(z)$ is analytic in $\{z:|z|<e\}$. Hence the largest possible $P$ is equal to $e$.

Let $f(z)$ be analytic in $S=\{z \in \mathbb{C} ;|z|<2\}$. Show that

$$
\frac{2}{\pi} \int_{0}^{2 \pi} f\left(e^{i t}\right) \cos ^{2} \frac{t}{2} d t=2 f(0)+f^{\prime}(0)
$$

(Iowa)

## Solution.

It is easy to see that

$$
\begin{aligned}
f(0) & =\frac{1}{2 \pi i} \int_{|z|=1} \frac{f(z)}{z} d z=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i t}\right) d t \\
f^{\prime}(0) & =\frac{1}{2 \pi i} \int_{|z|=1} \frac{f(z)}{z^{2}} d z=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i t}\right) e^{-i t} d t
\end{aligned}
$$

Note that

$$
0=\frac{1}{2 \pi i} \int_{|z|=1} f(z) d z=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i t}\right) e^{i t} d t
$$

It follows from the above three equalities that

$$
\begin{aligned}
2 f(0)+f^{\prime}(0) & =\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i t}\right)\left(2+e^{i t}+e^{-i t}\right) d t \\
& =\frac{2}{\pi} \int_{0}^{2 \pi} f\left(e^{i t}\right) \cos ^{2} \frac{t}{2} d t
\end{aligned}
$$

## 5306

Suppose that the real-valued function $u$ is harmonic in the disk $\{|z|<2\}$, $v$ is its harmonic conjugate and $u(0)=v(0)=0$. Show that

$$
\int_{\gamma} u^{2}(z) v^{2}(z) \frac{d z}{z}=\frac{1}{6} \int_{\gamma}\left(u^{4}(z)+v^{4}(z)\right) \frac{d z}{z}
$$

where $\gamma(t)=e^{2 \pi i t}, t \in[0,1]$.
(SUNY, Stony Brook)

## Solution.

Let $f(z)=u(z)+i v(z)$. Then $f(z)$ is analytic in $\{z:|z|<2\}$, and we have

$$
\begin{aligned}
\int_{\gamma} f^{4}(z) \frac{d z}{z} & =2 \pi i f^{4}(0)=0 \\
\int_{\gamma} \bar{f}^{4}(z) \frac{d z}{z} & =\overline{\left(\int_{\gamma} f^{4}(z) \frac{d \bar{z}}{\bar{z}}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\overline{\left(\int_{\gamma} z f^{4}(z) d\left(\frac{1}{z}\right)\right)} \\
& =\overline{\left(-\int_{\gamma} \frac{f^{4}(z)}{z} d z\right)}=0
\end{aligned}
$$

It follows from

$$
u(z)=\frac{f(z)+\overline{f(z)}}{2}
$$

and

$$
v(z)=\frac{f(z)-\overline{f(z)}}{2 i}
$$

that

$$
\begin{aligned}
\int_{\gamma} u^{2}(z) v^{2}(z) \frac{d z}{z} & =-\frac{1}{16} \int_{\gamma}\left(f^{4}(z)+\bar{f}^{4}(z)-2|f(z)|^{4}\right) \frac{d z}{z} \\
& =\frac{1}{8} \int_{\gamma}|f(z)|^{4} \frac{d z}{z} \\
& =\frac{1}{8} \int_{\gamma}\left(u^{4}(z)+v^{4}(z)+2 u^{2}(z) v^{2}(z)\right) \frac{d z}{z}
\end{aligned}
$$

which implies that

$$
\int_{\gamma} \dot{u}^{2}(z) v^{2}(z) \frac{d z}{z}=\frac{1}{6} \int_{\gamma}\left(u^{4}(z)+v^{4}(z)\right) \frac{d z}{z}
$$

## 5307

Let $f$ be an analytic function on an open set containing $\overline{D(0,1)}=\{z ;|z| \leq$ 1 ).
(a) Prove that

$$
\frac{d^{n} f}{d z^{n}}(0)=\frac{n!}{\pi} \int_{0}^{2 \pi} e^{-n i \theta}\left[\operatorname{Re} f\left(e^{i \theta}\right)\right] d \theta
$$

(b) If $f(0)=1$, and if $\operatorname{Re} f(z)>0$ for all points $z \in D(0,1)$, prove that

$$
\left|\frac{d^{n} f}{d z^{n}}(0)\right| \leq 2(n!)
$$

## Solution.

(a) Assume that

$$
f(z)=\sum_{k=0}^{\infty} a_{k} z^{n}
$$

we have

$$
\begin{aligned}
\frac{n!}{2 \pi} \int_{0}^{2 \pi} \overline{f\left(e^{i \theta}\right)} e^{-n i \theta} d \theta & =\frac{n!}{2 \pi} \int_{0}^{2 \pi}\left(\sum_{k=0}^{\infty} \bar{a}_{k} e^{-k i \theta}\right) e^{-n i \theta} d \theta \\
& =\frac{n!}{2 \pi} \sum_{k=0}^{\infty} \bar{a}_{k}\left(\int_{0}^{2 \pi} e^{-(n+k) i \theta} d \theta\right)=0
\end{aligned}
$$

By Cauchy Integral Formula,

$$
\frac{d^{n} f}{d z^{n}}(0)=\frac{n!}{2 \pi i} \int_{|\zeta|=1} \frac{f(\zeta)}{\zeta^{n+1}} d \zeta=\frac{n!}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i \theta}\right) e^{-n i \theta} d \theta
$$

Hence

$$
\begin{aligned}
\frac{d^{n} f}{d z^{n}}(0) & =\frac{n!}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i \theta}\right) e^{-n i \theta} d \theta+\frac{n!}{2 \pi} \int_{0}^{2 \pi} \overline{f\left(e^{i \theta}\right)} e^{-n i \theta} d \theta \\
& =\frac{n!}{\pi} \int_{0}^{2 \pi} e^{-n i \theta}\left[\operatorname{Re} f\left(e^{i \theta}\right)\right] d \theta
\end{aligned}
$$

(b) Because $\operatorname{Re} f(z)$ is harmonic on $\overline{D(0,1)}$, by the mean-value formula of harmonic functions,

$$
\frac{1}{2 \pi} \int_{0}^{2 \pi} \operatorname{Re} f\left(e^{i \theta}\right) d \theta=\operatorname{Re} f(0)=1
$$

Noting that $\operatorname{Re} f\left(e^{i \theta}\right) \geq 0$, we have

$$
\begin{aligned}
\left|\frac{d^{n} f}{d z^{n}}(0)\right| & =\left|\frac{n!}{\pi} \int_{0}^{2 \pi} e^{-n i \theta}\left[\operatorname{Re} f\left(e^{i \theta}\right)\right] d \theta\right| \\
& \leq \frac{n!}{\pi} \int_{0}^{2 \pi}\left|e^{-n i \theta}\right|\left[\operatorname{Re} f\left(e^{i \theta}\right)\right] d \theta \\
& =\frac{n!}{\pi} \int_{0}^{2 \pi} \operatorname{Re} f\left(e^{i \theta}\right) d \theta \\
& =2(n!)
\end{aligned}
$$

If $f$ is analytic in the unit disk and its derivative satisfies

$$
\left|f^{\prime}(z)\right| \leq(1-|z|)^{-1}
$$

show that the coefficients in the expansion

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

satisfy $\left|a_{n}\right|<e$ for $n \geq 1$, where $e$ is the base of natural logarithms.
(Stanford)

## Solution.

It follows from

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

that

$$
f^{\prime}(z)=\sum_{n=1}^{\infty} n a_{n} z^{n-1}
$$

where

$$
n a_{n}=\frac{1}{2 \pi i} \int_{|z|=r} \frac{f^{\prime}(z)}{z^{n}} d z, \quad(0<r<1)
$$

It is obvious that

$$
\left|a_{1}\right|=\left|f^{\prime}(0)\right| \leq 1<e
$$

For $n>1$, we choose $r=1-\frac{1}{n}$,

$$
\begin{aligned}
\left|a_{n}\right| & =\frac{1}{2 \pi n}\left|\int_{|z|=1-\frac{1}{n}} \frac{f^{\prime}(z)}{z^{n}} d z\right| \\
& \leq \frac{1}{2 \pi n} \cdot \frac{\left(\frac{1}{n}\right)^{-1}}{\left(1-\frac{1}{n}\right)^{n}} \cdot 2 \pi\left(1-\frac{1}{n}\right) \\
& =\left(1+\frac{1}{n-1}\right)^{n-1}<e
\end{aligned}
$$

Let $f=u+i v$ be an entire function.
(a) Show that if $u^{2}(z) \geq v^{2}(z)$ for all $z \in \mathbb{C}$, then $f$ must be a constant.
(b) Show that if $|f(z)| \leq A+B|z|^{h}$ for all $z \in \mathbb{C}$ with some positive numbers $A, B, h$, then $f(z)$ is a polynomial of degree bounded by $h$.
(Stanford)

## Solution.

(a) Let

$$
F(z)=e^{-f^{2}(z)}=e^{-\left(u^{2}(z)-v^{2}(z)\right)-2 i u(z) v(z)} .
$$

Then $F(z)$ is an entire function with

$$
|F(z)|=e^{-\left(u^{2}(z)-v^{2}(z)\right)} \leq 1 .
$$

By Liouville's theorem, $\boldsymbol{F}(z)$ must be a constant, which implies that $f(z)$ is a constant.
(b) Let

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n} .
$$

Then

$$
a_{n}=\frac{1}{2 \pi i} \int_{|z|=R} \frac{f(z)}{z^{n+1}} d z .
$$

For any integer $n>h$,

$$
\begin{aligned}
\left|a_{n}\right| & \leq \frac{1}{2 \pi} \int_{|z|=R}\left|\frac{f(z)}{z^{n+1}}\right| \cdot|d z|=\frac{1}{2 \pi R^{n}} \int_{0}^{2 \pi}\left|f\left(\operatorname{Re}^{i \theta}\right)\right| d \theta \\
& \leq \frac{A+B R^{h}}{R^{n}} .
\end{aligned}
$$

Letting $R \rightarrow+\infty$, we obtain that $a_{n}=0$, which implies that $f(z)$ is a polynomial of degree bounded by $h$.

## 5310

Let $f$ be an entire function that satisfies $|\operatorname{Re}\{f(z)\}| \leq|z|^{n}$ for all $z$, where $n$ is a positive integer. Show that $f$ is a polynomial of degree at most $n$.
(Indiana)

## Solution.

Let $R$ be an arbitrary positive number. Then it follows from Schwarz's theorem that when $|z|<R$,

$$
f(z)=\frac{1}{2 \pi i} \int_{|\zeta|=R} \operatorname{Re}\{f(\zeta)\} \cdot \frac{\zeta+z}{\zeta-z} \cdot \frac{d \zeta}{i \zeta}+i \operatorname{Im}\{f(0)\}
$$

Especially when $|z|=\frac{R}{2}$,

$$
|f(z)| \leq \frac{1}{2 \pi} \cdot 3 R^{n} \cdot 2 \pi+\left\{\operatorname { I m } \{ f ( 0 ) \} \left|=3 R^{n}+|\operatorname{Im}\{f(0)\}|\right.\right.
$$

which implies that there exist constants $A, B$ such that

$$
|f(z)| \leq A|z|^{n}+B
$$

holds for all $z \in \mathbb{C}$.
Let

$$
f(z)=\sum_{k=0}^{\infty} a_{k} z^{k},
$$

where

$$
a_{k}=\frac{1}{2 \pi i} \int_{|z|=r} \frac{f(z)}{z^{k+1}} d z .
$$

Hence when $k>n$,

$$
\left|a_{k}\right| \leq \frac{1}{2 \pi} \int_{|z|=r} \frac{|f(z)|}{|z|^{\mid k+1}}|d z| \leq \frac{A r^{n}+B}{r^{k}} \rightarrow 0 \quad(r \rightarrow+\infty),
$$

which shows that $f(z)$ is a polynomial of degree at most $n$.

## 5311

Compute the double integral

$$
\iint_{D} \cos z d x d y
$$

where $D$ is the disk given by $\left\{z=x+i y \in \mathbb{C}: x^{2}+y^{2}<1\right\}$.

## Solution.

First we have the following complex forms of Green's formula:

$$
\begin{aligned}
\iint_{D} w_{z} d x d y & =\iint_{D} \frac{1}{2}\left(w_{x}-i w_{y}\right) d x d y \\
& =-\frac{1}{2 i} \int_{\partial D} w(d x-i d y)=-\frac{1}{2 i} \int_{\partial D} w d \bar{z}, \\
\iint_{D} w_{\bar{z}} d x d y & =\iint_{D} \frac{1}{2}\left(w_{x}+i w_{y}\right) d x d y \\
& =\frac{1}{2 i} \int_{\partial D} w(d x+i d y)=\frac{1}{2 i} \int_{\partial D} w d z
\end{aligned}
$$

The problem can be solved directly by either one of the above two forms:

$$
\iint_{D} \cos z d x d y=\frac{1}{2 i} \int_{|z|=1} \bar{z} \cos z d z=\frac{1}{2 i} \int_{|z|=1} \frac{\cos z}{z} d z=\pi
$$

or

$$
\begin{aligned}
\iint_{D} \cos z d x d y & =-\frac{1}{2 i} \int_{|z|=1} \sin z d \bar{z}=-\frac{1}{2 i} \int_{|z|=1} \sin z d\left(\frac{1}{z}\right) \\
& =\frac{1}{2 i} \int_{|z|=1} \frac{\sin z}{z^{2}} d z=\pi
\end{aligned}
$$

## 5312

Let

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

be analytic in $D=\{|z|<1\}$ and assume that the integral

$$
A=\iint_{D}\left|f^{\prime}(z)\right|^{2} d x d y
$$

is finite.
(a) Express $A$ in terms of the coefficients $a_{n}$.
(b) Prove that

$$
|f(z)-f(0)| \leq \sqrt{\frac{A}{\pi} \log \frac{1}{1-|z|^{2}}}
$$

for $z \in D$.
(Indiana)

## Solution.

(a) By

$$
f^{\prime}(z)=\sum_{n=1}^{\infty} n a_{n} z^{n-1}
$$

we have

$$
\begin{aligned}
A & =\iint_{D}\left|f^{\prime}(z)\right|^{2} d x d y=\int_{0}^{1} r d r \int_{0}^{2 \pi}\left(f^{\prime}\left(r e^{i \theta}\right)\right) \overline{\left(f^{\prime}\left(r e^{i \theta}\right)\right)} d \theta \\
& =\int_{0}^{1} r d r \int_{0}^{2 \pi}\left(\sum_{n=1}^{\infty} n a_{n} r^{n-1} e^{i(n-1) \theta}\right)\left(\sum_{n=1}^{\infty} n \bar{a}_{n} r^{n-1} e^{-i(n-1) \theta}\right) d \theta
\end{aligned}
$$

Noting that

$$
\int_{0}^{2 \pi} e^{i k \theta} \cdot e^{-i l \theta} d \theta= \begin{cases}0 & k \neq l \\ 2 \pi & k=l\end{cases}
$$

we obtain that

$$
\begin{aligned}
A & =\iint_{D}\left|f^{\prime}(z)\right|^{2} d x d y=\int_{0}^{1} r d r \int_{0}^{2 \pi} \sum_{n=1}^{\infty} n^{2}\left|a_{n}\right|^{2} r^{2 n-2} d \theta \\
& =2 \pi \int_{0}^{1} \sum_{n=1}^{\infty} n^{2}\left|a_{n}\right|^{2} r^{2 n-1} d r=\pi \sum_{n=1}^{\infty} n\left|a_{n}\right|^{2}
\end{aligned}
$$

(b) By Cauchy's inequality, we have

$$
\begin{aligned}
|f(z)-f(0)| & =\left|\sum_{n=1}^{\infty} a_{n} z^{n}\right|=\left|\sum_{n=1}^{\infty}\left(\sqrt{n} a_{n} \cdot \frac{1}{\sqrt{n}} z^{n}\right)\right| \\
& \leq \sqrt{\sum_{n=1}^{\infty} n\left|a_{n}\right|^{2} \cdot \sum_{n=1}^{\infty} \frac{1}{n}|z|^{2 n}}=\sqrt{\frac{A}{\pi} \log \frac{1}{1-|z|^{2}}}
\end{aligned}
$$

## 5313

Let $f$ be analytic in $\{0<|z|<1\}$ and in $L^{2}$ with respect to planar Lebesque measure. Is 0 a removable singularity? Proof or counterexample.
(Stanford)

## Solution.

The answer to the problem is Yes.
Let the Laurent expansion of $f$ in $\{z: 0<|z|<1\}$ be

$$
f(z)=\sum_{n=-\infty}^{\infty} a_{n} z^{n}
$$

where

$$
a_{n}=\frac{1}{2 \pi i} \int_{|z|=r<1} \frac{f(z)}{z^{n+1}} d z, \quad(n=0, \pm 1, \pm 2, \cdots)
$$

From

$$
\left|a_{n}\right| \leq \frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\left|f\left(r e^{i \theta}\right)\right|}{r^{n}} d \theta
$$

we have

$$
\left|a_{n}\right|^{2} r^{2 n+1} \leq\left(\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right| \sqrt{r} d \theta\right)^{2} \leq \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right|^{2} r d \theta
$$

Let $\varepsilon<1$ be a small positive number, and then

$$
\int_{\varepsilon}^{1}\left|a_{n}\right|^{2} r^{2 n+1} d r \leq \frac{1}{2 \pi} \int_{0}^{2 \pi} \int_{\varepsilon}^{1}\left|f\left(r e^{i \theta}\right)\right|^{2} r d r d \theta<\frac{1}{2 \pi} \iint_{0<|z|<1}|f(z)|^{2} d x d y
$$

Then $a_{n}$ must be zero when $n \leq-1$. Otherwise, let $\varepsilon \rightarrow+0$, the left side of the above inequality will tend to infinity, while the right side of the inequality is finite, which leads to a contradiction. Hence

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

which shows that $z=0$ is a removable singularity of $f$.

Evaluate the integral

$$
\int_{|z|=\rho} \frac{|d z|}{|z-a|^{2}}, \quad|a| \neq \rho
$$

## Solution.

Let $z=\rho e^{i \theta}, a=r e^{i \phi}$.

$$
\begin{aligned}
\int_{|z|=\rho} \frac{|d z|}{|z-a|^{2}} & =\int_{0}^{2 \pi} \frac{\rho d \theta}{\rho^{2}+r^{2}-\rho r\left(e^{i(\theta-\phi)}+e^{i(\phi-\theta)}\right)} \\
& =\int_{0}^{2 \pi} \frac{\rho d \theta}{\rho^{2}+r^{2}-\rho r\left(e^{i \theta}+e^{-i \theta}\right)} \\
& =\int_{|z|=\rho} \frac{\rho d z /(i z)}{\rho^{2}+r^{2}-r z-\rho^{2} r / z} \\
& =\int_{|z|=\rho} \frac{\rho i d z}{r z^{2}-\left(\rho^{2}+r^{2}\right) z+\rho^{2} r}
\end{aligned}
$$

When $r<\rho$,

$$
\begin{aligned}
\int_{|z|=\rho} \frac{|d z|}{|z-a|^{2}} & =\int_{|z|=\rho} \frac{\rho i d z}{r\left(z-\frac{\rho^{2}}{r}\right)(z-r)} \\
& =2 \pi i \cdot \frac{\rho i}{r} \operatorname{Res}\left(\frac{1}{\left(z-\frac{\rho^{2}}{r}\right)(z-r)}, r\right) \\
& =\frac{2 \pi \rho}{\rho^{2}-r^{2}}
\end{aligned}
$$

When $r>\rho$,

$$
\begin{aligned}
\int_{|z|=\rho} \frac{|d z|}{|z-a|^{2}} & =\int_{|z|=\rho} \frac{\rho i d z}{r\left(z-\frac{\rho^{2}}{r}\right)(z-r)} \\
& =2 \pi i \cdot \frac{\rho i}{r} \operatorname{Res}\left(\frac{1}{\left(z-\frac{\rho^{2}}{r}\right)(z-r)}, \frac{\rho^{2}}{r}\right) \\
& =\frac{2 \pi \rho}{r^{2}-\rho^{2}}
\end{aligned}
$$

Evaluate

$$
\int_{0}^{\frac{\pi}{2}} \frac{d x}{a+\sin ^{2} x}, \quad|a|>1
$$

by the method of residues.
(Columbia)

## Solution.

Denote

$$
I(a)=\int_{0}^{\frac{\pi}{2}} \frac{d x}{a+\sin ^{2} x}
$$

It is obvious that $I(a)$ is an analytic function in $\{a:|a|>1\}$. Then we have

$$
\begin{aligned}
I(a) & =\int_{0}^{\frac{\pi}{2}} \frac{d x}{a+\sin ^{2} x}=\int_{0}^{\frac{\pi}{2}} \frac{2 d x}{2 a+1-\cos 2 x} \\
& =\int_{0}^{\pi} \frac{d x}{2 a+1-\cos x}=\frac{1}{2} \int_{-\pi}^{\pi} \frac{d x}{2 a+1-\cos x}
\end{aligned}
$$

Let $z=e^{i x}$, then

$$
\begin{aligned}
d x & =\frac{d z}{i z} \\
\cos x & =\frac{z+z^{-1}}{2}
\end{aligned}
$$

and

$$
I(a)=\int_{|z|=1} \frac{i d z}{z^{2}-2(2 a+1) z+1}
$$

Denote the two roots of $z^{2}-2(2 a+1) z+1=0$ by $z_{1}$ and $z_{2}$. Since $z_{1} \cdot z_{2}=1$, we may assume that $\left|z_{1}\right|>1,\left|z_{2}\right|<1$. By the residue theorem we have

$$
\begin{aligned}
I(a) & =\int_{|z|=1} \frac{i d z}{\left(z-z_{1}\right)\left(z-z_{2}\right)}=\frac{2 \pi}{z_{1}-z_{2}} \\
& =\frac{2 \pi}{\sqrt{\left(z_{1}+z_{2}\right)^{2}-4 z_{1} z_{2}}}=\frac{\pi}{2 \sqrt{a(a+1)}}
\end{aligned}
$$

It should be noted that $\frac{\pi}{2 \sqrt{a(a+1)}}$ is also analytic in $\{a:|a|>1\}$, and the branch of $\sqrt{a(a+1)}$ should be chosen by $\left.\arg \sqrt{a(a+1)}\right|_{a>1}=0$.

## 5316

Consider the function

$$
g(z, \theta)=\frac{1}{1+z \sin \theta}
$$

(a) Use the residue theorem to find an explicit formula for

$$
f(z)=\int_{0}^{2 \pi} g(z, \theta) d \theta
$$

when $|z|<1$.
(b) Integrate the Taylor expansion

$$
g(z, \theta)=\sum_{n=0}^{\infty} g_{n}(\theta) z^{n}
$$

term by term to find the coefficients in the Taylor expansion

$$
f(z)=\sum_{n=0}^{\infty} f_{n} z^{n}
$$

(c) Verify directly that (a) and (b) agree when $|z|<1$.
(Courant Inst.)

## Solution.

(a) Let $\zeta=e^{i \theta}$. Then

$$
\sin \theta=\frac{e^{i \theta}-e^{-i \theta}}{2 i}=\frac{\zeta^{2}-1}{2 i \zeta},
$$

and

$$
f(z)=\int_{0}^{2 \pi} g(z, \theta) d \theta=\int_{|\zeta|=1} \frac{2 i \zeta}{z \zeta^{2}+2 i \zeta-z} \cdot \frac{d \zeta}{i \zeta}=\int_{|\zeta|=1} \frac{2 d \zeta}{z\left(\zeta-\zeta_{1}\right)\left(\zeta-\zeta_{2}\right)}
$$

where $\zeta_{1}=\frac{i}{z}\left(\sqrt{1-z^{2}}-1\right), \zeta_{2}=\frac{i}{2}\left(-\sqrt{1-z^{2}}-1\right)$, and the single-valued branch of $\sqrt{1-z^{2}}$ in $\{|z|<1\}$ is defined by $\left.\sqrt{1-z^{2}}\right|_{z=0}=1$. Because $\left|\zeta_{1} \cdot \zeta_{2}\right|=1$, we know that $\zeta_{1} \in\{|\zeta|<1\}$ and $\zeta_{2} \in\{|\zeta|>1\}$. Hence

$$
f(z)=2 \pi i \cdot \frac{2}{z} \cdot \frac{1}{\zeta_{1}-\zeta_{2}}=\frac{2 \pi}{\sqrt{1-z^{2}}} .
$$

(b) It follows from $|\sin \theta| \leq 1$ and $|z|<1$ that

$$
g(z, \theta)=\sum_{k=0}^{\infty}(-1)^{k} \sin ^{k} \theta \cdot z^{k}, \quad(|z|<1) .
$$

Since the series converges uniformly for all $\theta \in[0,2 \pi]$, the integration with respect to $\theta$ can be taken term by term, and

$$
f(z)=\int_{0}^{2 \pi}\left(\sum_{k=0}^{\infty}(-1)^{k} \sin ^{k} \theta \cdot z^{k}\right) d \theta=\sum_{k=0}^{\infty} a_{k} z^{k},
$$

where

$$
a_{k}=\int_{0}^{2 \pi}(-1)^{k} \sin ^{k} \theta d \theta
$$

It is easy to obtain that $a_{2 n-1}=0$ and

$$
a_{2 n}=4 \int_{0}^{\frac{\pi}{2}} \sin ^{2 n} \theta d \theta=\frac{(2 n-1)!!}{(2 n)!!} \cdot 2 \pi .
$$

(c) In order to verify that (a) and (b) agree when $|z|<1$, we develop the function $f(z)$ in (a) into a power series:

$$
f(z)=\frac{2 \pi}{\sqrt{1-z^{2}}}=2 \pi\left(1-z^{2}\right)^{-\frac{1}{2}}=2 \pi \sum_{n=0}^{\infty}(-1)^{n} C_{-\frac{1}{2}}^{n} z^{2 n} .
$$

Since

$$
(-1)^{n} C_{-\frac{2}{2}}^{n}=(-1)^{n} \frac{\left(-\frac{1}{2}\right)\left(-\frac{3}{2}\right) \cdots\left(-\frac{2 n-1}{2}\right)}{n!}=\frac{(2 n-1)!!}{(2 n)!!},
$$

we know that the results in (a) and (b) agree when $|z|<1$.

## 5317

If $a$ is real, show that

$$
\lim _{R \rightarrow \infty} \int_{-R}^{R} e^{-(x+i a)^{2}} d x
$$

exists and is independent of $a$.
(UC, Irvine)

## Solution.

First we have

$$
\left|e^{-(x+i a)^{2}}\right| \leq e^{a^{2}} \cdot e^{-x^{2}}
$$

It follows from the existence of

$$
\lim _{R \rightarrow \infty} \int_{-R}^{R} e^{-x^{2}} d x
$$

that

$$
\lim _{R \rightarrow \infty} \int_{-R}^{R} e^{-(x+i a)^{2}} d x
$$

exists.
Define $f(z)=e^{-z^{2}}$ and choose the contour of integration $\Gamma=\Gamma_{1} \cup \Gamma_{2} \cup$ $\Gamma_{3} \cup \Gamma_{4}$ as shown in Fig.5.5.


Fig.5.5

As $f(z)$ is analytic inside $\Gamma$, by Cauchy integral theorem,

$$
\int_{\Gamma} f(z) d z=\int_{\Gamma_{1}} f(z) d z+\int_{\Gamma_{2}} f(z) d z+\int_{\Gamma_{3}} f(z) d z+\int_{\Gamma_{4}} f(z) d z
$$

$$
\begin{aligned}
= & \int_{-R}^{R} e^{-x^{2}} d x+i e^{-R^{2}} \int_{0}^{a} e^{y^{2}-2 R y i} d y-\int_{-R}^{R} e^{-(x+i a)^{2}} d x \\
& -i e^{-R^{2}} \int_{0}^{a} e^{y^{2}+2 R y i} d y \\
= & 0
\end{aligned}
$$

Letting $R \rightarrow \infty$, it follows from the facts that $e^{-R^{2}} \rightarrow 0(R \rightarrow \infty)$ and

$$
\left|\int_{0}^{a} e^{y^{2} \pm 2 R y i} d y\right| \leq \int_{0}^{a} e^{y^{2}} d y
$$

that

$$
\lim _{R \rightarrow \infty} \int_{-R}^{R} e^{-(x+i a)^{2}} d x=\lim _{R \rightarrow \infty} \int_{-R}^{R} e^{-x^{2}} d x=\sqrt{\pi}
$$

## 5318

Let $n \geq 2$ be an integer. Compute

$$
\int_{0}^{\infty} \frac{1}{1+x^{n}} d x
$$

## Solution.



Fig.5. 6

Let $f(z)=\frac{1}{1+z^{n}}$, and select the integral contour $\Gamma$ as shown in Fig.5.6. $f(z)$ has one simple pole $z=e^{\frac{\pi}{n} i}$ inside $\Gamma$. By the residue theorem, we have

$$
\begin{aligned}
\int_{\Gamma} f(z) d z & =2 \pi i \operatorname{Res}\left(f, e^{\frac{\pi}{n} i}\right) \\
\int_{\Gamma} f(z) d z & =\int_{0}^{R} \frac{d x}{1+x^{n}}+\int_{0}^{\frac{2 \pi}{n}} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta+\int_{R}^{0} \frac{e^{\frac{2 \pi}{n} i} d x}{1+x^{n}} \\
& =\left(1-e^{\frac{2 \pi}{n} i}\right) \int_{0}^{R} \frac{d x}{1+x^{n}}+\int_{0}^{\frac{2 \pi}{n}} i R^{i \theta} f\left(R e^{i \theta}\right) d \theta
\end{aligned}
$$

It is obvious that

$$
\lim _{R \rightarrow \infty} \int_{0}^{\frac{2 \pi}{n}} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta=0
$$

and

$$
\operatorname{Res}\left(f, e^{\frac{\pi}{n} i}\right)=\left.\frac{1}{\left(1+z^{n}\right)^{\prime}}\right|_{z=e^{\frac{\pi}{n} i}}=\frac{1}{n e^{\frac{n-1}{n} \pi i}}
$$

Letting $R \rightarrow \infty$, we obtain

$$
\int_{0}^{\infty} \frac{d z}{1+x^{n}}=\frac{2 \pi i}{n e^{\frac{n-1}{n} \pi i}\left(1-e^{\frac{2 \pi}{n} i}\right)}=\frac{2 \pi i}{n\left(e^{\frac{\pi}{n} i}-e^{-\frac{\pi}{n} i}\right)}=\frac{\pi}{n \sin \frac{\pi}{n}}
$$

## 5319

Evaluate

$$
\int_{0}^{\infty} \cos \left(x^{2}\right) d x
$$

with full justification.
(Minnesota)

## Solution.



Fig. 5.7

Define

$$
f(z)=e^{-z^{2}}
$$

and choose the contour of integration $\Gamma=\sum_{j=1}^{3} \Gamma_{j}$ as shown in Fig.5.7. Because $f(z)=e^{-z^{2}}$ is analytic on $\Gamma$ and inside $\Gamma$, by Cauchy integral theorem, we have

$$
\int_{\Gamma} f(z) d z=\sum_{j=1}^{3} \int_{\Gamma_{j}} f(z) d z=0
$$

For the integral of $f(z)$ on $\Gamma_{2}$, we make a change of variable by $w=z^{2}$, then

$$
\int_{\Gamma_{2}} f(z) d z=\int_{\gamma_{2}} e^{-w} \cdot \frac{d w}{2 w^{\frac{1}{2}}},
$$

where

$$
\gamma_{2}=\left\{w:|w|=R^{2}, 0 \leq \arg w \leq \frac{\pi}{2}\right\} .
$$

By Jordan's lemma, we have

$$
\lim _{R \rightarrow \infty} \int_{\Gamma_{z}} f(z) d z=0 .
$$

For the integral of $f(z)$ on $\Gamma_{3}$, we have

$$
\begin{aligned}
\int_{\Gamma_{\mathrm{s}}} f(z) d z & =-\int_{0}^{R} e^{-x^{2} i} e^{\frac{\pi}{4} i} d x \\
& =-\int_{0}^{R} \frac{\sqrt{2}}{2}\left(\cos x^{2}+\sin x^{2}\right) d x-i \int_{0}^{R} \frac{\sqrt{2}}{2}\left(\cos x^{2}-\sin x^{2}\right) d x
\end{aligned}
$$

It is well known that

$$
\int_{\Gamma_{2}} f(z) d z=\int_{0}^{R} e^{-x^{2}} d x \rightarrow \frac{\sqrt{\pi}}{2}
$$

when $R \rightarrow \infty$. Hence we obtain by letting $R \rightarrow \infty$ that

$$
\int_{0}^{\infty}\left(\cos x^{2}+\sin x^{2}\right) d x+i \int_{0}^{\infty}\left(\cos x^{2}-\sin x^{2}\right) d x=\frac{\sqrt{2 \pi}}{2}
$$

which implies

$$
\int_{0}^{\infty} \cos x^{2} d x=\int_{0}^{\infty} \sin x^{2} d x=\frac{\sqrt{2 \pi}}{4} .
$$

## 5320

Evaluate

$$
\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x
$$

## Solution.



Fig.5. 8
Define

$$
f(z)=\frac{1-e^{2 i z}}{z^{2}}
$$

and select the integral contour $\Gamma$ as shown in Fig.5.8. Because $f(z)$ is analytic inside $\Gamma$, by Cauchy integral theorem,

$$
\int_{\Gamma} f(z) d z=0
$$

where

$$
\begin{aligned}
\int_{\Gamma} f(z) d z= & \int_{\varepsilon}^{R} \frac{1-e^{2 i x}}{x^{2}} d x+\int_{0}^{\pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta+\int_{-R}^{-\varepsilon} \frac{1-e^{2 i x}}{x^{2}} d x \\
& +\int_{\pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta \\
= & \int_{\varepsilon}^{R} \frac{2-e^{2 i x}-e^{-2 i x}}{x^{2}} d x+\int_{0}^{\pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta \\
& +\int_{\pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta \\
= & \int_{\varepsilon}^{R} \frac{4 \sin ^{2} x}{x^{2}} d x+\int_{0}^{\pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta+\int_{\pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta
\end{aligned}
$$

It is easy to see that

$$
\lim _{R \rightarrow \infty} \int_{0}^{\pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta=0
$$

and

$$
\lim _{\varepsilon \rightarrow 0} \int_{\pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta=-\pi i \operatorname{Res}(f, 0)
$$

Since the Laurent expansion of $f$ about $z=0$ is

$$
f(z)=\sum_{n=-1}^{\infty} a_{n} z^{n}
$$

where $a_{-1}=-2 i$, we know that $\operatorname{Res}(f, 0)=-2 i$.
Letting $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, we obtain

$$
\int_{0}^{\infty} \frac{\sin ^{2} x}{x^{2}} d x=\frac{\pi}{2}
$$

## 5321

Let $f(z)$ be holomorphic in the unit disk $|z| \leq 1$. Prove that

$$
\int_{0}^{1} f(x) d x=\frac{1}{2 \pi i} \int_{|z|=1} f(z) \log z d z
$$

where respective integration goes along the straight line from 0 to 1 and along the positively oriented unit circle starting from the point $z=1$. The branch of $\log$ is chosen to be real for positive $z$.
(SUNY, Stony Brook)

## Solution.



Fig.5. 9

Let the contour of integration $\Gamma$ be shown as in Fig.5.9, and the singlevalued branch of $\log z$ be chosen by $\left.\arg z\right|_{z=-1}=\pi$. Since $f(z) \log z$ is holomorphic inside the contour $\Gamma$, by Cauchy integral theorem,

$$
\int_{\Gamma} f(z) \log z d z=0
$$

where

$$
\begin{aligned}
\int_{\Gamma} f(z) \log z d z= & \int_{\varepsilon}^{1} f(x) \log x d x+\int_{|z|=1} f(z) \log z d z \\
& +\int_{1}^{\varepsilon} f(x)(\log x+2 \pi i) d x+\int_{2 \pi}^{0} f\left(\varepsilon e^{i \theta}\right) \log \left(\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta \\
= & -2 \pi i \int_{\varepsilon}^{1} f(x) d x+\int_{|z|=1} f(z) \log z d z \\
& -\int_{0}^{2 \pi} f\left(\varepsilon e^{i \theta}\right) \log \left(\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta
\end{aligned}
$$

It is easy to see that

$$
\lim _{\varepsilon \rightarrow 0} \int_{0}^{2 \pi} f\left(\varepsilon e^{i \theta}\right) \log \left(\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta=0
$$

Letting $\varepsilon \rightarrow 0$, we obtain

$$
\int_{0}^{1} f(x) d x=\frac{1}{2 \pi i} \int_{|z|=1} f(z) \log z d z
$$

where the integration contour $|z|=1$ has starting point and end point $z=1$, and the value of $\log z$ at the starting point $z=1$ is defined as 0 .

## 5322

Find the value of

$$
\int_{0}^{2 \pi} \log \left|a+b e^{i \phi}\right| d \phi
$$

where $a$ and $b$ are complex constants, not both equal to zero.
(Harvard)

## Solution.

First we assume $|a|>|b|$, and then the multi-valued analytic function $\log (a+b z)$ has single-valued branch on $\{z:|z| \leq 1\}$. Take $e^{i \phi}=z$, then $d \phi=\frac{d z}{i z}$, and

$$
\begin{aligned}
\int_{0}^{2 \pi} \log \left|a+b e^{i \phi}\right| d \phi & =\operatorname{Re}\left\{\int_{0}^{2 \pi} \log \left(a+b e^{i \phi}\right) d \phi\right\} \\
& =\operatorname{Re}\left\{\int_{|z|=1} \frac{\log (a+b z)}{i z} d z\right\} \\
& =\operatorname{Re}\{2 \pi \log a\}=2 \pi \log |a|
\end{aligned}
$$

When $|a|<|b|$, we have

$$
\begin{aligned}
\int_{0}^{2 \pi} \log \left|a+b e^{i \phi}\right| d \phi & =\int_{0}^{2 \pi} \log \left|\bar{b}+\bar{a} e^{i \phi}\right| d \phi \\
& =2 \pi \log |\bar{b}|=2 \pi \log |b|
\end{aligned}
$$

In the case $|a|=|b|$, let $b=a e^{i \alpha}$. Then

$$
\begin{aligned}
\int_{0}^{2 \pi} \log \left|a+b e^{i \phi}\right| d \phi & =\int_{0}^{2 \pi}\left(\log |a|+\log \left|1+e^{i(\phi+\alpha)}\right|\right) d \phi \\
& =2 \pi \log |a|+\int_{-\pi}^{\pi} \log \left|1+e^{i \phi}\right| d \phi
\end{aligned}
$$



Fig.5.10
In order to evaluate the integral

$$
\int_{-\pi}^{\pi} \log \left|1+e^{i \phi}\right| d \phi
$$

we define

$$
f(z)=\frac{\log (1+z)}{z}
$$

where the single-valued branch is defined by $\left.\log (1+z)\right|_{z=0}=0$. Choose a contour of integration $\Gamma=\Gamma_{\varepsilon} \cup \gamma_{\varepsilon}$ as shown in Fig.5.10. Since $f(z)$ is analytic on $\Gamma$ and inside $\Gamma$, by Cauchy integral theorem, $\int_{\Gamma} f(z) d z=0$. Because

$$
\left|\int_{\gamma_{\varepsilon}} f(z) d z\right| \leq \frac{\log \frac{1}{\varepsilon}+\frac{\pi}{2}}{1-\varepsilon} \cdot \pi \varepsilon \rightarrow 0 \quad(\varepsilon \rightarrow 0)
$$

we have

$$
\int_{-\pi}^{\pi} \log \left|1+e^{i \phi}\right| d \phi=\operatorname{Re} \int_{-\pi}^{\pi} \log \left(1+e^{i \phi}\right) d \phi
$$

$$
\begin{aligned}
& =\lim _{\varepsilon \rightarrow 0} \operatorname{Re}\left\{\int_{\Gamma_{\varepsilon}} \log (1+z) \frac{d z}{i z}\right\} \\
& =\lim _{\varepsilon \rightarrow 0} \operatorname{Re}\left\{\frac{1}{i} \int_{\Gamma} f(z) d z\right\}=0
\end{aligned}
$$

Hence we obtain

$$
\int_{0}^{2 \pi} \log \left|a+b e^{i \phi}\right| d \phi=2 \pi \max \{\log |a|, \log |b|\}
$$

## 5323

Evaluate

$$
\int_{0}^{\infty} \frac{\log x}{(1+x)^{3}} d x
$$

(Iowa)

## Solution.



Fig.5.11

Let

$$
f(z)=\frac{\log ^{2} z}{(1+z)^{3}}
$$

and select the integral path $\Gamma$ as shown in Fig.5.11. The single-valued branch of $\log z$ is chosen by $\left.\arg z\right|_{z=-1}=\pi$. By the residue theorem, we have

$$
\int_{\Gamma} f(z) d z=2 \pi i \operatorname{Res}(f,-1)
$$

where

$$
\begin{aligned}
\int_{\Gamma} f(z) d z= & \int_{\varepsilon}^{R} \frac{\log ^{2} x}{(1+x)^{3}} d x+\int_{0}^{2 \pi} i R e^{i \theta} f\left(R^{i \theta}\right) d \theta+\int_{R}^{\varepsilon} \frac{(\log x+2 \pi i)^{2}}{(1+x)^{3}} d x \\
& +\int_{2 \pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta \\
= & \int_{\varepsilon}^{R} \frac{-4 \pi i \log x+4 \pi^{2}}{(1+x)^{3}} d x+\int_{0}^{2 \pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta \\
& +\int_{2 \pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta
\end{aligned}
$$

It is obvious that

$$
\lim _{R \rightarrow \infty} \int_{0}^{2 \pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta=0
$$

and

$$
\lim _{\varepsilon \rightarrow 0} \int_{2 \pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta=0
$$

In order to find $\operatorname{Res}(f,-1)$, we consider the Laurent expansion of $f$ about $z=-1$ :

$$
\begin{aligned}
f(z) & =\frac{\log ^{2}[(z+1)-1]}{(z+1)^{3}}=\frac{(\pi i+\log [1-(z+1)])^{2}}{(z+1)^{3}} \\
& =\frac{\left(\pi i-(z+1)-\frac{1}{2}(z+1)^{2}-\cdots\right)^{2}}{(z+1)^{3}} \\
& =\sum_{n=-3}^{\infty} a_{n}(z+1)^{n}
\end{aligned}
$$

where $a_{-1}=1-\pi i$. Hence

$$
2 \pi i \operatorname{Res}(f,-1)=2 \pi i+2 \pi^{2}
$$

As $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, it turns out that

$$
\int_{0}^{\infty} \frac{-4 \pi i \log x+4 \pi^{2}}{(1+x)^{3}} d x=2 \pi i+2 \pi^{2}
$$

Comparing the imaginary parts on the two sides of the above identity, we obtain

$$
\int_{0}^{\infty} \frac{\log x}{(1+x)^{3}} d x=-\frac{1}{2}
$$

Evaluate the following integrals:
(a) $\int_{-i \infty}^{+i \infty} \frac{d z}{\left(z^{2}-4\right) \log (z+1)}$ (the integration is over the imaginary axis),
(b) $\int_{0}^{\infty} \frac{x^{\alpha}}{x^{3}+1} d x$ for $\alpha$ in the range $-1<\alpha<2$.
(Courant Inst.)

## Solution.

(a)


Fig.5.12

Define

$$
f(z)=\frac{1}{\left(z^{2}-4\right) \log (z+1)}
$$

The single-valued branch for $\log (z+1)$ is chosen by $\left.\log (z+1)\right|_{z=0}=0$, and the contour $\Gamma$ of integration is shown in Fig.5.12. As $f(z)$ is analytic on and inside $\Gamma$ except a simple pole at $z=2$, we have

$$
\int_{\Gamma} f(z) d z=2 \pi i \operatorname{Res}(f, 2)
$$

where

$$
\begin{aligned}
\int_{\Gamma} f(z) d z= & \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f\left(R e^{i \theta}\right) i R e^{i \theta} d \theta-\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f\left(\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta \\
& -\int_{-i R}^{-i \varepsilon} f(z) d z-\int_{i \varepsilon}^{+i R} f(z) d z
\end{aligned}
$$

and

$$
\operatorname{Res}(f, 2)=\lim _{z \rightarrow 2} \frac{(z-2)}{\left(z^{2}-4\right) \log (z+1)}=\frac{1}{4 \log 3}
$$

Because

$$
\lim _{R \rightarrow \infty} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f\left(R e^{i \theta}\right) i R e^{i \theta} d \theta=0
$$

and

$$
\lim _{\varepsilon \rightarrow 0} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f\left(\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta=\pi i \operatorname{Res}(f, 0)=-\frac{\pi i}{4}
$$

by letting $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, we obtain

$$
\int_{-i \infty}^{+i \infty} \frac{d z}{\left(z^{2}-4\right) \log (z+1)}=\frac{\pi i}{4}\left(1-\frac{2}{\log 3}\right) .
$$

(b)


Fig.5.13
Define

$$
f(z)=\frac{z^{\alpha}}{z^{3}+1}
$$

The single-valued branch for $z^{\alpha}$ is chosen by $\left.\arg z\right|_{z=x>0}=0$, and the contour $\Gamma$ of integration is shown in Fig.5.13. As $f(z)$ is analytic on and inside $\Gamma$ except a simple pole at $z=e^{\frac{\pi}{3} i}$, we have

$$
\int_{\Gamma} f(z) d z=2 \pi i \operatorname{Res}\left(f, e^{\frac{\pi}{5} i}\right)
$$

where

$$
\begin{aligned}
\int_{\Gamma} f(z) d z= & \int_{\varepsilon}^{R} f(x) d x+\int_{0}^{\frac{2 \pi}{3}} f\left(\operatorname{Re}^{i \theta}\right) i R e^{i \theta} d \theta-\int_{\varepsilon}^{R} e^{\frac{2 \pi \alpha}{3} i} f(x) \cdot e^{\frac{2 \pi}{3} i} d x \\
& -\int_{0}^{\frac{2 \pi}{3}} f\left(\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Res}\left(f, e^{\frac{\pi}{3} i}\right) & =\lim _{z \rightarrow e^{\frac{\pi}{3} i}}\left(z-e^{\frac{\pi}{3} i}\right) f(z) \\
& =\frac{e^{\frac{\pi \alpha}{3} i}}{3 e^{\frac{2 \pi}{3} i}} \\
& =\frac{1}{3 e^{\frac{\pi}{3}(2-\alpha) i}}
\end{aligned}
$$

Because

$$
\lim _{R \rightarrow \infty} \int_{0}^{\frac{2 \pi}{3}} f\left(R e^{i \theta}\right) i R e^{i \theta} d \theta=0
$$

when $\alpha<2$ and

$$
\lim _{\varepsilon \rightarrow 0} \int_{0}^{\frac{2 \pi}{3}} f\left(\varepsilon e^{i \theta}\right) i \varepsilon e^{i \theta} d \theta=0
$$

when $\alpha>-1$, by letting $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, we obtain

$$
\int_{0}^{\infty} \frac{x^{\alpha}}{x^{3}+1} d x=\frac{\pi}{3 \sin \left(\frac{2-\alpha}{3} \pi\right)}
$$

## 5325

Show that

$$
\int_{0}^{\infty} \frac{x^{\alpha}}{\left(1+x^{2}\right)^{2}} d x=\frac{\pi(1-\alpha)}{4 \cos \left(\frac{\pi \alpha}{2}\right)}
$$

for $-1<\alpha<3, \alpha \neq 1$. What happens if $\alpha=1$ ?
(Harvard)

## Solution.

Let

$$
f(z)=\frac{z^{\alpha}}{\left(1+z^{2}\right)^{2}}
$$

where $\left(\arg z^{\alpha}\right)_{z=x>0}=0$, and select the integral path $\Gamma$ as shown in Fig.5.14. By the residue theorem, we have

$$
\int_{\Gamma} f(z) d z=2 \pi i \operatorname{Res}(f(z), i)
$$



Fig. 5.14
where

$$
\int_{\Gamma} f(z) d z=\int_{\varepsilon}^{R} \frac{x^{\alpha}}{\left(1+x^{2}\right)^{2}} d x+\int_{0}^{\pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta+\int_{-R}^{-\varepsilon} \frac{(-x)^{\alpha} e^{i \pi \alpha}}{\left(1+x^{2}\right)^{2}} d x
$$

$$
\begin{aligned}
& +\int_{\pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta \\
= & \left(1+e^{i \pi \alpha}\right) \int_{\varepsilon}^{R} \frac{x^{\alpha}}{\left(1+x^{2}\right)^{2}} d x+\int_{0}^{\pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta \\
& +\int_{\pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta
\end{aligned}
$$

and

$$
\operatorname{Res}(f(z), i)=\lim _{z \rightarrow i}\left[\frac{z^{\alpha}}{(z+i)^{2}}\right]^{\prime}=\frac{1-\alpha}{4 i} e^{i \frac{\pi \alpha}{2}}
$$

It follows from $\alpha<3$ that

$$
\lim _{R \rightarrow \infty} \int_{0}^{\pi} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta=0
$$

and from $\alpha>-1$ that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\pi}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta=0
$$

Letting $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, we obtain

$$
\left(1+e^{i \pi \alpha}\right) \int_{0}^{\infty} \frac{x^{\alpha}}{\left(1+x^{2}\right)^{2}} d x=\frac{\pi(1-\alpha)}{2} e^{i \frac{\pi \alpha}{2}}
$$

When $\alpha \neq 1$,

$$
\int_{0}^{\infty} \frac{x^{\alpha}}{\left(1+x^{2}\right)^{2}} d x=\frac{\pi(1-\alpha)}{4 \cdot\left(\frac{e^{i \frac{\pi \alpha}{2}}+e^{-i \frac{\pi \alpha}{2}}}{2}\right)}=\frac{\pi(1-\alpha)}{4 \cos \left(\frac{\pi \alpha}{2}\right)}
$$

when $\alpha=1$.

$$
\int_{0}^{\infty} \frac{x}{\left(1+x^{2}\right)^{2}} d x=\lim _{\alpha \rightarrow 1} \frac{\pi(1-\alpha)}{4 \cos \left(\frac{\pi \alpha}{2}\right)}=\frac{1}{2}
$$

## 5326

(a) Prove that

$$
\int_{0}^{\infty} e^{i x} x^{-\alpha} d x
$$

converges if $0<\alpha<1$.
(b) Use complex integration to show that

$$
\int_{0}^{\infty} x^{-\alpha} \cos x d x=\sin \frac{\pi \alpha}{2} \cdot \Gamma(-\alpha+1)
$$

(Harvard)

## Solution.

(a)
$\int_{0}^{\infty} e^{i x} x^{-\alpha} d x=\left(\int_{0}^{1} x^{-\alpha} \cos x d x+\int_{1}^{\infty} x^{-\alpha} \cos x d x\right)+i \int_{0}^{\infty} x^{-\alpha} \sin x d x$.
It follows from $\alpha<1$ that

$$
\int_{0}^{1} x^{-\alpha} \cos x d x
$$

is convergent. It is also obvious that

$$
\left|\int_{1}^{A} \cos x d x\right| \leq 2, \quad\left|\int_{0}^{A} \sin x d x\right| \leq 2
$$

$x^{-\alpha}$ is monotonic decreasing and

$$
\lim _{x \rightarrow+\infty} x^{-\alpha}=0 \quad \text { for } \alpha>0
$$

By Dirichlet's criterion, we know that $\int_{1}^{\infty} x^{-\alpha} \cos x d x$ and $\int_{0}^{\infty} x^{-\alpha} \sin x d x$ are also convergent. Hence $\int_{0}^{\infty} e^{i x} x^{-\alpha} d x$ is convergent when $0<\alpha<1$.
(b)


Fig.5.15
Let $f(z)=z^{-\alpha} e^{-z}$, and the contour of integration $\Gamma$ is chosen as shown in Fig.5.15. The single-valued branch of $f(z)$ on $\Gamma$ is definde by $\left.z^{-\alpha}\right|_{z=x>0}>0$.

By Cauchy integral theorem,

$$
\begin{aligned}
\int_{\Gamma} f(z) d z= & \int_{\varepsilon}^{R} x^{-\alpha} e^{-x} d x+\int_{0}^{\frac{\pi}{2}} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta+\int_{R}^{\varepsilon} x^{-\alpha} e^{-\frac{\pi \alpha}{2} i} e^{-i x} i d x \\
& +\int_{\frac{\pi}{2}}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta=0
\end{aligned}
$$

It follows from $\alpha<1$ that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\frac{\pi}{2}}^{0} i \varepsilon e^{i \theta} f\left(\varepsilon e^{i \theta}\right) d \theta=0
$$

and from $\alpha>0$ and Jordan's lemma that

$$
\lim _{R \rightarrow \infty} \int_{0}^{\frac{\pi}{2}} i R e^{i \theta} f\left(R e^{i \theta}\right) d \theta=0
$$

Letting $\varepsilon \rightarrow 0$ and $R \rightarrow \infty$, we have

$$
\Gamma(-\alpha+1)=\int_{0}^{\infty} x^{-\alpha} e^{-x} d x=i e^{-\frac{\pi \alpha}{2} i} \int_{0}^{\infty} x^{-\alpha} e^{-i x} d x
$$

Multiplying both sides by $e^{\frac{\pi x}{2} i}$, and comparing the imaginary parts, we obtain

$$
\int_{0}^{\infty} x^{-\alpha} \cos x d x=\sin \frac{\pi \alpha}{2} \Gamma(-\alpha+1)
$$

## 5327

Use a change of contour to show that

$$
\int_{0}^{\infty} \frac{\cos (\alpha x)}{x+\beta} d x=\int_{0}^{\infty} \frac{t e^{-\alpha \beta t}}{t^{2}+1} d t
$$

provided that $\alpha$ and $\beta$ are positive. Define the left side as a limit of proper integral and show that the limit exists.
(Courant Inst.)

## Solution.

Since

$$
\left|\int_{0}^{A} \cos (\alpha x) d x\right| \leq \frac{2}{\alpha}
$$

$\frac{1}{x+\beta}$ is monotonic with respect to $x$ and

$$
\lim _{x \rightarrow+\infty} \frac{1}{x+\beta}=0
$$

the convergence of the integral

$$
\int_{0}^{\infty} \frac{\cos (\alpha x)}{x+\beta} d x
$$

follows from Dirichlet's criterion.
Define

$$
f(z)=\frac{e^{-\alpha z}}{z+\beta i}
$$

and choose the contour of integration $\Gamma=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3}$ as shown in Fig.5.16.


Fig.5.16

By Cauchy integral theorem, we have

$$
\begin{aligned}
\int_{\Gamma} f(z) d z & =\int_{0}^{R} \frac{e^{-\alpha x}}{x+\beta i} d x+\int_{\Gamma_{2}} f(z) d z-\int_{0}^{R} \frac{e^{-\alpha x i}}{x+\beta} d x \\
& =\int_{0}^{R} \frac{e^{-\alpha x}(x-\beta i)}{x^{2}+\beta^{2}} d x+\int_{\Gamma_{2}} f(z) d z-\int_{0}^{R} \frac{e^{-\alpha x i}}{x+\beta} d x=0
\end{aligned}
$$

It follows from Jordan's lemma that

$$
\lim _{R \rightarrow \infty} \int_{\Gamma_{2}} f(z) d z=0
$$

Letting $R \rightarrow \infty$ and considering the real part in the above identity, we obtain

$$
\int_{0}^{\infty} \frac{\cos (\alpha x)}{x+\beta} d x=\int_{0}^{\infty} \frac{x e^{-\alpha x}}{x^{2}+\beta^{2}} d x=\int_{0}^{\infty} \frac{t e^{-\alpha \beta t}}{t^{2}+1} d t
$$

(a) Let $c$ be the unit circle in the complex plane, and let $f$ be a continuous $\mathbb{C}$-valued function on $c$. Show that

$$
F_{f}(z)=\int_{c} \frac{f(\zeta)}{\zeta-z} d \zeta
$$

is a holomorphic function of $z$ in the interior of the unit disk.
(b) Find a continuous $f$ on $c$ which is not identically zero, but so that the associated function $F$ is identically zero.
(Minnesota)

## Solution.

(a) Let $z_{0}$ be an arbitrary point in the unit disk. Then $1-\left|z_{0}\right|=\rho>0$. Choosing $\delta>0$ such that $\delta<\rho$, we prove that

$$
F_{f}(z)=\int_{c} \frac{f(\zeta)}{\zeta-z} d \zeta
$$

has a power series expansion in $\left\{\left|z-z_{0}\right| \leq \delta\right\}$.
It is clear that

$$
\left|\frac{z-z_{0}}{\zeta-z}\right| \leq \frac{\delta}{\rho}<1
$$

when $\left|z-z_{0}\right| \leq \delta$ and $\zeta \in c$. We can also assume $|f(\zeta)| \leq M$ because $f$ is continuous on $c$. Thus

$$
\begin{aligned}
\frac{f(\zeta)}{\zeta-z} & =\frac{f(\zeta)}{\left(\zeta-z_{0}\right)-\left(z-z_{0}\right)}=\frac{f(\zeta)}{\zeta-z_{0}} \cdot \frac{1}{1-\frac{z-z_{0}}{\zeta-z_{0}}} \\
& =\frac{f(\zeta)}{\zeta-z_{0}} \sum_{n=0}^{\infty}\left(\frac{z-z_{0}}{\zeta-z_{0}}\right)^{n} \\
& =\sum_{n=0}^{\infty} \frac{f(\zeta)}{\zeta-z_{0}} \cdot\left(\frac{z-z_{0}}{\zeta-z_{0}}\right)^{n} .
\end{aligned}
$$

As

$$
\left|\frac{f(\zeta)}{\zeta-z_{0}}\left(\frac{z-z_{0}}{\zeta-z_{0}}\right)^{n}\right| \leq \frac{M}{\rho} \cdot\left(\frac{\delta}{\rho}\right)^{n}
$$

and $\sum_{n=0}^{\infty} \frac{M}{\rho}\left(\frac{\delta}{\rho}\right)^{n}$ is convergent, the series $\sum_{n=0}^{\infty} \frac{f(\zeta)}{\zeta-z_{0}}\left(\frac{z-z_{0}}{\zeta-z_{0}}\right)^{n}$ converges uniformly for all $\zeta \in c$. Hence termwise integration is permissible, and we obtain

$$
F_{f}(z)=\int_{c} \frac{f(\zeta)}{\zeta-z} d \zeta=\sum_{n=0}^{\infty} a_{n}\left(z-z_{0}\right)^{n}
$$

where $\left|z-z_{0}\right| \leq \delta$ and

$$
a_{n}=\int_{c} \frac{f(\zeta)}{\left(\zeta-z_{0}\right)^{n+1}} d \zeta
$$

Since $z_{0}$ is arbitrarily chosen in the unit disk, $F_{f}(z)$ is holomorphic in $\{|z|<1\}$.
(b) Take $f(\zeta)=\frac{1}{\zeta}(|\zeta|=1)$. Then

$$
F_{f}(z)=\int_{c} \frac{1}{\zeta(\zeta-z)} d \zeta=\int_{c} \frac{1}{z}\left(\frac{1}{\zeta-z}-\frac{1}{\zeta}\right) d \zeta=\frac{1}{z}(2 \pi i-2 \pi i)=0
$$

In fact, $f(\zeta)$ can be taken as $\frac{1}{\left(\zeta-z_{0}\right)^{n}}$ for any positive integer $n$ and fixed $z_{0} \in\{z:|z|<1\}$. When $\zeta \in c$,

$$
\overline{\int_{c} \frac{f(\zeta)}{\zeta-z} d \zeta}=\int_{c} \frac{1}{\left(\frac{1}{\zeta}-\bar{z}\right)\left(\frac{1}{\zeta}-\bar{z}_{0}\right)^{n}} d\left(\frac{1}{\zeta}\right)=\int_{c} \frac{-\zeta^{n-1}}{(1-\bar{z} \zeta)\left(1-\bar{z}_{0} \zeta\right)^{n}} d \zeta=0
$$

## 5329

Let $[a, b]$ be a finite interval in $\mathbb{R}$ and define, for $z$ in $D=\mathbb{C}-[a, b]$,

$$
f(z)=\int_{a}^{b} \frac{d t}{t-z}
$$

Show that $f(z)$ is analytic in $D$. Given $c, a<c<b$, calculate the limit of $f(z)$ as $z$ tends to $c$ from the upper half plane and as $z$ tends to $c$ from the lower half plane.

## Solution.

For any $z_{0} \in D$, choose $\delta>0$ sufficiently small such that $\left\{z:\left|z-z_{0}\right| \leq\right.$ $\delta\} \cap\{z=x+i y: y=0, a \leq x \leq b\}=\emptyset$. When $\left|z-z_{0}\right|<\delta, a \leq t \leq b$, we have

$$
\frac{1}{t-z}=\frac{1}{\left(t-z_{0}\right)-\left(z-z_{0}\right)}=\frac{1}{t-z_{0}} \cdot \frac{1}{1-\frac{z-z_{0}}{t-z_{0}}}=\sum_{n=0}^{\infty} \frac{\left(z-z_{0}\right)^{n}}{\left(t-z_{0}\right)^{n+1}}
$$

and the series converges uniformly for $t$ with $a \leq t \leq b$. Hence

$$
\begin{aligned}
f(z) & =\int_{a}^{b} \frac{d t}{t-z}=\int_{a}^{b}\left(\sum_{n=0}^{\infty} \frac{\left(z-z_{0}\right)^{n}}{\left(t-z_{0}\right)^{n+1}}\right) d t \\
& =\sum_{n=0}^{\infty}\left(\int_{a}^{b} \frac{d t}{\left(t-z_{0}\right)^{n+1}}\right)\left(z-z_{0}\right)^{n}
\end{aligned}
$$

holds for $z \in\left\{z:\left|z-z_{0}\right|<\delta\right\}$, which implies $f(z)$ is analytic in $\left\{z:\left|z-z_{0}\right|<\right.$ $\delta\}$. Since $z_{0}$ is an arbitrary point in $D$, we obtain that $f(z)$ is analytic in $D$.

For $z \in D, f(z)$ can also be represented explicitly by

$$
f(z)=\int_{a}^{b} \frac{d t}{t-z}=\int_{a}^{b} d \log (t-z)=\log \frac{z-b}{z-a}
$$

where the single-valued branch is defined by $\left.\arg \left(\frac{z-b}{z-a}\right)\right|_{z=x_{0}>b}=0$. Let $\Gamma_{1}$ and $\Gamma_{2}$ be two continuous curves connecting $z=x_{0}>b$ and $z=c$ in the upper half plane and the lower half plane respectively. Then the limit of $f(z)$ as $z$ tends to $c$ from the upper half plane is

$$
\log \left|\frac{c-b}{c-a}\right|+i \Delta_{\Gamma_{1}} \arg \frac{z-b}{z-a}=\log \left|\frac{c-b}{c-a}\right|+\pi i
$$

while the limit of $f(z)$ as $z$ tends to $c$ from the lower half plane is

$$
\log \left|\frac{c-b}{c-a}\right|+i \Delta_{\Gamma_{2}} \arg \frac{z-b}{z-a}=\log \left|\frac{c-b}{c-a}\right|-\pi i .
$$

## 5330

For each $z \in U=\{z: \operatorname{Im} z>0\}$ define

$$
g(z)=\frac{1}{2 \pi i} \int_{-1}^{1} \frac{\sin ^{2} t}{t-z} d t
$$

Determine which points $a \in \mathbb{R}$ have the following property: there exist $\varepsilon>0$ and an analytic function $f$ on $D(a, \varepsilon)$ such that $f(z)=g(z)$ for all $z \in U \cap$ $D(a, \varepsilon)$.
(Indiana)

## Solution.

Let $\Gamma$ be the half unit circle in the lower half plane whose direction is defined from point $z=-1$ to point $z=1$, and define a function

$$
f(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\sin ^{2} t}{t-z} d t
$$

It follows from the Cauchy integral theorem that when $z \in U, f(z) \equiv g(z)$. With a similar reason as in problem 5328, $f(z)$ is analytic in the complement of $\Gamma$. Hence we obtain that for any $a \in \mathbb{R}, a \neq \pm 1$, there exists $\varepsilon>0$
$(\varepsilon<\min \{|a-1|,|a+1|\})$ such that $f(z)$ is analytic in $D(a, \varepsilon)=\{z:|z-a|<\varepsilon\}$ and $f(z)=g(z)$ for all $z \in U \cap D(a, \varepsilon)$.

When $a= \pm 1$, such a $f(z)$ does not exist. The reason is as follows: As

$$
\frac{\sin ^{2} t}{t-z}=\frac{\sin ^{2} t-\sin ^{2} z}{t-z}+\frac{\sin ^{2} z}{t-z}
$$

where $\frac{\sin ^{2} t-\sin ^{2} z}{t-z}$ is an analytic function of two variables for $(t, z) \in \mathbb{C} \times \mathscr{C}$, we know that

$$
h(z)=\frac{1}{2 \pi i} \int_{-1}^{1} \frac{\sin ^{2} t-\sin ^{2} z}{t-z} d t
$$

is analytic for $z \in \mathbb{C}$. But

$$
\frac{1}{2 \pi i} \int_{-1}^{1} \frac{\sin ^{2} z}{t-z} d t=\frac{\sin ^{2} z}{2 \pi i} \int_{-1}^{1} d \log (t-z)=\frac{\sin ^{2} z}{2 \pi i} \log \frac{z-1}{z+1}
$$

which has branch points $z= \pm 1$, hence $g(z)$ can not be analytically continued to $D( \pm 1, \varepsilon)$.

# SECTION 4 <br> THE MAXIMUM MODULUS AND <br> ARGUMENT PRINCIPLES 

## 5401

Let $a \in \mathbb{C},|a| \leq 1$, and consider the polynomial

$$
P(z)=\frac{a}{2}+\left(1-|a|^{2}\right) z-\frac{\bar{a}}{2} z^{2}
$$

Show that $|P(z)| \leq 1$ whenever $|z| \leq 1$.
(Indiana)

## Solution.

$$
\begin{aligned}
P(z) & =\frac{a}{2}+\left(1-|a|^{2}\right) z-\frac{\bar{a}}{2} z^{2} \\
& =z\left[\left(1-|a|^{2}\right)+\frac{1}{2}\left(\frac{a}{z}-\bar{a} z\right)\right]
\end{aligned}
$$

When $|z|=1$,

$$
\begin{aligned}
& \operatorname{Re}\left(\frac{a}{z}-\bar{a} z\right)=\operatorname{Re}\left[\frac{a}{z}-\overline{(\bar{a} z)}\right]=\operatorname{Re}\left[\frac{a}{z}-\frac{a}{z}\right]=0, \\
& \left|\operatorname{Im}\left(\frac{a}{z}-\bar{a} z\right)\right| \leq 2|a| .
\end{aligned}
$$

Hence when $|z|=1$,

$$
\begin{aligned}
|P(z)|^{2} & =\left(1-|a|^{2}\right)^{2}+\left(\operatorname{Im}\left[\frac{1}{2}\left(\frac{a}{z}-\bar{a} z\right)\right]\right)^{2} \\
& \leq\left(1-2|a|^{2}+|a|^{4}\right)+|a|^{2}=1-|a|^{2}+|a|^{4} \leq 1
\end{aligned}
$$

By the maximum modulus principle, $|P(z)| \leq 1$ whenever $|z| \leq 1$.

## 5402

Let $f$ be holomorphic in the unit disk $\{|z|<1\}$, continuous in $\{|z| \leq 1\}$ and $|f(z)|=1$ whenever $|z|=1$. Prove that $f$ is a rational function.
(SUNY, Stony Brook)

## Solution.

If $f(z)$ has infinite many zeros, by the isolatedness of the zeros of holomorphic functions, the zeros must have limit points on the boundary of the unit disk. But it will violate the fact that $f$ is continuous in $\{|z| \leq 1\}$ and $|f(z)|=1$ whenever $|z|=1$. Hence $f$ has only finite zeros in the unit disk. Denote all these zeros by $z_{1}, z_{2}, \cdots, z_{n}$, multiple zeros being repeated, and define

$$
F(z)=f(z) / \prod_{k=1}^{n}\left(\frac{z-z_{k}}{1-\bar{z}_{k} z}\right)
$$

Then $F(z)$ is holomorphic in $\{|z|<1\}$. continuous in $\{|z| \leq 1\}$ and $|F(z)|=1$ when $|z|=1$. By the maximum modulus principle, $|F(z)| \leq 1$ in $\{|z| \leq 1\}$. Since $F(z)$ has no zero in $\{|z| \leq 1\}, \frac{1}{F(z)}$ is also holomorphic in $\{|z|<1\}$, continuous in $\{|z| \leq 1\}$ and $\left|\frac{1}{F(z)}\right|=1$ when $|z|=1$. Application of the maximum modulus principle to $\frac{1}{F(z)}$ yields $|F(z)| \geq 1$ in $\{|z| \leq 1\}$. Hence $|F(z)|=1$ holds in $\{|z| \leq 1\}$, which implies $F(z)=e^{i \alpha}$ with $\alpha$ a real number. So we obtain

$$
f(z)=e^{i \alpha} \prod_{k=1}^{n}\left(\frac{z-z_{k}}{1-\bar{z}_{k} z}\right)
$$

Let $f$ be a continuous function on $\bar{U}=\{z:|z| \leq 1\}$ such that $f$ is analytic in $U$. If $f=1$ on the half-circle $\gamma=\left\{e^{i \theta}: 0 \leq \theta \leq \pi\right\}$, prove that $f=1$ everywhere in $\bar{U}$.
(Indiana)

## Solution.

Define $F(z)=(f(z)-1)(f(-z)-1)$, then $F(z)$ is also continuous on $\bar{U}$ and analytic in $U$. When $z \in \partial U$, we have either $f(z)-1=0$ or $f(-z)-1=0$. Hence $F(z)=0$ holds for all $z \in \bar{U}$, which implies either $f(z)-1 \equiv 0$ or $f(-z)-1 \equiv 0$. Since $f(z)-1 \equiv 0$ is equivalent to $f(-z)-1 \equiv 0$, we obtain $f(z) \equiv 1$ for all $z \in \bar{U}$.

Remark. The condition that " $f=1$ on the half-circle $\gamma$ " can be weakened to that " $f=1$ on an arc $\gamma=\left\{e^{i \theta}: 0 \leq \theta \leq \frac{\pi}{n}\right\}$, where $n$ is a natural number". In this case, the proof is the same except that $F(z)$ is defined by

$$
F(z)=(f(z)-1)\left(f\left(z e^{\frac{\pi}{n} i}\right)-1\right)\left(f\left(z e^{\frac{2 \pi}{n} i}\right)-1\right) \cdots\left(f\left(z e^{\frac{2 n-1}{n} \pi i}\right)-1\right)
$$

Let $S$ denote the sector in the complex plane given by $S=\left\{z:-\frac{\pi}{4}<\right.$ $\left.\arg z<\frac{\pi}{4}\right\}$. Let $\bar{S}$ denote the closure of $S$. Let $f$ be a continuous complex function on $\bar{S}$ which is holomorphic in $S$. Suppose further
(1) $|f(z)| \leq 1$ for all $z$ in the boundary of $S$;
(2) $|f(x+i y)| \leq e^{\sqrt{x}}$ for all $x+i y \in S$.

Prove that $|f(z)| \leq 1$ for all $z \in S$.
(SUNY, Stony Brook)

## Solution.

Let $F(z)=e^{-\epsilon z} f(z)$, where $\varepsilon>0$ is an arbitrary fixed number. Then $F(z)$ is also continuous on $\bar{S}$ and analytic in $S$. When $z$ is on the boundary of $S,|F(z)|=e^{-\varepsilon x}|f(x)| \leq 1$. When $|z| \rightarrow+\infty\left(-\frac{\pi}{4}<\arg z<\frac{\pi}{4}\right),|F(z)| \leq$ $e^{-\varepsilon x} \cdot e^{\sqrt{x}} \rightarrow 0$. By the maximum modulus principle, we have $|F(z)| \leq 1$ for all $z \in S$, which implies $|f(z)| \leq\left|e^{\varepsilon z}\right|=e^{\varepsilon x}$ for all $z \in S$. Because $\varepsilon>0$ can be arbitrarily chosen, letting $\varepsilon \rightarrow 0$, we obtain $|f(z)| \leq 1$ for all $z \in S$.

## 5405

Let $K$ be a compact, connected subset of $\mathscr{C}$ containing more than one point and let $f$ be a one-to-one conformal map of $\overline{\mathcal{C}} \backslash K$ onto $\Delta=\{z:|z|<1\}$ with $f(\infty)=0$. If $p$ is a polynomial of degree $n$ for which $|p(z)| \leq 1$ for $z \in K$, prove that

$$
|p(z)| \leq|f(z)|^{-n} \quad \text { for } z \in \mathbb{C} \backslash K
$$

(Indiana)

## Solution.

Because $f$ is a one-to-one conformal map of $\bar{C} \backslash K$ onto $\Delta$ with $f(\infty)=0$, it has a simple zero at $z=\infty$. Since $p$ is a polynomial of degree $n$, it has a pole of order $n$ at $z=\infty$. Hence the function $F(z)=p(z) f^{n}(z)$ is analytic in $\overline{\mathbb{C}} \backslash K$ which contains point $z=\infty$. As $f(z)$ maps $\overline{\mathbb{C}} \backslash K$ onto $\Delta=\{z:|z|<1\}$, we have $\lim _{z \rightarrow K}|f(z)|=1$. Together with $|p(z)| \leq 1$ for $z \in K$, we know that the limit of $|F(z)|$ when $z$ tends to $K$ can not be larger than 1. Apply the maximum modulus principle to $F(z)$ on $\overline{\mathbb{C}} \backslash K$, we obtain $|F(z)| \leq 1$ for $z \in \overline{\mathbb{C}} \backslash K$, which implies $|p(z)| \leq|f(z)|^{-n}$ for all $z \in \mathbb{C} \backslash K$.

Suppose $f$ and $g$ (non-constant functions) are analytic in a region $G$ and continuous on the closure $\bar{G}$ of the region. Assume that $\bar{G}$ is compact. Prove that $|f|+|g|$ achieves its maximum value on the boundary of $G$.

## Solution.

Assume that $|f|+|g|$ achieves its maximum value $c(c>0)$ at $z_{0} \in \bar{G}$, we prove that if $z_{0} \in G$, then $f$ and $g$ must be constants.

Let

$$
\left|f\left(z_{0}\right)\right|=f\left(z_{0}\right) e^{i \phi_{1}}, \quad\left|g\left(z_{0}\right)\right|=g\left(z_{0}\right) e^{i \phi_{2}} .
$$

Then for fixed $\phi_{1}$ and $\phi_{2}$,

$$
F(z)=f(z) e^{i \phi_{1}}+g(z) e^{i \phi_{2}}
$$

is analytic in $G$ and continuous on $\bar{G}$. It follows from

$$
\begin{aligned}
|F(z)| & \leq|f(z)|+|g(z)| \leq c, \\
F\left(z_{0}\right) & =f\left(z_{0}\right) e^{i \phi_{1}}+g\left(z_{0}\right) e^{i \phi_{2}}=\left|f\left(z_{0}\right)\right|+\left|g\left(z_{0}\right)\right|=c
\end{aligned}
$$

and $z_{0} \in G$ that

$$
F(z)=f(z) e^{i \phi_{1}}+g(z) e^{i \phi_{2}}
$$

must be the constant $c$.
Without loss of generality, we assume that $f$ is not a constant, and try to lead to a contradiction. Since the image of an open set $\left\{z:\left|z-z_{0}\right|<\delta\right\} \subset G$ under $f$ is an open set which contains point $f\left(z_{0}\right), f(z)$ assumes all the values $f(z)=f\left(z_{0}\right)+\varepsilon e^{i \phi}$ for small $\varepsilon>0$ and $0 \leq \phi<2 \pi$ in $\left\{z:\left|z-z_{0}\right|<\delta\right\}$. Then when $\phi+\phi_{1} \neq 0, \pi$, we have

$$
\begin{aligned}
|f(z)|+|g(z)| & =|f(z)|+\left|c-f(z) e^{i \phi_{1}}\right| \\
& =\left|f\left(z_{0}\right)+\varepsilon e^{i \phi_{1}}\right|+\left|c-f\left(z_{0}\right) e^{i \phi_{1}}-\varepsilon e^{i\left(\phi+\phi_{1}\right)}\right| \\
& =\left|\varepsilon e^{i\left(\phi+\phi_{1}\right)}+f\left(z_{0}\right) e^{i \phi_{1}}\right|+\left|\varepsilon e^{i\left(\phi+\phi_{1}\right)}-g\left(z_{0}\right) e^{i \phi_{2}}\right| \\
& >f\left(z_{0}\right) e^{i \phi_{1}}+g\left(z_{0}\right) e^{i \phi_{2}}=c,
\end{aligned}
$$

which contradicts that $z_{0}$ is a maximum value point of $|f|+|g|$. Hence $f$ must be a constant, which also implies $g$ is a constant too.

## 5407

Suppose $f(z)$ is an entire function with

$$
|f(z)| \leq \frac{1}{|\operatorname{Re} z|}, \quad \text { all } z
$$

Show that $f(z)$ is identically 0 .
(Iowa)

## Solution.

For any $R>0$, consider function

$$
g(z)=(z-R i)(z+R i) f(z)
$$

When $|z|=R$, and $\operatorname{Im} z \geq 0$, denote by $\theta$ the angle between the line perpendicular to the imaginary axis and the line passing through $z$ and $R i$. Then $0 \leq \theta \leq \frac{\pi}{4}$, and

$$
\left|\frac{z-R i}{\operatorname{Re} z}\right|=\sec \theta \leq \sqrt{2}
$$

When $|z|=R$, and $\operatorname{Im} z<0$, denote by $\theta$ the angle between the line perpendicular to the imaginary axis and the line passing through $z$ and $-R i$. Then $0 \leq \theta<\frac{\pi}{4}$, and

$$
\left|\frac{z+R i}{\operatorname{Re} z}\right|=\sec \theta<\sqrt{2}
$$

It follows from the above discussion that when $|z|=R$,

$$
|g(z)|=|(z-R i)(z+R i) f(z)| \leq\left|\frac{(z-R i)(z+R i)}{\operatorname{Re} z}\right| \leq 2 \sqrt{2} R
$$

By the maximum modulus principle, when $|z|<R$,

$$
|f(z)|=\left|\frac{g(z)}{(z-R i)(z+R i)}\right| \leq \frac{2 \sqrt{2} R}{R^{2}-|z|^{2}}
$$

Now fixing $z$, and letting $R \rightarrow+\infty$, we obtain $f(z)=0$. Since $R$ can be arbitrarily large, we have $f(z)=0$ for all $z \in \mathbb{C}$.

Suppose $f$ is analytic on $\{z ; 0<|z|<1\}$ and

$$
|f(z)| \leq \log \frac{1}{|z|}
$$

Show that $f \equiv 0$.
(Indiana)

## Solution.

Denote the Laurent expansion of $f$ on $\{z ; 0<|z|<1\}$ by

$$
f(z)=\sum_{n=-\infty}^{\infty} a_{n} z^{n},
$$

where

$$
a_{n}=\frac{1}{2 \pi i} \int_{|z|=r<1} \frac{f(z)}{z^{n+1}} d z .
$$

It follows that

$$
\left|a_{n}\right| \leq \frac{1}{2 \pi} \int_{|z|=r}\left|\frac{f(z)}{z^{n+1}}\right| \cdot|d z| \leq \frac{1}{r^{n}} \log \frac{1}{r} .
$$

When $n<0$, letting $r \rightarrow 0$, we have

$$
a_{n}=0 \quad(n=-1,-2, \cdots),
$$

which implies $z=0$ is a removable singularity of $f$. In other words, $f$ can be extended to an analytic function of the unit disk.

Since $\log \frac{1}{|z|}=0$ when $|z|=1$. By the maximum modulus principle, we obtain

$$
f \boxminus 0 .
$$

## 5409

Let $f$ be an analytic function on $D=\{z:|z|<1\}, f(D) \subseteq D$ and $f(0)=0$.
(a) Prove that $|f(z)+f(-z)| \leq 2|z|^{2}$ for all $z$ in $D$ and if equality occurs for some non-zero $z$ in $D$, then $f(z)=e^{i \alpha} z^{2}$.
(b) Prove that

$$
\left|\int_{-1}^{1} f(x) d x\right| \leq \frac{2}{3}
$$

(Indiana)

## Solution.

(a) Let $F(z)=f(z)+f(-z)$, then $F(0)=0$,

$$
F^{\prime}(0)=\lim _{z \rightarrow 0} \frac{F(z)}{z}=\lim _{z \rightarrow 0}\left(\frac{f(z)}{z}-\frac{f(-z)}{-z}\right)=0
$$

Hence $\frac{F(z)}{z^{2}}$ is analytic in $D$, and when $z$ tends to $\partial D$, the limit of $\left|\frac{F(z)}{z^{2}}\right|$ can not be larger than 2. By the maximum modulus principle, $|f(z)+f(-z)| \leq$ $2|z|^{2}$ holds for all $z \in D$.

If equality occurs for some non-zero $z$ in $D$, we have

$$
f(z)+f(-z)=2 e^{i \alpha} z^{2}
$$

where $\alpha$ is a real constant.
Let

$$
f(z)=\sum_{n=1}^{\infty} a_{n} z^{n}
$$

it follows from

$$
f(z)+f(-z)=2 e^{i \alpha} z^{2}
$$

that

$$
a_{2}=e^{i \alpha}, \quad a_{4}=a_{6}=\cdots=0
$$

Because $|f(z)|<1$ for $z \in D$, we have

$$
\lim _{r \rightarrow 1} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right|^{2} d \theta=\sum_{n=1}^{\infty}\left|a_{n}\right|^{2} \leq 1
$$

Since $a_{2}=e^{i \alpha}$, the other coefficients must be zero, which implies $f(z)=e^{i \alpha} z^{2}$.
(b)

$$
\begin{aligned}
\left|\int_{-1}^{1} f(x) d x\right| & =\left|\int_{-1}^{0} f(x) d x+\int_{0}^{1} f(x) d x\right| \\
& =\left|\int_{0}^{1}(f(x)+f(-x)) d x\right| \leq \int_{0}^{1} 2 x^{2} d x=\frac{2}{3}
\end{aligned}
$$

If $f$ is analytic and $|f(z)|<1$ on $\{z:|z| \leq 1\}$, prove that $f(z)$ has a fixed point.
(Rutgers)

## Solution.

Let $F(z)=f(z)-z$ and $G(z)=-z$.
When $|z|=1$,

$$
|F(z)-G(z)|=|f(z)|<1=|G(z)| .
$$

By Rouche's theorem, $F(z)$ and $G(z)$ have the same number of zeros in $\{z:|z|<1\}$. Since $G(z)$ has only one simple zero in $\{z:|z|<1\}$, we conclude that $f(z)-z$ has one zero in $\{z:|z|<1\}$, which implies that $f(z)$ has a fixed point in $\{z:|z|<1\}$.

## 5411

Let $f(z)=z+e^{-z}, \lambda>1$. Prove or disprove: $f(z)$ takes the value $\lambda$ exactly once in the right half-plane. If the answer is yes, is the point necessarily real? Justify.

## Solution.

Let $R$ be a sufficiently large real number such that $R>2 \lambda$. Take a closed curve $\Gamma$ on the right half-plane, where

$$
\Gamma=\{z=x+i y: x=0,-R \leq y \leq R\} \cup\left\{z:|z|=R,-\frac{\pi}{2} \leq \arg z \leq \frac{\pi}{2}\right\}
$$

Define

$$
F(z)=\lambda-z-e^{-z}
$$

and

$$
G(z)=\lambda-z
$$

When $z \in \Gamma$,

$$
|F(z)-G(z)|=\left|e^{-z}\right| \leq 1<|G(z)|
$$

Since $G(z)$ has exactly one zero inside $\Gamma$, it follows from Rouché's theorem that $F(z)$ has exactly one zero inside $\Gamma$. Because $R$ can be arbitrarily large, $F(z)$ has exactly one zero in the right half-plane. Hence $f(z)$ takes value $\lambda$ exactly once in the right half plane.

Take $z=x \geq 0$. We have

$$
F(x)=\lambda-x-e^{-x},
$$

which is a real-valued function of real variable $x$. Since $F(x)$ is continuous and $F(0)>0$,

$$
\lim _{x \rightarrow+\infty} F(x)=-\infty
$$

there must exist $x_{0}, 0<x_{0}<+\infty$, such that $F\left(x_{0}\right)=0$. In other words, the point $z$ in the right half-plane such that $f(z)=\lambda$ is necessarily real.

## 5412

Suppose $f$ is analytic in a region which contains the closed unit disc $\{z$ : $|z| \leq 1\}$. Assume $f$ is non-zero on the unit circle $\{z:|z|=1\}$. Let $C$ denote the unit circle traversed in the counterclockwise sense. Suppose that
(1) $\frac{1}{2 \pi i} \int_{C} \frac{f^{\prime}(z)}{f(z)} d z=2$,
(2) $\frac{1}{2 \pi i} \int_{C} z \frac{f^{\prime}(z)}{f(z)} d z=0$,
and

$$
\text { (3) } \frac{1}{2 \pi i} \int_{C} z^{2} \frac{f^{\prime}(z)}{f(z)} d z=\frac{1}{2} \text {. }
$$

Find the location of the zeros of $f$ in the open unit disc $\{z:|z|<1\}$.

## Solution.

Assume $z_{1}, z_{2}, \cdots, z_{n}$ are the zeros of $f(z)$ in $\{z:|z|<1\}$, multiple zeros being repeated. Then

$$
f(z)=g(z) \prod_{j=1}^{n}\left(z-z_{j}\right)
$$

where $g(z)$ is analytic and has no zero in $\{z:|z| \leq 1\}$. We have

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{C} \frac{f^{\prime}(z)}{f(z)} d z & =\frac{1}{2 \pi i} \int_{C} d \log f(z) \\
& =\frac{1}{2 \pi i} \int_{C}\left(\frac{g^{\prime}(z)}{g(z)}+\sum_{j=1}^{n} \frac{1}{z-z_{j}}\right) d z \\
& =n
\end{aligned}
$$

It follows from (1) that $n=2$, i.e., $f(z)$ has two zeros in the unit disk. Then for $f(z)=\left(z-z_{1}\right)\left(z-z_{2}\right) g(z)$,

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{C} z \frac{f^{\prime}(z)}{f(z)} d z & =\frac{1}{2 \pi i} \int_{C}\left(\frac{z}{z-z_{1}}+\frac{z}{z-z_{2}}+\frac{z g^{\prime}(z)}{g(z)}\right) d z \\
& =z_{1}+z_{2}=0
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{C} z^{2} \frac{f^{\prime}(z)}{f(z)} d z & =\frac{1}{2 \pi i} \int_{C}\left(\frac{z^{2}}{z-z_{1}}+\frac{z^{2}}{z-z_{2}}+\frac{z^{2} g^{\prime}(z)}{g(z)}\right) d z \\
& =z_{1}^{2}+z_{2}^{2}=\frac{1}{2}
\end{aligned}
$$

which show that $z_{1,2}= \pm \frac{1}{2}$. Hence $z= \pm \frac{1}{2}$ are the only zeros of $f(z)$ in the unit disc.

## 5413

(a) How many roots does this equation

$$
z^{4}+z+5=0
$$

have in the first quadrant?
(b) How many of them have argument between $\frac{\pi}{4}$ and $\frac{\pi}{2}$ ?
(Indiana-Purdue)

## Solution.

(a) Let $R$ be sufficiently large such that when $|z|=R$,

$$
\left|z^{4}+5\right|>|z|
$$

Set

$$
f(z)=z^{4}+z+5
$$

and

$$
g(z)=z^{4}+5
$$

Choose a closed curve

$$
\begin{aligned}
\Gamma= & \{z=x+i y ; 0 \leq x \leq R, y=0\} \cup\left\{z:|z|=R, 0 \leq \arg z \leq \frac{\pi}{2}\right\} \\
& \cup\{z=x+i y: x=0,0 \leq y \leq R\}
\end{aligned}
$$

It is obvious that

$$
|f(z)-g(z)|<|g(z)|
$$

holds when $z \in \Gamma$. By Rouche's theorem, the numbers of the zeros of $f$ and $g$ inside $\Gamma$ are equal. Since $g$ has only one zero inside $\Gamma, f$ has also one zero inside $\Gamma$. Noting that $R$ can be arbitrarily large, we know that

$$
z^{4}+z+5=0
$$

has one root in the first quadrant.
(b) Let $R$ be sufficiently large such that when $|z|=R, \frac{z+5}{z^{4}}$ is approximately zero. Set

$$
f(z)=z^{4}+z+5
$$

and

$$
\begin{aligned}
& \Gamma_{1}=\{z=x+i y: x=0,0 \leq y \leq R\} \\
& \Gamma_{2}=\left\{z=r e^{\frac{\pi}{4} i}: 0 \leq r \leq R\right\}
\end{aligned}
$$

and

$$
\Gamma_{3}=\left\{z:|z|=R, \frac{\pi}{4} \leq \arg z \leq \frac{\pi}{2}\right\}
$$

It is easy to see that $\operatorname{Im} f(z)>0$ when

$$
z \in\left(\Gamma_{1} \cup \Gamma_{2}\right) \backslash\{z=0\}
$$

$f(0)=5$, and

$$
f(R i) \in\{w: 0<\arg w<\varepsilon\}, \quad f\left(R e^{\frac{\pi}{4} i}\right) \in\{w: \pi-\varepsilon<\arg w<\pi\}
$$

where $\varepsilon>0$ is very small. We also know that

$$
\Delta_{\Gamma_{\mathrm{s}}} \arg f(z)=\Delta_{\Gamma_{\mathrm{s}}} \arg z^{4}+\Delta_{\Gamma_{\mathrm{s}}} \arg \left(1+\frac{z+5}{z^{4}}\right)
$$

where $\Delta_{\Gamma_{3}} \arg f(z)$ denotes the change of $\arg f(z)$ when $z$ goes continuously from $R e^{\frac{\pi}{4} i}$ to $R i$ along $\Gamma_{3}$. It is obvious that

$$
\Delta_{\Gamma_{s}} \arg z^{4}=\pi
$$

while

$$
\Delta_{\Gamma_{\mathbf{s}}} \arg \left(1+\frac{z+5}{z^{4}}\right)
$$

is very small. Let $\Gamma=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3}$ is taken once counterclockwise, it follows from the above discussion that

$$
\Delta_{\Gamma} \arg f(z)=2 \pi
$$

By the argument principle, the number of the roots of $f(z)=0$ inside $\Gamma$ is equal to

$$
\frac{1}{2 \pi i} \int_{\Gamma} \frac{f^{\prime}(z)}{f(z)} d z=\frac{1}{2 \pi i} \Delta_{\Gamma} \log f(z)=\frac{1}{2 \pi} \Delta_{\Gamma} \arg f(z)=1
$$

Hence

$$
f(z)=z^{4}+z+5=0
$$

has exactly one root in the domain

$$
\left\{z: \frac{\pi}{4}<\arg z<\frac{\pi}{2}\right\}
$$

5414

Prove that the equation $\sin z=z$ has infinitely many solutions in $\mathbb{C}$.
(Indiana)

## Solution.

Let

$$
f(z)=\sin z-z
$$

and $z=x+i y$, then $f(z)$ can be written as

$$
f(z)=\frac{e^{i z}-e^{-i z}}{2 i}-z=\frac{i}{2}\left(e^{y-x i}-e^{-y+x i}\right)-(x+i y) .
$$

For any fixed natural number $n$, choose a positive number $t \gg \log n$ and a closed contour $\Gamma=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3} \cup \Gamma_{4}$ in the counterclockwise sense, where

$$
\begin{aligned}
& \Gamma_{1}=\{z=x+i y: 2 n \pi \leq x \leq 2(n+1) \pi, y=0\} \\
& \Gamma_{2}=\{z=x+i y: x=2(n+1) \pi, 0 \leq y \leq t\} \\
& \Gamma_{3}=\{z=x+i y: 2 n \pi \leq x \leq 2(n+1) \pi, y=t\}
\end{aligned}
$$

and

$$
\Gamma_{4}=\{z=x+i y: x=2 n \pi, 0 \leq y \leq t\}
$$

Then we consider the image of $\Gamma$ under $w=f(z)$ :

$$
f\left(\Gamma_{1}\right)=\{w=u+i v:-2(n+1) \pi \leq u \leq-2 n \pi, v=0\}
$$

with the direction from the right to the left;

$$
f\left(\Gamma_{2}\right)=\left\{w=u+i v: u=-2(n+1) \pi, 0 \leq v \leq \frac{1}{2}\left(e^{t}-e^{-t}\right)-t\right\}
$$

with the direction upwards; $f\left(\Gamma_{3}\right)$ lies in the annulus

$$
\left\{w: \frac{1}{2} e^{t}-\left(\frac{1}{2} e^{-t}+t+2(n+1) \pi\right) \leq|w| \leq \frac{1}{2} e^{t}+\left(\frac{1}{2} e^{-t}+t+2(n+1) \pi\right)\right\}
$$

starting from

$$
w=-2(n+1) \pi+i\left(\frac{1}{2} e^{t}-\frac{1}{2} e^{-t}-t\right)
$$

and ending at

$$
w=-2 n \pi+i\left(\frac{1}{2} e^{t}-\frac{1}{2} e^{-t}-t\right)
$$

in the counterclockwise sense;

$$
f\left(\Gamma_{4}\right)=\left\{w=u+i v: u=-2 n \pi, 0 \leq v \leq \frac{1}{2}\left(e^{t}-e^{-t}\right)-t\right\}
$$

with the direction downwards.
Hence the winding number of $f(\Gamma)$ around $w=0$ is 1 . By the argument principle, $f(z)=\sin z-z$ has one zero inside the contour $\Gamma$. Since $n$ is arbitrarily chosen, we conclude that $\sin z=z$ has infinitely many solutions in $\pi$.

Remark. This problem can also be proved by Hadamard's theorem.
Assume that

$$
f(z)=\sin z-z
$$

has only finite zeros in $\mathbb{C}$, and denote all the zeros by $z_{1}, z_{2}, \cdots, z_{n}$, multiple zeros being repeated. By Hadamard's theorem, $f(z)$ can be written as

$$
f(z)=e^{g(z)} p(z)
$$

where

$$
p(z)=\prod_{k=1}^{n}\left(z-z_{k}\right)
$$

and $g(z)$ is a polynomial.

It is obvious that $f(z)$ is an entire function of order $\lambda=1$, where

$$
\lambda=\varlimsup_{r \rightarrow \infty} \frac{\log \log \left\{\max _{|z|=r}|f(z)|\right\}}{\log r}
$$

which implies that $g(z)$ must be a polynomial of degree 1 . Hence we have

$$
\sin z-z=e^{a z+b} p(z)
$$

Let $z=x+i y$ and $x$ be fixed. By letting $y \rightarrow+\infty$ and $y \rightarrow-\infty$ respectively, and comparing the increasing order on both sides, we obtain that $\operatorname{Im} a<0$ in the former case and that $\operatorname{Im} a>0$ in the latter case. This contradiction implies that $\sin z=z$ has infinite many solutions in $\mathbb{C}$.

## 5415

(a) Let $f$ be a non-constant analytic function in the annulus $\{1<|z|<2\}$ and suppose that $|f|=5$ on the boundary. Show that $f$ has at least two zeros.
(b) If $f$ is meromorphic in the annulus, is the statement in part (a) still true?
(Stanford)

## Solution.

(a) Let $D=\{z: 1<|z|<2\}$ and $\partial D=\Gamma_{1} \cup \Gamma_{2}$, where $\Gamma_{1}=\{z:|z|=2\}$ is in the counterclockwise sense, and $\Gamma_{2}=\{z:|z|=1\}$ is in the clockwise sense. Because $f$ is non-constant analytic in $D$ and $|f|=5$ when $z \in \partial D$, we know that both $f\left(\Gamma_{1}\right)$ and $f\left(\Gamma_{2}\right)$ must be $\{w:|w|=5\}$ in the counterclockwise sense. Hence $\frac{1}{2 \pi} \Delta_{\Gamma_{1}} \arg f(z) \geq 1$ and $\frac{1}{2 \pi} \Delta_{\Gamma_{2}} \arg f(z) \geq 1$. In other words,

$$
\frac{1}{2 \pi} \Delta_{\partial D} \arg f(z) \geq 2
$$

which shows by the argument principle that $f$ has at least two zeros in $D$.
(b) If $f$ is meromorphic in $D$, the statement in (a) is not true. It might occur that $f\left(\Gamma_{1}\right)$ and $f\left(\Gamma_{2}\right)$ are two subarcs of $\{w:|w|=5\}$, or both $f\left(\Gamma_{1}\right)$ and $f\left(\Gamma_{2}\right)$ are $\{w:|w|=5\}$ in the clockwise sense. In the latter case, $f$ has no zero in $D$. The following is a counterexample. Let $g(\zeta)$ be a conformal map of

$$
\left\{\zeta=\xi+i \eta: \frac{\xi^{2}}{a^{2}}+\frac{\eta^{2}}{b^{2}}<1, \text { where } a=\frac{1}{2}\left(\sqrt{2}+\frac{1}{\sqrt{2}}\right), b=\frac{1}{2}\left(\sqrt{2}-\frac{1}{\sqrt{2}}\right)\right\}
$$

onto $\{w:|w|>5\}$ with the normalization $g(0)=\infty, g^{\prime}(0)>0$. Then

$$
f(z)=g\left(\frac{1}{2}\left(\frac{z}{\sqrt{2}}+\frac{\sqrt{2}}{z}\right)\right)
$$

is a non-constant meromorphic function in $D$ with $|f|=5$ when $z \in \partial D$. But $f$ has no zero in $D$.

## 5416

Let $n$ be a positive integer, and let $P$ be a polynomial of exact degree $2 n$ :

$$
P(z)=a_{0}+a_{1} z+a_{2} z^{2}+\cdots+a_{2 n} z^{2 n}
$$

where each $a_{j} \in \mathscr{C}$, and $a_{2 n} \neq 0$. Suppose that there is no real number $x$ such that $P(x)=0$, and suppose that

$$
\lim _{r \rightarrow \infty} \int_{-r}^{r} \frac{P^{\prime}(x)}{P(x)} d x=0
$$

Prove that $P$ has exactly $n$ roots (counted with multiplicity) in the open upper half plane $\{z \in \mathbb{C}: \operatorname{Im} z>0\}$.
(Indiana)

## Solution.

Let $r>0$ be sufficiently large such that when $|z|=r$,

$$
\left|a_{2 n} z^{2 n}\right|>\left|a_{0}+a_{1} z+\cdots+a_{2 n-1} z^{2 n-1}\right|
$$

Take a closed contour $\Gamma=\Gamma_{1} \cup \Gamma_{2}$ in the counterclockwise sense, where

$$
\Gamma_{1}=\left\{z=r e^{i \theta}: 0 \leq \theta \leq \pi\right\}
$$

and

$$
\Gamma_{2}=\{z=x+i y:-r \leq x \leq r, y=0\}
$$

Then the number of zeros of $P(z)$ inside $\Gamma$ is equal to

$$
\frac{1}{2 \pi i} \int_{\Gamma} \frac{P^{\prime}(z)}{P(z)} d z=\frac{1}{2 \pi i} \int_{\Gamma_{1}} \frac{P^{\prime}(z)}{P(z)} d z+\frac{1}{2 \pi i} \int_{\Gamma_{2}} \frac{P^{\prime}(z)}{P(z)} d z
$$

It is already known that

$$
\lim _{r \rightarrow \infty} \int_{\Gamma_{2}} \frac{P^{\prime}(z)}{P(z)} d z=\lim _{r \rightarrow \infty} \int_{-r}^{r} \frac{P^{\prime}(x)}{P(x)} d x=0
$$

We also have

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{\Gamma_{1}} \frac{P^{\prime}(z)}{P(z)} d z=\frac{1}{2 \pi i} \int_{\Gamma_{1}} d \log P(z)=\frac{1}{2 \pi} \Delta_{\Gamma_{1}} \arg P(z) \\
= & \frac{1}{2 \pi} \Delta_{\Gamma_{1}} \arg \left(a_{2 n} z^{2 n}\right)+\frac{1}{2 \pi} \Delta_{\Gamma_{1}} \arg \left(1+\frac{a_{0}+a_{1} z+\cdots+a_{2 n-1} z^{2 n-1}}{a_{2 n} z^{2 n}}\right) .
\end{aligned}
$$

Note that

$$
\frac{1}{2 \pi} \Delta_{\Gamma_{1}} \arg \left(a_{2 n} z^{2 n}\right)=n
$$

and

$$
\lim _{r \rightarrow \infty} \frac{1}{2 \pi} \Delta_{\Gamma_{1}} \arg \left(1+\frac{a_{0}+a_{1} z+\cdots+a_{2 n-1} z^{2 n-1}}{a_{2 n} z^{2 n}}\right)=0
$$

we obtain that $P$ has exactly $n$ roots (counted with multiplicity) in the open upper half plane.

## 5417

Consider the function

$$
f(z)=1+\frac{1}{z}+\frac{1}{2!} \frac{1}{z^{2}}+\cdots+\frac{1}{n!} \frac{1}{z^{n}}
$$

(a) What does the integral

$$
\frac{1}{2 \pi i} \int_{|z|=r} \frac{f^{\prime}(z)}{f(z)} d z
$$

count?
(b) What is the value of the integral for large $n$ and fixed $r$ ?
(c) What does this tell you about the zeros of $f(z)$ for large $n$ ?
(Courant Inst.)

## Solution.

(a) Let

$$
F(\zeta)=f\left(\frac{1}{\zeta}\right)=1+\zeta+\frac{1}{2!} \zeta^{2}+\frac{1}{3!} \zeta^{3}+\cdots+\frac{1}{n!} \zeta^{n}
$$

From

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{|z|=r} \frac{f^{\prime}(z)}{f(z)} d z & =-\frac{1}{2 \pi i} \int_{|\zeta|=\frac{1}{r}} \frac{f^{\prime}\left(\frac{1}{\zeta}\right)}{f\left(\frac{1}{\zeta}\right)} \cdot \frac{d \zeta}{-\zeta^{2}} \\
& =-\frac{1}{2 \pi i} \int_{|\zeta|=\frac{1}{r}} \frac{F^{\prime}(\zeta)}{F(\zeta)} d \zeta
\end{aligned}
$$

we know that the negative of

$$
\frac{1}{2 \pi i} \int_{|z|=r} \frac{f^{\prime}(z)}{f(z)} d z
$$

represents the number of zeros of $F(\zeta)$ in $\left\{|\zeta|<\frac{1}{r}\right\}$, which is just the number of zeros of $f(z)$ in $\{|z|>r\}$.
(b) When $n \rightarrow \infty, F(\zeta)$ converges to $e^{\zeta}$ uniformly in any compact subset of $\mathscr{C}$. Let

$$
\min _{|\zeta|=\frac{1}{r}}\left|e^{\zeta}\right|=m
$$

then $m>0$.
When $n$ is sufficiently large,

$$
\left|F(\zeta)-e^{\zeta}\right|<m \leq\left|e^{\zeta}\right|
$$

for $|\zeta|=\frac{1}{r}$, which implies the numbers of zeros for $F(\zeta)$ and $e^{\zeta}$ in $\left\{|\zeta|<\frac{1}{r}\right\}$ are equal. Since $e^{\zeta}$ has no zero in $\boldsymbol{C}$, we obtain

$$
\frac{1}{2 \pi i} \int_{|z|=r} \frac{f^{\prime}(z)}{f(z)} d z=0
$$

for fixed $r$ and large $n$.
(c) From the above discussion, we conclude that for any fixed $r>0$, when $n$ is sufficiently large, there is no zero of $f(z)$ in $\{|z|>r\}$. In other words, all the $n$ zeros of $f(z)$ are in $\{|z| \leq r\}$.

## 5418

(a) Suppose that $f(z)$ is analytic in the closed disk $|z| \leq R$, and that there is a unique, simple solution $z_{1}$ of the equation $f(z)=w$ in $\{|z|<R\}$. Show that this solution is given by the formula

$$
z_{1}=\frac{1}{2 \pi i} \int_{|z|=R} \frac{z f^{\prime}(z)}{f(z)-w} d z
$$

(b) Show that, if the integer $n$ is sufficiently large, the equation

$$
z=1+\left(\frac{z}{2}\right)^{n}
$$

has exactly one solution with $|z|<2$.
(c) If $z_{1}$ is the solution in (b), show that

$$
\lim _{n \rightarrow \infty}\left(z_{1}-1\right)^{\frac{1}{n}}=\frac{1}{2}
$$

(Courant Inst.)

## Solution.

(a) Let

$$
f(z)-w=\left(z-z_{1}\right) Q(z)
$$

where $Q(z)$ is analytic and has no zero in $\{|z|<R\}$. Then

$$
\frac{f^{\prime}(z)}{f(z)-w}=[\log (f(z)-w)]^{\prime}=\left[\log \left(z-z_{1}\right)+\log Q(z)\right]^{\prime}=\frac{1}{z-z_{1}}+\frac{Q^{\prime}(z)}{Q(z)}
$$

Hence

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{|z|=R} \frac{z f^{\prime}(z)}{f(z)-w} d z & =\frac{1}{2 \pi i} \int_{|z|=R} \frac{z}{z-z_{1}} d z+\frac{1}{2 \pi i} \int_{|z|=R} \frac{z Q^{\prime}(z)}{Q(z)} d z \\
& =\frac{1}{2 \pi i} \int_{|z|=R} \frac{z}{z-z_{1}} d z=z_{1}
\end{aligned}
$$

(b) Let

$$
f_{n}(z)=z-1-\left(\frac{z}{2}\right)^{n}, \quad g(z)=z-1
$$

and

$$
\Gamma_{\varepsilon}=\{|z|=2-\varepsilon\}
$$

For fixed large $n$, we choose $\varepsilon>0$ sufficiently small such that when $z \in \Gamma_{\varepsilon}$,

$$
\left|f_{n}(z)-g(z)\right|=\left|\frac{z}{2}\right|^{n}=\left(1-\frac{\varepsilon}{2}\right)^{n}<1-\varepsilon \leq|g(z)|
$$

Hence $f_{n}(z)$ and $g(z)$ have the same number of zeros in $\{|z|<2-\varepsilon\}$, and the number is 1 . Since $\varepsilon$ can be arbitrarily small, the equation $z=1+\left(\frac{z}{2}\right)^{n}$ has exactly one solution (denoted by $z_{1}^{(n)}$ ) in $\{|z|<2\}$.
(c) $f_{n}(x)$ is a continuous real-valued function for $1 \leq x \leq \frac{3}{2}$. When $n$ is sufficiently large, we have $f_{n}(1)<0$ and $f_{n}\left(\frac{3}{2}\right)>0$.

Hence we have $z_{1}^{(n)} \in\left(1, \frac{3}{2}\right)$. It follows from

$$
\left|z_{1}^{(n)}-1\right|=\left|\frac{z_{1}^{(n)}}{2}\right|^{n} \leq\left(\frac{3}{4}\right)^{n} \rightarrow 0
$$

that

$$
\lim _{n \rightarrow \infty} z_{1}^{(n)}=1
$$

which implies

$$
\lim _{n \rightarrow \infty}\left(z_{1}^{(n)}-1\right)^{\frac{1}{n}}=\lim _{n \rightarrow \infty} \frac{z_{1}^{(n)}}{2}=\frac{1}{2}
$$

5419

Let

$$
\Omega=D(0,1) \backslash\left\{\frac{1}{2},-\frac{1}{2}\right\}
$$

Find all analytic functions $f: \Omega \rightarrow \Omega$ with the following property: if $\gamma$ is any cycle in $\Omega$ which is not homologous to zero $(\bmod \Omega)$, then $f * \gamma$ is not homologous to zero $(\bmod \Omega)$.
(Indiana)

## Solution.

Since $f$ is analytic in $\Omega$ and bounded by $|f(z)|<1$, the points $z= \pm \frac{1}{2}$ must be the removable singularities of $f$. Let

$$
\gamma_{1}=\left\{\left|z-\frac{1}{2}\right|=\varepsilon\right\}, \quad \gamma_{2}=\left\{\left|z+\frac{1}{2}\right|=\varepsilon\right\}
$$

where $\varepsilon>0$ is small, and the directions of $\gamma_{1}$ and $\gamma_{2}$ are both in the counterclockwise sense. Since $\gamma_{1}, \gamma_{2}$ are not homologous to zero $(\bmod \Omega), f * \gamma_{1}$ and $f * \gamma_{2}$ are also not homologous to zero $(\bmod \Omega)$. As $\varepsilon$ tends to zero, $f\left(\gamma_{1}\right)$ and $f\left(\gamma_{2}\right)$ will tend to either $w=\frac{1}{2}$ or $w=-\frac{1}{2}$, because otherwise, $f * \gamma_{1}$ or $f * \gamma_{2}$ will be homologous to zero $(\bmod \Omega)$. Hence we obtain

$$
f\left( \pm \frac{1}{2}\right)= \pm \frac{1}{2}
$$

Now we claim that the case that $f\left(\frac{1}{2}\right)=f\left(-\frac{1}{2}\right)$ will not happen. If, for example,

$$
f\left(\frac{1}{2}\right)=f\left(-\frac{1}{2}\right)=\frac{1}{2}
$$

we assume that $z=\frac{1}{2}$ is a zero of $f(z)-\frac{1}{2}$ of order $n$ and $z=-\frac{1}{2}$ is a zero of $f(z)-\frac{1}{2}$ of order $m$, then

$$
f *\left(m \gamma_{1}-n \gamma_{2}\right)
$$

is homologous to zero $(\bmod \Omega)$, while $m \gamma_{1}-n \gamma_{2}$ is not homologous to zero $(\bmod \Omega)$, which is a contradiction. Thus we obtain either

$$
f\left(\frac{1}{2}\right)=\frac{1}{2}, \quad f\left(-\frac{1}{2}\right)=-\frac{1}{2}
$$

or

$$
f\left(\frac{1}{2}\right)=-\frac{1}{2}, \quad f\left(-\frac{1}{2}\right)=\frac{1}{2}
$$

In the case of

$$
f\left(\frac{1}{2}\right)=\frac{1}{2}, \quad f\left(-\frac{1}{2}\right)=-\frac{1}{2}
$$

we consider the function

$$
F(z)=\frac{f(z)-\frac{1}{2}}{1-\frac{1}{2} f(z)}: \frac{z-\frac{1}{2}}{1-\frac{1}{2} z}
$$

which is analytic in $D(0,1)$ and satisfies $|F(z)| \leq 1$. It follows from $F\left(-\frac{1}{2}\right)=1$ that $F(z) \equiv 1$, which implies that $f(z)=z$.

In the case of

$$
f\left(\frac{1}{2}\right)=-\frac{1}{2}, \quad f\left(-\frac{1}{2}\right)=\frac{1}{2}
$$

we consider the function

$$
G(z)=\frac{f(z)+\frac{1}{2}}{1+\frac{1}{2} f(z)}: \frac{z-\frac{1}{2}}{1-\frac{1}{2} z}
$$

which is also analytic in $D(0,1)$ and satisfies $|G(z)| \leq 1$. It follows from $G\left(-\frac{1}{2}\right)=-1$ that $G(z) \equiv-1$, which implies that $f(z)=-z$. Thus we conclude that the functions which satisfy the requirements of the problem are $f(z)=z$ and $f(z)=-z$.

## SECTION 5 <br> SERIES AND NORMAL FAMILIES

5501

Let

$$
\sum_{n=0}^{\infty} a_{n} z^{n}
$$

have a radius of convergence $r$ and let the function $f(z)$ to which it converges have exactly one singular point $z_{0}$, on $|z|=r$, which is a simple pole. Prove that

$$
\lim _{n \rightarrow \infty} a_{n} / a_{n+1}=z_{0}
$$

(Indiana)

## Solution.

Assume that the residue of $f(z)$ at $z_{0}$ is $A$, and define

$$
F(z)=f(z)-\frac{A}{z-z_{0}}
$$

Then $F(z)$ is analytic on $\{z:|z| \leq r\}$. In other words, the Taylor expansion of $F(z)$ at $z=0$ has a radius of convergence larger than $r$. Hence the power series

$$
\begin{aligned}
F(z) & =\sum_{n=0}^{\infty} a_{n} z^{n}-\frac{A}{z-z_{0}} \\
& =\sum_{n=0}^{\infty} a_{n} z^{n}+\sum_{n=0}^{\infty} A \frac{z^{n}}{z_{0}^{n+1}} \\
& =\sum_{n=0}^{\infty}\left(a_{n}+\frac{A}{z_{0}^{n+1}}\right) z^{n}
\end{aligned}
$$

is convergent at $z=z_{0}$, which implies

$$
\lim _{n \rightarrow \infty}\left(a_{n}+\frac{A}{z_{0}^{n+1}}\right) z_{0}^{n}=0
$$

It follows that

$$
\lim _{n \rightarrow \infty} a_{n} z_{0}^{n}=-\frac{A}{z_{0}} \neq 0
$$

and

$$
\lim _{n \rightarrow \infty} a_{n+1} z_{0}^{n+1}=-\frac{A}{z_{0}} \neq 0
$$

and we obtain

$$
\lim _{n \rightarrow \infty} \frac{a_{n}}{a_{n+1}}=z_{0}
$$

5502
(1) Show that the series

$$
-\sum_{n \geq 1} \alpha^{n} / n
$$

is convergent for $1 \neq \alpha \in \mathbb{C}$ with $|\alpha|=1$.
(2) Show that this series converges to $\log (1-\alpha)$ for such $\alpha$.
(Minnesota)

## Solution.

(1) Let $\alpha=e^{i t}, t \in(0,2 \pi)$, then

$$
-\sum_{n \geq 1} \frac{\alpha^{n}}{n}=-\sum_{n \geq 1} \frac{\cos n t+i \sin n t}{n}
$$

For $t \in(0,2 \pi)$ we have

$$
\left|\sum_{k=1}^{n} \cos k t\right|=\left|\frac{\sin \frac{t}{2}-\sin \frac{2 n+1}{2} t}{2 \sin \frac{t}{2}}\right| \leq \frac{1}{\sin \frac{t}{2}}
$$

and

$$
\left|\sum_{k=1}^{n} \sin k t\right|=\left|\frac{\cos \frac{t}{2}-\cos \frac{2 n+1}{2} t}{2 \sin \frac{t}{2}}\right| \leq \frac{1}{\sin \frac{t}{2}}
$$

Because $\frac{1}{n}$ tends to zero monotonically, by Dirichlet's criterion we know that both $\sum_{n \geq 1} \frac{\cos n t}{n}$ and $\sum_{n \geq 1} \frac{\sin n t}{n}$ converge, which shows that $-\sum_{n \geq 1} \frac{\alpha^{n}}{n}$ is convergent for $1 \neq \alpha \in \mathbb{C}$ with $|\alpha|=1$.
(2) Let

$$
f(z)=-\sum_{n \geq 1} \frac{z^{n}}{n} \quad(|z|<1)
$$

Differentiating term by term, we have

$$
f^{\prime}(z)=-\sum_{n \geq 1} z^{n-1}=\frac{-1}{1-z}
$$

Integrating both sides on the above identity, we obtain $f(z)=\log (1-z)$, for $|z|<1$.

Let $\alpha=e^{i t}, z=r e^{i t}$ where $0<r<1,0<t<2 \pi$. It follows from Abel's limit theorem that

$$
\begin{aligned}
-\sum_{n \geq 1} \frac{\alpha^{n}}{n} & =-\sum_{n \geq 1} \frac{e^{i n t}}{n}=\lim _{r \rightarrow 1^{-}}-\sum_{n \geq 1} \frac{\left(r e^{i t}\right)^{n}}{n} \\
& =\lim _{r \rightarrow 1^{-}} \log \left(1-r e^{i t}\right)=\log \left(1-e^{i t}\right)=\log (1-\alpha)
\end{aligned}
$$

Consider a power series

$$
\sum_{n=1}^{\infty} \frac{1}{n} z^{n!}
$$

Show that the series converges to a holomorphic function on the open unit disk centered at origin. Prove that the boundary of the disk is the natural boundary of the function.
(Columbia)

## Solution.

First of all, we prove the following proposition: If the radius of convergence of

$$
f(z)=\sum_{n=0}^{\infty} a_{n} z^{n}
$$

is equal to 1 and $a_{n} \geq 0$ for all $n$, then $z=1$ is a singular point of $f(z)$. Assume the proposition is false, i.e., $z=1$ is a regular point of $f$, then for fixed $x \in(0,1)$ there exists a small real number $\delta>0$ such that the power series expansion of $f$ at point $x$ is convergent at $z=1+\delta$. Suppose the series is

$$
\sum_{k=0}^{\infty} b_{k}(z-x)^{k}
$$

where

$$
b_{k}=\frac{f^{(k)}(x)}{k!}=\frac{1}{k!} \sum_{n=k}^{\infty} n(n-1) \cdots(n-k+1) a_{n} x^{n-k}
$$

Thus

$$
\sum_{k=0}^{\infty} b_{k}(z-x)^{k}=\sum_{k=0}^{\infty} \sum_{n=k}^{\infty} \frac{n(n-1) \cdots(n-k+1)}{k!} a_{n}(z-x)^{k} x^{n-k}
$$

is convergent at $z=1+\delta$. Noting that when $z=1+\delta$ the right side in the above identity is a convergent double series with positive terms, and hence the order of summation can be changed, we assert that when $z=1+\delta$,

$$
\begin{aligned}
\sum_{k=0}^{\infty} b_{k}(z-x)^{k} & =\sum_{k=0}^{\infty} \sum_{n=k}^{\infty} \frac{n(n-1) \cdots(n-k+1)}{k!} a_{n}(z-x)^{k} x^{n-k} \\
& =\sum_{n=0}^{\infty} a_{n} \sum_{k=0}^{n} \frac{n(n-1) \cdots(n-k+1)}{k!}(z-x)^{k} x^{n-k} \\
& =\sum_{n=0}^{\infty} a_{n} z^{n}
\end{aligned}
$$

which contradicts the statement that the radius of convergence of

$$
\sum_{n=0}^{\infty} a_{n} z^{n}
$$

is equal to 1 .
Now we return to the power series

$$
F(z)=\sum_{n=1}^{\infty} \frac{1}{n} z^{n!}
$$

It follows from

$$
\varlimsup_{n \rightarrow \infty} \sqrt[n]{\frac{1}{n}}=1
$$

that the radius of convergence of

$$
\sum_{n=1}^{\infty} \frac{1}{n} z^{n!}
$$

is equal to 1 . By the above proposition, $z=1$ is a singular point of $F(z)$. For any natural numbers $p$ and $q$,

$$
F\left(z e^{\frac{2 q}{p} \pi i}\right)=\sum_{n=1}^{p-1} \frac{1}{n}\left(z e^{\frac{2 q}{p} \pi i}\right)^{n!}+\sum_{n=p}^{\infty} \frac{1}{n} z^{n!}
$$

Since $z=1$ is a singular point of

$$
\sum_{n=p}^{\infty} \frac{1}{n} z^{n!},
$$

it is also a singular point of $F\left(z e^{\frac{2 q}{p} \pi i}\right)$. In other words, $z=e^{-\frac{2 q}{p} \pi i}$ is a singular point of $F(z)$. Since the set $\left\{e^{-\frac{2 q}{p} \pi i}: p, q=1,2, \cdots\right\}$ is dense on $\{|z|=1\}$, we conclude that the unit circle $\{|z|=1\}$ is the natural boundary of $F(z)$.

Remark. By the above discussion, the boundary of the unit disk is also the natural boundary of the function $\sum_{n=1}^{\infty} \frac{1}{n^{2}} z^{n!}$ although the series is absolutely and uniformly convergent on the closure of the unit disk.

## 5504

Suppose $f$ is analytic in $U=\{|z|<1\}$ with $f(0)=0$ and $|f(z)|<1$ for all $z \in U$. If the sequence $\left\{f_{n}\right\}$ is defined by composition

$$
f_{n}(z)=\underbrace{f(f(\cdots f(z)) \cdots)}_{n}
$$

and

$$
f_{n}(z) \rightarrow g(z)
$$

for all $z \in U$, prove that either $g(z)=0$ or $g(z)=z$.
(Indiana-Purdue)

## Solution.

By Schwarz's lemma, it follows from $f(0)=0$ and $|f(z)|<1$ that $|f(z)| \leq$ $|z|$ for all $z \in U$, and if $|f(z)|=|z|$ for some $z \neq 0$, then $f(z)=e^{i \alpha} z$ where $\alpha$ is a real number.

In the case when $f(z)=e^{i \alpha} z . f_{n}(z)=e^{i n \alpha} z$. Since $f_{n}(z)$ is convergent, we obtain $\alpha=0$, which implies that $f(z)=z$ and $g(z)=z$.

In other cases, we have

$$
\left|\frac{f(z)}{z}\right|<1
$$

for all $z \in U$. Let $0<r<1$. Then

$$
\max _{|z| \leq r}\left|\frac{f(z)}{z}\right|=\lambda<1 .
$$

For all $z \in\{|z| \leq r\}$, we have

$$
\begin{aligned}
|f(z)| \leq & \lambda|z| \\
\left|f_{2}(z)\right|= & |f(f(z))| \leq \lambda|f(z)| \leq \lambda^{2}|z| \\
& \cdots \\
\left|f_{n}(z)\right|= & \left|f\left(f_{n-1}(z)\right)\right| \leq \lambda\left|f_{n-1}(z)\right| \leq \lambda^{n}|z|,
\end{aligned}
$$

Hence $f_{n}(z)$ converges to zero uniformly in $\{|z| \leq r\}$. Since $0<r<1$ is arbitrarily chosen, we obtain $g(z)=0$ for all $z \in U$.

5505

Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a sequence of analytic functions in a domain $D$ which converges uniformaly on compact subsets of $D$ to a function $f$ on $D$.
(a) Prove that if $f_{n}(z) \neq 0$ for all $n \geq 1$ and $z \in D$, then either $f$ is identically zero in $D$ or $f(z) \neq 0$ for all $z \in D$.
(b) If each $f_{n}$ is one-to-one on $D$, show that $f$ is either constant or one-toone on $D$.
(UC, Irvine)

## Solution.

(a) First of all, we know from Weierstrass' theorem that $f$ is analytic on $D$. Suppose $f$ is not identically zero, but has a zero point $z_{0} \in D$. Since the zeros of a non-zero analytic function are isolated, there exists $r>0$, such that $f(z) \neq 0$ when

$$
z \in\left\{z: 0<\left|z-z_{0}\right| \leq r\right\} \subset D .
$$

Let $m$ be the minimum value of $|f(z)|$ on

$$
\left\{z:\left|z-z_{0}\right|=r\right\} .
$$

Then $m>\mathbf{0}$. As $\left\{f_{n}\right\}$ converges to $f(z)$ uniformly on compact subsets of $D$, we know that for sufficiently large $n$,

$$
\left|f_{n}(z)-f(z)\right|<m \leq|f(z)|
$$

holds on $\left\{z:\left|z-z_{0}\right|=r\right\}$. It follows from Rouchés theorem that $f_{n}$ and $f$ have the same number of zeros in $\left\{z:\left|z-z_{0}\right|<r\right\}$. Since $z_{0}$ is a zero of $f, f_{n}$ must have a zero in $\left\{z:\left|z-z_{0}\right|<r\right\}$. which is a contradiction to the assumption that $f_{n}(z) \neq 0$ for all $z \in D$.
(b) Suppose $f$ is not a constant, and is not one-to-one on $D$. Then there exist $z_{1}, z_{2} \in D\left(z_{1} \neq z_{2}\right)$, such that $f\left(z_{1}\right)=f\left(z_{2}\right)$ (denote it by $a$ ). Choose $r>0$ sufficiently small, such that

$$
\begin{aligned}
& \left\{z:\left|z-z_{1}\right| \leq r\right\} \cap\left\{z:\left|z-z_{2}\right| \leq r\right\}=\emptyset \\
& \left\{z:\left|z-z_{1}\right| \leq r\right\} \cup\left\{z:\left|z-z_{2}\right| \leq r\right\} \subset D
\end{aligned}
$$

and $f(z)-a \neq 0$ in $\left\{z: 0<\left|z-z_{1}\right| \leq r\right\} \cup\left\{z: 0<\left|z-z_{2}\right| \leq r\right\}$. Let $m$ be the minimum value of $|f(z)-a|$ on $\left\{z:\left|z-z_{1}\right|=r\right.$ or $\left.\left|z-z_{2}\right|=r\right\}$. Then $m>0$. With the same reason as in (a), when $n$ is sufficiently large,

$$
\left|\left(f_{n}(z)-a\right)-(f(z)-a)\right|=\left|f_{n}(z)-f(z)\right|<m \leq|f(z)-a|
$$

holds on $\left\{z:\left|z-z_{1}\right|=r\right.$ or $\left.\left|z-z_{2}\right|=r\right\}$. It follows from Rouché's theorem that $f_{n}(z)-a$ and $f(z)-a$ have the same number of zeros in $\left\{z:\left|z-z_{1}\right|<r\right\}$ and $\left\{z:\left|z-z_{2}\right|<r\right\}$ respectively. In other words, there exists

$$
z_{1}^{\prime} \in\left\{z:\left|z-z_{1}\right|<r\right\}
$$

and

$$
z_{2}^{\prime} \in\left\{z:\left|z-z_{2}\right|<r\right\}
$$

such that $f_{n}\left(z_{1}^{\prime}\right)-a=0$ and $f_{n}\left(z_{2}^{\prime}\right)-a=0$, which implies $f_{n}\left(z_{1}^{\prime}\right)=f_{n}\left(z_{2}^{\prime}\right)$ $\left(z_{1}^{\prime} \neq z_{2}^{\prime}\right)$. This is a contradiction to the assumption that $f_{n}$ is one-to-one on D.

## 5506

Let $D \subset \mathbb{C}$ be a bounded domain, and let $\left\{f_{n}\right\}$ be a sequence of analytic automorphisms of $D$ such that

$$
\lim _{n \rightarrow \infty} f_{n}(a)=b \in \partial D
$$

for some point $a \in D$. Prove that

$$
\lim _{n \rightarrow \infty} f_{n}(z)=b
$$

for every $z \in D$.

## Solution.

Take $a_{0} \in D, a_{0} \neq a$. If $\left\{f_{n}\left(a_{0}\right)\right\}$ does not converge to $b$, there exists a subsequence of $\left\{f_{n}\left(a_{0}\right)\right\}$ converging to $b_{0} \neq b$. Without loss of generality, we assume

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} f_{n}(a)=b \in \partial D, \\
& \lim _{n \rightarrow \infty} f_{n}\left(a_{0}\right)=b_{0} \neq b .
\end{aligned}
$$

Since $\left\{f_{n}(z)\right\}$ is a normal family, there is a subsequence $\left\{f_{n_{k}}(z)\right\}$ converging uniformly on compact subsets of $D$ to $f(z)$. Because $f(a) \neq f\left(a_{0}\right), f(z)$ is a non-constant analytic function of $D$.

Let $r$ be sufficiently small such that $f(z)-b$ has no zero in $\{z: 0<|z-a| \leq$ $r\} \subset D$, then $m=\min \{|f(z)-b|:|z-a|=r\}>0$. Since $\left\{f_{n_{k}}\right\}$ converges uniformly to $f$ on $\{z:|z-a|=r\}$, when $k$ is sufficiently large,

$$
\left|f_{n_{k}}(z)-f(z)\right|=\left|\left(f_{n_{k}}(z)-b\right)-(f(z)-b)\right|<m \leq|f(z)-b|
$$

on $\{z:|z-a|=r\}$. By Rouche's theorem, $f_{n_{k}}(z)-b$ has zero(s) in $\{z:$ $|z-a|<r\}$, which is a contradiction to the fact that $f_{n_{k}}$ does not assume the value $b \in \partial D$ in $D$ because $f_{n_{k}}$ is an automorphism of $D$.

Which of the following families are normal, and which is compact? Justify your answers.
(a) $\mathcal{F}=\{f: f$ is analytic in $D, f(0)=0, \operatorname{diam} f(D) \leq 2\}$
(b) $\mathcal{G}=\{g: g$ is analytic in $D, g(0)=1, \operatorname{Re}\{g\}>0, \operatorname{diam} g(D) \geq 1\}$. Here the diameter of a set $S$ is $\operatorname{diam} S=\sup \{|z-\zeta|: z, \zeta \in S\}$.

## Solution.

(a) For any $f \in \mathcal{F}$, it follows from $f(0)=0$ and diam $f(D) \leq 2$ that $|f(z)| \leq 2$, which shows that $\mathcal{F}$ is normal.

Let $\left\{f_{n}\right\}$ be a sequence of functions in $\mathcal{F}$. Then there exists a subsequence $\left\{f_{n_{k}}\right\}$ converging uniformly in compact subsets of $D$ to $f(z)$, which obviously satisfies the conditions that $f(z)$ is analytic in $D$ and $f(0)=0$. For any two fixed points $z, \zeta \in D$, we have

$$
\left|f_{n_{k}}(z)-f_{n_{k}}(\zeta)\right| \leq 2
$$

because diam $f_{n_{k}}(D) \leq 2$. We choose a compact subset $K \subset D$ such that $z, \zeta \in K$. It follows from the uniform convergence of $\left\{f_{n_{k}}\right\}$ on $K$ that

$$
|f(z)-f(\zeta)| \leq 2
$$

Since $z, \zeta \in D$ can be arbitrarily chosen, we obtain $\operatorname{diam} f(D) \leq 2$, hence $f(z) \in \mathcal{F}$, which shows that $\mathcal{F}$ is also compact.
(b) Let $\left\{g_{n}\right\}$ be any sequence of functions in $\mathcal{G}$. Then for $G_{n}(z)=e^{-g_{n}(z)}$, we have $\left|G_{n}(z)\right|<1$. Hence there exists a subsequence $\left\{G_{n_{k}}\right\}$ converging uniformly in compact subsets of $D$ to a function $G(z)$ which is either a constant or a non-constant analytic function in $D$. If $G(z)$ is a constant, then the constant is $e^{-1}$ because

$$
G(0)=\lim _{n \rightarrow \infty} e^{-g_{n}(0)}=e^{-1} ;
$$

if $G(z)$ is non-constant analytic, since $G_{n}(z) \neq 0$ for all $z \in D$, by Hurwitz's theorem, we have $G(z) \neq 0$ for all $z \in D$. Hence we can define an analytic function $g(z)=-\log G(z)$, where the single-valued branch is chosen by $g(0)=$ $-\log G(0)=1$, and we conclude that

$$
g_{n_{k}}(z)=-\log G_{n_{k}}(z)
$$

converges uniformly in compact subsets of $D$ to $g(z)$, which shows that family $\mathcal{G}$ is normal. But family $\mathcal{G}$ is not compact. First we can choose a sequence of functions $g_{n}(z)$ in $\mathcal{G}$ as follows: $g_{n}(z)$ is a conformal mapping of $D$ onto

$$
\Omega_{n}=\left\{w:|w-1|<\frac{1}{4}\right\} \cup\{w:|w-3|<1\} \cup\left\{w:|\operatorname{Im} w|<\frac{1}{n}, 1<\operatorname{Re} w<3\right\}
$$

satisfying $g_{n}(0)=1, g_{n}^{\prime}(0)>0$. By the Riemann mapping theorem, such a mapping $g_{n}$ exists and is unique, and it is obvious that $g_{n}$ satisfies all the conditions required by the family $\mathcal{G}$. Because the domain sequence $\left\{\Omega_{n}\right\}$ converges to $\Omega=\left\{w:|w-1|<\frac{1}{4}\right\}$ which is called the kernel of $\left\{\Omega_{n}\right\}$ with respect to $w=1$, by Caratheodory's theorem, $\left\{g_{n}(z)\right\}$ converges uniformly in compact subsets of $D$ to $g(z)$ which is a conformal mapping of $D$ onto $\Omega$. Since diam $g(D)=\frac{1}{2}, g(z)$ does not belong to the family $\mathcal{G}$, which shows that $\mathcal{G}$ is not compact.

Suppose that $1 \leq p<\infty$ and $c \geq 0$ is a real number. Let $\mathcal{F}$ be the set of all analytic functions $f$ on $\{|z|<1\}$ such that

$$
\sup _{0 \leq r<1} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right|^{p} d \theta \leq c .
$$

Show that $\mathcal{F}$ is a normal family.
(Ilinois)

## Solution.

It suffices to prove that the functions in $\mathcal{F}$ are uniformly bounded on every compact set of $\{z \mid<1\}$. We prove the assertion by contradiction. If it is not the case, then there exist $z_{n} \in D, f_{n} \in \mathcal{F}$ such that $z_{n} \rightarrow z_{0} \in D$ and $f_{n}\left(z_{n}\right) \rightarrow \infty$.

Let $1-\left|z_{0}\right|=3 r$. Then when $n$ is sufficiently large, $\left|z_{n}-z_{0}\right|<r$. By Cauchy integral formula,

$$
f_{n}\left(z_{n}\right)=\frac{1}{2 \pi i} \int_{\left|\zeta-z_{0}\right|=\rho} \frac{f_{n}(\zeta)}{\zeta-z_{n}} d \zeta, \quad(2 r<\rho<3 r) .
$$

Hence

$$
\begin{aligned}
\left|f_{n}\left(z_{n}\right)\right| & \leq \frac{3}{2 \pi} \int_{0}^{2 \pi}\left|f_{n}\left(z_{0}+\rho e^{i \theta}\right)\right| d \theta \\
& \leq \frac{3}{2 \pi}\left(\int_{0}^{2 \pi}\left|f_{n}\left(z_{0}+\rho e^{i \theta}\right)\right|^{p} d \theta\right)^{\frac{1}{p}} \cdot\left(\int_{0}^{2 \pi} d \theta\right)^{\frac{1}{q}} \\
& =\frac{3}{(2 \pi)^{\frac{1}{p}}}\left(\int_{0}^{2 \pi}\left|f_{n}\left(z_{0}+\rho e^{i \theta}\right)\right|^{p} d \theta\right)^{\frac{1}{p}}
\end{aligned}
$$

where

$$
\frac{1}{p}+\frac{1}{q}=1
$$

Then

$$
\begin{aligned}
\frac{2 \pi}{3^{p}}\left|f_{n}\left(z_{n}\right)\right|^{p} \int_{2 r}^{3 r} \rho d \rho & \leq \int_{2 r}^{3 r} \int_{0}^{2 \pi}\left|f_{n}\left(z_{0}+\rho e^{i \theta}\right)\right|^{p} \rho d \rho d \theta \\
& \leq \int_{0}^{1} \int_{0}^{2 \pi}\left|f\left(\rho e^{i \theta}\right)\right|^{p} \rho d \rho d \theta \leq \frac{c}{2}
\end{aligned}
$$

As $n \rightarrow \infty$, the left side of the above inequality tends to infinity, while the right side of the inequality is a constant. The contradiction implies that $\mathcal{F}$ is a normal family.

## 5509

(a) Let $f$ be holomorphic for $|z|<R$ and satisfy $f(0)=0, f^{\prime}(0) \neq 0$, $f(z) \neq 0$ for $0<|z|<r \leq R$. Let $C$ be the circle $|z|=\rho$ where $\rho<r$. Show that

$$
g(w)=\frac{1}{2 \pi i} \int_{C} \frac{t f^{\prime}(t) d t}{f(t)-w}
$$

define a holomorphic function of $w$ for

$$
|w|<m=\min _{\theta}\left|f\left(\rho e^{i \theta}\right)\right|
$$

and that $z=g(w)$ is the unique solution of

$$
f(z)=w
$$

that tends to zero with $w$.
(b) Find the Taylor's expansion of $g(w)$, and apply this to find the explicit series expansion of the root of the equation

$$
z^{3}+3 z-w=0
$$

that tends to zero with $w$.
(Harvard)
Solution.
(a) It follows from

$$
|w|<m=\min _{\theta}\left|f\left(\rho e^{i \theta}\right)\right|
$$

that when $t \in C$,

$$
\frac{1}{f(t)-w}=\frac{1}{f(t)\left(1-\frac{w}{f(t)}\right)}=\sum_{n=0}^{\infty} \frac{w^{n}}{f(t)^{n+1}} .
$$

Hence

$$
g(w)=\frac{1}{2 \pi i} \int_{C} \frac{t f^{\prime}(t) d t}{f(t)-w}=\sum_{n=0}^{\infty}\left(\frac{1}{2 \pi i} \int_{C} \frac{t f^{\prime}(t)}{f(t)^{n+1}} d t\right) w^{n}
$$

which implies that $g(w)$ is holomorphic in $\{w:|w|<m\}$.

Let $\Gamma$ be the image of $C$ under $f$ where $C$ is the circle $\{z:|z|=\rho\}$ taken once counterclockwise. Because

$$
|w|<m=\min _{\theta}\left|f\left(\rho e^{i \theta}\right)\right|,
$$

the winding number

$$
n(\Gamma, 0)=n(\Gamma, w),
$$

which shows that $f(z)$ and $f(z)-w$ have the same number of zeros in $\{z$ : $|z|<\rho\}$. Since $z=0$ is the only simple zero of $f$ in $\{z:|z|<\rho\}$, we know that $f(z)=w$ has a unique solution in $\{z:|z|<\rho\}$. Denote the unique solution by $z_{1}$, then

$$
f(t)-w=\left(t-z_{1}\right) Q(t)
$$

where $Q(t)$ is analytic and has no zero in $\{t:|t|<\rho\}$, and

$$
\frac{f^{\prime}(t)}{f(t)-w}=[\log (f(t)-w)]^{\prime}=\left[\log \left(t-z_{1}\right)+\log Q(t)\right]^{\prime}=\frac{1}{t-z_{1}}+\frac{Q^{\prime}(t)}{Q(t)}
$$

Hence

$$
\begin{aligned}
g(w) & =\frac{1}{2 \pi i} \int_{C} \frac{t f^{\prime}(t) d t}{f(t)-w}=\frac{1}{2 \pi i} \int_{C} \frac{t}{t-z_{1}} d t+\frac{1}{2 \pi i} \int_{C} \frac{t Q^{\prime}(t)}{Q(t)} d t \\
& =z_{1},
\end{aligned}
$$

which shows that $g(w)$ is just the unique solution of $f(z)=w$. As the constant term in the Taylor expansion of $g(w)$ is

$$
\frac{1}{2 \pi i} \int_{C} \frac{t f^{\prime}(t)}{f(t)} d t
$$

which is obviously zero, we assert that the unique solution $g(w)$ tends to zero together with $w$.
(b) Let

$$
f(z)=z^{3}+3 z
$$

then

$$
g(w)=\frac{1}{2 \pi i} \int_{C} \frac{t f^{\prime}(t) d t}{f(t)-w}=\sum_{n=1}^{\infty} a_{n} w^{n},
$$

where

$$
a_{n}=\frac{1}{2 \pi i} \int_{C} \frac{t f^{\prime}(t)}{f(t)^{n+1}} d t=\frac{1}{2 \pi i} \int_{C} \frac{t^{2}+1}{3^{n} t^{n}}\left(1+\frac{t^{2}}{3}\right)^{-n-1} d t
$$

After some computation, we obtain $a_{2 k}=0$ and

$$
\begin{aligned}
a_{2 k-1} & =\frac{1}{2 \pi i} \int_{C} \frac{1}{3^{2 k-1} t^{2 k-1}}\left[t^{2} C_{-2 k}^{k-2}\left(\frac{t^{2}}{3}\right)^{k-2}+C_{-2 k}^{k-1}\left(\frac{t^{2}}{3}\right)^{k-1}\right] d t \\
& =\frac{1}{3^{3 k-2}}\left(3 C_{-2 k}^{k-2}+C_{-2 k}^{k-1}\right)
\end{aligned}
$$

Find an explicit formula for a meromorphic function $f$ whose only singularities are simple poles at $-1,-2,-3, \cdots$ with residue $n$ at $z=-n$. Prove in detail that your function has all the required properties.
(Illinois)

## Solution.

By Mittag-Leffler's theorem, we construct

$$
f(z)=\sum_{n=1}^{\infty}\left(\frac{n}{z+n}-1+\frac{z}{n}\right)=\sum_{n=1}^{\infty} \frac{z^{2}}{n(n+z)} .
$$

For any natural number $N$, when $|z| \leq N, n \geq 2 N$,

$$
\left|\frac{z^{2}}{n(n+z)}\right| \leq \frac{2 N^{2}}{n^{2}} .
$$

Hence

$$
\sum_{n=2 N}^{\infty} \frac{z^{2}}{n(n+z)}
$$

converges uniformly in $\{|z| \leq N\}$ to a function which is analytic in $\{|z|<N\}$. In addition,

$$
\sum_{n=1}^{2 N-1} \frac{z^{2}}{n(n+z)}
$$

is a meromorphic function whose only singularities in $\{|z|<N\}$ are simple poles at $z=-1,-2, \cdots,-N+1$ with residue $n$ at $z=-n$. So $f(z)$ is analytic in $\{|z|<N\} \backslash\{-1,-2, \cdots,-N+1\}$, and $z=-1,-2, \cdots,-N+1$ are its simple poles with residue $n$ at $z=-n$.

Because $N$ can be chosen arbitrarily large, it is obvious that $f(z)$ has all the required properties of the problem.
(a) Does there exist a sequence of polynomials $\left\{P_{n}\right\}$ such that $P_{n}(z) \rightarrow \frac{1}{z^{2}}$ uniformly on the annulus $1<|z|<2$ ? If Yes, give an explicit formula for the $P_{n}$; if No, explain why not.
(b) Does there exist an entire function $g$ whose zero-set is $\{\sqrt{n}(1+i): n=$ $0,1,2,3, \cdots\}$ ? If Yes, give an explicit formula for $g$; if No, explain why not.
(Illinois)

## Solution.

(a) No. If there exists a sequence of polynomials $\left\{P_{n}\right\}$ such that $P_{n}(z) \rightarrow \frac{1}{z^{2}}$ uniformly on $\{1<|z|<2\}$, then for any $\varepsilon \in\left(0, \frac{1}{4}\right)$, there exists $N>0$ such that when $n>N,\left|P_{n}(z)-\frac{1}{z^{2}}\right|<\varepsilon$ holds for all $z \in\{1<|z|<2\}$. Multiply both sides by $|z|^{2}$, we have

$$
\left|z^{2} P_{n}(z)-1\right|<\varepsilon|z|^{2}<4 \varepsilon<1 \quad \text { for } z \in\{1<|z|<2\}
$$

Because $z^{2} P_{n}(z)-1$ is an analytic function in $\{|z|<2\}$, it follows from the maximum modulus principle that

$$
\left|z^{2} P_{n}(z)-1\right|<1
$$

holds for all $z \in\{|z|<2\}$. The contradiction follows by taking $z=0$ in the inequality.
(b) Yes. The function $g$ can be chosen as

$$
g(z)=z \prod_{n=1}^{\infty}\left(1-\frac{z}{a_{n}}\right) e^{\frac{z}{a_{n}}+\frac{1}{2}\left(\frac{z}{a_{n}}\right)^{2}}
$$

where $a_{n}=\sqrt{n}(1+i)$.
For any $R>0$, let $|z| \leq R$ and choose $N>R^{2}$. Then when $n \geq N$,

$$
\begin{aligned}
\log \left[\left(1-\frac{z}{a_{n}}\right) e^{\frac{z}{a_{n}}+\frac{1}{2}\left(\frac{z}{a_{n}}\right)^{2}}\right] & =\log \left(1-\frac{z}{a_{n}}\right)+\frac{z}{a_{n}}+\frac{1}{2}\left(\frac{z}{a_{n}}\right)^{2} \\
& =-\frac{1}{3}\left(\frac{z}{a_{n}}\right)^{3}-\cdots-\frac{1}{m}\left(\frac{z}{a_{n}}\right)^{m}-\cdots
\end{aligned}
$$

It is easy to see that

$$
\left|\log \left[\left(1-\frac{z}{a_{n}}\right) e^{\frac{z}{a_{n}}+\frac{1}{2}\left(\frac{z}{a_{n}}\right)^{2}}\right]\right|<\frac{R^{3}}{n^{3 / 2}}
$$

Because $\sum_{n=N}^{\infty} \frac{R^{3}}{n^{3 / 2}}$ converges, we know that

$$
\sum_{n=N}^{\infty} \log \left[\left(1-\frac{z}{a_{n}}\right) e^{\frac{z}{a_{n}}+\frac{1}{2}\left(\frac{z}{a_{n}}\right)^{2}}\right]
$$

is analytic in $\{z:|z|<R\}$, which implies

$$
\prod_{n=N}^{\infty}\left(1-\frac{z}{a_{n}}\right) e^{\frac{z}{a_{n}}+\frac{1}{2}\left(\frac{z}{a_{n}}\right)^{2}}
$$

is analytic in $\{z:|z|<R\}$. Hence $g(z)$ is analytic in $\{z:|z|<R\}$, and its zeros in $\{z:|z|<R\}$ are $0, a_{1}, a_{2}, \cdots, a_{k}\left(\frac{R^{2}}{2}-1 \leq k<\frac{R^{2}}{2}\right)$. Since $R$ can be arbitrarily large, we see that $g(z)$ is an entire function with the required zero-set.

5512

State whether the following statement is True or False, and prove your assertion.

For each positive integer $n$ there exists an entire function $f_{n}$ such that

$$
\max _{1 \leq|z| \leq 2}\left|\operatorname{Re} f_{n}(z)-\log \right| z| |<\frac{1}{n}
$$

(Indiana)

## Solution.

False.
We prove the assertion by contradiction.
If for each positive number $n$ there exists an entire function $f_{n}$ such that

$$
\max _{1 \leq|z| \leq 2}\left|\operatorname{Re} f_{n}(z)-\log \right| z| |<\frac{1}{n}
$$

then for $1 \leq|z| \leq 2$, we have

$$
-1 \leq \operatorname{Re} f_{n}(z) \leq 1+\log 2
$$

Define $F_{n}(z)=e^{f_{n}(z)}$. Then $F_{n}(z)$ are entire functions with no zeros, and

$$
\frac{1}{e} \leq\left|F_{n}(z)\right|=e^{\operatorname{Re} f_{n}(z)} \leq 2 e
$$

for $1 \leq|z| \leq 2$. By the maximum modulus principle, $\left|F_{n}(z)\right| \leq 2 e$ for $|z| \leq 2$. Hence $\left\{F_{n}(z)\right\}$ is a normal family in $\{z:|z|<2\}$, and there exists a subsequence $\left\{F_{n_{k}}(z)\right\}$ converging locally uniformly to an analytic function $F(z)$ in $\{z:|z|<2\}$. Since $\left|F_{n}(z)\right| \geq \frac{1}{e}$ for $1 \leq|z| \leq 2, F(z)$ cannot be identically zero, and by Hurwitz's theorem $F(z)$ has no zero in $\{z:|z|<2\}$. But we have for $1 \leq|z|<2$,

$$
|F(z)|=\lim _{k \rightarrow \infty}\left|F_{n_{k}}(z)\right|=\lim _{k \rightarrow \infty} e^{\operatorname{Re} f_{n_{k}}(z)}=e^{\log |z|}=|z|
$$

which implies that $F(z)=\alpha z$ with $|\alpha|=1$ in $\{z:|z|<2\}$. This is a contradiction to the fact that $F(z)$ has no zero in $\{z:|z|<2\}$.

## 5513

Let $G=D \backslash(-1,0]$, where $D=\{z:|z|<1\}$.
(a) Give a single-valued definition for $z^{i}$ in $G$.
(b) Why should there exist a sequence of polynomials $P_{n}$ such that

$$
\lim _{n \rightarrow \infty} P_{n}(z)=z^{i}
$$

for all $z$ in $G$ ?
(c) Can the polynomials be chosen so that there exists a constant $M$ with $\left|P_{n}(z)\right| \leq M$ for all $z \in G$ and all $n$ ? Justify your answer.

## Solution.

(a) $z^{i}$ is defined by $e^{i \log z}$. In domain $G$, single-valued branch of $\log z$ can be chosen. For example, a single-valued branch of $z^{i}$ in $G$ can be defined by $\left.\arg z\right|_{0<z<1}=0$.
(b) Choose

$$
K_{n}=\left\{z: \frac{1}{n} \leq|z| \leq 1-\frac{1}{n}, \quad-\pi+\frac{1}{n} \leq \arg z \leq \pi-\frac{1}{n}\right\}
$$

where $n>2$. Then $K_{n} \subset K_{n+1}$, and

$$
\lim _{n \rightarrow \infty} K_{n}=G
$$

Because the complement of $K_{n}$ is connected and contains $z=\infty$, we know by Runge's theorem that there exists a sequence of polynomials which converges
uniformly on $K_{n}$ to $z^{i}$. In other words, we can find a polynomial $P_{n}(z)$ such that

$$
\left|P_{n}(z)-z^{i}\right|<\frac{1}{n}
$$

for all $z \in K_{n}$. Hence $\left\{P_{n}(z) ; n=1,2, \cdots\right\}$ converges to $z^{i}$ uniformly on compact subsets of $G$.
(c) No. If there exists $M$ with $\left|P_{n}(z)\right| \leq M$ for all $z \in G$ and all $n$, then because $P_{n}(z)$ are continuous on $D,\left|P_{n}(z)\right| \leq M$ for all $z \in D$ and all $n$. It follows that $\left\{P_{n}(z)\right\}$ is a normal family in $D$, and there exists a subsequence $P_{n_{k}}(z)$ which converges uniformly on compact subsets of $D$ to an analytic function $f(z)$ in $D$. Since $P_{n}(z)$ converges to $z^{i}$ in $G$, hence $z^{i}=f(z)$ for $z \in G$, which implies that $z^{i}$ can be extended to a single-valued analytic function in $D$. It is obvious impossible, so the contradiction is obtained.

## 5514

(a) Prove that

$$
\frac{\pi^{2}}{\sin ^{2} \pi z}=\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}} .
$$

(b) Use this to show that

$$
\pi \cot \pi z=\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2}} .
$$

Justify your steps.
(c) Develop $\pi \cot \pi z$ in a Laurent series about the origin directly and by use of (b), with enough terms to find the values of $\sum_{n=1}^{\infty} \frac{1}{n^{2}}$ and $\sum_{n=1}^{\infty} \frac{1}{n^{4}}$.
(Harvard)

## Solution.

(a) Let

$$
f(z)=\frac{\pi^{2}}{\sin ^{2} \pi z}
$$

The singular part of $f$ at $z=n(n=0, \pm 1, \pm 2, \cdots)$ is $\frac{1}{(z-n)^{2}}$. Now we consider the series

$$
\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}}
$$

For any natural number $N$ and $|z| \leq N$,

$$
\left|\frac{1}{(z-n)^{2}}\right| \leq \frac{4}{n^{2}}
$$

holds for $n \geq 2 N$ and $n \leq-2 N$. It follows from the convergence of $\sum_{n=2 N}^{\infty} \frac{4}{n^{2}}$ and $\sum_{-\infty}^{n=-2 N} \frac{4}{n^{2}}$ that $\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}}$ is analytic in

$$
\{|z|<N\} \backslash\{z=0, \pm 1, \cdots, \pm(N-1)\}
$$

Because $N$ can be arbitrarily large, we obtain the result that

$$
\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}}
$$

is a meromorphic function which has the same singularities as $f(z)$.
Let

$$
g(z)=f(z)-\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}}
$$

Then $g(z)$ is an entire function.
As $f(z)$ and

$$
\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}}
$$

are both periodic functions with period equal to 1 , we restrict $z$ in the strip

$$
\{z: 0<\operatorname{Re} z \leq 1\}
$$

It is obvious that

$$
\lim _{\operatorname{Im} z \rightarrow \pm \infty} f(z)=0
$$

As the convergence of

$$
\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}}
$$

is uniform for

$$
|\operatorname{Im} z| \geq 1
$$

the limit of the series for $\operatorname{Im} y \rightarrow \pm \infty$ can be obtained by taking the limit in each term and the limit is also zero. Hence $g(z)$ is a bounded entire function,
which implies that $g(z)$ is a constant. It is obvious that the constant must be zero. Thus we obtain the identity

$$
\begin{equation*}
\frac{\pi^{2}}{\sin ^{2} \pi z}=\sum_{n=-\infty}^{\infty} \frac{1}{(z-n)^{2}} \tag{1}
\end{equation*}
$$

(b) Let

$$
F(z)=\pi \operatorname{ctg} \pi z
$$

The singular part of $F$ at $z=n(n=0, \pm 1, \pm 2, \cdots)$ is $\frac{1}{z-n}$. Now we consider the series

$$
\frac{1}{z}+\sum_{n=1}^{\infty}\left(\frac{1}{z-n}+\frac{1}{z+n}\right)=\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2}}
$$

With similar discussion to that in (a), we know that

$$
\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2}}
$$

is a meromorphic function which has the same singularities as $F(z)$.
Let

$$
F(z)=\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2}}+G(z)
$$

Then $G(z)$ is an entire function. Differentiating both sides of the above identity, we obtain

$$
\frac{\pi^{2}}{\sin ^{2} \pi z}=\frac{1}{z^{2}}+\sum_{n=1}^{\infty}\left[\frac{1}{(z-n)^{2}}+\frac{1}{(z+n)^{2}}\right]-G^{\prime}(z)
$$

Comparing this identity with (1), we have $G^{\prime}(z)=0$ which implies that $G=c$ ( $c$ is a constant). For

$$
F(z)=\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2}}+c
$$

it follows from the fact that $F(z)$ and

$$
\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2}}
$$

are both odd functions that $c=0$. Hence we obtain

$$
\begin{equation*}
\pi \cot \pi z=\frac{1}{z}+\sum_{n=1}^{\infty} \frac{2 z}{z^{2}-n^{2}} \tag{2}
\end{equation*}
$$

(c) The Laurent expansion of $\pi \cot \pi z$ about the origin is

$$
\begin{equation*}
\pi \cot \pi z=\frac{1}{z}-\frac{\pi^{2}}{3} z-\frac{\pi^{4}}{45} z^{3}-\cdots \tag{3}
\end{equation*}
$$

It follows from (2) and (3) that around the origin,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{z^{2}-n^{2}}=-\frac{\pi^{2}}{6}-\frac{\pi^{4}}{90} z^{2}-\cdots \tag{4}
\end{equation*}
$$

Take $z=0$, we obtain

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2}}=\frac{\pi^{2}}{6}
$$

After differentiating (4) on both sides, we can also obtain

$$
\sum_{n=1}^{\infty} \frac{1}{n^{4}}=\frac{\pi^{4}}{90}
$$

## 5515

Let $z_{1}, \cdots, z_{n}$ be distinct complex numbers. Let $f$ and $g$ be polynomials, $f$ of degree $\leq n-2$ and

$$
g(z)=\left(z-z_{1}\right) \cdots\left(z-z_{n}\right)
$$

(a) Show that

$$
\sum_{j=1}^{n} \frac{f\left(z_{j}\right)}{g^{\prime}\left(z_{j}\right)}=0
$$

(b) Show that there exists a polynomial of degree $\leq n-2$ with $f\left(z_{j}\right)=a_{j}$ if and only if

$$
\sum_{j=1}^{n} \frac{a_{j}}{g^{\prime}\left(z_{j}\right)}=0
$$

(c) Given a sequence of complex numbers $z_{1}, z_{2}, \cdots$ such that $\left|z_{n}\right| \rightarrow \infty$, does there exist an entire function $f$ with $f\left(z_{j}\right)=a_{j}$ ? Can you write this function down?

Solution.
(a) Take $R$ sufficiently large such that

$$
z_{1}, z_{2}, \cdots, z_{n} \in\{|z|<R\} .
$$

Because

$$
g(z)=\left(z-z_{1}\right)\left(z-z_{2}\right) \cdots\left(z-z_{n}\right)
$$

is of degree $n$, while $f(z)$ is of degree $\leq n-2$,

$$
\int_{|z|=R} \frac{f(z)}{g(z)} d z=\lim _{R \rightarrow \infty} \int_{|z|=R} \frac{f(z)}{g(z)} d z=0 .
$$

Since

$$
\int_{|z|=R} \frac{f(z)}{g(z)} d z=2 \pi i \sum_{j=1}^{n} \operatorname{Res}\left(\frac{f(z)}{g(z)}, z_{j}\right)=2 \pi i \sum_{j=1}^{n} \frac{f\left(z_{j}\right)}{g^{\prime}\left(z_{j}\right)},
$$

we obtain

$$
\sum_{j=1}^{n} \frac{f\left(z_{j}\right)}{g^{\prime}\left(z_{j}\right)}=0 .
$$

(b) If $f(z)$ is a polynomial of degree $\leq n-2$ with $f\left(z_{j}\right)=a_{j}(j=$ $1,2, \cdots, n$ ), then by (a), we have

$$
\sum_{j=1}^{n} \frac{f\left(z_{j}\right)}{g^{\prime}\left(z_{j}\right)}=\sum_{j=1}^{n} \frac{a_{j}}{g^{\prime}\left(z_{j}\right)}=0 .
$$

If $a_{1}, a_{2}, \cdots, a_{n}$ are $n$ complex numbers such that

$$
\sum_{j=1}^{n} \frac{a_{j}}{g^{\prime}\left(z_{j}\right)}=0
$$

we construct the function $f(z)$ by

$$
f(z)=\sum_{j=1}^{n} \frac{a_{j}}{g^{\prime}\left(z_{j}\right)} \cdot \frac{g(z)}{\left(z-z_{j}\right)} .
$$

For each $j$,

$$
\frac{g(z)}{z-z_{j}}=\left(z-z_{1}\right) \cdots\left(z-z_{j-1}\right)\left(z-z_{j+1}\right) \cdots\left(z-z_{n}\right)
$$

is a polynomial of degree $n-1$, and the coefficient of $z^{n-1}$ is 1 . Since

$$
\sum_{j=1}^{n} \frac{a_{j}}{g^{\prime}\left(z_{j}\right)}=0
$$

the coefficient of $z^{n-1}$ of $f(z)$ is zero. In other words, $f(z)$ is a polynomial of degree $\leq n-2$.

Because

$$
\lim _{z \rightarrow z_{j}} \frac{a_{j}}{g^{\prime}\left(z_{j}\right)} \cdot \frac{g(z)}{\left(z-z_{j}\right)}=a_{j}
$$

while for $k \neq j$,

$$
\left.\frac{a_{k}}{g^{\prime}\left(z_{k}\right)} \cdot \frac{g(z)}{z-z_{k}}\right|_{z=z_{j}}=0
$$

$f(z)$ satisfies the condition $f\left(z_{j}\right)=a_{j}(j=1,2, \cdots, n)$.
(c) For the given sequence $z_{1}, z_{2}, \cdots$, such that $\left|z_{n}\right| \rightarrow \infty$, by the Weierstrass theorem about the canonical product of entire functions, we can construct an entire function $g(z)$ with simple zeros $z_{1}, z_{2}, \cdots$. Then we define

$$
f(z)=\sum_{n=1}^{\infty} u_{n}(z)=\sum_{n=1}^{\infty} e^{\gamma_{n}\left(z-z_{n}\right)} \frac{g(z)}{z-z_{n}} \cdot \frac{a_{n}}{g^{\prime}\left(z_{n}\right)}
$$

where $\gamma_{n}$ is chosen such that when $|z| \leq \frac{\left|z_{n}\right|}{2}$,

$$
\left|u_{n}(z)\right|=\left|e^{\gamma_{n}\left(z-z_{n}\right)} \frac{g(z)}{z-z_{n}} \cdot \frac{a_{n}}{g^{\prime}\left(z_{n}\right)}\right| \leq \frac{1}{n^{2}}
$$

Because $\left|z_{n}\right| \rightarrow \infty$, for any $R>0$, there exists $N>0$ such that $\left|z_{n}\right|>2 R$ when $n \geq N$. Hence

$$
\left|u_{n}(z)\right| \leq \frac{1}{n^{2}}
$$

holds for all $|z| \leq R$ when $n \geq N$. In other words, $\sum_{n=1}^{\infty} u_{n}(z)$ converges uniformly for all $|z| \leq R$, so that $f(z)$ is analytic in $\{|z|<R\}$. Since $R$ can be arbitrarily large, $f(z)$ is an entire function.

It is easy to see that

$$
\lim _{z \rightarrow z_{n}} u_{n}(z)=\lim _{z \rightarrow z_{n}} e^{\gamma_{n}\left(z-z_{n}\right)} \frac{g(z)}{z-z_{n}} \cdot \frac{a_{n}}{g^{\prime}\left(z_{n}\right)}=a_{n}
$$

while for $k \neq n$,

$$
u_{k}\left(z_{n}\right)=0
$$

which implies that $f(z)$ is an entire function satisfying the required condition.

## Part VI

## Partial Differential Equations

# SECTION 1 GENERAL THEORY 

## 6101

a) Let $A=\left(a_{i j}\right)_{i, j=1}^{n}$ be a real matrix. Show that

$$
\int_{|x|<1}(x, A x) d x=\frac{\omega_{n}}{n(n+2)} \operatorname{trace} A
$$

Here $(\cdot, \cdot)$ is the dot product of vectors in $\mathbb{R}^{n}$ and $\omega_{n}$ is the area of the unit sphere in $\mathbb{R}^{n}$.
b) Show that $u \in C_{0}^{2}\left(\mathbb{R}^{n}\right)$ implies

$$
\int_{\mathbb{R}^{n}}(\Delta u)^{2} d x=\sum_{i, j=1}^{n} \int_{\mathbb{R}^{n}}\left|D_{i j} u\right|^{2} d x
$$

(Iowa)

## Solution.

a) It is not difficult to verify that

$$
\int_{|x|<1} a_{i j} x_{i} x_{j} d x=0, \quad \forall i \neq j
$$

and

$$
\int_{|x|<1} x_{1}^{2} d x=\cdots=\int_{|x|<1} x_{n}^{2} d x
$$

Therefore,

$$
\begin{aligned}
\int_{|x|<1}(x, A x) d x & =\int_{|x|<1} \sum_{i=1}^{n} a_{i i} x_{i}^{2} d x \\
& =\frac{1}{n} \operatorname{trace} A \int_{|x|<1}|x|^{2} d x \\
& =\frac{\omega_{n}}{n(n+2)} \operatorname{trace} A
\end{aligned}
$$

b) First let $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. By applying Green's formula, we get immediately

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}(\Delta u)^{2} d x & =\sum_{i, j=1}^{n} \int_{\mathbb{R}^{n}} D_{i i} u \cdot D_{j j} u d x \\
& =\sum_{i, j=1}^{n} \int_{\mathbb{R}^{n}}\left|D_{i j} u\right|^{2} d x
\end{aligned}
$$

As $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ is dense in $H_{0}^{2}\left(\mathbb{R}^{n}\right)$, the conclusion is true for $u \in C_{0}^{2}\left(\mathbb{R}^{n}\right)$.

## 6102

Let $T$ be a distribution on $\mathbb{R}$ and suppose that $T^{\prime}=0$ on $\mathbb{R}$. Show that $T=$ const; i.e., show that there is a number $a$ such that

$$
T(\phi)=\int_{\mathbb{R}} a \phi d x \quad \text { for all } \phi \in C_{0}^{\infty}(\mathbb{R}) .
$$

## Solution.

$T^{\prime}=0$ if and only if

$$
T\left(\phi^{\prime}\right)=0, \quad \forall \phi \in C_{0}^{\infty}(I R)
$$

It is easy to verify that a function $\phi$ in $C_{0}^{\infty}(\mathbb{R})$ is the derivative of a function in $C_{0}^{\infty}(\mathbb{R})$ if and only if

$$
\int_{\mathbb{R}} \phi d x=0
$$

Take a function $\rho \in C_{0}^{\infty}(\mathbb{R})$ such that

$$
\int_{\mathbb{R}} \rho d x=1
$$

Then it is easy to verify that for any $\phi \in C_{0}^{\infty}(\mathbb{R})$

$$
\psi=\phi-\int_{\mathbb{R}} \phi d x \rho
$$

satisfies the condition

$$
\int_{\mathbb{R}} \psi d x=0
$$

Hence $T(\psi)=0$ and

$$
T(\phi)=\int_{\mathbb{R}} a \phi d x, \quad \forall \phi \in C_{0}^{\infty}(\mathbb{R})
$$

where $a=T(\rho)$.

## 6103

Let $u \in H^{s}\left(\mathbb{R}^{n}\right)$ with $s>n / 2$. Show that $\lim _{|x| \rightarrow \infty} u(x)=0$.
(Cincinnati)

## Solution.

We show first that $\hat{u} \in L^{1}\left(\mathbb{R}^{n}\right)$ if $u \in H^{s}\left(\mathbb{R}^{n}\right)$ with $s>n / 2$. In fact, $u \in H^{s}\left(\mathbb{R}^{n}\right)$ if and only if $\left(1+|\xi|^{2}\right)^{s / 2} \widehat{u} \in L^{2}\left(\mathbb{R}^{n}\right)$. And it is clear that $\left(1+|\xi|^{2}\right)^{-s / 2} \in L^{2}\left(\mathbb{R}^{n}\right)$ if $s>n / 2$. Therefore, we have $\widehat{u} \in L^{1}\left(\mathbb{R}^{n}\right)$.

Then we get immediately

$$
u(x)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} e^{i x \cdot \xi} \widehat{u}(\xi) d \xi \rightarrow 0
$$

as $|x| \rightarrow \infty$.

## 6104

Let $u$ be defined for $f \in \mathcal{D}((0,1))$ by

$$
\langle u, f\rangle=\sum_{n=0}^{\infty} f^{(n)}\left(\frac{1}{n}\right) .
$$

Determine whether $u$ is a distribution on ( 0,1 ), and support your answer.
(Indiana)

## Solution.

It is clear that $u$, defined above, is a linear functional in $\mathcal{D}((0,1))$. Let $\left\{f_{k}\right\}$ be a sequence in $\mathcal{D}((0,1))$ such that

$$
f_{k} \rightarrow 0 \text { in } \mathcal{D}((0,1)), \quad \text { as } k \rightarrow \infty .
$$

Then we have a compact interval $[a, b] \subset(0,1)$ such that
and

$$
f_{k}^{(n)} \rightarrow 0 \text { uniformly on }[a, b] \text { as } k \rightarrow \infty
$$

for any nonnegative integer $n$.
Let $N$ be a positive integer such that

$$
\frac{1}{N}<a
$$

Then we have

$$
\left\langle u, f_{k}\right\rangle=\sum_{n=0}^{N-1} f_{k}^{(n)}\left(\frac{1}{n}\right) \rightarrow 0, \quad \text { as } k \rightarrow \infty
$$

Therefore, $u$ is continuous in $\mathcal{D}((0,1))$, and is a distribution on $(0,1)$.

6105

Let

$$
B=\left\{(x, y) \mid x^{2}+y^{2}<1\right\}
$$

For which $p \geq 1$ does the function

$$
u(x, y)=\frac{x}{\sqrt{x^{2}+y^{2}}}
$$

belong to $W^{1, p}(B)$ ?

## Solution.

Let

$$
\begin{aligned}
& u_{x}(x, y)=\frac{1}{\sqrt{x^{2}+y^{2}}}-\frac{x^{2}}{\left(x^{2}+y^{2}\right)^{3 / 2}} \\
& u_{y}(x, y)=-\frac{x y}{\left(x^{2}+y^{2}\right)^{3 / 2}}
\end{aligned}
$$

It is clear that $u_{x}, u_{y} \in L^{1}(B)$.
We show that

$$
\frac{\partial}{\partial x} u=u_{x} \text { and } \frac{\partial}{\partial y} u=u_{y}
$$

in the sense of distributions, that is

$$
\int_{B} u \phi_{x} d x d y=-\int_{B} u_{x} \phi d x d y
$$

and

$$
\int_{B} u \phi_{y} d x d y=-\int_{B} u_{y} \phi d x d y
$$

for all $\phi \in C_{0}^{\infty}(B)$. By $B_{\varepsilon}$ we denote the ball centred at the origin with the radius $\varepsilon<1$. Let $\Omega_{\varepsilon}=B \backslash \bar{B}_{\varepsilon}$ and $S_{\varepsilon}=\partial B_{\varepsilon}$. Then we have

$$
\int_{\Omega_{c}} u \phi_{x} d x d y=-\int_{\Omega_{\boldsymbol{c}}} u_{x} \phi d x d y+\int_{S_{\varepsilon}} u \phi \cos (\vec{n}, x) d s
$$

for any $\phi \in C_{0}^{\infty}(B)$. Letting $\varepsilon \rightarrow 0$ in the above inequality, we get $\frac{\partial}{\partial x} u=u_{x}$. Similarly, $\frac{\partial}{\partial y} u=u_{y}$.

It is not difficult to verify that

$$
u, u_{x}, u_{y} \in L^{p}(B)
$$

for $1 \leq p<2$. Therefore, $u \in W^{1, p}(B)$ for $1 \leq p<2$. And we can verify that

$$
u_{y} \notin L^{2}(B)
$$

which means that $u \notin W^{1, p}(B)$ for $p=2$.

## 6106

Let $\Sigma$ be a smooth hypersurface dividing $\mathbb{R}^{n}$ into two disjoint open regions $\Omega_{1}$ and $\Omega_{2}$. Denote by $\nu=\nu(x)$ the unit normal to $\Sigma$ pointing into $\Omega_{2}$. Suppose $v: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ solves the equation

$$
\begin{equation*}
\operatorname{div} v(x)=b(x) \text { for } x \in \mathbb{R}^{n}-\Sigma \tag{*}
\end{equation*}
$$

in the classical ( $C^{1}$ ) sense where $b$ is a continuous function. Assume furthermore that $v$ lies in both $C^{0}\left(\bar{\Omega}_{1}\right)$ and $C^{0}\left(\bar{\Omega}_{2}\right)$ (but not necessarily $C^{0}\left(\boldsymbol{R}^{n}\right)!!$ ) with

$$
v^{+}\left(x_{0}\right) \equiv \lim _{\substack{x \rightarrow x_{0} \\ x \in \Omega_{1}}} v(x), \quad v^{-}\left(x_{0}\right) \equiv \lim _{\substack{x \rightarrow x_{0} \\ x \in \Omega_{2}}} v(x)
$$

for each $x_{0} \in \Sigma$. Derive a necessary and sufficient condition in terms of $v^{+}$, $v^{-}$and $\nu$ for $v$ to be a distribution solution of (*) on all of $\mathbb{R}^{n}$.
(Indiana)

## Solution.

$v$ is a distribution solution of (*) in $\mathbb{R}^{n}$ if and only if

$$
\begin{equation*}
-\int_{\mathbb{R}^{n}} v \cdot \nabla \phi d x=\int_{\mathbb{R}^{n}} b \phi d x, \quad \forall \phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \tag{1}
\end{equation*}
$$

By Green's formula, we have

$$
\begin{aligned}
-\int_{\mathbb{R}^{n}} v \cdot \nabla \phi d x & =-\int_{\Omega_{1}} v \cdot \nabla \phi d x-\int_{\Omega_{2}} v \cdot \nabla \phi d x \\
& =-\int_{\Sigma} \phi\left(v^{+}-v^{-}\right) \cdot \nu d s+\int_{\mathbb{R}^{n}} \operatorname{div} v \cdot \phi d x .
\end{aligned}
$$

Hence the equation (1) is equivalent to

$$
\int_{\Sigma} \phi\left(v^{+}-v^{-}\right) \cdot \nu d s=0, \quad \forall \phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)
$$

Therefore $v$ is a distribution solution to (*) on all of $\boldsymbol{R}^{n}$ if and only if

$$
\left(v^{+}-v^{-}\right) \cdot \nu=0 \quad \text { on } \Sigma .
$$

## 6107

Recall the definition of the curl operator in two dimensions acting on a vector field $U(x, y)=(u(x, y), v(x, y))$ :

$$
\nabla \times U \equiv u_{y}-v_{x}
$$

(a) Give a definition of what it means for a (not necessarily continuous) vector field $U$ to have curl zero in the sense of distributions.
(b) Suppose $U$ takes the form

$$
U(x, y) \equiv \begin{cases}U_{1}, & (x, y) \in \Omega_{1} \\ U_{2}, & (x, y) \in \Omega_{2}\end{cases}
$$

where $\Omega_{1}$ and $\Omega_{2}$ are open sets such that $\bar{\Omega}_{1} \cup \bar{\Omega}_{2}=\mathbb{R}^{2}, \Gamma \equiv \partial \Omega_{1} \cap \partial \Omega_{2}$ is a smooth curve, and $U_{1}$ and $U_{2}$ are (different) constant vectors. If $U$ has curl zero in $\mathbb{R}^{2}$ in the sense of distributions, describe as completely as possible the curve $\Gamma$.

## Solution.

(a) Let $u, v \in L_{\text {loc }}\left(\mathbb{R}^{2}\right)$. Then

$$
\operatorname{curl} U=0
$$

in the sense of distributions is defined as

$$
\int_{\mathbb{R}^{2}}\left(-u \phi_{y}+v \phi_{x}\right) d x d y=0, \quad \forall \phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)
$$

(b) Let $U_{1}=\left(u_{1}, v_{1}\right), U_{2}=\left(u_{2}, v_{2}\right)$, where $u_{1}, v_{1}, u_{2}$ and $v_{2}$ are constants. Then curl $U=0$ if and only if

$$
\int_{\Omega_{1}}\left(-u_{1} \phi_{y}+v_{1} \phi_{x}\right) d x d y+\int_{\Omega_{2}}\left(-u_{2} \phi_{y}+v_{2} \phi_{x}\right) d x d y=0, \quad \forall \phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right) .
$$

Integrating by parts, we have

$$
\int_{\Gamma}\left(u_{1}-u_{2}\right) \phi d x+\left(v_{1}-v_{2}\right) \phi d y=0, \quad \forall \phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)
$$

Therefore, $\Gamma$ is a straight line defined by

$$
\left(u_{1}-u_{2}\right) d x+\left(v_{1}-v_{2}\right) d y=0
$$

## 6108

Let $p$ be a polynomial in $n$ variables, and assume that the set $\{x: p(i x)=0\}$ is bounded. Prove that there exists a tempered distribution $E$ on $\mathbb{R}^{n}$ such that $p(D) E-\delta \in S$. Here $S$ is the Schwartz class of rapidly decreasing functions, and $\delta$ is the Dirac distribution defined by $\delta \cdot \phi=\phi(0)$.
(Indiana)

## Solution.

As the set $\{\xi: p(i \xi)=0\}$ is bounded, there exists a positive constant $R$ such that

$$
\{\xi: p(i \xi)=0\} \subset\{\xi:|\xi|<R\} .
$$

Construct a function $\chi_{R} \in C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\chi_{R}(\xi)=1, \quad \forall \xi \in\{\xi:|\xi|<R\} .
$$

Set

$$
\widehat{E}(\xi)= \begin{cases}0, & |\xi|<R, \\ \left(1-\chi_{R}(\xi)\right) \frac{1}{p(i \xi)}, & |\xi| \geq R .\end{cases}
$$

It is clear that $\widehat{E} \in S^{\prime}\left(\mathbb{R}^{n}\right) \cap C^{\infty}\left(\mathbb{R}^{n}\right)$, where $S^{\prime}\left(\mathbb{R}^{n}\right)$ denotes the space of tempered distributions on $\mathbb{R}^{n}$, and that

$$
p(i \xi) \hat{E}(\xi)= \begin{cases}0, & |\xi|<R \\ 1-\chi_{R}(\xi), & |\xi| \geq R\end{cases}
$$

It is easy to see that

$$
p(i \xi) \widehat{E}(\xi)-1 \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)
$$

Therefore, we get

$$
p(D) E-\delta \in S
$$

where $E=F^{-1}(\widehat{E}) \in S^{\prime}\left(\mathbb{R}^{n}\right)$.

6109

Let $P(D)$ be an $m$ th order linear constant coefficient partial differential operator on $\mathbb{R}^{n}$; i.e.,

$$
P(D)=\sum_{|\alpha| \leq m} C_{\alpha} D^{\alpha}
$$

where $\alpha$ denotes a multi-index $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$ and the $C_{\alpha}$ are constants. Suppose

$$
P(i \xi) \equiv \sum_{|\alpha| \leq m} C_{\alpha}(i \xi)^{\alpha} \neq 0 \quad \text { for all } \xi \in \mathbb{R}^{n}-\{0\}
$$

If $u \in S^{\prime}$ satisfies $P(D) u=0$, prove that $u$ must be a polynomial. (Here $S^{\prime}$ denotes the space of tempered distributions on $\mathbb{R}^{n}$.)
(Indiana)

## Solution.

Let $\widehat{u}(\xi)$ be the Fourier transform of $u$. Transforming the equation, we get

$$
P(i \xi) \widehat{u}(\xi)=0
$$

From the transformed equation, we can see that

$$
\operatorname{supp} \widehat{u}=\{0\}
$$

Therefore, $\widehat{u}(\xi)$ must be finite linear combinations of the derivatives of the Dirac delta function $\delta(\xi)$ at $\{0\}$, i.e.,

$$
\widehat{u}(\xi)=\sum_{|\alpha| \leq N} a_{\alpha} \delta^{(\alpha)}(\xi)
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$ is a multi-index and $a_{\alpha}$ are constants. Hence

$$
u(x)=\sum_{|\alpha| \leq N} a_{\alpha} F^{-1}\left(\delta^{(\alpha)}\right)=\frac{1}{(2 \pi)^{n}} \sum_{|\alpha| \leq N} a_{\alpha}(-i x)^{\alpha}
$$

is a polynomial.

## 6110

(a) Show that

$$
\lim _{t \rightarrow 0^{+}} \frac{1}{\sqrt{4 \pi t}} e^{-x^{2} / 4 t}=\delta(x)
$$

in $\mathcal{D}^{\prime}$.
(b) Show how to define $\frac{1}{x}$ as a distribution (i.e., define the Cauchy Principle Value and show that it is in $\mathcal{D}^{\prime}$ ).
(c) Calculate rigorously the derivative of $\log |x|$ and express the result in terms of your answer to (b).
(d) Calculate the Fourier transform of the distribution $\frac{1}{x}$.
(Indiana)

## Solution.

(a) It is well-known that

$$
\int_{-\infty}^{\infty} \frac{1}{\sqrt{4 \pi t}} e^{-x^{2} / 4 t} d x=1 \quad \forall t>0 .
$$

For any $\phi \in \mathcal{D}$, we have

$$
\int_{-\infty}^{\infty} \frac{1}{\sqrt{4 \pi t}} e^{-x^{2} / 4 t} \phi(x) d x=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-y^{2}} \phi(2 \sqrt{t y}) d y
$$

Then it is not difficult to verify that

$$
\begin{aligned}
& \lim _{t \rightarrow 0^{+}}\left|\int_{-\infty}^{\infty} \frac{1}{\sqrt{4 \pi t}} e^{-x^{2} / 4 t} \phi(x) d x-\phi(0)\right| \\
= & \lim _{t \rightarrow 0^{+}} \frac{1}{\sqrt{\pi}}\left|\int_{-\infty}^{\infty} e^{-y^{2}}(\phi(2 \sqrt{t y} y)-\phi(0)) d y\right|=0 .
\end{aligned}
$$

Hence

$$
\lim _{t \rightarrow 0^{+}} \frac{1}{\sqrt{4 \pi t}} e^{-x^{2} / 4 t}=\delta(x)
$$

(b) We define the distribution $\frac{1}{x}$ by its Cauchy Principle Value $V_{p} \frac{1}{x}$ as follows:

$$
\left\langle V_{p} \frac{1}{x}, \phi\right\rangle=\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{-\infty}^{-\varepsilon} \frac{\phi(x)}{x} d x+\int_{\varepsilon}^{\infty} \frac{\phi(x)}{x} d x\right) \quad \forall \phi \in \mathcal{D} .
$$

The linearity of the functional $V_{p} \frac{1}{x}$ is obvious. Further, suppose that $\phi_{n} \rightarrow 0$ in $\mathcal{D}$. Let $\operatorname{supp} \phi_{n} \subset(-a, a) \forall n$. Then we have

$$
\left\langle V_{p} \frac{1}{x}, \phi_{n}\right\rangle=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{a} \frac{\phi_{n}(x)-\phi_{n}(-x)}{x} d x \rightarrow 0, \quad \text { as } n \rightarrow \infty .
$$

Therefore, $V_{p} \frac{1}{x}$ is a distribution in $\mathcal{D}^{\prime}$.
(c) For any $\phi \in \mathcal{D}$, we have

$$
\begin{aligned}
\langle\log | x\left|, \phi^{\prime}(x)\right\rangle & =\int_{-\infty}^{\infty} \log |x| \phi^{\prime}(x) d x \\
& =\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{-\infty}^{-\varepsilon}+\int_{\varepsilon}^{\infty}\right) \log |x| \phi^{\prime}(x) d x \\
& =\lim _{\varepsilon \rightarrow 0^{+}}\left((\phi(-\varepsilon)-\phi(\varepsilon)) \log \varepsilon-\left(\int_{-\infty}^{-\varepsilon}+\int_{\varepsilon}^{\infty}\right) \frac{1}{x} \phi(x) d x\right) \\
& =-\left\langle V_{p} \frac{1}{x}, \phi\right\rangle
\end{aligned}
$$

Hence $\frac{d}{d x} \log |x|=V_{p} \frac{1}{x}$.
(d) By $F(f)$ we denote the Fourier transform of a tempered distribution $f$ For any $\phi \in \mathcal{S}$, we have

$$
\begin{aligned}
\left\langle F\left(V_{p} \frac{1}{x}\right), \phi\right\rangle & =\left\langle V_{p} \frac{1}{x}, F(\phi)\right\rangle \\
& =\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{-\infty}^{-\varepsilon}+\int_{\varepsilon}^{\infty}\right) \frac{1}{\xi} \int_{-\infty}^{\infty} e^{-i x \xi} \phi(x) d x d \xi \\
& =-2 i \lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{\infty} \frac{1}{\xi} \int_{-\infty}^{\infty} \sin (x \xi) \phi(x) d x d \xi \\
& =-2 i \lim _{M \rightarrow \infty} \int_{-\infty}^{\infty} \phi(x) \int_{0}^{M} \frac{1}{\xi} \sin (x \xi) d \xi d x \\
& =-i \pi \int_{-\infty}^{\infty}(\operatorname{sign} x) \phi(x) d x
\end{aligned}
$$

Here, we have applied the integral equality

$$
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{1}{\xi} \sin (x \xi) d \xi=1 \quad \text { for } x>0
$$

Therefore, we obtain

$$
F\left(V_{p} \frac{1}{x}\right)=-i \pi \operatorname{sign} x
$$

## 6111

a) Let

$$
L u(x)=\sum_{|\alpha| \leq m} a_{\alpha} D^{\alpha} u(x) \quad x \in \mathbb{R}^{n}
$$

where the $a_{\alpha}^{\prime} s$ are constants, and $\alpha$ is a multi-index. What is a fundamental solution of $L$ ? When is it unique?
b) If $I_{+}$denotes the Heaviside step function

$$
I_{+}(\xi)= \begin{cases}1, & \xi \geq 0, \\ 0, & \xi<0\end{cases}
$$

Show that

$$
F(x, t)=\frac{1}{2} I_{+}(t) I_{+}(t-|x|)
$$

is a fundamental solution of the wave operator $W(u)=u_{t t}-u_{x x}$ on $\mathbb{R}^{2}$.
c) Express the solution of the Cauchy problem

$$
\begin{aligned}
& u_{t t}-u_{x x}=\phi(x, t), \quad-\infty<x<\infty, \quad t>0 \\
& u(x, 0)=f(x), \quad u_{t}(x, 0)=g(x), \quad-\infty<x<\infty
\end{aligned}
$$

( $f, g, \phi$ sufficiently nice) in terms of the above fundamental solution. Simplify your result to obtain D'Alembert's solution of this problem.
(Indiana)

## Solution.

a) A distribution $E \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$ is called a fundamental solution of the differential operator $L$ if

$$
L E(x)=\delta(x)
$$

where $\delta(x)$ is the Dirac function.
Let $L^{*}$ be the formal adjoint of $L$ defined by

$$
L^{*} v(x)=\sum_{|\alpha| \leq m}(-1)^{|\alpha|} D^{\alpha}\left(a_{\alpha} v(x)\right) .
$$

If $L^{*} \mathcal{S}$ is dense in $\mathcal{S}$, where $\mathcal{S}$ is the space of rapidly decreasing functions, then the operator $L$ has at most one fundamental solution in $\mathcal{S}^{\prime}$.
b) We need only to show that

$$
\int_{\mathbb{R}^{2}} F(x, t)\left(\frac{\partial^{2} \phi}{\partial t^{2}}-\frac{\partial^{2} \phi}{\partial x^{2}}\right) d x d t=\phi(0,0) \quad \forall \phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right) .
$$

In fact

$$
\begin{aligned}
& 2 \int_{\mathbb{R}^{2}} F(x, t)\left(\phi_{t t}-\phi_{x x}\right) d x d t \\
= & \int_{|x|<t}\left(\phi_{t t}-\phi_{x x}\right) d x d t
\end{aligned}
$$

$$
\begin{aligned}
= & -\int_{0}^{\infty} d t \int_{-t}^{t} \phi_{x x}(x, t) d x+\int_{-\infty}^{0} d x \int_{-x}^{\infty} \phi_{t t}(x, t) d t \\
& +\int_{0}^{\infty} d x \int_{x}^{\infty} \phi_{t t}(x, t) d t \\
= & \int_{0}^{\infty}\left(\phi_{x}(-t, t)-\phi_{x}(t, t)\right) d t-\int_{0}^{\infty}\left(\phi_{t}(-x, x)+\phi_{t}(x, x)\right) d x \\
= & -\int_{0}^{\infty}\left(\phi_{t}(t, t)+\phi_{x}(t, t)\right) d t-\int_{0}^{\infty}\left(\phi_{t}(-t, t)-\phi_{x}(-t, t)\right) d t \\
= & 2 \phi(0,0)
\end{aligned}
$$

c) The solution of the Cauchy problem

$$
\begin{aligned}
& u_{\boldsymbol{t} t}-u_{x \boldsymbol{x}}=\phi(x, t), \quad x \in \mathbb{R}, t>0 \\
& u(x, 0)=u_{t}(x, 0)=0
\end{aligned}
$$

is given by

$$
\begin{aligned}
u(x, t) & =\int_{0}^{t} d \tau \int_{-\infty}^{\infty} \phi(x-\xi, t-\tau) F(\xi, \tau) d \xi \\
& =\frac{1}{2} \int_{0}^{t} d \tau \int_{|\xi|<\tau} \phi(x-\xi, t-\tau) d \xi \\
& =\frac{1}{2} \int_{0}^{t} d \tau \int_{x-(t-\tau)}^{x+(t-\tau)} \phi(\xi, \tau) d \xi
\end{aligned}
$$

The solution of the Cauchy problem

$$
\begin{aligned}
& u_{t t}-u_{x x}=0, \quad x \in \mathbb{R}, t>0 \\
& u(x, 0)=0, \quad u_{t}(x, 0)=g(x)
\end{aligned}
$$

is given by

$$
\begin{aligned}
u(x, t) & =\int_{-\infty}^{\infty} g(x-\xi) F(\xi, t) d \xi \\
& =\frac{1}{2} \int_{-t}^{t} g(x-\xi) d \xi \\
& =\frac{1}{2} \int_{x-t}^{x+t} g(\xi) d \xi
\end{aligned}
$$

Therefore, the solution of the original Cauchy problem can be obtained as

$$
u(x, t)=\frac{1}{2} \frac{\partial}{\partial t} \int_{x-t}^{x+t} f(\xi) d \xi+\frac{1}{2} \int_{x-t}^{x+t} g(\xi) d(\xi)
$$

$$
+\frac{1}{2} \int_{0}^{t} d \tau \int_{x-(t-\tau)}^{x+(t-\tau)} \phi(\xi, \tau) d \xi
$$

This is just the D'Alembert's formula when $\phi \equiv 0$.

## 6112

Let $u$ be the solution of the initial problem

$$
\begin{aligned}
& u_{t t}=-u_{x_{j} x_{j} x_{k} x_{k}}, \quad x \in \mathbb{R}^{3}, t>0 \\
& u(x, 0)=0, \quad u_{t}(x, 0)=\phi(x)
\end{aligned}
$$

where summation is understood in the pde, and $\phi$ is a $C^{\infty}$ function on $\mathbb{R}^{3}$ with compact support. Assume that there is a constant $C$ such that

$$
\|u(\cdot, t)\|_{L^{2}\left(\boldsymbol{R}^{s}\right)} \leq C t^{1 / 4} / \log t
$$

and prove that

$$
\int \phi(x) d x=0
$$

(Indiana)

## Solution.

By applying Fourier transform to the problem, we have

$$
\begin{aligned}
& \widehat{u}_{t t}+|\xi|^{4} \widehat{u}=0 \\
& \widehat{u}(\xi, 0)=0, \quad \widehat{u}_{t}(\xi, 0)=\widehat{\phi}(\xi)
\end{aligned}
$$

where $\widehat{u}$ and $\hat{\phi}$ denote the Fourier transforms of $u$ and $\phi$ with respect to $x$, respectively.

By solving the above transformed problem, it yields that

$$
\widehat{u}(\xi, t)=\frac{\widehat{\phi}(\xi)}{|\xi|^{2}} \sin \left(|\xi|^{2} t\right)
$$

Therefore, we have

$$
\int_{\boldsymbol{R}^{3}}|\widehat{u}(\xi, t)|^{2} d \xi=\int_{\mathbb{R}^{3}} \frac{|\widehat{\phi}(\xi)|^{2}}{|\xi|^{4}} \sin ^{2}\left(|\xi|^{2} t\right) d \xi
$$

Set $\eta=t^{\frac{1}{2}} \xi$ in the integral in the right side of the above equality. It is reduced to

$$
\int_{\mathbb{R}^{s}}|\widehat{u}(\xi, t)|^{2} d \xi=t^{\frac{1}{2}} \int_{\mathbb{R}^{s}}\left|\widehat{\phi}\left(t^{-\frac{1}{2}} \eta\right)\right|^{2^{\sin ^{2}}\left(|\eta|^{2}\right)} \frac{|\eta|^{4}}{\left.\right|^{4}} d \eta
$$

This implies that

$$
\widehat{\phi}(0)=\int_{\mathbb{R}^{s}} \phi(x) d x=0
$$

In fact, if $|\hat{\phi}(0)|=2 a \neq 0$, then there exists a positive constant $r$ such that

$$
|\widehat{\phi}(\xi)| \geq a, \quad \forall \xi \in \mathbb{R}^{3},|\xi|<r
$$

And when $t>\frac{1}{r^{2}}$, we have

$$
\begin{aligned}
\int_{\mathbb{R}^{s}}|\widehat{u}(\xi, t)|^{2} d \xi & \geq t^{\frac{1}{2}} \int_{|\eta| \leq 1}\left|\widehat{\phi}\left(t^{-\frac{1}{2}} \eta\right)\right|^{2} \frac{\sin ^{2}\left(|\eta|^{2}\right)}{|\eta|^{4}} d \eta \\
& \geq a^{2} t^{\frac{1}{2}} \int_{|\eta| \leq 1} \frac{\sin ^{2}\left(|\eta|^{2}\right)}{|\eta|^{4}} d \eta
\end{aligned}
$$

This contradicts the condition satisfied by the solution $u$, given in the problem.

## 6113

Given $\phi \in S$ (rapidly decreasing functions) over $\mathbb{R}^{1}$, consider the solution $u$ of the Schrödinger Equation

$$
\begin{aligned}
& i u_{t}+u_{x x}=0 \quad\left(x \in \mathbb{R}^{1}, t>0\right) \\
& u(x, 0)=\phi(x)
\end{aligned}
$$

Show that

$$
\lim _{t \rightarrow \infty} \int_{|x|<t}|u(x, t)|^{2} d x=\int_{|\xi|<\frac{1}{2}}|\widehat{\phi}(\xi)|^{2} d \xi
$$

Here $\widehat{\phi}$ denotes the Fourier Transform of $\phi$.
(Indiana)

## Solution.

It can be verified that the Poisson's formula for the Cauchy problem of the heat equation applies to the Schrödinger equation. So we have

$$
u(x, t)=\frac{1}{2 \sqrt{\pi t}} e^{-\frac{\pi}{4} i} \int_{\mathbb{R}^{1}} \phi(y) e^{i \frac{(x-y)^{2}}{4 t}} d y
$$

And then

$$
\int_{|x|<t}|u(x, t)|^{2} d x=\frac{1}{4 \pi t} \int_{|x|<t}\left|\int_{\mathbb{R}^{1}} \phi(y) e^{i \frac{(x-y)^{2}}{4 t}} d y\right|^{2} d x
$$

Set $x=2 \xi t$, we get

$$
\begin{aligned}
\int_{|x|<t}|u(x, t)|^{2} d x & =\frac{1}{2 \pi} \int_{|\xi|<\frac{1}{2}}\left|\int_{\mathbb{R}^{1}} \phi(y) e^{i \frac{(2 \xi t-y)^{2}}{4 t}} d y\right|^{2} d \xi \\
& =\frac{1}{2 \pi} \int_{|\xi|<\frac{1}{2}}\left|\int_{\mathbb{R}^{1}} \phi(y) e^{-i \xi y+i \frac{y^{2}}{4 t}} d y\right|^{2} d \xi \\
& \rightarrow \frac{1}{2 \pi} \int_{|\xi|<\frac{1}{2}}\left|\int_{\mathbb{R}^{1}} \phi(y) e^{-i \xi y} d y\right|^{2} d \xi \\
& =\int_{|\xi|<\frac{1}{2}}|\widehat{\phi}(\xi)|^{2} d \xi, \quad \text { as } t \rightarrow \infty
\end{aligned}
$$

Here the Fourier transform of $\phi$ is defined by

$$
\widehat{\phi}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}^{1}} \phi(y) e^{-i \xi y} d y
$$

# SECTION 2 <br> ELLIPTIC EQUATIONS 

## 6201

Let $u \not \equiv 0$ satisfy $u \in C^{2}\left(\mathbb{R}^{n}\right), \Delta u=0$ on $\mathbb{R}^{n}$. Show that

$$
\int_{\mathbb{R}^{n}} u^{2} d x
$$

does not exist.
(Indiana)

## Solution.

There exists a point $x^{0} \in \mathbb{R}^{n}$ such that $u\left(x^{0}\right) \neq 0$. Applying the meanvalue property for the harmonic function $u$, we have

$$
u\left(x^{0}\right)=\frac{1}{\omega_{n} \rho^{n-1}} \int_{\left|x-x^{0}\right|=\rho} u(x) d S_{x}
$$

where $\omega_{n}$ is the surface area of the unit sphere in $R^{n}$. Schwarz's inequality gives

$$
\begin{aligned}
u^{2}\left(x^{0}\right) & \leq\left(\frac{1}{\omega_{n} \rho^{n-1}}\right)^{2} \int_{\left|x-x^{0}\right|=\rho} u^{2}(x) d S_{x} \int_{\left|x-x^{0}\right|=\rho} d S_{x} \\
& =\frac{1}{\omega_{n} \rho^{n-1}} \int_{\left|x-x^{0}\right|=\rho} u^{2}(x) d S_{x}
\end{aligned}
$$

that is

$$
\int_{\left|x-x^{0}\right|=\rho} u^{2}(x) d S_{x} \geq \omega_{n} \rho^{n-1} u^{2}\left(x^{0}\right)
$$

Then we have

$$
\begin{aligned}
\int_{\boldsymbol{R}^{n}} u^{2}(x) d x & \geq \int_{\left|x-x^{0}\right| \leq r} u^{2}(x) d x \\
& =\int_{0}^{r}\left(\int_{\left|x-x^{0}\right|=\rho} u^{2}(x) d S_{x}\right) d \rho \\
& \geq \omega_{n} u^{2}\left(x^{0}\right) \int_{0}^{r} \rho^{n-1} d \rho \\
& =\frac{\omega_{n}}{n} u^{2}\left(x^{0}\right) r^{n}
\end{aligned}
$$

for any $r>0$. The conclusion follows as $r \rightarrow \infty$.

6202
Let $u \in C^{0}(\Omega)$ be weakly harmonic in an open set $\Omega$, i.e., the relation

$$
\int_{\Omega} u \Delta \phi d x=0
$$

holds for all $\phi \in C_{0}^{2}(\Omega)$. Show that $u$ is then harmonic in $\Omega$.
(Iowa)

## Solution.

Set

$$
\rho(x)= \begin{cases}C e^{\frac{1}{|x|^{2}-1}}, & |x|<1 \\ 0, & |x| \geq 1,\end{cases}
$$

where $C$ is a constant such that

$$
\int_{\boldsymbol{R}^{n}} \rho(x) d x=1 .
$$

For $x \in \Omega$, set

$$
\rho_{\varepsilon}(y)=\varepsilon^{-n} \rho\left(\frac{x-y}{\varepsilon}\right) .
$$

Then it is easy to see that

$$
\rho_{\varepsilon}(y) \in C_{0}^{\infty}(\Omega)
$$

provided $\varepsilon<\operatorname{dist}(x, \partial \Omega)$. Therefore, we have

$$
\int_{\Omega} u(y) \Delta_{y} \rho_{\varepsilon}(y)=0
$$

i.e.,

$$
0=\varepsilon^{-n} \int_{\Omega} u(y) \Delta_{x} \rho\left(\frac{x-y}{\varepsilon}\right) d y=\Delta_{x} u_{\varepsilon}(x)
$$

where

$$
u_{\varepsilon}(x)=\varepsilon^{-n} \int_{\Omega} u(y) \rho\left(\frac{x-y}{\varepsilon}\right) d y
$$

This implies that for any compact set $K \subset \Omega, u_{\varepsilon}$ is harmonic in $K$ if $\varepsilon<$ $\operatorname{dist}(K, \partial \Omega)$.

It is well-known that

$$
u_{\varepsilon} \rightarrow u \text { uniformly in } K, \quad \text { as } \varepsilon \rightarrow 0
$$

Therefore $u$ is harmonic in $\Omega$.

Let $f(x, y)$ be a locally bounded function, harmonic in $x \in \mathbb{R}^{2}$ and continuous in $y \in \mathbb{R}^{2}$. Show that $f$ is continuous in $(x, y)$, i.e., as a function on $\boldsymbol{R}^{4}$.
(Indiana)

## Solution.

Let $\left(x^{0}, y^{0}\right) \in \mathbb{R}^{4}$ and $R>0$ be given. Then there exists a constant $M>0$ such that

$$
|f(x, y)| \leq M, \quad \forall(x, y) \in \mathbb{R}^{4}, \quad\left|x-x^{0}\right|^{2}+\left|y-y^{0}\right|^{2}<2 R^{2}
$$

Applying the mean-value theorem to the harmonic function $\frac{\partial f}{\partial x_{1}}$, we have

$$
\begin{aligned}
\frac{\partial f}{\partial x_{1}}(\xi, y)= & \frac{4}{\pi R^{2}} \int_{|x-\xi|<\frac{R}{2}} \frac{\partial f}{\partial x_{1}}(x, y) d x \\
& \forall(\xi, y) \in R^{4},\left|\xi-x^{0}\right|<\frac{R}{2},\left|y-y^{0}\right|<R .
\end{aligned}
$$

By Green's formula, we get

$$
\begin{aligned}
\left|\frac{\partial f}{\partial x_{1}}(\xi, y)\right| & =\frac{4}{\pi R^{2}}\left|\int_{|x-\xi|=\frac{R}{2}} f(x, y) \cos \left(n, x_{1}\right) d S_{x}\right| \\
& \leq \frac{4 M}{R}, \quad \forall(\xi, y) \in \mathbb{R}^{4},\left|\xi-x^{0}\right|<\frac{R}{2},\left|y-y^{0}\right|<R .
\end{aligned}
$$

For $\frac{\partial f}{\partial x_{2}}$, we have the same estimation.
These estimations imply that $f(x, y)$ is continuous at $x=x^{0}$ uniformly with respect to $y$ near $y^{0}$. Then the conclusion that $f(x, y)$ is continuous at $\left(x^{0}, y^{0}\right) \in \mathbb{R}^{4}$ follows immediately.

6204

Suppose $u$ is a function defined on $\mathbb{R}^{n}$ such that
(i) $u$ is bounded and continuous on the half-space $x_{n} \geq 0$ of $\mathbb{R}^{n}$,
(ii) $u=0$ on $x_{n}=0$,
(iii) $u$ is harmonic in $x_{n}>0$.

Prove that $u \equiv 0$ on $x_{n} \geq 0$.

## Solution.

Redefine the function $u$ in the half-space $x_{n}<0$ as an odd function of $x_{n}$ :

$$
u\left(x^{\prime}, x_{n}\right)=-u\left(x^{\prime},-x_{n}\right), \quad \forall x_{n}<0
$$

where $x^{\prime}=\left(x_{1}, \cdots, x_{n-1}\right)$. By using the uniqueness theorem of the Dirichlet problem and the Poisson's formula of the Dirichlet problem in a ball, we can verify that the redefined function $u$ is harmonic in any ball centred at the origin in $\mathbb{R}^{n}$. Therefore, $u$ is bounded and harmonic in $\mathbb{R}^{n}$. Thanks to the Liouville's theorem, we get $u \equiv 0$ immediately.

## 6205

Let $u(x)$ be $C^{2}$ on the half-space $\mathbb{R}_{+}^{n}=\left\{x: x_{n}>0\right\}$ and continuous on the boundary $\partial \mathbb{R}_{+}^{n}=\left\{x: x_{n}=0\right\}$, and let $g(x)$ be a compactly supported, $C^{1}$ function on $\partial \mathbb{R}_{+}^{n}=\left\{x: x_{n}=0\right\}$. If $u$, bounded, satisfies

$$
\begin{cases}\Delta u=0, & x_{n}>0,  \tag{3}\\ u=g, & x_{n}=0,\end{cases}
$$

show that its "tangential" derivatives $\frac{\partial u}{\partial x_{j}}, j=1, \cdots, n-1$, are bounded in magnitude by $\max |\nabla g|$ on all of $\mathbb{R}_{+}^{n}=\left\{x: x_{n}>0\right\}$. (Warning: you must justify any assumptions of regularity you make on the solution $u$.)
(Indiana)

## Solution.

By the uniqueness of the bounded solution to the Dirichlet problem (3), we can show that the unique bounded solution to the problem (3) is given by

$$
u\left(x^{\prime}, x_{n}\right)=\frac{2 x_{n}}{\omega_{n}} \int_{\mathbb{R}^{n-1}} \frac{g\left(\xi^{\prime}\right) d \xi^{\prime}}{\left(x_{n}^{2}+\left|x^{\prime}-\xi^{\prime}\right|^{2}\right)^{n / 2}}
$$

where $x^{\prime}=\left(x_{1}, \cdots, x_{n-1}\right), \xi^{\prime}=\left(\xi_{1}, \cdots, \xi_{n-1}\right)$ and $\omega_{n}$ is the surface measure of the unit sphere in $\mathbb{R}^{n}$.

It is not difficult to verify from the above formula that

$$
\frac{\partial}{\partial x_{j}} u\left(x^{\prime}, x_{n}\right)=\frac{2 x_{n}}{\omega_{n}} \int_{\boldsymbol{R}^{n-1}} \frac{\frac{\partial}{\partial \xi_{j}} g\left(\xi^{\prime}\right) d \xi^{\prime}}{\left(x_{n}^{2}+\left|x^{\prime}-\xi^{\prime}\right|^{2}\right)^{n / 2}}, \quad j=1, \cdots, n-1
$$

and

$$
1=\frac{2 x_{n}}{\omega_{n}} \int_{\mathbb{R}^{n-1}} \frac{d \xi^{\prime}}{\left(x_{n}^{2}+\left|x^{\prime}-\xi^{\prime}\right|^{2}\right)^{n / 2}}
$$

Therefore, we have

$$
\left|\frac{\partial}{\partial x_{j}} u\left(x^{\prime}, x_{n}\right)\right| \leq \max _{\xi^{\prime} \in \mathbb{R}^{n-1}}\left|\frac{\partial}{\partial \xi_{j}} g\left(\xi^{\prime}\right)\right|, \quad j=1, \cdots, n-1
$$

which are just we want to show.

## 6206

Show that the problem

$$
\begin{aligned}
& \Delta u=-1 \text { for }|x|<1,|y|<1 \\
& u=0 \text { for }|x|=1 \\
& \frac{\partial u}{\partial x}-\frac{\partial u}{\partial y}=0 \text { for }|y|=1
\end{aligned}
$$

has at most one solution. (Here $u=u(x, y)$ is a function of two variables $x$ and $y$, and is a classical solution).
(Cincinnati)

## Solution.

We need only prove that the problem

$$
\begin{aligned}
& \Delta u=0 \text { for }|x|<1,|y|<1 \\
& u=0 \text { for }|x|=1 \\
& \frac{\partial u}{\partial x}-\frac{\partial u}{\partial y}=0 \text { for }|y|=1
\end{aligned}
$$

has the unique solution $u \equiv 0$. It is easy to see that

$$
\int_{|x|<1,|y|<1} u \Delta u d x d y=0
$$

Integrating the above integral by parts, we have

$$
\begin{aligned}
0= & \int_{|x|<1,|y|<1} u \Delta u d x d y \\
= & \int_{-1}^{1}\left(u \frac{\partial u}{\partial x}(1, y)-u \frac{\partial u}{\partial x}(-1, y)\right) d y \\
& +\int_{-1}^{1}\left(u \frac{\partial u}{\partial y}(x, 1)-u \frac{\partial u}{\partial y}(x,-1)\right) d x
\end{aligned}
$$

$$
\begin{aligned}
& -\int_{|x|<1,|y|<1}\left(\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}\right) d x d y \\
= & \int_{-1}^{1}\left(u \frac{\partial u}{\partial x}(x, 1)-u \frac{\partial u}{\partial x}(x,-1)\right) d x \\
& -\int_{|x|<1,|y|<1}\left(\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}\right) d x d y \\
= & \frac{1}{2}\left(u^{2}(1,1)-u^{2}(-1,1)-u^{2}(1,-1)+u^{2}(-1,-1)\right) \\
& -\int_{|x|<1,|y|<1}\left(\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}\right) d x d y \\
= & -\int_{|x|<1,|y|<1}\left(\left(\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial y}\right)^{2}\right) d x d y .
\end{aligned}
$$

Then we get $u \equiv 0$ immediately.

Let $\Omega$ be a bounded normal domain in $\mathbb{R}^{3}$, and suppose $\alpha$ is such that a nontrivial solution exists to

$$
\begin{cases}-\nabla^{2} u=\alpha^{2} u & \text { in } \Omega,  \tag{*}\\ u=0 & \text { on } \partial \Omega .\end{cases}
$$

(a) Show that $\alpha$ is a real number, and that $u$ can be chosen to be realvalued.
(b) Suppose $\alpha_{1} \neq \alpha_{2}$ are such that nontrivial real solutions $u_{1}$ and $u_{2}$ satisfy (*). Show that

$$
\int_{\Omega} u_{1}(\vec{r}) u_{2}\left(\vec{r}^{\prime}\right) d v=0
$$

(Indiana-Purdue)

## Solution.

(a) Multiplying the equation in the problem (*) by the complex conjugate of the solution $u$, and integrating the resulting equation in $\Omega$, we obtain

$$
\int_{\Omega}|\nabla u|^{2} d v=\alpha^{2} \int_{\Omega}|u|^{2} d v
$$

which implies that $\alpha$ is a real number. Then it is clear that $u$ can be chosen to be real-valued.
(b) Suppose that $u_{1}$ and $u_{2}$ are chosen to be real-valued. Multiplying the equation satisfied by $u_{1}$

$$
-\nabla^{2} u_{1}=\alpha_{1}^{2} u_{1} \quad \text { in } \Omega
$$

and the equation satisfied by $u_{2}$

$$
-\nabla^{2} u_{2}=\alpha_{2}^{2} u_{2} \quad \text { in } \Omega
$$

by $u_{2}$ and $u_{1}$, respectively, and integrating the resulting equations in $\Omega$, we can obtain

$$
\int_{\Omega} \nabla u_{1} \cdot \nabla u_{2} d v=\alpha_{1}^{2} \int_{\Omega} u_{1} u_{2} d v
$$

and

$$
\int_{\Omega} \nabla u_{1} \cdot \nabla u_{2} d v=\alpha_{2}^{2} \int_{\Omega} u_{1} u_{2} d v .
$$

From the above integral equalities, we get immediately

$$
\left(\alpha_{1}^{2}-\alpha_{2}^{2}\right) \int_{\Omega} u_{1} u_{2} d v=0,
$$

which implies the conclusion of the problem.

## 6208

Let $\Omega \subset \mathbb{R}^{n}$ be an open set. Let $u$ be a continuous function on $\Omega$. Prove the equivalance of these two notions of "subharmonic".
(i) For every $x \in \Omega$ and $r>0$ such that the ball $B(x, r)$ centered at $x$ with radius $r$ satisfies $B(x, r) \subset \subset \Omega$ one has

$$
u(x) \leq \frac{1}{\omega_{n} r^{n-1}} \int_{\partial B(x, r)} u(y) d S_{y} .
$$

(Here $\omega_{n}$ denotes the surface area of the unit sphere in $\mathbb{R}^{n}$ and $B(x, r) \subset \subset \Omega$ means that the closure of $B$ is contained within $\Omega$.)
(ii) For every ball $B \subset \subset \Omega$ and every harmonic function $h \in C^{0}(\bar{B})$ such that $u \leq h$ on $\partial B$, one has $u \leq h$ in $B$.

## Solution.

Let $u$ be subhamonic in the sense of (i). By a standard argument, we can show that $u$ can not take its maximum in $\Omega$ unless $u$ is a constant.

Let $h$ be the function given in (ii). Then $v=u-h$ is also subharmonic in the sense of (i). Hence that $v \leq 0$ on $\partial B$ implies that $v \leq 0$ in $B$.

Conversely, let $u$ be subhamonic in the sense of (ii). We define the function $h$ as follows:

$$
\begin{cases}\Delta h=0 & \text { in } B(x, r) \\ h=u & \text { on } \partial B(x, r)\end{cases}
$$

From the definition of subhamonicity in the sense of (ii), and the mean-value theorem, we have

$$
u(x) \leq h(x)=\frac{1}{\omega_{n} r^{n-1}} \int_{\partial B(x, r)} u(y) d S_{y}
$$

This completes the proof.

## 6209

Let $\Omega \subseteq \mathbb{R}^{n}$ be an open set, and let $u$ be harmonic in $\Omega$ and continuous in $\bar{\Omega}$.
a) Show that $\frac{\partial u}{\partial x_{i}}$ is harmonic in $\Omega$ for each $i$.
b) Let $B \subset \Omega$, where $B$ is the open ball centered at $x$ of radius $r$. Show that

$$
|\nabla u(x)| \leq \frac{n}{r} \sup \{|u(y)|:|x-y|=r\}
$$

c) Show that, if $\Omega$ is bounded and $x \in \Omega$,

$$
|\nabla u(x)| \leq \frac{n}{d(x)} \sup \{|u(y)|: y \in \Omega\}
$$

where $d(x)=\operatorname{dist}(x, \partial \Omega)$.
(Indiana)

## Solution.

a) The conclusion is clear.
b) Applying the mean-value theorem for the harmonic function $\frac{\partial u}{\partial x_{i}}$ in the ball $B$, we have

$$
\frac{\partial u}{\partial x_{i}}(x)=\frac{n}{\omega_{n} r^{n}} \int_{B} u_{x_{i}}(y) d y
$$

where $\omega_{n}$ is the surface area of the unit sphere in $\mathbb{R}^{n}$, hence $\omega_{n} / n$ is the volume of the unit ball.

By using the Green's formula, the above equality can be rewritten as

$$
\frac{\partial u}{\partial x_{i}}(x)=\frac{n}{\omega_{n} r^{n}} \int_{\partial B} u(y) \cos \left(\vec{n}, x_{i}\right) d S
$$

And therefore, we have

$$
\begin{aligned}
\left|\frac{\partial u}{\partial x_{i}}(x)\right| & \leq \frac{n}{\omega_{n} r^{n}} \int_{\partial B}|u(y)| d S \\
& \leq \frac{n}{r} \sup _{\partial B}|u(y)|
\end{aligned}
$$

c) The conclusion can be obtained from the result of the part b) immediately.

## 6210

Let $\Omega \subseteq \mathbb{R}^{3}$ be bounded and open with smooth boundary. Let $u \in C^{1}(\bar{\Omega}) \cap$ $C^{2}(\Omega)$ solve

$$
\Delta u+k^{2} u=0 \quad \text { in } \Omega \quad(k>0)
$$

Derive an appropriate mean-value property for the solution.
(Indiana)

## Solution.

First we look for the fundamental solutions of the equation. Let $r=|x|$. Then the spherically symmetric solutions depending only on $r$ satisfy

$$
\frac{d^{2}}{d r^{2}}(r u)+k^{2} r u=0
$$

For this ordinary differential equation, there are two linearly independent solutions:

$$
u=\frac{1}{r} \cos (k r), \frac{1}{r} \sin (k r) .
$$

Let $u$ be a solution to the equation $\Delta u+k^{2} u=0$. By the fundamental solution $\frac{1}{4 \pi r} \cos k r$, it is not difficult to verify that

$$
\begin{aligned}
u\left(x^{0}\right)= & -\frac{1}{4 \pi} \int_{\partial \Omega}\left(u(x) \frac{\partial}{\partial n}\left(\frac{1}{r_{x^{0} x}} \cos \left(k r_{x^{0} x}\right)\right)\right. \\
& \left.-\frac{1}{r_{x^{0} x}} \cos \left(k r_{x^{0} x}\right) \frac{\partial}{\partial n} u(x)\right) d S_{x}, \quad \forall x^{0} \in \Omega
\end{aligned}
$$

where $r_{x^{0} x}=\left|x-x^{0}\right|$.
Let $R<\operatorname{dist}\left(x^{0}, \partial \Omega\right)$ be a fixed positive constsant. By $B\left(x^{0}, R\right)$ we denote the ball centered at $x^{0}$ with radius $R$. Applying the above integral formula in
the domain $B\left(x^{0}, R\right)$, we get

$$
\begin{align*}
u\left(x^{0}\right)= & -\frac{1}{4 \pi} \int_{\partial B\left(x^{0}, R\right)}\left(u(x) \frac{\partial}{\partial r_{x^{0} x}}\left(\frac{1}{r_{x^{0} x}} \cos \left(k r_{x^{0} x}\right)\right)\right. \\
& \left.-\frac{1}{r_{x^{0} x}} \cos \left(k r_{x^{0} x}\right) \frac{\partial}{\partial r_{x^{0} x}} u(x)\right) d S_{x} \tag{1}
\end{align*}
$$

Now we look for a function $g\left(x, x^{0}\right)$, which satisfies

$$
\begin{aligned}
& \left(\Delta_{x}+k^{2}\right) g\left(x, x^{0}\right)=0, \quad x \in B\left(x^{0}, R\right) \\
& g\left(x, x^{0}\right)=\frac{1}{4 \pi r_{x^{0} x}} \cos \left(k r_{x^{0} x}\right), \quad x \in \partial B\left(x^{0}, R\right)
\end{aligned}
$$

It is easy to see that the function

$$
g\left(x, x^{0}\right)=\cot (k R) \frac{\sin \left(k r_{x^{0} x}\right)}{r_{x^{0} x}}
$$

satisfies the above conditions. For this function, it is easy to verify that

$$
\begin{equation*}
0=-\frac{1}{4 \pi} \int_{\partial B\left(x^{0}, R\right)}\left(u(x) \frac{\partial}{\partial r_{x^{0} x}} g\left(x, x^{0}\right)-g\left(x, x^{0}\right) \frac{\partial}{\partial r_{x^{0} x}} u(x)\right) d S_{x} \tag{2}
\end{equation*}
$$

Subtracting the equation (2) from the equation (1), we obtain

$$
\begin{aligned}
u\left(x^{0}\right)= & -\frac{1}{4 \pi} \int_{\partial B\left(x^{0}, R\right)} u(x) \frac{\partial}{\partial r_{x^{0} x}}\left(\frac{1}{r_{x^{0} x}} \cos \left(k r_{x^{0} x}\right)\right. \\
& \left.-\cot (k R) \frac{1}{r_{x^{0} x}} \sin \left(k r_{x^{0} x}\right)\right) d S_{x} \\
= & \frac{k}{4 \pi R \sin (k R)} \int_{\partial B\left(x^{0}, R\right)} u(x) d S_{x}
\end{aligned}
$$

This is a mean-value theorem for equation $\Delta u+k^{2} u=0$.

## 6211

Let $u \in C^{2}\left(R^{2}\right)$ satisfy

$$
\begin{equation*}
\Delta u=u+1 \tag{1}
\end{equation*}
$$

Prove that its spherical mean, defined by

$$
v(x)=\frac{1}{2 \pi|x|} \int_{\partial B(0,|x|)} u(y) d S_{y}, \quad x \neq 0
$$

and $v(0)=u(0)$, also satisfies (1), for $x \neq 0$. Here, $B(0, r)$ denotes the ball of radius $r, d S_{y}$ the element of arc length.
(Indiana)

## Solution.

Set $r=|x|$. Then we have

$$
v(r)=\frac{1}{2 \pi} \int_{\partial B(0,1)} u(r \omega) d S_{\omega}
$$

and

$$
\begin{aligned}
\frac{\partial}{\partial r} v(r) & =\frac{1}{2 \pi} \int_{\partial B(0,1)} \sum_{i=1}^{2} u_{x_{i}}(r \omega) \omega_{i} d S_{\omega} \\
& =\frac{1}{2 \pi r} \int_{\partial B(0, r)} \sum_{i=1}^{2} u_{y_{i}}(y) \omega_{i} d S_{y}
\end{aligned}
$$

Applying Green's formula, we get

$$
\begin{aligned}
\frac{\partial}{\partial r} v(r) & =\frac{1}{2 \pi r} \int_{B(0, r)} \Delta u(y) d y \\
& =\frac{1}{2 \pi r} \int_{0}^{r}\left(\int_{\partial B(0, \rho)}(u(y)+1) d S_{y}\right) d \rho
\end{aligned}
$$

Then it follows that

$$
\begin{aligned}
\frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r} v(r)\right) & =\frac{1}{2 \pi} \int_{\partial B(0, r)}(u(y)+1) d S_{y} \\
& =r(v(r)+1)
\end{aligned}
$$

Therefore

$$
\Delta v(r) \equiv \frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r} v(r)\right)=v(r)+1
$$

The proof is completed.

## 6212

Let $B=\left\{(x, y) \mid x^{2}+y^{2}<1\right\}$. Prove that the problem

$$
\Delta u=\frac{1}{\sqrt{x^{2}+y^{2}}} \text { in } B, \quad u=0 \text { on } \partial B
$$

has exactly one weak solution $u$ in $H_{0}^{1}(B)$.

## Solution.

Let

$$
v=\frac{x}{\sqrt{x^{2}+y^{2}}}, \quad w=\frac{y}{\sqrt{x^{2}+y^{2}}} \quad \text { and } \quad f=\frac{1}{\sqrt{x^{2}+y^{2}}}
$$

It is easy to see that $v, w \in L^{2}(B)$ and

$$
f=\frac{\partial v}{\partial x}+\frac{\partial w}{\partial y}
$$

in the sense of distributions (see the solution to the problem 6105). This implies that $f \in H^{-1}(B)$. Hence the problem admits a unique weak solution $u \in H_{0}^{1}(B)$.

## 6213

(a) Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\partial \Omega$, and $f \in L^{2}(\Omega)$, and $g \in L^{2}(\partial \Omega)$ be given. Consider the problem

$$
\begin{equation*}
\int_{\Omega}(\operatorname{grad} u) \cdot(\operatorname{grad} v)+\lambda u v d x=\int_{\Omega} f v d x+\int_{\partial \Omega} g v d \sigma \quad \forall v \in W^{1,2}(\Omega) \tag{1}
\end{equation*}
$$

where $\lambda>0$. Show that the problem (1) has a unique solution $u \in W^{1,2}(\Omega)$.
(b) Will the conclusion of part (a) be valid if $\lambda=0$ ? Explain.
(c) Soppose that $f, g$ and $\partial \Omega$ are sufficiently smooth, write problem (1) in the classical form.
(Cincinnati)

## Solution.

(a) Define the inner product in $W^{1,2}(\Omega)$ by

$$
(u, v)_{1}=\int_{\Omega}[(\operatorname{grad} u) \cdot(\operatorname{grad} v)+\lambda u v] d x, \quad \forall u, v \in W^{1,2}(\Omega)
$$

And denote the corresponding norm in $W^{1,2}(\Omega)$ by $\|\cdot\|_{1}$. Then by applying Cauchy inequality and the trace theorem in Sobolev's spaces, we get

$$
\begin{aligned}
\left|\int_{\Omega} f v d x+\int_{\partial \Omega} g v d \sigma\right| & \leq\|f\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)}+\|g\|_{L^{2}(\partial \Omega)}\|v\|_{L^{2}(\partial \Omega)} \\
& \leq C\|v\|_{1}
\end{aligned}
$$

where $C$ is a constant. Therefore,

$$
F(v)=\int_{\Omega} f v d x+\int_{\partial \Omega} g v d \sigma
$$

is a bounded linear functional in $W^{1,2}(\Omega)$. Thanks to the Riesz theorem, there exists a function $u \in W^{1,2}(\Omega)$ such that

$$
F(v)=(u, v)_{1}, \quad \forall v \in W^{1,2}(\Omega)
$$

Then $u$ is a solution to the problem (1). The uniqueness is clear.
(b) By the classical form of the problem, it is easy to see that the conclusion of the part (a) is false if $\lambda=0$ even for smooth $f$ and $g$.
(c) Suppose that $f, g$ and $\partial \Omega$ are sufficiently smooth. Integrating by parts, we have

$$
\int_{\Omega}(\operatorname{grad} u) \cdot(\operatorname{grad} v) d x=\int_{\partial \Omega} \frac{\partial u}{\partial n} v d \sigma-\int_{\Omega}(\Delta u) v d x
$$

Therefore, the classical form of the problem (1) is

$$
\begin{aligned}
& -\Delta u+\lambda u=f \quad \text { in } \Omega \\
& \frac{\partial u}{\partial n}=g \quad \text { on } \partial \Omega
\end{aligned}
$$

## 6214

Let $\Omega$ be a unit ball in $R^{n}$ centered at zero. Consider the following problem Find $u \in H_{0}^{1}(\Omega)$ such that

$$
\int_{\Omega} \nabla u \cdot \nabla \phi d x=\int_{\Omega \cap\left\{x_{n}=0\right\}} \phi d x^{\prime}, \quad \forall \phi \in H_{0}^{1}(\Omega)
$$

where $\mathbb{R}^{n} \ni x=\left(x_{1}, \cdots, x_{n-1}, x_{n}\right)=\left(x^{\prime}, x_{n}\right)$. Prove the existence of a unique solution of that problem.

Denote $u^{+}=\left.u\right|_{\Omega \cap\left\{x_{n}>0\right\}}$ and $u^{-}=\left.u\right|_{\Omega \cap\left\{x_{n}<0\right\}}$, and assume that $u^{ \pm}$are regular enough. Show that $\Delta u^{ \pm}=0$ and that

$$
\frac{\partial u^{-}}{\partial x_{n}}-\frac{\partial u^{+}}{\partial x_{n}}=1 \quad \text { on } \Omega \cap\left\{x_{n}=0\right\}
$$

## Solution.

Define the scalar product in $H_{0}^{1}(\Omega)$ by

$$
(u, v)_{I}=\int_{\Omega} \nabla u \cdot \nabla v d x
$$

By the Cauchy inequality and the trace theory in Sobolev spaces, we can get

$$
\begin{aligned}
\left|\int_{\Omega \cap\left\{x_{n}=0\right\}} \phi d x^{\prime}\right| & \leq\left(\int_{\Omega \cap\left\{x_{n}=0\right\}} d x^{\prime}\right)^{1 / 2}\left(\int_{\Omega \cap\left\{x_{n}=0\right\}}|\phi|^{2} d x^{\prime}\right)^{1 / 2} \\
& \leq C\|\phi\|_{1},
\end{aligned}
$$

where $\|\cdot\|_{1}$ is the norm in $H_{0}^{1}(\Omega)$. According to the Riesz theorem, there exists $u \in H_{0}^{1}(\Omega)$ such that

$$
(u, \phi)_{1}=\int_{\Omega \cap\left\{x_{n}=0\right\}} \phi d x^{\prime}, \quad \forall \phi \in H_{0}^{1}(\Omega) .
$$

This proves the existence of the solution to the problem.
The uniqueness of the solution to the problem is clear.
Assume that $u^{ \pm}$are regular enough. Write the equation in the following form

$$
\int_{\Omega_{+}} \nabla u^{+} \cdot \nabla \phi d x+\int_{\Omega_{-}} \nabla u^{-} \cdot \nabla \phi d x=\int_{\Omega_{\cap\left\{x_{n}=0\right\}}} \phi d x^{\prime}
$$

where $\Omega_{+}=\Omega \cap\left\{x_{n}>0\right\}$ and $\Omega_{-}=\Omega \cap\left\{x_{n}<0\right\}$. Integrating the above equation by parts, we have

$$
\begin{aligned}
& -\int_{\Omega_{+}} \Delta u^{+} \cdot \phi d x-\int_{\Omega_{-}} \Delta u^{-} \cdot \phi d x \\
& +\int_{\Omega_{\cap\left\{x_{n}=0\right\}}}\left(\frac{\partial u^{-}}{\partial x_{n}}-\frac{\partial u^{+}}{\partial x_{n}}\right) d x^{\prime}=\int_{\Omega_{\cap}\left\{x_{n}=0\right\}} \phi d x^{\prime}, \quad \forall \phi \in H_{0}^{1}(\Omega) .
\end{aligned}
$$

From the above equation, we get immediately that

$$
\begin{aligned}
& \Delta u^{ \pm}=0 \text { in } \Omega_{ \pm}, \\
& \frac{\partial u^{-}}{\partial x_{n}}-\frac{\partial u^{+}}{\partial x_{n}}=1 \text { on } \Omega \cap\left\{x_{n}=0\right\} .
\end{aligned}
$$

The proof is completed.
a) Let $u \in W_{0}^{1,2}(\Omega)$ satisfy

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla \phi d x \geq 0 \quad \forall \phi \in W_{0}^{1,2}(\Omega), \phi \geq 0 \tag{I}
\end{equation*}
$$

Show that $u \geq 0$ a.e. in $\Omega$.
b) Let $u \in W^{1,2}(\Omega)$ satisfy (I) above, show that

$$
\inf _{\Omega} u \geq \inf _{\partial \Omega} u
$$

(Cincinnati)

## Solution.

a) This is a corollary of the conclusion in b) of this problem.
b) If $\inf _{\partial \Omega} u=-\infty$, the proposition is true.

Assume that $\inf _{\partial \Omega} u=l>-\infty$. Let

$$
\phi(x)=\max \{l-u, 0\}
$$

Then it can be verified that $\phi \in W_{0}^{1,2}(\Omega)$ and

$$
\nabla \phi= \begin{cases}-\nabla u, & u<l \\ 0, & u \geq l\end{cases}
$$

Now we have

$$
\int_{\Omega} \nabla u \cdot \nabla \phi d x=-\int_{\Omega}|\nabla \phi|^{2} d x \leq 0
$$

From the above inequality and (I), it holds that

$$
\int_{\Omega}|\nabla \phi|^{2} d x=0
$$

By the Poincaré inequality with the above estimate, we obtain

$$
\int_{\Omega}|\phi|^{2} d x=0
$$

Hence

$$
\phi=0 \quad \text { a.e. in } \Omega
$$

This implies that $u \geq l$ a.e. in $\Omega$.

## 6216

Consider functions $u_{n}, v_{n}, w \in W^{2,2}(\Omega) \cap W_{0}^{1,2}(\Omega)$, such that

$$
\begin{aligned}
-\Delta v_{n}+u_{n} & =w \\
-\Delta u_{n}-n v_{n} & =0
\end{aligned}
$$

in $\Omega$. Prove that $u_{n} \rightarrow w$ strongly in $L^{2}(\Omega)$, as $n \rightarrow+\infty$.
(Cincinnati)

## Solution.

Multiplying the first equation and the second equation by $u_{n}$ and $v_{n}$ respectively, and then integrating the resulting equations in $\Omega$, we get

$$
\begin{aligned}
-\int_{\Omega} \Delta v_{n} \cdot u_{n} d x+\left\|u_{n}\right\|_{L^{2}}^{2} & =\int_{\Omega} w u_{n} d x \\
-\int_{\Omega} \Delta u_{n} \cdot v_{n} d x-n\left\|v_{n}\right\|_{L^{2}}^{2} & =0
\end{aligned}
$$

By using Green's formula and noting that $u_{n}, v_{n} \in W_{0}^{1,2}(\Omega)$, both equations above can be written as

$$
\begin{aligned}
\int_{\Omega} \nabla v_{n} \cdot \nabla u_{n} d x+\left\|u_{n}\right\|_{L^{2}}^{2} & =\int_{\Omega} w u_{n} d x \\
\int_{\Omega} \nabla u_{n} \cdot \nabla v_{n} d x-n\left\|v_{n}\right\|_{L^{2}}^{2} & =0
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\left\|u_{n}\right\|_{L^{2}}^{2}+n\left\|v_{n}\right\|_{L^{2}}^{2} & =\int_{\Omega} w u_{n} d x \\
& \leq \frac{1}{2}\|w\|_{L^{2}}^{2}+\frac{1}{2}\left\|u_{n}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Therefore, we obtain

$$
\begin{equation*}
\left\{u_{n}\right\} \text { is bounded in } L^{2}(\Omega) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{n} \rightarrow 0 \text { strongly in } L^{2}(\Omega) \tag{2}
\end{equation*}
$$

Multiplying the first equation by $v_{n}$ and integrating it on $\Omega$, we have

$$
\left\|\nabla v_{n}\right\|_{L^{2}}^{2}+\int_{\Omega} u_{n} v_{n} d x=\int_{\Omega} w v_{n} d x
$$

By noting (1) and (2), it follows from above equality that

$$
\begin{equation*}
v_{n} \rightarrow 0 \text { strongly in } W_{0}^{1,2}(\Omega) . \tag{3}
\end{equation*}
$$

Multiplying the first equation and the second equation by $\Delta u_{n}$ and $\Delta v_{n}$ respectively, and then integrating the resulting equations, we can get

$$
\begin{aligned}
-\int_{\Omega} \Delta v_{n} \Delta u_{n} d x-\left\|\nabla u_{n}\right\|_{L^{2}}^{2} & =\int_{\Omega} w \Delta u_{n} d x, \\
-\int_{\Omega} \Delta u_{n} \Delta v_{n} d x+n\left\|\nabla u_{n}\right\|_{L^{2}}^{2} & =0 .
\end{aligned}
$$

Hence

$$
\left\|\nabla u_{n}\right\|_{L^{2}}^{2}+n\left\|\nabla v_{n}\right\|_{L^{2}}^{2}=\int_{\Omega} \nabla w \cdot \nabla u_{n} d x .
$$

This implies that

$$
\begin{equation*}
\left\{u_{n}\right\} \text { is bounded in } W_{0}^{1,2}(\Omega) \text {. } \tag{4}
\end{equation*}
$$

Multiply the first equation by $\Delta v_{n}$. By similar consideration, we can get finally

$$
-\left\|\Delta v_{n}\right\|_{L^{2}}^{2}-\int_{\Omega} \nabla u_{n} \cdot \nabla v_{n} d x=\int_{\Omega} \nabla w \cdot \nabla v_{n} d x
$$

By noting (3) and (4), it follows from the above equality that

$$
\Delta v_{n} \rightarrow 0 \text { strongly in } L^{2}(\Omega)
$$

This gives us the conclusion of the problem.

## 6217

Assume $\Omega \subset \mathbb{R}^{n}$ is a bounded open set with smooth boundary and let $f \in C_{c}^{\infty}(\Omega)$. Suppose $u_{k} \in C^{\infty}(\Omega)$ satisfies $\Delta u_{k}+u_{k}=f$ and has the property that for some positive number $M$,

$$
\int_{\Omega} u_{k}(x)^{2} d x \leq M
$$

for $k=1,2, \cdots$. Prove that there exist a function $u \in C^{\infty}(\Omega)$ satisfying $\Delta u+u=f$ and a subsequence $\left\{u_{k_{j}}\right\}$ such that $u_{k_{j}}$ converges uniformly to $u$ on each compact subset of $\Omega$.

## Solution.

As $\left\{u_{k}\right\}$ is bounded in $L^{2}(\Omega)$, there exists a subsequence $\left\{u_{k_{j}}\right\}$ such that $u_{k_{j}}$ converges to $u$ weakly in $L^{2}(\Omega)$, and therefore in $\mathcal{D}^{\prime}(\Omega)$. Then $\Delta u+u=f$ in the sense of the distribution. By the regularity theorem of the elliptic equations, we have $u \in C^{\infty}(\Omega)$.

Now we show the second conclusion. Set $v_{k}=u_{k}-u_{1}$. It is clear that $v_{k}$ satisfies

$$
\Delta v_{k}+v_{k}=0 \quad \text { in } \Omega
$$

and

$$
\int_{\Omega}\left|v_{k}(x)\right|^{2} d x \leq C, \quad \forall k=1,2, \cdots
$$

Hereafter, by $C$ we denote various constants.
Let $\Omega_{1}$ be a subdomain of $\Omega$ such that $\bar{\Omega}_{1} \subset \subset \Omega$ and $R=\operatorname{dist}\left(\partial \Omega, \Omega_{1}\right)$ fixed. For any $x \in \bar{\Omega}_{1}$, by $B(x, r)$ we denote the ball with the radius $r(<R)$ centered at $x$. By the mean-value theorem for the equation $\Delta u+u=0$ (for the case $n=3$, see the solution to the problem 6210), we have

$$
h(r) v_{k}(x)=\int_{\partial B(x, r)} v_{k}(y) d S_{y}
$$

where $h(r)$ is a continuous function of $r$. Integrating the above equality from 0 to $R$ with respect to $r$, we find that

$$
v_{k}(x)=\left(\int_{0}^{R} h(r) d r\right)^{-1} \int_{B(x, R)} v_{k}(y) d y
$$

Here $R$ can be chosen so small that $\int_{0}^{R} h(r) d r \neq 0$. Therefore, it holds that

$$
\begin{equation*}
\left|v_{k}(x)\right| \leq C, \quad \forall x \in \bar{\Omega}_{1}, k=1,2, \cdots \tag{1}
\end{equation*}
$$

Set $v_{k}=w_{k}+z_{k}$, where $w_{k}$ and $z_{k}$ are defined by

$$
\begin{aligned}
& \Delta w_{k}=-v_{k} \quad \text { in } \Omega_{1} \\
& w_{k}=0 \quad \text { on } \partial \Omega_{1}
\end{aligned}
$$

and

$$
\begin{aligned}
& \Delta z_{k}=0 \quad \text { in } \Omega_{1} \\
& z_{k}=v_{k} \quad \text { on } \partial \Omega_{1}
\end{aligned}
$$

respectively. By applying the solution formula of the Dirichlet's problem for the Poisson's equation, we can get from the estimation (1)

$$
\left|\nabla w_{k}(x)\right| \leq C, \quad \forall x \in \bar{\Omega}_{1}, k=1,2, \cdots
$$

It is clear that

$$
\max _{\bar{\Omega}_{1}}\left|z_{k}(x)\right| \leq C, \quad \forall k=1,2, \cdots
$$

And by applying the mean-value property for the harmonic solutions, we can obtain from the above estimation

$$
\left|\nabla z_{k}(x)\right| \leq C \text { in any compact subset of } \Omega_{1}
$$

Then by using the Ascoli-Arzela theorem, we prove the second conclusion of the problem immediately.

$$
6218
$$

Let $\Omega$ be a bounded Lipschits domain in $\mathbb{R}^{n}$, and

$$
\begin{aligned}
I(v) & =\frac{1}{2} \int_{\Omega}|\nabla v|^{2} d x \\
\mathcal{A} & =\left\{v \in H_{0}^{1}(\Omega): h_{1} \leq v \leq h_{2} \quad \text { a.e. in } \Omega\right\}
\end{aligned}
$$

where $h_{1}, h_{2}: \Omega \rightarrow \mathbb{R}$ are given smooth functions.
(a) Show that if $\mathcal{A} \neq \emptyset$, there exists $u \in \mathcal{A}$ satisfying

$$
I(u)=\min _{v \in \mathcal{A}} I(v)
$$

(b) Show that

$$
\int_{\Omega} \nabla u \nabla(v-u) d x \geq 0 \quad \forall v \in \mathcal{A} .
$$

## Solution.

(a) Let $\left\{u_{n}\right\}$ be the minimizing sequence of $I(v)$ in $\mathcal{A}$, i.e.,

$$
\lim _{n \rightarrow \infty} I\left(u_{n}\right)=\inf _{v \in \mathcal{A}} I(v)
$$

Define the norm of $v$ in $H_{0}^{1}(\Omega)$ as

$$
\|v\|_{1}=\left(\int_{\Omega}|\nabla v|^{2} d x\right)^{1 / 2}
$$

Then we get the boundedness of $\left\{\left\|u_{n}\right\|_{1}\right\}$. Therefore, there exists a subsequence of $\left\{u_{n}\right\}$, for simplicity we still denote it by $\left\{u_{n}\right\}$, such that

$$
u_{n} \rightharpoonup u \text { in } H_{0}^{1}(\Omega)
$$

and

$$
u_{n} \rightarrow u \text { in } L^{2}(\Omega) .
$$

And there exists a subsequence of $\left\{u_{n}\right\}$, denoted still by $\left\{u_{n}\right\}$, such that

$$
u_{n} \rightarrow u \quad \text { a.e. in } \Omega .
$$

Therefore, we get $u \in \mathcal{A}$ and that

$$
\|u\|_{1} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{1}=\lim _{n \rightarrow \infty} 2 I\left(u_{n}\right)
$$

by the weak lower semicontinuity of $\|v\|_{1}$. This implies that

$$
I(u)=\min _{v \in \mathcal{A}} I(v) .
$$

The conclusion of (a) is proved.
(b) It is easy to verify that

$$
u+t(v-u) \in \mathcal{A}, \quad \forall v \in \mathcal{A}, 0 \leq t \leq 1 .
$$

Let

$$
F(t)=\int_{\Omega} \nabla(u+t(v-u)) \cdot \nabla(u+t(v-u)) d x .
$$

Then $F(t)$ has the minimum at $t=0$. Therefore we have

$$
F^{\prime}(0) \geq 0 .
$$

This implies

$$
\int_{\Omega} \nabla u \cdot \nabla(v-u) d x \geq 0 .
$$

The proof is completed.

Let $\Omega \subset \mathbb{R}^{n}, n>1$, be a bounded domain with smooth boundary. Let $u \in C^{1}(\bar{\Omega})$ be harmonic in $\Omega$.
a. Prove that

$$
\max _{\bar{\Omega}}|\nabla u|=\max _{\partial \Omega}|\nabla u| .
$$

(Note: In both parts a and bof this question, you may cite, without proof, any standard maximum principles you are using.)
b. Suppose there exist functions $\Phi_{1}, \Phi_{2} \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ such that

$$
\Delta \Phi_{1} \leq 0, \quad \Delta \Phi_{2} \geq 0, \quad \Phi_{1}=u=\Phi_{2} \quad \text { on } \partial \Omega .
$$

Prove that

$$
\max _{\bar{\Omega}}|\nabla u| \leq \max \left(\max _{\partial \Omega}\left|\nabla \Phi_{1}\right|, \max _{\partial \Omega}\left|\nabla \Phi_{2}\right|\right) .
$$

(Indiana)

## Solution.

a. The conclusion is an immediate corollary of the following inequality:

$$
\Delta\left(|\nabla u|^{2}\right)=2 \sum_{i, j=1}^{n} u_{x_{i} x_{j}}^{2} \geq 0 .
$$

b. For the function $\Phi_{2}-u$, we have

$$
\Delta\left(\Phi_{2}-u\right) \geq 0 \quad \text { in } \Omega
$$

and

$$
\Phi_{2}-u=0 \quad \text { on } \partial \Omega .
$$

From the maximum principle, it holds that

$$
\sup _{\Omega}\left(\Phi_{2}-u\right)=\max _{\partial \Omega}\left(\Phi_{2}-u\right)=0
$$

i.e.,

$$
\Phi_{2}(x) \leq u(x), \quad \forall x \in \Omega .
$$

Similarly, we have

$$
u(x) \leq \Phi_{1}(x), \quad \forall x \in \Omega .
$$

Therefore, it holds that

$$
\begin{aligned}
\frac{\Phi_{2}(x)-\Phi_{2}\left(x^{0}\right)}{\left|x-x^{0}\right|} & \leq \frac{u(x)-u\left(x^{0}\right)}{\left|x-x^{0}\right|} \\
& \leq \frac{\Phi_{1}(x)-\Phi_{1}\left(x^{0}\right)}{\left|x-x^{0}\right|}, \quad \forall x \in \Omega, x^{0} \in \partial \Omega .
\end{aligned}
$$

This inequality implies the conclusion of the part $b$.

## 6220

Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. Suppose $u \in C^{2}(\bar{\Omega})$ is a solution of the equation $\Delta u=u^{3}$ with the property that $|\nabla u(x)| \leq 1$ for each $x \in \partial \Omega$. Prove that $|\nabla u(x)| \leq 1$ for all $x \in \Omega$.
(Indiana)

## Solution.

Set

$$
w=|\nabla u|^{2}
$$

It is easy to see that $w \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ and

$$
\Delta w=2 \sum_{i, j=1}^{n} u_{x_{i} x_{j}}^{2}+6 u^{2}|\nabla u|^{2} \geq 0
$$

Therefore, $w$ takes its maximum on $\bar{\Omega}$ at some point on $\partial \Omega$. Hence $w \leq 1$ on $\partial \Omega$ implies that $w \leq 1$ in $\Omega$.

6221

Consider (a nonlinear) equation

$$
\begin{align*}
& -\Delta u=\lambda u^{2}(1-u) \quad \text { in } \Omega \\
& u=0 \quad \text { on } \partial \Omega \tag{1}
\end{align*}
$$

where $\lambda>0$ is a parameter, and $\partial \Omega$ sufficiently smooth.
(a) Prove that for any solution $u$ of (1), $0 \leq u \leq 1$.
(b) Show that if $\lambda>0$ is sufficiently small, the only solution of (1) is $u \equiv 0$.
(Cincinnati)

## Solution.

(a) If $u \leq 1$ is false, then there exists $x^{0} \in \Omega$ such that $u$ takes maximum at $x^{0}$ and

$$
u\left(x^{0}\right)>1
$$

For the maximum point $x^{0}$, it is clear that

$$
\Delta u\left(x^{0}\right) \leq 0
$$

i.e.,

$$
-\Delta u\left(x^{0}\right) \geq 0
$$

This contradicts the assumption that

$$
\lambda u^{2}(1-u)\left(x^{0}\right)<0
$$

Hence $u \leq 1$.
As $\lambda u^{2}(1-u) \geq 0, u$ can not take minimum in $\Omega$ unless $u \equiv 0$. Hence $u \geq 0$.
(b) Multiplying the equation by $u$ and integrating the resulting equality on $\Omega$, we can get

$$
\int_{\Omega}|\nabla u|^{2} d x=\lambda \int_{\Omega} u^{3}(1-u) d x
$$

By using the conclusion of (a), it holds that

$$
\int_{\Omega}|\nabla u|^{2} d x \leq \lambda \int_{\Omega}|u|^{2} d x
$$

Applying Poincaré inequality, we obtain from the above inequality

$$
\int_{\Omega}|\nabla u|^{2} d x \leq \lambda C \int_{\Omega}|\nabla u|^{2} d x
$$

where $C$ is a constant. If $\lambda<C^{-1}$, we have $u \equiv 0$ immediately.

6222

Let $\Omega$ be a bounded normal domain in $\mathbb{R}^{n}$ with smooth boundary $\partial \Omega$. Let $\vec{n}$ be the exterior unit normal on $\partial \Omega$. Show that the only solution of the boundary value problem for the biharmonic equation:

$$
\begin{aligned}
& \Delta(\Delta u)=0 \quad \text { in } \Omega \\
& u=0 \quad \text { on } \partial \Omega \\
& \frac{\partial u}{\partial n}=0 \quad \text { on } \partial \Omega
\end{aligned}
$$

is the trivial one $u \equiv 0$. Assume $u \in C^{4}(\bar{\Omega})$.
(Indiana-Purdue)

## Solution.

Integrating by parts and taking the boundary conditions into account, we have

$$
0=\int_{\Omega} \Delta(\Delta u) u d x
$$

$$
\begin{aligned}
& =\int_{\partial \Omega} \frac{\partial}{\partial n}(\Delta u) u d S-\int_{\Omega} \nabla(\Delta u) \cdot \nabla u d x \\
& =\int_{\partial \Omega}\left(\frac{\partial}{\partial n}(\Delta u) u-\Delta u \frac{\partial u}{\partial n}\right) d S+\int_{\Omega}|\Delta u|^{2} d x \\
& =\int_{\Omega}|\Delta u|^{2} d x
\end{aligned}
$$

Therefore, $u$ is harmonic in $\Omega$. Taking into account $u=0$ on $\partial \Omega$, we get $u \equiv 0$ immediately.

## SECTION 3 PARABOLIC EQUATIONS

## 6301

Consider the Cauchy problem for the Heat Operator in $\boldsymbol{R}^{\mathbf{1}}$ :

$$
\begin{aligned}
& u_{t}=u_{x x} \quad(-\infty<x<\infty, t>0) \\
& u(x, 0)=f(x) \quad(-\infty<x<\infty)
\end{aligned}
$$

where $f$ is bounded, continuous, and satisfies

$$
\int_{-\infty}^{\infty}|f(x)|^{2} d x<\infty
$$

Show that there exists a constant $C$ such that

$$
|u(x, t)| \leq \frac{C}{t^{1 / 4}}
$$

for all $-\infty<x<\infty, t>0$.
(Indiana)

## Solution.

The solution to the problem is given by the Poisson's formula

$$
u(x, t)=\frac{1}{2 \sqrt{\pi t}} \int_{-\infty}^{\infty} f(y) e^{-\frac{(x-y)^{2}}{4 t}} d y
$$

By the Cauchy inequality, we have

$$
|u(x, t)| \leq \frac{1}{2 \sqrt{\pi t}}\left(\int_{-\infty}^{\infty}|f(y)|^{2} d y\right)^{\frac{1}{2}}\left(\int_{-\infty}^{\infty} e^{-\frac{(x-y)^{2}}{2 t}} d y\right)^{\frac{1}{2}}
$$

Set $y=x+\sqrt{2 t} \eta$ in the second integral of the above inequality. Then we get immediately.

$$
|u(x, t)| \leq \frac{C}{t^{1 / 4}}
$$

6302

Let $\Omega \subset \mathbb{R}^{n}$ be an open set with smooth boundary and suppose $u \in$ $C^{\infty}(\Omega \times[0, \infty))$ is a solution of the equation

$$
u_{t}-\Delta u=f
$$

with $u=0$ on $\partial \Omega \times[0, \infty)$. Assume that

$$
\lim _{t \rightarrow \infty} \int_{\Omega} f(x, t)^{2} d x=0
$$

Let

$$
\psi(t)=\int_{\Omega} u(x, t)^{2} d x
$$

Prove that $\psi(t) \rightarrow 0$ as $t \rightarrow+\infty$.
(Indiana)

## Solution.

Multiplying the equation by $u$ and then integrating the resulting equation on $\Omega$, we can get

$$
\frac{d}{d t}\left(\frac{1}{2}\|u(\cdot, t)\|_{L^{2}(\Omega)}^{2}\right)+\|\nabla u(\cdot, t)\|_{L^{2}(\Omega)}^{2}=\int_{\Omega} f u d x .
$$

The Poincaré inequality gives

$$
\|u(\cdot, t)\|_{L^{2}(\Omega)}^{2} \leq C\|\nabla u(\cdot, t)\|_{L^{2}(\Omega)}^{2}
$$

where $C>0$ is a constant. For any $\varepsilon>0$, it holds that

$$
\left|\int_{\Omega} f u d x\right| \leq \frac{1}{2}\left(\varepsilon \psi(t)+\frac{1}{\varepsilon}\|f(\cdot, t)\|_{L^{2}(\Omega)}^{2}\right) .
$$

Taking $\varepsilon=1 / C$, we obtain

$$
\frac{d}{d t} \psi(t)+\frac{1}{C} \psi(t) \leq C\|f(\cdot, t)\|_{L^{2}(\Omega)}^{2} .
$$

Solving this differential inequality, we have

$$
\psi(t) \leq e^{-\frac{1}{C} t} \psi(0)+C \int_{0}^{t} e^{-\frac{1}{C}(t-\tau)}\|f(\cdot, \tau)\|_{L^{2}(\Omega)}^{2} d \tau
$$

It is not difficult to verify that

$$
\int_{0}^{t} e^{-\frac{1}{c}(t-\tau)}\|f(\cdot, \tau)\|_{L^{2}(\Omega)}^{2} d \tau \rightarrow 0, \quad \text { as } t \rightarrow+\infty
$$

if $\|f(\cdot, t)\|_{L^{2}(\Omega)}^{2} \rightarrow 0$ as $t \rightarrow+\infty$. This completes the proof.

## 6303

Consider the Cauchy problem

$$
\begin{aligned}
& u_{t}=u_{x x} \quad(-\infty<x<\infty, t>0) \\
& u(x, 0)=f(x)
\end{aligned}
$$

where $f$ is bounded and continuous.
a) Using the Fourier Transform, construct explicitly a fundamental solution for this problem, and write down the solution $u$.
b) State a maximum principle for this problem. Why is the Tychanov non-uniqueness example possible?
c) Suppose in addition that $f \in L^{1}(\boldsymbol{R})$. Show that

$$
\lim _{t \rightarrow \infty} u(x, t)=0
$$

d) Show how to solve the problem

$$
\begin{aligned}
& u_{t}=u_{x x} \quad(x>0, t>0) \\
& u(x, 0)=f(x) \quad(x>0) \\
& u(0, t)=0 \quad(t>0)
\end{aligned}
$$

by using a) and an appropriate extension of $f$.

## Solution.

a) Let $\widehat{u}(\xi, t)$ be the Fourier transform of $u(x, t)$ with respect to $x$. Transforming the following Cauchy problem with the initial data $\delta(x)$ :

$$
\begin{aligned}
& u_{t}=u_{x x} \quad(-\infty<x<\infty, t>0) \\
& u(x, 0)=\delta(x)
\end{aligned}
$$

we get

$$
\begin{aligned}
& \widehat{u}_{t}+\xi^{2} \widehat{u}=0 \\
& \widehat{u}(\xi, 0)=1
\end{aligned}
$$

The solution to the transformed problem is given by

$$
\widehat{u}(\xi, t)=e^{-\xi^{2} t} .
$$

Then the inverse Fourier transform of $\widehat{u}$ gives the fundamental solution to the problem

$$
u(x, t)=\frac{1}{2 \pi} \int_{\mathbb{R}^{1}} e^{i x \xi-\xi^{2} t} d \xi=\frac{1}{2 \sqrt{\pi t}} e^{-\frac{x^{2}}{4 t}} .
$$

From this fundamental solution, we can get the explicit representation for the solution $u(x, t)$ to the general Cauchy problem with the initial data $f(x)$

$$
u(x, t)=\frac{1}{2 \sqrt{\pi t}} \int_{\mathbb{R}^{1}} \phi(y) e^{-\frac{(x-y)^{2}}{4 t}} d y .
$$

b) The maximum principle can be stated as follows: Suppose that $u(x, t)$ is bounded and continuous on $\boldsymbol{R} \times[0, T]$, and satisfies the heat equation in $\mathbb{R} \times(0, T]$ with the initial data $f(x)$. Then it holds that

$$
\inf _{x \in \mathbb{R}} f(x) \leq u(x, t) \leq \sup _{x \in \mathbb{R}} f(x) \quad \text { for }(x, t) \in \mathbb{R} \times(0, T]
$$

The Techanov non-uniqueness example is possible for some unbounded solutions.
c) The conclusion is clear.
d) Defined an odd function $\phi(x)$ as follows:

$$
\phi(x)= \begin{cases}f(x), & x>0, \\ -f(-x), & x<0 .\end{cases}
$$

Then by solving the following Cauchy problem:

$$
\begin{aligned}
& u_{t}=u_{x x} \quad(-\infty<x<\infty, t>0) \\
& u(x, 0)=\phi(x)
\end{aligned}
$$

we get the solution to the initial-boundary problem

$$
u(x, t)=\frac{1}{2 \sqrt{\pi t}} \int_{0}^{\infty} f(y)\left(e^{-\frac{(x-y)^{2}}{4 t}}-e^{-\frac{(x+y)^{2}}{4 t}}\right) d y
$$

$$
\begin{aligned}
& u_{t}=u_{x x} \quad(x \in \mathbb{R}, t>0) \\
& u(x, 0)=u_{0}(x) \in L^{2}(\mathbb{R})
\end{aligned}
$$

Find a bound on $\int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x$ in $t>0$.
(Indiana)

## Solution.

From the Poisson's formula for the Cauchy problem of the heat equation, we can find that

$$
u_{x}(x, t)=-\frac{1}{4 \sqrt{\pi} t^{\frac{3}{2}}} \int_{-\infty}^{\infty} u_{0}(y)(x-y) e^{-\frac{(x-y)^{2}}{4 t}} d y
$$

Then by using the Cauchy inequality, we have

$$
\left|u_{x}(x, t)\right|^{2} \leq \frac{1}{16 \pi t^{3}} \int_{-\infty}^{\infty}\left|u_{0}(y)\right|^{2} e^{-\frac{(x-y)^{2}}{4 t}} d y \cdot \int_{-\infty}^{\infty}(x-y)^{2} e^{-\frac{(x-y)^{2}}{4 t}} d y
$$

And therefore, it holds that

$$
\begin{aligned}
\int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x & \leq \frac{1}{16 \pi t^{3}}\left\|u_{0}\right\|_{L^{2}(\mathbb{R})}^{2} \int_{-\infty}^{\infty} e^{-\frac{y^{2}}{4 t}} d y \cdot \int_{-\infty}^{\infty} y^{2} e^{-\frac{y^{2}}{4 t}} d y \\
& =\frac{1}{2 t}\left\|u_{0}\right\|_{L^{2}(\mathbb{R})}^{2}
\end{aligned}
$$

We can also get the result by the method of energy integrals.
Multiplying the heat equation by $u$ and $t u_{t}$ respectively, and integrating the resulting equations in $\mathbb{R} \times(0, T)$, we can obtain

$$
\frac{1}{2} \int_{-\infty}^{\infty}|u(x, T)|^{2} d x+\int_{0}^{T} \int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x d t=\frac{1}{2} \int_{-\infty}^{\infty}\left|u_{0}(x)\right|^{2} d x
$$

and

$$
\int_{0}^{T} \int_{-\infty}^{\infty} t\left|u_{t}(x, t)\right|^{2} d x d t=\int_{0}^{T} \int_{-\infty}^{\infty} t u_{x x}(x, t) u_{t}(x, t) d x d t
$$

Adding the double of the second equality to the first one, we have

$$
\begin{aligned}
& \frac{1}{2} \int_{-\infty}^{\infty}|u(x, T)|^{2} d x+\int_{0}^{T} \int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x d t \\
& +2 \int_{0}^{T} \int_{-\infty}^{\infty} t\left|u_{t}(x, t)\right|^{2} d x d t \\
= & \frac{1}{2} \int_{-\infty}^{\infty}\left|u_{0}(x)\right|^{2} d x+2 \int_{0}^{T} \int_{-\infty}^{\infty} t u_{x x}(x, t) u_{t}(x, t) d x d t
\end{aligned}
$$

It can be calculated that

$$
\begin{aligned}
& 2 \int_{0}^{T} \int_{-\infty}^{\infty} t u_{x x}(x, t) u_{t}(x, t) d x d t \\
= & -2 \int_{0}^{T} \int_{-\infty}^{\infty} t u_{x}(x, t) u_{x t}(x, t) d x d t \\
= & -\int_{0}^{T} \frac{d}{d t}\left(\int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x t\right) d t+\int_{0}^{T} \int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x d t \\
= & -T \int_{-\infty}^{\infty}\left|u_{x}(x, T)\right|^{2} d x+\int_{0}^{T} \int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x d t
\end{aligned}
$$

Here we have applied the assumption

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon \int_{-\infty}^{\infty}\left|u_{x}(x, \varepsilon)\right|^{2} d x=0
$$

otherwise an approach to the function $u_{0}(x)$ by a sequence of functions in $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ can be used.

From the above two equalities, we have

$$
\begin{aligned}
& \frac{1}{2} \int_{-\infty}^{\infty}|u(x, T)|^{2} d x+T \int_{-\infty}^{\infty}\left|u_{x}(x, T)\right|^{2} d x \\
& +2 \int_{0}^{T} \int_{-\infty}^{\infty} t\left|u_{t}(x, t)\right|^{2} d x d t \\
= & \frac{1}{2} \int_{-\infty}^{\infty}\left|u_{0}(x)\right|^{2} d x
\end{aligned}
$$

Therefore, we get an estimation

$$
\int_{-\infty}^{\infty}\left|u_{x}(x, t)\right|^{2} d x \leq \frac{1}{2 t} \int_{-\infty}^{\infty}\left|u_{0}(x)\right|^{2} d x, \quad \forall t>0
$$

## 6305

For the indicated domain $\Omega$ (interior of the parabola) let $\Omega_{T}$ denote the points $(x, t)$ with $x \in \Omega$ and $t<T$. Let $B_{1}$ denote the open line-segment forming the top of $\partial \Omega_{T}$, and let $B_{2}=\partial \Omega_{T} \backslash B_{1}$. Let $u(x, t) \in C^{0}\left(\bar{\Omega}_{T}\right)$ with $u_{x x}, u_{t} \in C^{0}\left(\Omega_{T} \cup B_{1}\right)$ be a solution of

$$
u_{x x}-u_{t}+a(x, t) u=f(x, t)
$$

with $a, f \in C^{0}(\bar{\Omega})$. Show that if $a<0, f \leq 0$ in $\Omega_{T}$, then every non-constant solution $u$ assumes its negative minimum (if one exists) on $\boldsymbol{B}_{2}$. What can you say if $a<0, f \geq 0$ in $\Omega_{r}$ ?
(Iowa)


Fig.6.1

## Solution.

Suppose that $u$ assumes its negative minimum at $\left(x^{0}, t^{0}\right) \in \Omega_{T} \cup B_{1}$. Then we have

$$
u\left(x^{0}, t^{0}\right)<0, \quad u_{t}\left(x^{0}, t^{0}\right) \leq 0
$$

and

$$
u_{x x}\left(x^{0}, t^{0}\right) \geq 0
$$

Hence

$$
u_{x x}\left(x^{0}, t^{0}\right)-u_{t}\left(x^{0}, t^{0}\right)+a\left(x^{0}, t^{0}\right) u\left(x^{0}, t^{0}\right)>0 .
$$

This contradicts $f\left(x^{0}, t^{0}\right) \leq 0$. (Here $a<0$ should be assumed in $\Omega_{T} \cup B_{1}$ ).
If $a<0, f \geq 0$ in $\Omega_{T}$, we can say that every non-constant solution assumes its positive maximum (if there exists one) on $B_{2}$.

## 6306

Consider the boundary-value problem

$$
\begin{array}{ll} 
& u_{x x}+u_{t}=0 \quad(0 \leq x \leq \pi \text { and } t>0) \\
\text { B.C. } & u(0, t)=0 \\
& u_{x}(\pi, t)=0 \\
\text { I.C. } & u(x, 0)=f(x) .
\end{array}
$$

Use the sequence $\left\{f_{n}(x)=\frac{2}{n+1} \sin \left(\frac{n+1}{2} x\right)\right\}$ and an appropriate space of continuous functions to decide whether this problem is well-posed.
(Indiana-Purdue)

## Solution.

When $n$ is even integer, $f_{n}(x)$ is the eigenfunction of the corresponding two-point boundary value problem. By setting $u=f_{n}(x) T_{n}(t)$, we can find the solution $u_{n}$ to the problem with the initial data $f(x)=f_{n}(x)$

$$
u_{n}(x, t)=\frac{2}{n+1} \sin \left(\frac{n+1}{2} x\right) e^{\left(\frac{n+1}{2}\right)^{2} t} .
$$

Let

$$
\|f\|=\max _{0 \leq x \leq \pi}|f(x)|
$$

for all $f \in C[0, \pi]$. It is clear that

$$
\left\|f_{n}\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

But for any fixed $t>0$

$$
\left\|u_{n}(\cdot, t)\right\| \rightarrow \infty \quad \text { as } n \rightarrow \infty .
$$

This implies that the problem is not well-posed in the space of continuous functions with the norm defined above.

## 6307

In Probability Theory one encounters the Ornstein-Uhlenbeck process, in which the particles of Brownian motion are subjected to an elastic force. One is required to solve

$$
\begin{aligned}
& u_{t}=u_{x x}-x u_{x} \quad(x \in \mathbb{R}, t>0) \\
& u(x, 0)=u_{0}(x)
\end{aligned}
$$

Assume $u_{0} \in \mathcal{S}$ and find $u$. (You should be able to find $u$ explicitly; if not, leave your result in the form of a one-dimensional integral.)
(Indiana)

## Solution.

By $\widehat{u}(\xi, t)$ we denote the Fourier transform of $u$ with respect to $x$. It is easy to see that

$$
F\left(x u_{x}\right)=i \frac{\partial}{\partial \xi} F\left(u_{x}\right)=-\frac{\partial}{\partial \xi}(\xi \widehat{u})=-\widehat{u}-\xi \frac{\partial \widehat{u}}{\partial \xi} .
$$

Then the transformed equation and initial condition are in the following form

$$
\begin{aligned}
& \frac{\partial \widehat{u}}{\partial t}-\xi \frac{\partial \widehat{u}}{\partial \xi}=\left(1-\xi^{2}\right) \widehat{u} \quad \xi \in \mathbb{R}, t>0 \\
& \widehat{u}(\xi, 0)=\widehat{u}_{0}(\xi)
\end{aligned}
$$

Solving the above Cauchy problem for the first order linear partial differential equation, we can obtain

$$
\widehat{u}(\xi, t)=e^{t-\frac{1}{2}\left(e^{2 t}-1\right) \xi^{2}} \widehat{u}_{0}\left(e^{t} \xi\right)
$$

It is not difficult to verify that

$$
F^{-1}\left(\widehat{u}_{0}\left(e^{t} \xi\right)\right)=e^{-t} u_{0}\left(e^{-t} x\right)
$$

and

$$
F^{-1}\left(e^{-\frac{1}{2}\left(e^{2 t}-1\right) \xi^{2}}\right)=\frac{1}{\sqrt{2 \pi\left(e^{2 t}-1\right)}} e^{-\frac{x^{2}}{2\left(e^{2 t}-1\right)}}
$$

Therefore, we get the solution to the problem

$$
u(x, t)=\frac{1}{\sqrt{2 \pi\left(e^{2 t}-1\right)}} \int_{\mathbb{R}^{1}} u_{0}\left(e^{-t} y\right) e^{-\frac{(x-y)^{2}}{2\left(e^{2 t}-1\right)}} d y
$$

Remark. From the above solution formula, we can find a convenient transformation of variables to the problem. In fact, set

$$
\tau=\frac{1}{2}\left(1-e^{-2 t}\right), \quad \xi=e^{-t} x
$$

Then the problem is transformed into the following

$$
\begin{aligned}
& \frac{\partial u}{\partial \tau}=\frac{\partial^{2} u}{\partial \xi^{2}} \quad(\xi \in \mathbb{R}, \tau>0) \\
& \tau=0: \quad u=u_{0}(\xi)
\end{aligned}
$$

The above solution formula can be obtained easily from the Poisson's formula for the Cauchy problem of the heat equation.

## 6308

Let $L$ be the usual heat operator

$$
L=\frac{\partial}{\partial t}-\left(\frac{\partial^{2}}{\partial x_{1}^{2}}+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}}\right)
$$

let $\phi \in D\left(\mathbb{R}^{n}\right)$, and let $h$ be a fixed point of $\mathbb{R}^{n}$. Consider the problem

$$
\begin{aligned}
& (L u)(x, t)=u(x-h, t), \quad x \in \mathbb{R}^{n}, t>0 \\
& u(x, 0)=\phi(x), \quad x \in \mathbb{R}^{n}
\end{aligned}
$$

for an unknown function $u(x, t)$.
a. Derive an explicit representation for a solution $u(x, t)$ of the above problem in terms of the initial data. (You should prove that your $u$ is welldefined, but you need not prove that it represents a smooth solution.)
b. Assume that $\phi$ is the Fourier transform of a function which vanishes in the ball of radius $R \geq 0$ centered at the origin. Show then that the solution $u$ satisfies

$$
\|u(\cdot, t)\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq e^{\left(1-R^{2}\right) t}\|\phi\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

(Indiana)

## Solution.

a. Let $\widehat{u}(\xi, t)$ be the Fourier transform of $u$ with respect to $x$. Transforming the above problem we obtain

$$
\begin{cases}\widehat{u}_{t}+\left(|\xi|^{2}-e^{-i h \cdot \xi}\right) \widehat{u}=0, & \xi \in \mathbb{R}^{n}, t>0 \\ \widehat{u}(\xi, 0)=\widehat{\phi}(\xi), & x \in \mathbb{R}^{n}\end{cases}
$$

which admids the following solution

$$
\widehat{u}(\xi, t)=\widehat{\phi}(\xi) e^{-\left(|\xi|^{2}-\exp (-i h \cdot \xi)\right) t}
$$

The inverse Fourier transform of $\widehat{u}$ gives us the explicit representation for the solution $u(x, t)$ to the problem

$$
u(x, t)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} \widehat{\phi}(\xi) e^{i x \cdot \xi-\left(|\xi|^{2}-\exp (-i h \cdot \xi)\right) t} d \xi
$$

It is clear that $e^{i x \cdot \xi-\left(|\xi|^{2}-\exp (-i h \cdot \xi)\right) t} \in L^{1}\left(\mathbb{R}^{n}\right)$ and $\widehat{\phi}(\xi) \in \mathcal{S}$. Therefore, the above representation is well defined.
b. By the Plancherel theorem, we have

$$
\begin{aligned}
\|u(\cdot, t)\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} & =(2 \pi)^{-n}\|\widehat{u}(\cdot, t)\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2} \\
& =(2 \pi)^{-n} \int_{\mathbb{R}^{n}}|\widehat{\phi}(\xi)|^{2} e^{2\left(\cos (h \cdot \xi)-|\xi|^{2}\right) t} d \xi \\
& =(2 \pi)^{-n} \int_{|\xi| \geq R}|\widehat{\phi}(\xi)|^{2} e^{2\left(\cos (h \cdot \xi)-|\xi|^{2}\right) t} d \xi \\
& \leq(2 \pi)^{-n} e^{2\left(1-R^{2}\right) t} \int_{\mathbb{R}^{n}}|\widehat{\phi}(\xi)|^{2} d \xi \\
& =e^{2\left(1-R^{2}\right) t}\|\phi\|_{L^{2}\left(\mathbb{R}^{n}\right)}^{2}
\end{aligned}
$$

This is just the conclusion of the problem.

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain and assume $u(x, t) \geq 0$ is a function with $u \in C^{2}(\bar{\Omega} \times[0, \infty))$, which solves the equation

$$
u_{t}-\Delta u=-u^{4}
$$

(heat conduction with heat loss due to radiation) with the boundary condition $\left.u\right|_{\partial \Omega}=0$. Prove that we can find a constant $C$ such that

$$
E(1)=\int_{\Omega} u^{2}(x, 1) d x \leq C
$$

regardless of the initial value $u(x, 0)$.

## Solution.

Multiplying both sides of the equation by $u$ and integrating on $\Omega$, we have

$$
\int_{\Omega} u_{t} u d x-\int_{\Omega} \Delta u \cdot u d x=-\int_{\Omega} u^{5} d x
$$

By using the Green's formula and noting the boundary condition, we get from above equality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E(t)+\int_{\Omega}|\nabla u|^{2} d x=-\int_{\Omega} u^{5} d x \tag{1}
\end{equation*}
$$

where $E(t)=\int_{\Omega} u^{2} d x$.
The Hölder inequality gives

$$
\begin{aligned}
E(t) & \leq\left(\int_{\Omega} u^{5} d x\right)^{\frac{2}{5}}\left(\int_{\Omega} d x\right)^{\frac{5}{5}} \\
& =|\Omega|^{\frac{3}{5}}\left(\int_{\Omega} u^{5} d x\right)^{\frac{2}{5}}
\end{aligned}
$$

i.e.,

$$
\int_{\Omega} u^{5} d x \geq|\Omega|^{-\frac{3}{2}} E^{\frac{5}{2}}(t)
$$

Using above estimation, we get from (1)

$$
\frac{1}{2} \frac{d}{d t} E(t) \leq-|\Omega|^{-\frac{5}{2}} E^{\frac{5}{2}}(t) .
$$

The above inequality can be written as

$$
\frac{d}{d t} E^{-\frac{3}{2}}(t) \geq 3|\Omega|^{-\frac{3}{2}}
$$

Integrating the above inequality from 0 to $t$, we have

$$
E^{-\frac{3}{2}}(t) \geq E^{-\frac{5}{2}}(0)+3|\Omega|^{-\frac{3}{2}} t
$$

It follows that

$$
E(1) \leq\left(\frac{1}{3}\right)^{\frac{2}{3}}|\Omega|
$$

This completes the proof.

## 6310

Let

$$
u \in C^{2}(B(0, r) \times(0, T]) \cap C(\overline{B(0, r)} \times[0, T])
$$

satisfy

$$
\begin{cases}u_{t}+u^{3}+\sin (u)=\Delta_{x} u, & B(0, r) \times(0, T] \\ u=h, & \overline{\partial B(0, r) \times[0, T]} \overline{B(0, r) \times\{0\}} \\ u=g, & \end{cases}
$$

with $g, h$ continuous and $g, h<1$. Prove that $\max u<1$ on $\overline{B(0, r)} \times[0, T]$.
(Indiana)

## Solution.

If the conclusion of the problem is false, then there exists $\left(x^{0}, t^{0}\right) \in B(0, r) \times$ $(0, T]$ such that $u$ takes the maximum at $\left(x^{0}, t^{0}\right)$ and

$$
u\left(x^{0}, t^{0}\right) \geq 1
$$

It is clear that

$$
u_{t}\left(x^{0}, t^{0}\right) \geq 0 \quad \text { and } \quad \Delta_{x}\left(x^{0}, t^{0}\right) \leq 0
$$

Therefore, we must have

$$
\begin{equation*}
\left(u_{t}-\Delta_{x} u\right)\left(x^{0}, t^{0}\right) \geq 0 \tag{1}
\end{equation*}
$$

But from the equation we get

$$
\begin{aligned}
\left(u_{t}-\Delta_{x} u\right)\left(x^{0}, t^{0}\right) & =-\left(u^{3}+\sin (u)\right)\left(x^{0}, t^{0}\right) \\
& = \begin{cases}-1-\sin 1<0, & \text { if } u\left(x^{0}, t^{0}\right)=1 \\
-u^{3}\left(x^{0}, t^{0}\right)-\sin u\left(x^{0}, t^{0}\right)<0, & \text { if } u\left(x^{0}, t^{0}\right)>1\end{cases}
\end{aligned}
$$

This contradicts (1).

## 6311

Let $u \in C^{2}(\Omega \times(0, T)) \cap C^{0}(\bar{\Omega} \times[0, T])$ be a solution to the problem

$$
\begin{cases}u_{t}=\Delta u-u^{3} & x \in \Omega, t>0 \\ u=0 & x \in \partial \Omega, t>0 \\ u(x, 0)=f(x) & x \in \Omega\end{cases}
$$

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^{n}$.
(a) Prove that

$$
\|u\|_{L^{2}(\Omega)}(t) \leq\|f\|_{L^{2}(\Omega)} \quad \text { for all } t \in(0, T]
$$

(b) Prove that

$$
\|u\|_{L^{\infty}(\Omega)}(t) \leq\|f\|_{L^{\infty}(\Omega)} \quad \text { for all } t \in(0, T]
$$

(c) Prove that the solution to this boundary value problem is unique.
(d) Show that for $f \in L^{4}(\Omega) \cap H^{1}(\Omega)$, the following bound also holds:

$$
\|u\|_{L^{4}(\Omega)}^{4}(t)+\|u\|_{H^{1}(\Omega)}^{2}(t) \leq\|f\|_{L^{4}(\Omega)}^{4}+\|f\|_{H^{1}(\Omega)}^{2}
$$

(Indiana)

## Solution.

(a) Multiplying the equation by $u$, and integrating the resulting equation on $\Omega$, we get

$$
\int_{\Omega} u_{t} u d x=\int_{\Omega} \Delta u \cdot u d x-\int_{\Omega} u^{4} d x
$$

By applying Green's formula, we obtain from above integral equality

$$
\frac{d}{d t} \frac{1}{2} \int_{\Omega} u^{2} d x=-\int_{\Omega}|\nabla u|^{2} d x-\int_{\Omega} u^{4} d x \leq 0
$$

Then we get the conclusion immediately.
(b) First we show that $u$ can not take the positive maximum in $\Omega \times(0, T]$. In fact, if $u$ take the positive maximum at $\left(x^{0}, t^{0}\right) \in \Omega \times(0, T]$, then we must have

$$
u_{t}\left(x^{0}, t^{0}\right) \geq 0 \text { and } \Delta u\left(x^{0}, t^{0}\right) \leq 0
$$

Hence

$$
\left(u_{t}-\Delta u\right)\left(x^{0}, t^{0}\right) \geq 0
$$

This contradicts the inequality

$$
-u^{3}\left(x^{0}, t^{0}\right)<0
$$

In a similar way, we can show that $u$ can not take the negative minimum in $\Omega \times(0, T]$.

Therefore, we have

$$
\|u\|_{L^{\infty}(\Omega)}(t) \leq\|f\|_{L^{\infty}(\Omega)}, \quad \forall t \in(0, T]
$$

(c) Let $u_{1}$ and $u_{2}$ be both solutions to the boundary value problem, and $w=u_{1}-u_{2}$. The $w$ solves the following problem:

$$
\begin{cases}w_{t}=\Delta w-\left(u_{1}^{2}+u_{1} u_{2}+u_{2}^{2}\right) w, & x \in \Omega, t>0 \\ w=0, & x \in \partial \Omega, t>0 \\ w(x, 0)=0, & x \in \Omega\end{cases}
$$

By a similar deduction as done in (a), we can get

$$
\|w\|_{L^{2}(\Omega)}(t) \leq 0, \quad \forall t \in(0, T]
$$

for above problem.
This implies that $u_{1}=u_{2}$, and the uniqueness of the solution is proved.
(d) Multiplying the equation by $u_{t}$ and $u^{3}$ respectively, and integrating the resulting equations, we get

$$
\int_{\Omega} u_{t}^{2} d x=\int_{\Omega} \Delta u \cdot u_{t} d x-\int_{\Omega} u^{3} u_{t} d x
$$

and

$$
\int_{\Omega} u_{t} u^{3}=\int_{\Omega} \Delta u \cdot u^{3} d x-\int_{\Omega} u^{6} d x
$$

By applying Green's formula to the first terms in the right side of the both equalities above, we can obtain

$$
\frac{d}{d t}\left(\frac{1}{4} \int_{\Omega} u^{4} d x\right)+\frac{d}{d t}\left(\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x\right)=-\int_{\Omega} u_{t}^{2} d x \leq 0
$$

and

$$
\frac{d}{d t}\left(\frac{1}{4} \int_{\Omega} u^{4} d x\right)=-\int_{\Omega} 3 u^{2}|\nabla u|^{2} d x-\int_{\Omega} u^{6} d x \leq 0
$$

Adding the both inequalities above, we have

$$
\frac{d}{d t}\left(\int_{\Omega} u^{4} d x+\int_{\Omega}|\nabla u|^{2} d x\right) \leq 0
$$

This differential inequality, combining with (a) if necessary, implies the conclusion of (d).

## 6312

For each $p \in \mathbb{R}^{n}$, let $A(p)$ be a real positive definite $n \times n$ matrix with entries $a_{i j}(p)$. Assume $A \in C^{1}\left(\mathbb{R}^{n}\right)$. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set. Prove (from first principles) the following comparison principle:

Let $u$ and $v$ be $C^{2}$ solutions to the inequalities

$$
u_{t} \leq a_{i j}(\nabla u) u_{x_{i} x_{j}} \quad \text { for }(x, t) \in \Omega \times(0, \infty)
$$

and

$$
v_{t} \geq a_{i j}(\nabla v) v_{x_{i} x_{j}} \quad \text { for }(x, t) \in \Omega \times(0, \infty)
$$

respectively. Suppose, furthermore, that $u$ and $v$ are continuous on $\bar{\Omega} \times[0, \infty)$ and satisfy the condition $u \leq v$ on the parabolic boundary

$$
(\Omega \times\{0\}) \cup(\partial \Omega \times[0, \infty)) .
$$

Then $u \leq v$ on $\bar{\Omega} \times[0, \infty)$.
(Indiana)

## Solution.

Set $w=u-v$ and

$$
b_{k}(x, t)=\sum_{i, j} \int_{0}^{1} \frac{\partial a_{i j}}{\partial u_{x_{k}}}(\nabla v+\theta(\nabla u-\nabla v)) d \theta v_{x_{i} x_{j}} .
$$

Then from the given differential inequalities, we can obtain a differential inequality for $w$ as follow:

$$
\sum_{i, j=1}^{n} a_{i j}(\nabla u) w_{x_{i} x_{j}}+\sum_{k=1}^{n} b_{k}(x, t) w_{x_{k}}-w_{t} \geq 0
$$

By applying the maximum principle to the above differential inequality, we find

$$
w \leq 0 \quad \text { on } \bar{\Omega} \times[0, \infty) .
$$

This is the result we need.

## 6313

For $\Omega \subset \mathbb{R}^{n}$ bounded and open, let $u \in C^{2}(\bar{\Omega} \times[0, \infty))$. Assume $a_{i j}(x, t$, $z, p)$ and $b_{i}(x, t, z)$ are continuous functions of their arguments and assume that

$$
\sum_{i, j=1}^{n} a_{i j}(x, t, z, p) \xi_{i} \xi_{j} \geq \lambda(x, t, z, p)|\xi|^{2}>0 \quad \text { for every } \xi \in \mathbb{R}^{n}-\{0\}
$$

where $\lambda$ is a positive function. Suppose $u$ satisfies the inequality

$$
u_{t}-\sum_{i, j=1}^{n} a_{i j}(x, t, u, \nabla u) u_{x_{i} x_{j}}-\sum_{i=1}^{n} b_{i}(x, t, u) u_{x_{i}} \geq 0 \quad \text { for } x \in \Omega, t>0
$$

Prove that for any $T>0$

$$
\min _{\bar{\Omega} \times[0, T]} u(x, t)=\min _{Q} u(x, t)
$$

where $\boldsymbol{Q}=(\Omega \times\{0\}) \cup(\partial \Omega \times[0, T])$.
(Indiana)

## Solution.

First we prove that if $w \in C^{2}(\bar{\Omega} \times[0, \infty))$ satisfies

$$
\begin{equation*}
w_{t}-\sum_{i, j=1}^{n} a_{i j}(x, t, u, \nabla u) w_{x_{i} x_{j}}-\sum_{i=1}^{n} b_{i}(t, x, u) w_{x_{i}}>0, \quad \text { at }(x, t) \in \Omega \times(0, T], \tag{1}
\end{equation*}
$$

then $(x, t)$ can not be the minimum point of $w$ in $\Omega \times(0, T]$. In fact, at the minimum point ( $x, t$ ), it must hold that

$$
w_{t} \leq 0, \quad w_{x_{i}}=0
$$

and

$$
\sum_{i, j=1}^{n} a_{i j}(x, t, u, \nabla u) w_{x_{i} x_{j}} \geq 0
$$

which contradicts (1).
Now suppose that $u$ takes the minimum at $\left(x^{0}, t^{0}\right) \in \Omega \times(0, T]$ and

$$
u\left(x^{0}, t^{0}\right)<\min _{Q} u
$$

Take $\alpha>0$ large enough so that

$$
\alpha a_{11}(x, t, u, \nabla u)+b_{1}(x, t, u, \nabla u)>0, \quad \text { for }(x, t) \in \bar{\Omega} \times[0, T]
$$

Then

$$
w=u-\varepsilon e^{\alpha x_{1}}
$$

takes its minimum at some point in $\Omega \times(0, T]$, if $\varepsilon>0$ is sufficiently small. However, for the function $w$ we have

$$
\begin{aligned}
& w_{t}-\sum_{i, j=1}^{n} a_{i j}(x, t, u, \nabla u) w_{x_{i} x_{j}}-\sum_{i=1}^{n} b_{i}(x, t, u) w_{x_{i}} \\
\geq & \varepsilon \alpha\left(a_{11}(x, t, u, \nabla u) \alpha+b_{1}(x, t, u)\right) e^{\alpha x_{1}} \\
> & 0, \quad \text { for all }(x, t) \in \Omega \times(0, T] .
\end{aligned}
$$

This is in contradiction with $w$ having minimum point in $\Omega \times(0, T]$.

## SECTION 4 HYPERBOLIC EQUATIONS

## 6401

Assume that $g$ is smooth and in $L^{1}\left(\mathbb{R}^{n}\right), n$ arbitrary. Let $\widehat{u}(\xi, t)$ be the Fourier transform (with respect to $x$ ) of the solution to the $n$-dimensional wave equation:

$$
\begin{aligned}
& u_{t t}-c^{2} \Delta u=0 \\
& u(x, 0)=0 \\
& u_{t}(x, 0)=g(x)
\end{aligned}
$$

Show that the $L^{p}$ norm of $\widehat{u}(\cdot, t)$ at time $t$ for $p>n$ is bounded by a constant times $t^{1-n / p}$.
(Indiana)

## Solution.

Transforming the equation and the initial conditions, we have

$$
\left\{\begin{array}{l}
\widehat{u}_{t t}+c^{2}|\xi|^{2} \widehat{u}=0 \\
\widehat{u}(\xi, 0)=0 \\
\widehat{u}_{t}(\xi, 0)=\widehat{g}(\xi)
\end{array}\right.
$$

and

$$
\widehat{u}(\xi, t)=\frac{1}{c|\xi|} \widehat{g}(\xi) \sin (c|\xi| t)
$$

Then

$$
\int_{\mathbb{R}^{n}}|\widehat{u}|^{p} d \xi=\frac{1}{c^{p}} \int_{\mathbb{R}^{n}} \frac{|\sin (c|\xi| t)|^{p}}{|\xi|^{p}}|\widehat{g}(\xi)|^{p} d \xi
$$

$g \in L^{1}\left(\mathbb{R}^{n}\right)$ implies that $\widehat{g}(\xi)$ is bounded in $\mathbb{R}^{n}$. Therefore, it holds with a positive constant $M$ that

$$
\|\widehat{u}\|_{L^{p}\left(\boldsymbol{R}^{n}\right)}^{p} \leq M \int_{\mathbb{R}^{n}} \frac{|\sin (c|\xi| t)|^{p}}{|\xi|^{p}} d \xi
$$

Set $\eta=c \xi t$ in the integrand. Then we get

$$
\|\widehat{u}\|_{L^{p}\left(\mathbb{R}^{n}\right)}^{p} \leq M(c t)^{p-n} \int_{\mathbb{R}^{n}} \frac{|\sin \eta|^{p}}{|\eta|^{p}} d \eta
$$

$p>n$ ensures the convergence of the integral. The above estimation gives the conclusion of the problem.

## 6402

Consider the Cauchy problem for the wave equation

$$
\begin{aligned}
& u_{t t}-\Delta u=0, \quad u=u(x, t), \quad x \in \mathbb{R}^{n}, t>0 \\
& u(x, 0)=u_{0}(x) \\
& u_{t}(x, 0)=u_{1}(x)
\end{aligned}
$$

Assume $u_{0}, u_{1} \in \mathcal{S}$.
(a) Use the Fourier-transform to show that the total energy at time $t$

$$
E(t)=\frac{1}{2} \int_{\mathbb{R}^{n}} u_{t}^{2}(x, t)+\left|\nabla_{x} u(x, t)\right|^{2} d x
$$

is constant in time.
(b) Let $E_{0}$ denote the constant energy in (a), i.e., $E(t) \equiv E_{0}$. Show that

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}} u_{t}^{2}(x, t) d x=\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}}\left|\nabla_{x} u(x, t)\right|^{2} d x=E_{0}
$$

## Solution.

(a) Taking the Fourier-transforms of the wave equation and of the initial conditions with respect to the variable $x=\left(x_{1}, \cdots, x_{n}\right)$, we have

$$
\begin{aligned}
& u_{t t}+|\xi|^{2} \widehat{u}(\xi, t)=0 \\
& \widehat{u}(\xi, 0)=\widehat{u}_{0}(\xi) \\
& \widehat{u}_{t}(\xi, 0)=\widehat{u}_{1}(\xi)
\end{aligned}
$$

where $\xi=\left(\xi_{1}, \cdots, \xi_{n}\right)$. Solving the above initial problem of the ordinary differential equation, we get

$$
\widehat{u}(\xi, t)=\widehat{u}_{0}(\xi) \cos (|\xi| t)+\frac{\widehat{u}_{1}(\xi)}{|\xi|} \sin (|\xi| t)
$$

and

$$
\begin{equation*}
\widehat{u}_{t}(\xi, t)=-\widehat{u}_{0}(\xi)|\xi| \sin (|\xi| t)+\widehat{u}_{1}(\xi) \cos (|\xi| t) \tag{1}
\end{equation*}
$$

Therefore

$$
\int_{\mathbb{R}^{n}}\left(\left|\widehat{u}_{t}(\xi, t)\right|^{2}+|\xi|^{2}|\widehat{u}(\xi, t)|^{2}\right) d \xi=\int_{\mathbb{R}^{n}}\left(\left|\widehat{u}_{1}(\xi)\right|^{2}+|\xi|^{2}\left|\widehat{u}_{0}(\xi)\right|^{2}\right) d \xi
$$

Then we can complete the proof of (a) by the Plancherel theorem.
(b) From (1), we have

$$
\begin{aligned}
\left|\widehat{u}_{t}(\xi, t)\right|^{2}= & \left|\widehat{u}_{0}(\xi)\right|^{2}|\xi|^{2} \sin ^{2}(|\xi| t)+\left|\widehat{u}_{1}(\xi)\right|^{2} \cos ^{2}(|\xi| t) \\
& -2 \operatorname{Re}\left(\widehat{u}_{0} \widehat{\widehat{u}}_{1}\right) \sin (|\xi| t) \cos (|\xi| t) \\
= & \frac{1}{2}\left|\widehat{u}_{0}(\xi)\right|^{2}|\xi|^{2}(1-\cos (2|\xi| t))+\frac{1}{2}\left|\widehat{u}_{1}(\xi)\right|^{2}(1+\cos (2|\xi| t)) \\
& -\operatorname{Re}\left(\widehat{u}_{0} \overline{\widehat{u}}_{1}\right) \sin (2|\xi| t) \\
= & \frac{1}{2}\left(\left|\widehat{u}_{1}(\xi)\right|^{2}+|\xi|^{2}\left|\widehat{u}_{0}(\xi)\right|^{2}\right)-\frac{1}{2}\left|\widehat{u}_{0}(\xi)\right|^{2} \cos (2|\xi| t) \\
& +\frac{1}{2}\left|\widehat{u}_{1}(\xi)\right|^{2} \cos (2|\xi| t)-\operatorname{Re}\left(\widehat{u}_{0} \overline{\widehat{u}}_{1}\right) \sin (2|\xi| t)
\end{aligned}
$$

Integrating the above equation on $\mathbb{R}^{n}$ and noting that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{s}}\left|\widehat{u}_{0}(\xi)\right|^{2}|\xi|^{2} \cos (2|\xi| t) d \xi & =\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}}\left|\widehat{u}_{1}(\xi)\right|^{2} \cos (2|\xi| t) d \xi \\
& =\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{3}} \operatorname{Re}\left(\widehat{u}_{0} \overline{\widehat{u}}_{1}\right) \sin (2|\xi| t) d \xi \\
& =0,
\end{aligned}
$$

we obtain

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}}\left|\widehat{u}_{t}(\xi, t)\right|^{2} d \xi=\frac{1}{2} \int_{\mathbb{R}^{n}}\left(\left|\widehat{u}_{1}(\xi)\right|^{2}+|\xi|^{2}\left|\widehat{u}_{0}(\xi)\right|^{2}\right) d \xi
$$

Then the Plancherel theorem gives us

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{n}} u_{t}^{2}(x, t) d x=E_{0}
$$

Combining this with (a), we finish the proof of (b).

## 6403

Consider the initial problem for the wave equation in three space variables:

$$
\begin{aligned}
& u_{x_{1} x_{2}}+u_{x_{2} x_{2}}+u_{x_{3} x}-u_{t t}=0 ; \quad x \in \mathbb{R}^{3}, t>0 \\
& u(x, 0)=\phi(x) ; \quad x \in \mathbb{R}^{3} \\
& u_{t}(x, 0)=\psi(x) ; \quad x \in \mathbb{R}^{3}
\end{aligned}
$$

(a) Write down the formula for the solution of the problem.
(b) If $\phi$ and $\psi$ vanish outside a ball of radius 3 centered at the origin, find the set of points in $\mathbb{R}^{3}$ where you are sure that $u$ vanishes when $t=10$.
(c) If $\phi$ vanishes everywhere in $\mathbb{R}^{3}$, and

$$
\psi(x)= \begin{cases}0, & \text { for }|x|<1 \\ k, & \text { for } 1 \leq|x| \leq 2 \\ 0, & \text { for } 2<|x|\end{cases}
$$

where $k$ is a constant, find $u(0, t)$ for all $t \geq 0$. (Your answer should be explicit, no integrals).
(Indiana-Purdue)

## Solution.

(a)

$$
u(x, t)=\frac{1}{4 \pi t} \int_{|y-x|=t} \psi(y) d S+\frac{\partial}{\partial t}\left(\frac{1}{4 \pi t} \int_{|y-x|=t} \phi(y) d S\right)
$$

(b) By applying the domain of dependence for the solutions to the wave equation, we can verify that $u$ vanishes when $t=10$ for $|x| \leq 7$ or $|x| \geq 13$.

In fact, when $|x| \leq 7$, it holds that

$$
|y| \geq 3 \quad \text { for all } y \in\{y:|y-x|=10\}
$$

Therefore

$$
\int_{|y-x|=10} \phi(y) d s=\int_{|y-x|=10} \psi(y)=0
$$

Similarly, we can show that the above equality holds when $|x| \geq 13$.
(c) It is easy to verify that

$$
u(0, t)= \begin{cases}0, & 0 \leq t<1 \\ k t, & 1 \leq t \leq 2 \\ 0, & 2<t\end{cases}
$$

Let $\Omega$ be the upper-half space in $\mathbb{R}^{n}$

$$
\Omega=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3} ; x_{3}>0\right\}
$$

Consider the initial-boundary value problem

$$
\begin{aligned}
& \frac{\partial^{2} u}{\partial x_{1}^{2}}+\frac{\partial^{2} u}{\partial x_{2}^{2}}+\frac{\partial^{2} u}{\partial x_{3}^{2}}-\frac{\partial^{2} u}{\partial t^{2}}=0 ; \quad x \in \Omega, t>0 \\
& u(x, 0)=\phi(x), \quad u_{t}(x, 0)=\psi(x) ; \quad x \in \Omega \\
& u(x, t)=0, \quad x \in \partial \Omega, t \geq 0
\end{aligned}
$$

(a) Write down a formula for the value $u(x, t)$ of the solution at $(x, t)$, $x \in \Omega$, when

$$
t<x_{3} .
$$

(b) Find a formula for the value $u(x, t)$ of the solution at $(x, t), x \in \Omega$ for all $t>0$.
(Indiana-Purdue)

## Solution.

(a) When $x \in \Omega$ and $0<t<x_{3}$, the domain of dependence for the value $u(x, t)$ at $(x, t)$ is in $\Omega$. The value $u(x, t)$ is given by the formula for the Cauchy problem of the equation:

$$
u(x, t)=\frac{1}{4 \pi t} \int_{|y-x|=t} \psi(y) d S+\frac{\partial}{\partial t}\left(\frac{1}{4 \pi t} \int_{|y-x|=t} \phi(y) d S\right)
$$

(b) Define $\Phi(x)$ and $\Psi(x)$ as both odd functions with respect to $x_{3}$ in $\mathbb{R}^{3}$ as follows:

$$
\begin{aligned}
& \Phi(x)= \begin{cases}\phi\left(x_{1}, x_{2}, x_{3}\right), & x_{3} \geq 0 \\
-\phi\left(x_{1}, x_{2},-x_{3}\right), & x_{3}<0\end{cases} \\
& \Psi(x)= \begin{cases}\psi\left(x_{1}, x_{2}, x_{3}\right), & x_{3} \geq 0 \\
-\psi\left(x_{1}, x_{2},-x_{3}\right), & x_{3}<0\end{cases}
\end{aligned}
$$

respectively. Then the value $u(x, t)$ is given by

$$
u(x, t)=\frac{1}{4 \pi t} \int_{|y-x|=t} \Psi(y) d S+\frac{\partial}{\partial t}\left(\frac{1}{4 \pi t} \int_{|y-x|=t} \Phi(y) d S\right)
$$

If both $\phi$ and $\psi$ satisfy certain compatibility conditions, it is easy to see that $u(x, t)$ given by the above formula satisfies the wave equation and the initial conditions. When $x_{3}=0$,

$$
\begin{aligned}
\int_{|y-x|=t} \Psi(y) d S= & \int_{y_{3}=\sqrt{t^{2}-\left(y_{1}-x_{1}\right)^{2}-\left(y_{2}-x_{2}\right)^{2}}} \psi\left(y_{1}, y_{2}, y_{3}\right) d S \\
& -\int_{y_{3}=-\sqrt{t^{2}-\left(y_{1}-x_{1}\right)^{2}-\left(y_{2}-x_{2}\right)^{2}}} \psi\left(y_{1}, y_{2},-y_{3}\right) d S=0 .
\end{aligned}
$$

In a similar way, we have

$$
\int_{|y-x|=t} \Phi(y) d s=0, \quad \text { when } x_{3}=0
$$

Therefore, $u(x, t)$ satisfies the boundary condition on $x_{3}=0$.

## 6405

Let $u(x, t)$ be a solution of class $C^{2}$ to the Cauchy problem

$$
\begin{aligned}
& u_{t t}=\Delta u \quad\left(x \in \mathbb{R}^{n}, t>0\right) \\
& u(x, 0)=\phi(x), \quad u_{t}(x, 0)=\psi(x) ; \quad \phi, \psi \in C^{\infty}
\end{aligned}
$$

with compact support. Define the local energy by

$$
E_{R}(u(t))=\frac{1}{2} \int_{|x|<R}\left(u_{t}^{2}+|\nabla u|^{2}\right) d x
$$

(i) Use the energy indentity to show that

$$
E_{R-T}(u(0)) \leq E_{R}(u(t)) \leq E_{R+T}(u(0))
$$

Conclude that the total energy $E_{\infty}(u(t))$ is conserved.
(ii) When $n=3$, evaluate $\lim _{t \rightarrow \infty} E_{R}(u(t))$.
(iii) Do (ii) above when $n=1$.
(iv) Let $n=2, \phi \equiv 0$ and suppose that $\psi \equiv 0$ for $|x| \geq k$, where $x=$ ( $x_{1}, x_{2}$ ). Show that $u$ satisfies

$$
|u(x, t)| \leq c(t+r+2 k)^{-1 / 2}(t-r+2 k)^{-1 / 2} \int_{|x| \leq k}|\psi(x)| d x
$$

for some constant $c$, on the set $r<t-4 k$. (Here $r=|x|)$.
(Indiana)

## Solution.

(i) For $t \in[0, T]$, we have

$$
E_{R-T+t}(u(t))=\frac{1}{2} \int_{0}^{R-T+t} \int_{|x|=\rho}\left(u_{t}^{2}+|\nabla u|^{2}\right) d S d \rho
$$

By the above expression, we can calculate that

$$
\begin{aligned}
\frac{d}{d t} E_{R-T+t}(u(t))= & \frac{1}{2} \int_{|x|=R-T+t}\left(u_{t}^{2}+|\nabla u|^{2}\right) d S \\
& +\int_{|x| \leq R-T+t}\left(u_{t} u_{t t}+\nabla u \cdot \nabla u_{t}\right) d x \\
= & \frac{1}{2} \int_{|x|=R-T+t}\left(u_{t}^{2}+|\nabla u|^{2}\right) d S \\
& +\int_{|x| \leq R-T+t}\left(u_{t} \Delta u+\nabla u \cdot \nabla u_{t}\right) d x \\
= & \frac{1}{2} \int_{|x|=R-T+t}\left(u_{t}^{2}+|\nabla u|^{2}+2 u_{t} \frac{\partial u}{\partial n}\right) d S \\
= & \frac{1}{2} \int_{|x|=R-T+t} \sum_{i=1}^{n}\left(u_{t} \cos \left(n, x_{i}\right)+u_{x_{i}}\right)^{2} d S \geq 0 .
\end{aligned}
$$

Hence

$$
E_{R-T}(u(0)) \leq E_{R-T+t}(u(t)) \leq E_{R}(u(t))
$$

Similarly, we can show that for $t \in[0, T]$

$$
\frac{d}{d t} E_{R+T-t}(u(t)) \leq 0
$$

Hence

$$
E_{R+T-t}(u(t)) \leq E_{R+T}(u(0)), \quad \forall t \in[0, T] .
$$

Then the estimation

$$
E_{R}(u(t)) \leq E_{R+T}(u(0))
$$

is obtained from the clear inequality

$$
E_{R}(u(t)) \leq E_{R+T-t}(u(t)), \quad \forall t \in[0, T] .
$$

It is clear that the total energy $E_{\infty}(u(t))$ equals to $E_{\infty}(u(0))$.
(ii) From the formula of the solution to the problem

$$
u(x, t)=\frac{\partial}{\partial t}\left(\frac{1}{4 \pi t} \int_{|y-x|=t} \phi(y) d S\right)+\frac{1}{4 \pi t} \int_{|y-x|=t} \psi(y) d S,
$$

it is easy to verify

$$
E_{R}(u(t))=0 \quad \text { if } t>R+a,
$$

where $a$ is the radius of a ball in which $\operatorname{supp} \phi \cup \operatorname{supp} \psi$ is contained. Hence

$$
\lim _{t \rightarrow \infty} E_{R}(u(t))=0
$$

(iii) By the formula

$$
u(x, t)=\frac{1}{2}(\phi(x-t)+\phi(x+t))+\frac{1}{2} \int_{x-t}^{x+t} \psi(y) d y
$$

it is easy to evalute

$$
\lim _{t \rightarrow \infty} E_{R}(u(t))=0
$$

(iv) When $n=2$, the solution is given by

$$
u(x, t)=\frac{1}{2 \pi} \int_{|y-x| \leq t} \frac{\psi(y)}{\sqrt{t^{2}-|y-x|^{2}}} d y
$$

If $|x|<t-4 k$, it is easy to see that

$$
\{y:|y| \leq k\} \subset\{y:|y-x| \leq t\}
$$

Hence the formula of the solution can be rewritten as

$$
u(x, t)=\frac{1}{2 \pi} \int_{|y| \leq k} \frac{\psi(y)}{\sqrt{t^{2}-|y-x|^{2}}} d y
$$

When $|x|<t-4 k$ and $|y| \leq k$, we have

$$
|y-x| \leq|x|+2 k
$$

and hence

$$
\frac{1}{\sqrt{t^{2}-|y-x|^{2}}} \leq \frac{1}{\sqrt{(t+|x|+2 k)(t-|x|-2 k)}}
$$

It is easy to verify that

$$
\sqrt{\frac{t-|x|+2 k}{t-|x|-2 k}} \leq \sqrt{3} \quad \forall t-|x|>4 k
$$

Therefore, we obtain

$$
|u(x, t)| \leq \frac{\sqrt{3}}{2 \pi}(t+|x|+2 k)^{-\frac{1}{2}}(t-|x|+2 k)^{-\frac{1}{2}} \int_{|y| \leq k}|\psi(y)| d y
$$

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain and assume $u(x, t)$ is a function with $u \in C^{2}(\bar{\Omega} \times[0, \infty))$, which solves the equation

$$
u_{t t}-\Delta u=u
$$

with the boundary condition $\left.u\right|_{\partial \Omega}=0$. With

$$
E(t)=\frac{1}{2} \int_{\Omega} u_{t}^{2}(x, t)+\left|\nabla_{x} u(x, t)\right|^{2} d x
$$

prove that there is a $C<\infty$ such that

$$
E(t) \leq \exp (C t) E(0)
$$

for all $t \geq 0$.

## Solution.

Multiplying the equation by $u_{t}$ and integrating the resulting equation with respect to $x$ in $\Omega$, we have

$$
\frac{d}{d t} E(t)=\int_{\Omega} u u_{t} d x .
$$

Here we have applied the Green's formula:

$$
\int_{\Omega} u_{t} \Delta u d x=\int_{\Omega} \nabla_{x} u_{t} \cdot \nabla_{x} u d x
$$

By the Poincare inequality, we can conclude that

$$
\begin{aligned}
\left|\int_{\Omega} u u_{t} d x\right| & \leq \frac{1}{2} \int_{\Omega}\left(u^{2}(x, t)+u_{t}^{2}(x, t)\right) d x \\
& \leq C E(t)
\end{aligned}
$$

Thus we obtain a differential inequality for $E(t)$

$$
\frac{d}{d t} E(t) \leq C E(t)
$$

Then $E(t) \leq \exp (C t) E(0)$ is an immediate consequence of the above differential inequality.

## 6407

(a) Find the explicit form of the solution of the initial value problem

$$
\begin{aligned}
& \nabla^{2} u=u_{t t}, \quad x \in \mathbb{R}^{3}, t>0 \\
& u(x, 0)=\frac{f(r)}{r}, \quad x \in \mathbb{R}^{3} \\
& u_{t}(x, 0)=-\frac{f^{\prime}(r)}{r}, \quad x \in \mathbb{R}^{3}
\end{aligned}
$$

where $r^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$, and $f(\eta)$ is a $C^{3}$ function on the real line with compact support such that

$$
\begin{aligned}
& f(\eta)=0, \quad \eta \leq 0 \\
& \int_{0}^{\infty}\left\{\left(f^{\prime}\right)^{2}+\frac{1}{\eta^{2}}\left(\eta f^{\prime}-f\right)^{2}\right\} d \eta=1
\end{aligned}
$$

where $f^{\prime}(\eta)$ is the derivative of $f$ with respect to $\eta$.
(b) What is its energy at time $t=10$.
(Indiana-Purdue)

## Solution.

Find the spherically symmetric solution to the problem. In the symmetric case, the equation can be written as

$$
\frac{\partial^{2} u}{\partial r^{2}}+\frac{2}{r} \frac{\partial u}{\partial r}=u_{t t}
$$

Set $w=r u$. Then $w$ solves the following problem:

$$
\begin{cases}w_{r r}=w_{t t}, & r>0, t>0 \\ w=0, & r=0 \\ w=f(r), & w_{t}=-f^{\prime}(r), \quad t=0\end{cases}
$$

Solving this problem, and then we can get

$$
u(x, t)= \begin{cases}\frac{1}{r} f(r-t), & r \geq t \\ 0, & 0 \leq r<t\end{cases}
$$

(b) The energy of the problem is given by

$$
E(t)=\frac{1}{2} \int_{\mathbb{R}^{n}}\left(u_{t}^{2}+|\nabla u|^{2}\right) d x
$$

It is easy to verify that

$$
E(t)=E(0), \quad \forall t>0 .
$$

And therefore

$$
\begin{aligned}
E(10) & =2 \pi \int_{0}^{\infty}\left(\frac{f^{\prime}(r)^{2}}{r^{2}}+\left|\nabla\left(\frac{f(r)}{r}\right)\right|^{2}\right) r^{2} d r \\
& =2 \pi \int_{0}^{\infty}\left(f^{\prime}(r)^{2}+r^{-2}\left(f-r f^{\prime}\right)^{2}\right) d r \\
& =2 \pi
\end{aligned}
$$

## 6408

Consider the wave equation in $\mathbb{R}^{\mathbf{3}}$ :

$$
\begin{aligned}
& u_{t t}-\Delta u=0 \quad \text { for } x \in \mathbb{R}^{3}, t>0 \\
& u(x, 0)=0 \\
& u_{t}(x, 0)=g(x)
\end{aligned}
$$

where $g \in C_{0}^{\infty}\left(R^{3}\right)$. Prove that there exists a constant $C$ depending only on the given data such that

$$
\sup _{x \in \mathbb{R}^{s}}|u(x, t)| \leq \frac{C}{t}, \quad t>0
$$

(Indiana)

## Solution.

Let $R$ and $M$ be positive constants such that

$$
\operatorname{supp} g \subset B_{R}=\left\{x \in \mathbb{R}^{3},|x|<R\right\}
$$

and

$$
|g(x)| \leq M, \quad \forall x \in \mathbb{R}^{3}
$$

From the Poisson's formula, we have

$$
u(x, t)=\frac{1}{4 \pi t} \int_{|y-x|=t} g(y) d S_{y}
$$

It is easy to verify that
The area of the intersection $\left\{y \in \mathbb{R}^{3},|y-x|=t\right\} \cap B_{R}$ $\leq \quad$ The area of $\partial B_{R}$.

Therefore, we obtain

$$
|u(x, t)| \leq \frac{1}{4 \pi t} \cdot M \cdot 4 \pi R^{2}=\frac{M R^{2}}{t}, \quad t>0 .
$$

6409

Let $u \in C^{2}\left(\mathbb{R}^{n+1}(x, t)\right)$ be a solution of the equation $u_{t t}-\Delta u=0$. Suppose also that $u=u_{t}=0$ on the ball $B=\left\{(x, 0):|x| \leq t_{0}\right\}$ in the plane $t=0$. Prove that $u$ vanishes in the conical region

$$
D=\left\{(x, t): 0 \leq t \leq t_{0} \text { and }|x| \leq t_{0}-t\right\} .
$$

(Indiana)

## Solution.

Let

$$
\Omega_{\tau}=\left\{(x, t) \in \mathbb{R}^{n+1},|x| \leq t_{0}-t, t=\tau\right\}
$$

for $0 \leq \tau \leq t_{0}$. Multiplying the wave equation by $u_{t}$, and integrating the resulting equation with respect to $x$ in $\Omega_{\tau}$, we can obtain

$$
\frac{1}{2} \int_{\Omega_{\tau}} \frac{\partial}{\partial \tau}\left(u_{t}^{2}+|\nabla u|^{2}\right)(x, \tau) d x-\int_{\partial \Omega_{r}} u_{t} \sum_{i=1}^{n} u_{x_{i}} \cos \left(n, x_{i}\right) d S=0 .
$$

Set

$$
E(\tau)=\frac{1}{2} \int_{\Omega_{\tau}}\left(u_{t}^{2}+|\nabla u|^{2}\right)(x, \tau) d x .
$$

It is not difficult to verify that

$$
\begin{aligned}
\frac{d E(\tau)}{d \tau}= & \frac{1}{2} \int_{\Omega_{r}} \frac{\partial}{\partial \tau}\left(u_{t}^{2}+|\nabla u|^{2}\right)(x, \tau) d x \\
& -\frac{1}{2} \int_{\partial \Omega_{\tau}}\left(u_{t}^{2}+|\nabla u|^{2}\right)(x, \tau) d S
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\frac{d E(\tau)}{d \tau} & =-\frac{1}{2} \int_{\partial \Omega_{r}}\left(u_{t}^{2}+|\nabla u|^{2}-2 u_{t} \sum_{i=1}^{n} u_{x_{i}} \cos \left(n, x_{i}\right)\right) d S \\
& =-\frac{1}{2} \int_{\partial \Omega_{r}} \sum_{i=1}^{n}\left(u_{t} \cos \left(n, x_{i}\right)-u_{x_{i}}\right)^{2} d S \leq 0, \quad \forall 0<\tau<t_{0} .
\end{aligned}
$$

It is clear that $E(0)=0$. Hence

$$
E(\tau)=0, \quad \forall 0 \leq \tau \leq t_{0} .
$$

This implies that

$$
u=0 \quad \text { in } D .
$$

## 6410

Let $u(x, t)$ be a solution of the Cauchy problem

$$
\begin{aligned}
& u_{t t}=\Delta u \quad\left(x \in \mathbb{R}^{3}, t>0\right) \\
& u(x, 0)=f(x), \quad u_{t}(x, 0)=g(x)
\end{aligned}
$$

Assume that $f, g \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$.
Prove that if

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{s}} u^{2} d x=0
$$

then

$$
\int_{\mathbf{R}^{s}} g d x=0
$$

(Indiana)

## Solution.

Let $R>0$ such that

$$
\operatorname{supp} f, \operatorname{supp} g \subset B_{R}=\left\{x \in \mathbb{R}^{3},|x|<R\right\}
$$

It is not difficult to verify that

$$
\operatorname{supp} u(\cdot, t) \subset\left\{x \in \mathbb{R}^{3}, t-R<|x|<t+R\right\}
$$

for any $t>R$.
By using Green's formula, we get the following equality from the equation

$$
\int_{\mathbb{R}^{s}} u_{t t} d x=\int_{\mathbb{R}^{s}} \Delta u d x=0
$$

Therefore, we have

$$
\begin{gathered}
\frac{d}{d t} \int_{\mathbb{R}^{s}} u_{\boldsymbol{t}} d x=0 \\
\int_{\mathbb{R}^{\mathbf{s}}} u_{t} d x=\int_{\mathbb{R}^{\mathbf{s}}} g d x
\end{gathered}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{s}} u d x=\int_{\mathbb{R}^{s}} f d x+t \int_{\mathbb{R}^{s}} g d x \tag{1}
\end{equation*}
$$

by the initial conditions.
In the other side, by Cauchy inequality it follows that

$$
\begin{align*}
\int_{\mathbb{R}^{s}} u d x & \leq\left(\int_{\mathbb{R}^{3}} u^{2} d x\right)^{\frac{1}{2}}\left(\int_{t-R<|x|<t+\mathbb{R}} d x\right)^{1 / 2} \\
& =\left(\frac{8}{3} \pi R\right)^{\frac{1}{2}}\left(3 t^{2}+R^{2}\right)^{\frac{1}{2}}\|u\|_{L^{2}\left(\mathbb{R}^{s}\right)} \tag{2}
\end{align*}
$$

for any $t>R$. This contradicts (1) provided that

$$
\int_{\mathbb{R}^{3}} g d x \neq 0
$$

## 6411

Consider the solution of the wave equation

$$
u_{t t}=\Delta u \quad\left(x \in \mathbb{R}^{3}, t>0\right)
$$

with data $u(x, 0)=0, u_{t}(x, 0)=\psi(x) \in C_{0}^{\infty}$.
a) Use Fourier transform to show that there is a positive constant $c$ such that

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{3}} u^{2} d x=c
$$

b) Show that there is a positive constant $C_{1}$ such that

$$
t \cdot \max _{x}|u| \geq C_{1}
$$

for all sufficiently large $t$.
(Indiana)

## Solution.

a) Let $\widehat{u}$ denote the Fourier transform of $u$ with respect to the variable $x=\left(x_{1}, \cdots, x_{n}\right)$. By taking the Fourier transforms of the wave equation and the initial conditions, we can get

$$
\widehat{u}(\xi)=\frac{|\widehat{\psi}(\xi)|}{|\xi|} \sin (|\xi| t) .
$$

Therefore

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} u^{2}(x, t) d x= & (2 \pi)^{-3} \int_{\mathbb{R}^{3}}|\widehat{u}(\xi, t)|^{2} d \xi \\
= & (2 \pi)^{-3} \int_{\mathbb{R}^{3}}|\widehat{\psi}(\xi)|^{2} \frac{\sin ^{2}(|\xi| t)}{|\xi|^{2}} d \xi \\
= & \frac{1}{2(2 \pi)^{3}} \int_{\mathbb{R}^{s}}|\xi|^{-2}|\widehat{\psi}(\xi)|^{2} d \xi \\
& -\frac{1}{2(2 \pi)^{3}} \int_{\mathbb{R}^{3}}|\xi|^{-2}|\widehat{\psi}(\xi)|^{2} \cos (2(|\xi| t) d \xi
\end{aligned}
$$

Noting

$$
|\xi|^{-2}|\widehat{\psi}(\xi)|^{2} \in L^{1}\left(\mathbb{R}^{3}\right)
$$

we have

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{3}}|\xi|^{-2}|\widehat{\psi}(\xi)|^{2} \cos (2|\xi| t) d \xi=0
$$

Then we get

$$
\lim _{t \rightarrow \infty} \int_{\mathbb{R}^{s}} u^{2}(x, t)=c
$$

where

$$
c=\frac{1}{2(2 \pi)^{3}} \int_{\mathbb{R}^{3}}|\xi|^{-2}|\widehat{\psi}(\xi)|^{2} d \xi>0
$$

if $\psi \not \equiv 0$.
b) Let $\Omega(t)$ be the support of $u(x, t)$ with respect to the variable $x=$ $\left(x_{1}, x_{1}, x_{3}\right)$ for $t>0$. If the conclusion is false, then there exists a sequence $\left\{t_{n}\right\}$ such that

$$
t_{n} \rightarrow \infty, \quad \text { as } n \rightarrow \infty
$$

and

$$
t_{n} \cdot \max _{x}\left|u\left(x, t_{n}\right)\right|<\left|\Omega\left(t_{n}\right)\right|^{-\frac{1}{2}}
$$

This gives

$$
\left|u\left(x, t_{n}\right)\right| \leq\left|\Omega\left(t_{n}\right)\right|^{-\frac{1}{2}} t_{n}^{-1}
$$

Then we have

$$
\begin{aligned}
\int_{\mathbb{R}^{\mathbf{s}}} u^{2}\left(x, t_{n}\right) d x & \leq \int_{\Omega\left(t_{n}\right)}\left|\Omega\left(t_{n}\right)\right|^{-1} t_{n}^{-2} d x \\
& =t_{n}^{-2} \rightarrow 0, \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

This contradicts (a). The proof of (b) is completed.

## 6412

Consider the Cauchy problem for the wave equation

$$
\begin{aligned}
& u_{t t}-\Delta u=0 \quad\left(x \in \mathbb{R}^{n}, t>0\right) \\
& u(x, 0)=\phi(x), \quad u_{t}(x, 0)=\psi(x) .
\end{aligned}
$$

a) Let $n=3 ; \phi, \psi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$. Let $\theta<1$. Determine the large time behavior of the integral

$$
\int_{|x| \leq \theta t} u^{4}(x, t) d x
$$

b) Let $n=2, \phi \equiv 0, \psi \in C_{0}^{\infty}\left(R^{2}\right)$. Show that for any $\theta<1$, we have

$$
\sup _{|x| \leq \theta t}|u(x, t)|=O\left(t^{-1}\right) \quad \text { as } t \rightarrow \infty
$$

(Indiana)

## Solution.

a) Assume that $R>0$ is so large that

$$
\operatorname{supp} \phi \cup \operatorname{supp} \psi \subset\left\{x \in \mathbb{R}^{3},|x|<R\right\}
$$

From the Huygens's principle for the 3-dimensional wave eauation, we conclude that if $t>R$ and

$$
|x|<t-R
$$

then

$$
u(x, t)=0 .
$$

Therefore, when $t>\frac{R}{1-\theta}$, it holds that

$$
u(x, t)=0, \quad \forall|x|<\theta t
$$

which implies that

$$
\int_{|x| \leq \theta t} u^{4}(x, t) d x=0, \quad \text { when } t>\frac{R}{1-\theta}
$$

b) From the Poisson's formula, the solution to the 2-dimensional problem is given by

$$
u\left(x_{1}, x_{2}, t\right)=\frac{1}{2 \pi} \int_{|y-x| \leq t} \frac{\psi\left(y_{1}, y_{2}\right)}{\sqrt{t^{2}-|y-x|^{2}}} d y
$$

Let $R>0$ be so large that

$$
\operatorname{supp} \psi \subset\left\{x \in \mathbb{R}^{2},|x|<R\right\} .
$$

When $t>\frac{R}{1-\theta}$, it is clear that if $|x| \leq \theta t$ and $|y| \leq R$ then

$$
|y-x| \leq \theta t+R
$$

and

$$
\sqrt{t^{2}-|y-x|^{2}} \geq \sqrt{t^{2}-(\theta t+R)^{2}}
$$

Therefore, we have

$$
\begin{aligned}
\left|u\left(x_{1}, x_{2}, t\right)\right| & \leq \frac{1}{2 \pi} \int_{|y| \leq R} \frac{\left|\psi\left(y_{1}, y_{2}\right)\right|}{\sqrt{t^{2}-(\theta t+R)^{2}}} d y \\
& \leq \frac{C}{\sqrt{t^{2}-(\theta t+R)^{2}}}, \quad \forall t>\frac{R}{1-\theta},|x| \leq \theta t
\end{aligned}
$$

where $C$ is a constant. The proof is completed.

## 6413

The linear transport equation is following PDE for a scalar function $f$ of seven variables $x, v, t\left(x \in \mathbb{R}^{3}, v \in \mathbb{R}^{3}, t \in \mathbb{R}_{+}^{1}\right)$ :

$$
f_{t}+v \cdot \nabla_{x} f=0
$$

Consider the initial-value problem for this; i.e., let

$$
f(x, v, 0)=\stackrel{\circ}{f}(x, v) ; \quad \stackrel{\circ}{f} \text { given, } \stackrel{\circ}{f} \in C^{1} .
$$

a) Show that, if $\stackrel{0}{f} \geq 0$ for all $x, v$, then the same is true for $f$ at all later times.
b) Define the local density $\rho$ by

$$
\rho(x, t)=\int_{\mathbb{R}^{s}} f(x, v, t) d v .
$$

Suppose that $0 \leq i f(x, v) \leq h(x)$, where $h \in L^{\mathbf{1}}\left(\mathbb{R}^{\mathbf{3}}\right)$. Show that

$$
\sup _{x} \rho=O\left(t^{-3}\right) \quad \text { as } t \rightarrow \infty .
$$

## Solution.

a) The characteristic curves of the equation are defined by

$$
\frac{d x}{d t}=v
$$

and along which it holds that

$$
\begin{equation*}
\frac{d f}{d t}=0 . \tag{1}
\end{equation*}
$$

Therefore, the forward characteristic curve departing from $t=0, x=\alpha$ is

$$
\begin{equation*}
x=\alpha+t v . \tag{2}
\end{equation*}
$$

From (1) and (2), we get the solution to the initial-value problem

$$
\begin{equation*}
f(x, v, t)=\stackrel{\circ}{f}(x-t v, v) . \tag{3}
\end{equation*}
$$

It is clear that $f \geq 0$ if $\stackrel{0}{f} \geq 0$.
b) From (3), we have

$$
\begin{aligned}
\rho & =\int_{\mathbb{R}^{3}} f(x, v, t) d v \\
& =\int_{\mathbb{R}^{3}} f(x-t v, v) d v \\
& \leq \int_{\mathbb{R}^{3}} h(x-t v) d v \\
& =\frac{1}{t^{3}} \int_{\mathbb{R}^{3}} h(u) d u
\end{aligned}
$$

This completes the proof.

6414

Solve the Cauchy problem

$$
\begin{aligned}
& x u_{x}+y u u_{y}=-x y \quad(x>0) \\
& u=5 \quad \text { on } x y=1
\end{aligned}
$$

if a solution exists.

## Solution.

The system of the characteristic equations for the problem is given by

$$
\frac{d x}{d s}=x, \quad \frac{d y}{d s}=y u, \quad \frac{d u}{d s}=-x y
$$

with the initial conditions

$$
s=0: x=\alpha, \quad y=\frac{1}{\alpha}, \quad u=5
$$

From the above Cauchy problem, we have immediately

$$
x=\alpha e^{s}
$$

and

$$
u \frac{d u}{d s}=-\alpha e^{s} \frac{d u}{d s}=-\frac{d}{d s}\left(\alpha e^{s} y+u\right)
$$

This implies that

$$
\frac{1}{2} u^{2}+u+x y=C
$$

where $C$ is a constant. The initial data gives $C=\frac{37}{2}$. Then we obtain immediately

$$
u=-1+\sqrt{38-2 x y}
$$

## 6415

Compute an explicit solution $u(x, t)$ to the initial-value problem

$$
\begin{aligned}
& u_{t}+\left(u_{x}\right)^{2}=0 \\
& u(x, 0)=x^{2}
\end{aligned}
$$

## Solution.

Set $v=u_{x}$. Differentiating the equation and the initial condition with respect to $x$, we get

$$
\begin{align*}
& v_{t}+2 v v_{x}=0 \\
& v(x, 0)=2 x \tag{1}
\end{align*}
$$

The characteristic curve of the quasilinear equation (1) is given by

$$
\frac{d x}{d t}=2 v
$$

along which it holds that

$$
\frac{d v}{d t}=0
$$

From the above characteristic equations, we can obtain immediately

$$
v=\frac{2 x}{4 t+1}
$$

Hence

$$
u=\frac{x^{2}}{4 t+1}
$$

## 6416

Solve the following initial value problem.

$$
\begin{aligned}
& u_{t}+u u_{x}=0, \quad x \in \mathbb{R}, t>0 \\
& u(x, 0)= \begin{cases}1, & x<0 \\
1-x, & 0 \leq x \leq 1 \\
0, & x>1\end{cases}
\end{aligned}
$$

Show that the continuous solution exists only for a finite time, and find the discontinuous entropy solution, giving explicitly the discontinuity curve and the Rankine-Hugoniot jump condition along it.

## Solution.

The characteristic curve departing from $t=0, x=\beta$ is given by

$$
\begin{equation*}
\frac{d x}{d t}=u, \quad t=0: x=\beta \tag{1}
\end{equation*}
$$

along which $u$ is a constant, i.e.,

$$
\begin{equation*}
\frac{d u}{d t}=0, \quad t=0: u=u^{0}(\beta) \tag{2}
\end{equation*}
$$

where $u^{0}(x)=u(x, 0)$. From (1) and (2), we have

$$
x=u^{0}(\beta) t+\beta, \quad u=u^{0}(\beta)
$$

and

$$
\begin{aligned}
& x= \begin{cases}t+\beta, & \beta<0 \\
(1-\beta) t+\beta, & 0 \leq \beta \leq 1 \\
\beta, & \beta>1\end{cases} \\
& u= \begin{cases}1, & \beta<0 \\
1-\beta, & 0 \leq \beta \leq 1 \\
0, & \beta>1\end{cases}
\end{aligned}
$$

For $0<t<1,0 \leq \beta \leq 1$, we have

$$
\beta=\frac{x-t}{1-t}
$$

and hence

$$
u=1-\frac{x-t}{1-t}=\frac{1-x}{1-t}
$$

Therefore we get the continuous solution to the problem

$$
u= \begin{cases}1, & x<t \\ \frac{1-x}{1-t}, & t \leq x \leq 1 \\ 0, & x>1\end{cases}
$$

for $0 \leq t<1$ (see Fig.6.2).


Fig.6.2
When $t=1$, the continuous solution to the problem blows up.
For $t \geq 1$, the Rankine-Hugoniot condition along the discontinuous curve is given by

$$
\left(u_{+}-u_{-}\right) \frac{d x}{d t}-\left(\frac{u_{+}^{2}}{2}-\frac{u_{-}^{2}}{2}\right)=0
$$

i.e.,

$$
\frac{d x}{d t}=\frac{1}{2}\left(u_{+}+u_{-}\right)
$$

Noting $u_{+}=0, u_{-}=1$, we have

$$
\frac{d x}{d t}=\frac{1}{2}
$$

Therefore, the discontinuous curve is

$$
x=\frac{1}{2}(t+1), \quad t \geq 1
$$

and the entropy solution to the problem is given by

$$
u= \begin{cases}1, & x<\frac{1}{2}(t+1) \\ 0, & x>\frac{1}{2}(t+1)\end{cases}
$$

## 6417

a. Let $u(x, t)$ be a smooth solution of

$$
\frac{\partial u}{\partial t}+a(x, u) \frac{\partial u}{\partial x}-b u=0 \quad \text { for } 0<t<T
$$

where $b$ is a constant and $a$ is smooth. Show that if

$$
\alpha \leq u(x, 0) \leq \beta \quad \text { for all } x
$$

then

$$
\alpha e^{b t} \leq u(x, t) \leq \beta e^{b t}
$$

for all $x$ and all $t \in(0, T)$.
b) Let $u(x, t)$ be smooth solution of

$$
\begin{aligned}
& \frac{\partial u}{\partial t}+a(u) \frac{\partial u}{\partial x}=0 \quad \text { for } 0<t<T \\
& u(x, 0)=u_{0}(x)
\end{aligned}
$$

where $u_{0}$ and $a$ are smooth. Show that, if $x(t, y)$ is the characteristic through $(y, 0)$, then

$$
u_{x}(x(t, y), t)=\frac{u_{x}(y, 0)}{\left(\left.\frac{d}{d x} a\left(u_{0}(x)\right)\right|_{x=y}\right) t+1}
$$

i) Use this to compute the largest $T$ for which a smooth solution can exist up to time $T$.
ii) Show that, if $0 \leq t_{1}<t_{2}<T$, then

$$
\int_{-\infty}^{\infty}\left|u_{x}\left(x, t_{2}\right)\right| d x=\int_{-\infty}^{\infty}\left|u_{x}\left(x, t_{1}\right)\right| d x
$$

## Solution.

a) Let $u=e^{b t} v$. Then $v$ satisfies the following equation

$$
\frac{\partial v}{\partial t}+a\left(x, e^{b t} v\right) \frac{\partial v}{\partial x}=0
$$

The solution $v$ maintains a constant along a characteristic of the above equation, defined by the equation

$$
\frac{d x}{d t}=a\left(x, e^{b t} v\right)
$$

Therefore, it holds that

$$
\inf _{x} v(x, 0) \leq v(x, t) \leq \sup _{x} v(x, 0)
$$

This gives the estimation in the problem immediately.
b) $u(x, t)$ is a constant along the characteristic $x=x(t, y)$. Hence

$$
u(x(t, y), t)=u_{0}(y) \quad \forall t \in(0, T) .
$$

Differertiating above equality with respect to $y$, we have

$$
u_{x}(x(t, y), t) \frac{\partial}{\partial y} x(t, y)=u_{0}^{\prime}(y) \quad \forall t \in(0, T) .
$$

The characteristic $x(t, y)$ through ( $y, 0$ ) is given by the following Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} x(t, y)=a\left(u_{0}(y)\right) \\
x(0, y)=y .
\end{array}\right.
$$

Differentiating this problem with respect to $y$, we get

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t}\left(\frac{\partial}{\partial y} x(t, y)\right)=a^{\prime}\left(u_{0}(y)\right) u_{0}^{\prime}(y) \\
\frac{\partial}{\partial y} x(0, y)=1
\end{array}\right.
$$

Then it follows from above problem that

$$
\frac{\partial}{\partial y} x(t, y)=a^{\prime}\left(u_{0}(y)\right) u_{0}^{\prime}(y) t+1
$$

Therefore, we have

$$
u_{x}(x(t, y), t)=\frac{u_{0}^{\prime}(y)}{a^{\prime}\left(u_{0}(y)\right) u_{0}^{\prime}(y) t+1} .
$$

This is just that we want to show.
i) Let $m=\inf _{y} a^{\prime}\left(u_{0}(y)\right) u_{0}^{\prime}(y)$. From the above expression, we can get the following conclusions easily.

If $m \geq 0$, the Cauchy problem admits a global smooth solution in $(0, \infty)$;

If $-\infty<m<0$, the largest $T$ for which the problem admits a smooth solution in $(0, T)$ is given by

$$
m T+1=0 .
$$

ii) For any fixed $t \in(0, T)$, by the change of variables $x=x(t, y)$ in the integral, we have

$$
\int_{-\infty}^{\infty}\left|u_{x}(x, t)\right| d x=\int_{-\infty}^{\infty}\left|u_{x}(x(t, y), t)\right| \frac{\partial}{\partial y} x(t, y) d y .
$$

Taking the expressions of $u_{x}(x(t, y), t)$ and $\frac{\partial}{\partial y} x(t, y)$ into account, we obtain

$$
\int_{-\infty}^{\infty}\left|u_{x}(x, t)\right| d x=\int_{-\infty}^{\infty}\left|u_{0}^{\prime}(y)\right| d y .
$$

This completes the proof of the problem.

## 6418

(Uniqueness of weak solutions) Consider the Cauchy problem

$$
\begin{cases}u_{t}+u_{x}=0, & \text { on } \mathbb{R} \times[0, T]  \tag{2}\\ u(x, 0)=u_{0}(x), & \text { on } \mathbb{R} \times\{0\}\end{cases}
$$

A function $u \in L^{p}(\mathbb{R} \times[0, T])$ is defined to be a weak solution of (2) iff

$$
\begin{align*}
& \int_{0}^{T} \int_{-\infty}^{+\infty} u(y, s)\left(-\phi_{t}(y, s)-\phi_{x}(y, s)\right) d y d s \\
& +\int_{-\infty}^{\infty} u_{0}(y) \phi(y, 0) d y=0 \tag{2'}
\end{align*}
$$

for all test functions $\phi(x, t) \in C^{\infty}(\boldsymbol{R} \times[0, T])$ which are compactly supported and vanish on $\{t=T\}$.

If $u_{0}(x) \equiv 0$, prove that the only $L^{p}$ solution of ( $\left.2^{\prime}\right)$ is $u \equiv 0$.
(Indiana)

## Solution.

Consider the following Cauchy problem:

$$
\begin{cases}\phi_{t}+\phi_{x}=f(t, x), & \text { on } \mathbb{R} \times[0, T], \\ \phi(x, T)=0, & \text { on } \mathbb{R} \times\{T\},\end{cases}
$$

where $f \in C^{\infty}(\mathbb{R} \times[0, T])$ with a compact support.
It is not difficult to show that the above Cauchy problem admits a solution $\phi \in C^{\infty}(\boldsymbol{R} \times[0, T])$ which is compactly supported. Therefore, we have

$$
\begin{equation*}
\int_{0}^{T} \int_{-\infty}^{+\infty} u(y, s) f(y, s) d y d s=0 \tag{*}
\end{equation*}
$$

for all function $f \in C^{\infty}(\mathbb{R} \times[0, T])$ with a compact support, provided $u_{0}(x) \equiv$ 0 . As the space $C_{0}^{\infty}(\mathbb{R} \times[0, T])$, consisting of all $C^{\infty}$-functions with compact support in $\mathbb{R} \times[0, T]$, is dense in $L^{q}(\mathbb{R} \times[0, T])$, where $q=p /(p-1)$, the equality $(*)$ is valid for all functions $f \in L^{q}(\mathbb{R} \times[0, T])$. Hence we have $u \equiv 0$.

## 6419

Consider the Cauchy problem for a function $u=u(x, t)$, where $x \in \mathbb{R}$ and $t>0$.

$$
\left\{\begin{array}{l}
u_{t}+a(x, t) u_{x}=b(x, t) \\
u(x, 0)=u_{0}(x) \in C(\mathbb{R})
\end{array}\right.
$$

a) Show that if $b \equiv 0$, then $T V(u(\cdot, t)) \leq T V\left(u_{0}(\cdot)\right)$ for each $t>0$ (where $T V=$ "total variation").
b) Show that when $b \not \equiv 0$, one still has the bound

$$
T V(u(\cdot, t)) \leq T V\left(u_{0}\right)+\int_{0}^{t} T V(b(\cdot, s)) d s
$$

(Indiana)

## Solution.

The characterstic curves of the equation are given by the equation

$$
\frac{d x}{d t}=a(x, t)
$$

along which the solutions to the equation satisfy

$$
\frac{d u}{d t}=b(x, t)
$$

a) Suppose that $b \equiv 0$. Then $u$ is a constant along a characteristic curve. We divide the line $t=\tau$ into subintervals by the points $\cdots, x_{-n}, \cdots, x_{-1}, x_{0}$, $x_{1}, \cdots, x_{n}, \cdots$. Suppose that the backward characteristic curve through ( $x_{i}, \tau$ ) meets the line $t=0$ at $\left(\xi_{i}, 0\right)(i=\cdots,-n, \cdots,-1,0,1, \cdots, n, \cdots)$. Then we have

$$
u\left(x_{i}, \tau\right)=u_{0}\left(\xi_{i}\right)
$$

and

$$
\sum_{i=-\infty}^{+\infty}\left|u\left(x_{i+1}, \tau\right)-u\left(x_{i}, \tau\right)\right|=\sum_{i=-\infty}^{+\infty}\left|u_{0}\left(\xi_{i+1}\right)-u_{0}\left(\xi_{i}\right)\right|
$$

Therefore, we get

$$
T V(u(\cdot, \tau)) \leq T V\left(u_{0}(\cdot)\right), \quad \forall \tau>0
$$

b) Let $\left\{x_{i}\right\}$ and $\left\{\xi_{i}\right\}$ be given as in a). When $b \not \equiv 0$, we have

$$
u\left(x_{i}, \tau\right)=u_{0}\left(\xi_{i}\right)+\int_{0}^{\tau} b\left(\widetilde{x}_{i}(s), s\right) d s
$$

where by $x=\widetilde{x}_{i}(t)$ we denote the characteristic curve through $\left(x_{i}, \tau\right)$. From the above inequalities, we get

$$
\begin{aligned}
& \sum_{i=-\infty}^{+\infty}\left|u\left(x_{i+1}, \tau\right)-u\left(x_{i}, \tau\right)\right| \\
\leq & \sum_{i=-\infty}^{+\infty}\left|u_{0}\left(\xi_{i+1}\right)-u_{0}\left(\xi_{i}\right)\right|+\int_{0}^{\tau} \sum_{i=-\infty}^{+\infty}\left|b\left(\widetilde{x}_{i+1}(s), s\right)-b\left(\widetilde{x}_{i}(s), s\right)\right| d s \\
\leq & T V\left(u_{0}\right)+\int_{0}^{\tau} T V(b(\cdot, s)) d s
\end{aligned}
$$

Then we can complete the proof easily.
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