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Preface

Inequalities play an important role in almost all branches of mathematics as well
as in other areas of science. The basic work “Inequalities” by Hardy, Littlewood
and Pólya appeared in 1934 and the books “Inequalities” by Beckenbach and
Bellman published in 1961 and “Analytic Inequalities” by Mitrinovi ć published
in 1970 made considerable contributions to this field and supplied motivations,
ideas, techniques and applications. Since 1934 an enormous amount of effort has
been devoted to the discovery of new types of inequalities and to the application of
inequalities in many parts of analysis. The usefulness of mathematical inequalities
is felt from the very beginning and is now widely acknowledged as one of the
major driving forces behind the development of modern real analysis.

The theory of inequalities is in aprocess of continuous development state
and inequalities have become very effective and powerful tools for studying a
wide range of problems in various branches of mathematics. This theory in re-
cent years has attracted the attention of a large number of researchers, stimulated
new research directions and influenced various aspects of mathematical analysis
and applications. Among the many types of inequalities, those associated with the
names of Jensen, Hadamard, Hilbert, Hardy, Opial, Poincaré, Sobolev, Levin and
Lyapunov have deep roots and made a great impact on various branches of math-
ematics. The last few decades have witnessed important advances related to these
inequalities that remain active areas of research and have grown into substantial
fields of research with many important applications. The development of the the-
ory related to these inequalities resulted in a renewal of interest in the field and
has attracted interest from many researchers. A host of new results have appeared
in the literature.

The present monograph provides a systematic study of some of the most fa-
mous and fundamental inequalities originated by the above mentioned mathemati-
cians and brings together the latest, interesting developments in this important
research area under a unified framework. Most of the results contained here are
only recently discovered and are still scattered over a large number of nonspecial-
ist periodicals. The choice of material covers some of the most important results

vii



viii Preface

in the field which have had a great impact on many branches of mathematics.
This work will be of interest to mathematical analysts, pure and applied mathe-
maticians, physicists, engineers, computer scientists and other areas of science.
For researchers working in these areas, it will be a valuable source of reference
and inspiration. It could also be used as a text for an advanced graduate course.

The author acknowledges with great pleasure his gratitude for the fine cooper-
ation and assistance provided by the staff of the book production department of
Elsevier Science. I also express deep appreciation to my family members for their
encouragement, understanding and patience during the writing of this book.

B.G. Pachpatte
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Introduction

The usefulness of mathematical inequalities in the development of various
branches of mathematics as well as in other areas of science is well established
in the past several years. The major achievements of mathematical analysis from
Newton and Euler to modern applications of mathematics in physical sciences,
engineering, and other areas have exerted a profound influence on mathematical
inequalities. The development of mathematical analysis is crucially dependent on
the unimpeded flow of information between theoretical mathematicians looking
for applications and mathematicians working in applications who need theory,
mathematical models and methods. Twentieth century mathematics has recog-
nized the power of mathematical inequalities which has given rise to a large
number of new results and problems and has led to new areas of mathematics.
In the wake of these developments has come not only a new mathematics but a
fresh outlook, and along with this, simple new proofs of difficult results.

The classic work “Inequalities” by Hardy, Littlewood and Pólya appeared in
1934 and earned its place as a basic reference for mathematicians. This book is
the first devoted solely to the subject of inequalities and is a useful guide to this
exciting field. The reader can find therein a large variety of classical and new
inequalities, problems, results, methods of proof and applications. The work is
one of the classics of the century and has had much influence on research in
several branches of analysis. It has been an essential source book for those in-
terested in mathematical problems in analysis. The work has been supplemented
with “ Inequalities” by Beckenbach and Bellman written in 1965 and “Analytic
Inequalities” by Mitrinovi ć published in 1970, which made considerable contri-
butions to this field. These books provide handy references for the reader wishing
to explore the topic in depth and show that the theory of inequalities has been
established as a viable field of research.

The last century bears witness to a tremendous flow of outstanding results
in the field of inequalities, which are partly inspired by the aforementioned
monographs, and probably even more so by the challenge of research in various
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2 Introduction

branches of mathematics. The subject has received tremendous impetus from out-
side of mathematics from such diverse fields as mathematical economics, game
theory, mathematical programming, control theory, variational methods, oper-
ation research, probability and statistics. The theory of inequalities has been
recognized as one of the central areas of mathematical analysis throughout the
last century and it is a fast growing discipline, with ever-increasing applications
in many scientific fields. This growth resulted in the appearance of the theory of
inequalities as an independent domain of mathematical analysis.

The Hölder inequality, the Minkowski inequality, and the arithmetic mean and
geometric mean inequality have played dominant roles in the theory of inequal-
ities. These and many other fundamental inequalities are now in common use
and, therefore, it is not surprising that numerous studies related to these areas
have been made in order to achieve a diversity of desired goals. Over the past
decades, the theory of inequalities has developed rapidly and unexpected results
were found, along with simpler new proofs for existing results, and, consequently,
new vistas for research opened up. In recent years the subject has evoked consid-
erable interest from many mathematicians, and a large number of new results has
been investigated in the literature. It is recognized that in general some specific
inequalities provide a useful and important device in the development of different
branches of mathematics. We shall begin our consideration of results with some
important inequalities which find applications in many parts of analysis.

The history of convex functions is very long. The beginning can be traced back
to the end of the nineteenth century. Its roots can be found in the fundamental
contributions of O. Hölder (1889), O. Stolz (1893) and J. Hadamard (1893). At
the beginning of the last century J.L.W.V. Jensen (1905, 1906) first realized the
importance and undertook a systematic study of convex functions. In the years
thereafter this research resulted in the appearance of the theory of convex func-
tions as an independent domain of mathematical analysis.

In 1889, Hölder [151] proved that iff ′′(x) � 0, thenf satisfied what later
came to be known as Jensen’s inequality. In 1893, Stolz [412] (see [390,391])
proved that iff is continuous on[a, b] and satisfies

f

(
x + y

2

)
� 1

2

[
f (x) + f (y)

]
, (1)

thenf has left and right derivatives at each point of(a, b). In 1893, Hadamard
[134] obtained a basic integral inequality for convex functions that have an in-
creasing derivative on[a, b]. In his pioneering work, Jensen [164,165] used (1)
to define convex functions and discovered the great importance and perspective
of these functions. Since then such functions have been studied more extensively,
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and a good exposition of the results has been given in the book “Convex Func-
tions” by A.W. Roberts and D.E. Varberg [397].

Among many important results discovered in his basic work [164,165] Jensen
proved one of the fundamental inequalities of analysis which reads as follows.

Let f be a convex function in the Jensen sense on[a, b]. For any points
x1, . . . , xn in [a, b] and any rational nonnegative numbersr1, . . . , rn such that
r1 + · · · + rn = 1, we have

f

(
n∑

i=1

rixi

)
�

n∑
i=1

rif (xi). (2)

Inequality (2) is now known in the literature as Jensen’s inequality. It is one
of the most important inequalities for convex functions and has been extended
and refined in several different directions using different principles or devices.
The fundamental work of Jensen was the starting point for the foundation work in
convex functions and can be cited as anticipation what was to come. The general
theory of convex functions is the origin of powerful tools for the study of prob-
lems in analysis. Inequalities involving convex functions are the most efficient
tools in the development of several branches of mathematics and has been given
considerable attention in the literature.

One of the most celebrated results about convex functions is the following
fundamental inequality.

Let f : [a, b] → R be a convex function, whereR denotes the set of real num-
bers. Then the following inequality holds

f

(
a + b

2

)
� 1

b − a

∫ b

a

f (x)dx � f (a) + f (b)

2
. (3)

Inequality (3) is now known in the literature as Hadamard’s inequality. The
left-hand side of (3), proved in 1893 by Hadamard [134] before convex func-
tions had been formally introduced, for functionsf with f ′ increasing on[a, b],
is sometimes called the Hadamard inequality and the right-hand side is known
as the “Jensen inequality” or vice versa. There are also papers which attribute
inequality (3) completely to Hadamard.

In view of the repeated mentioning of the inequality given in (3), it will be
referred to it as to the “Hadamard inequality”. In 1985, Mitrinović and Lackovíc
[212] pointed out that the inequalities in (3) are due to C. Hermite who obtained
them in 1883, ten years before Hadamard. Inequalities of the form (3) not only
are of interest in their own right but also have important applications in vari-
ous branches of mathematics. The last few decades have witnessed important
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advances related to inequalities (2) and (3) and numerous variants, generaliza-
tions and extensions of these inequalities have appeared in the literature.

One of the many fundamental and remarkable mathematical discoveries of
D. Hilbert is the following inequality (see [141, p. 226]).

If p > 1, p′ = p/(p − 1) and
∑

a
p
n � A,

∑
b

p
n � B, the summations running

from 1 to∞, then

∑∑ ambn

m + n
� π

sin(π/p)
A1/pB1/p, (4)

unless the sequence{am} or {bn} is null.
The above result is known in the literature as Hilbert’s inequality or Hilbert’s

double series theorem. The integral analogue of Hilbert’s inequality can be stated
as follows (see [141, p. 226]).

If p > 1, p′ = p/(p − 1) and
∫∞

0 f p(x)dx � F ,
∫∞

0 gp′
(y)dy � G, then

∫ ∞

0

∫ ∞

0

f (x)g(y)

x + y
dx dy � π

sin(π/p)
F 1/pG1/p′

, (5)

unlessf ≡ 0 org ≡ 0.
The inequalities in (4) and (5) marked the beginning of a new era in the de-

velopment of the theory of inequalities, which, within a few decades, was very
successful and produced numerous variants, generalizations and applications.
This work was inspired by the great mathematician D. Hilbert (see [141, p. 226])
whose fundamental contributions to many areas of mathematics are well known.

In the course of attempts to simplify the proofs of inequalities (4) and (5) Hardy
[136] (see also [141, pp. 239–240]) discovered the following famous inequality.

If p > 1, an � 0, An = a1 + · · · + an, then

∞∑
n=1

(
An

n

)p

<

(
p

p − 1

)p ∞∑
n=1

a
p
n , (6)

unless all thean’s are zeros. The constant(p/(p − 1))p is the best possible.
The most celebrated result corresponding to the series inequality (6) for inte-

grals due to Hardy [136] is embodied in the following inequality.
If p > 1, f (x) � 0 andF(x) = ∫ x

0 f (t)dt , then

∫ ∞

0

(
F

x

)p

dx <

(
p

p − 1

)p ∫ ∞

0
f p dx, (7)

unlessf ≡ 0. The constant is the best possible.
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Inequality (6) or its integral analogue given in (7) is now known in the liter-
ature as Hardy’s inequality. Inequalities (6) and (7) are the most inspiring and
fundamental inequalities in mathematical analysis. A detailed account on earlier
developments related to inequalities (4)–(7) can be found in [141, Chapter IX].
Hardy’s inequalities given in (6) and (7) were the major influences in the further
development of the theory and applications of such inequalities. Since the appear-
ance of inequalities (6) and (7), a large number of papers has appeared in the
literature which deals with alternative proofs, various generalizations, extensions,
and applications of these inequalities.

In the past several years there has been considerable interest in the study of
integral inequalities involving functions and their derivatives. In 1960, Z. Opial
[231] published a remarkable paper which contains the following integral inequal-
ity.

Let y(x) be of classC1 on 0� x � h and satisfyy(0) = y(h) = 0 andy(x) > 0
in (0, h). Then the following inequality holds

∫ h

0

∣∣y(x)y′(x)
∣∣dx � h

4

∫ h

0

∣∣y′(x)
∣∣2 dx. (8)

The constanth4 is the best possible.
In the same year, C. Olech [230] published a note which deals with a sim-

ple proof of Opial’s inequality. Moreover, Olech showed that (8) is valid for any
function y(x) which is absolutely continuous on[0, h] and satisfies the bound-
ary conditionsy(0) = y(h) = 0. From Olech’s proof, it is clear that in order to
prove (8), it is sufficient to prove the following inequality.

Let y(t) be absolutely continuous on[0, h] andy(0) = 0. Then the following
inequality holds ∫ h

0

∣∣y(x)y′(x)
∣∣dx � h

2

∫ h

0

∣∣y′(x)
∣∣2 dx. (9)

The constanth2 is the best possible.
Inequality (8) is known in the literature as Opial’s inequality and it is one of the

most important and fundamental integral inequalities in the analysis of qualitative
properties of solutions of ordinary differential equations. Since the discovery of
Opial’s inequality in 1960 an enormous amount of work has been done, and many
papers which deal with new proofs, various generalizations, extensions and dis-
crete analogues have appeared in the literature; see [4] and the references cited
therein.

Motivated by a paper of H.A. Schwarz [404] published in 1885, in the
year 1894, H. Poincaré established [389] (see also [211, p. 142]) the following
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fundamental inequality∫ ∫
T

f 2(x, y)dx dy � 7σ 2

24

∫ ∫
T

[(
∂f

∂x

)2

+
(

∂f

∂y

)2]
dx dy, (10)

whereT is a convex region andf is a function such that
∫∫

T
f (x, y)dx dy = 0

andσ is the chord of that region.
In the same paper Poincaré gave an inequality analogues to (10) for a three-

dimensional region. In view of the importance of the inequalities of the form (10)
many authors have investigated different versions of the above inequality from
different view points. The most useful inequality analogous to (10) which is now
known in the literature as Poincaré inequality can be stated as follows.

If E is a bounded region in two or three dimensions andu is a sufficiently
smooth function which vanishes on the boundary∂E of E, then

λ

∫
E

u2 dA �
∫

E

|∇u|2 dA, (11)

whereλ denotes the smallest eigenvalue of the problem

∇2v + λv = 0 in E, v = 0 on∂E, (12)

where∇ = ( ∂
∂x1

, . . . , ∂
∂xn

).
It is recognized that Poincaré-type inequalities provide, in general, a useful

and important device in the study of qualitative as well as quantitative proper-
ties of solutions of partial differential equations. Because of their usefulness and
importance, Poincaré-type inequalities have attracted much attention and gener-
alizations to various aspects have been established in the literature. The discrete
analogues of Poincaré-type inequalities have gained increasing significance in the
last decades as is apparent from the large number of applications in the study of
finite difference equations. Especially, in view of wider applications, the inequali-
ties of the forms (10) and (11) have been generalized and sharpened from the very
day of their discovery.

One of the most celebrated results discovered by S.L. Sobolev [410] is the
following integral inequality (see [157, p. 101])∫ ∞

−∞

∫ ∞

−∞
u4 dx dy

� α

2

(∫ ∞

−∞

∫ ∞

−∞
u2 dx dy

)(∫ ∞

−∞

∫ ∞

−∞
|gradu|2 dx dy

)
, (13)

whereu(x, y) is any smooth function of compact support in two-dimensional
Euclidean spaceE2, |gradu|2 = | ∂u

∂x
|2 + | ∂u

∂y
|2 andα is a dimensionless constant.
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Inequality (13) is known as Sobolev’s inequality, although the same name is
used also for the above inequality inn-dimensional Euclidean space. Inequal-
ities of the forms (10), (11) and (13) or their variants have been applied with
considerable success to the study of problems in the theory of partial differen-
tial equations and have established the foundations of the finite element analysis.
There is vast literature which deals with various generalizations, extensions, and
variants of these inequalities and their applications; see [3,120,121] and refer-
ences therein.

It is well known that one of the important and effective techniques in the the-
ory of differential equations is the comparison method (see [416]). Inequalities
involving comparison of solutions of second-order differential equations provide
a major tool in the study of second-order differential equations. In particular, the
basic comparison results due to C. Sturm [414] (see also [145, pp. 334–336]) and
that of A.J. Levin [187] have played an important role in the study of several qual-
itative properties of the solutions of certain second-order differential equations.
These comparison results can be found in several classical books, see [145,416].

A useful tool for the study of the qualitative nature of solutions of ordinary
linear differential equations of the second order is the fact that ify(t) is a real-
valued, absolutely continuous function on[a, b] with y′(t) of integrable square
andy(a) = 0= y(b), then fors in (a, b) we have

∫ b

a

[
y′(t)

]2 dt � 4

b − a
y2(s). (14)

Moreover, ify(t) /≡ 0 on [a, b] the equality holds only ifs = (a + b)/2 and
y(t) ≡ y(s){1−|(2t −a −b)/(b −a)|}. In particular, with the aid of this inequal-
ity one may show that ifp(t) is a real-valued continuous function such that the
differential equation

y′′(t) + p(t)y(t) = 0 (15)

has a nonidentically vanishing real-valued solution possessing two distinct zeros
on [a, b], then ∫ b

a

p+(t)dt >
4

b − a
, (16)

wherep+(t) = max{p(t),0}, see [393–395].
Inequality (16) is due originally to Lyapunov [201] and it is known that the

constant equal to 4 in (16) cannot, in general, be replaced by a larger one. One
of the nice purposes of (16) is that a researcher may obtain a lower bound for
the distance between two consecutive zeros of a solution of (15) by means of an
integral measurement ofp. The importance of this famous result of Lyapunov for
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the study of differential equations has been recognized since its discovery and has
received extensive attention over the years, and a number of new Lyapunov-type
inequalities which are quite useful in the study of various classes of second-order
differential equations investigated in the literature.

The aforementioned inequalities play a fundamental role in different branches
of mathematics, and in recent years has attracted the attention of a large number of
researchers who are interested both in theory and in applications. The abundance
of applications is stimulating a rapid development of the theory of these inequal-
ities and, at present, this theory is one of the most rapidly developing areas of
mathematical analysis. Over the years, generalizations, extensions, refinements,
improvements, discretizations and new applications of these inequalities are con-
stantly being found by researchers in various branches of mathematics. Although
much progress in this field has been made in recent years, these results have not
been readily accessible to a wider audience until now. These new developments
has motivated the author to write a monograph devoted to the recent developments
related to these most important inequalities in mathematics.

A major problem for anyone attempting an exposition related to the above
inequalities is the vast extent of the literature. It would be neither easy nor par-
ticularly desirable to include everything that is known about these inequalities
between the covers of one book, so in this monograph an attempt has been made
to present a detailed account of the most inspiring and fundamental results re-
lated to the above inequalities which are mostly discovered over the most recent
years. A list of applications related to these inequalities is nearly endless, and
we are convinced that many new and beautiful applications are still waiting to be
revealed. A detailed and comprehensive account of typical applications, together
with a full bibliography, may be found in the various references given at the end.

This monograph consists of five chapters and an extensive list of references.
Chapter 1 deals with important inequalities involving convex functions which
find important applications in various branches of mathematics. It contains a de-
tailed study of a wide variety of inequalities related to the well-known Jensen
and Hadamard inequalities, that have recently entered the literature. Chapter 2
is devoted to a great variety of new and fundamental inequalities related to the
well-known Hardy and Hilbert inequalities recently investigated in the literature
and which will open up new vistas for further research in this field. Chapter 3
considers many new inequalities of the Opial type recently investigated in the lit-
erature and which involve functions of one or many independent variables and
which has proven to be important in the theory of ordinary and partial differential
equations. Chapter 4 presents a number of new inequalities related to the well-
known inequalities of Poincaré and Sobolev which finds important applications
in the study of partial differential equations and finite element analysis. Chapter 5
is concerned with basic inequalities developed in the literature related to the most
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important inequalities of Levin and Lyapunov which are useful in the study of
differential equations. It deals with a number of new generalizations, extensions,
and variants of the original Levin and Lyapunov inequalities. Each chapter ends
with miscellaneous inequalities for further study and notes on bibliographies.
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Chapter 1

Inequalities Involving Convex Functions

1.1 Introduction

The fundamental work of Jensen [164,165] in the years 1905, 1906 is the start-
ing point of the systematic study of convex functions. Even before Jensen, the
literature shows results which refer to convex functions. In fact the roots of such
functions can be found in the work of Hölder [151] in 1889 and Hadamard [134]
in 1893, although these roots were not explicitly specified in their works. As noted
by Popoviciu [390, p. 48], Stolz [412] is the first to introduce convex functions in
the year 1893. Starting from the pioneer papers of Jensen [164,165] there is re-
markable interest in the theory of convex functions and these ideas are at the core
of many problems in different branches of mathematics. Over the years several
new inequalities involving convex functions which have important applications
in various branches of mathematics have been developed. This chapter presents
some basic inequalities involving convex functions which find significant appli-
cations in mathematical analysis, applied mathematics, probability theory, and
various other branches of mathematics.

1.2 Jensen’s and Related Inequalities

Let I denote a suitable interval of the real lineR. A functionf : I → R is called
convex in the Jensen sense or J-convex or midconvex if

f

(
x + y

2

)
� f (x) + f (y)

2
(1.2.1)

for all x, y ∈ I . Jensen [164,165] is first to define a convex function by using
inequality (1.2.1) and to draw attention to their importance. A functionf : I → R

11
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is called convex if

f
(
λx + (1− λ)y

)
� λf (x) + (1− λ)f (y) (1.2.2)

for all x, y ∈ I andλ ∈ (0,1). It is called strictly convex provided that inequal-
ity (1.2.2) is strict forx �= y. If −f : I → R is convex, then we say thatf : I → R

is concave. Takingλ = 1/2 it shows that all functions satisfying (1.2.2) also
satisfy (1.2.1), but the definitions are not equivalent since there are functions dis-
continuous on an open interval that satisfy (1.2.1), while all functions that sat-
isfy (1.2.2) are continuous on open intervals. The definition of convex function
has very natural generalization to real-valued functions defined on an arbitrary
normed linear spaceL. We merely require that the domainU of f be convex.
This response assures that forx1, x2 ∈ U , α ∈ (0,1), f will always be defined at
αx1 + (1− α)x2. We then definef to be convex onU ⊆ L if

f
(
αx1 + (1− α)x2

)
� αf (x1) + (1− α)f (x2).

A detailed account on the various properties of convex functions can be found
in [211,384,397].

In this section we shall deal with Jensen’s and related inequalities involving
convex functions investigated by various authors over the years, which find sig-
nificant applications in various branches of mathematics.

We begin with Jensen’s inequality, which is one of the basic and most impor-
tant inequalities in mathematics.

THEOREM 1.2.1. Suppose that f is J-convex and I = [a, b]. For any points
x1, . . . , xn ∈ I and any rational nonnegative numbers, r1, . . . , rn such that
r1 + · · · + rn = 1, we have

f

(
n∑

i=1

rixi

)
�

n∑
i=1

rif (xi). (1.2.3)

PROOF.
Case 1. For n = 2 and r1 = r2 = 1/2, we have (1.2.1). Forri = 1/n,

i = 1, . . . , n, inequality (1.2.3) becomes

f

(
1

n

n∑
i=1

xi

)
� 1

n

n∑
i=1

f (xi). (1.2.4)
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First we prove (1.2.4) by using an idea of a proof from Pečaríc [370]. Suppose
that (1.2.4) is valid for allk, 2� k � n. Denotingx = 1

n+1

∑n+1
i=1 xi , we have

f (x) = f

(
1

n + 1

n+1∑
i=1

xi

)

= f

(
1

2

(
1

n

n∑
i=1

xi + n − 1

n
x + 1

n
xn+1

))

� 1

2

(
f

(
1

n

n∑
i=1

xi

)
+ f

(
n − 1

n
x + 1

n
xn+1

))

� 1

2

(
1

n

n∑
i=1

f (xi) + 1

n

(
(n − 1)f (x) + f (xn+1)

))
,

which is

f (x) � 1

n + 1

n+1∑
i=1

f (xi),

and the proof of (1.2.2) is complete by induction.
Case 2. Sincer1, . . . , rn are nonnegative rational numbers there is a natural

numberm and nonnegative integersp1, . . . , pn such thatm = p1 + · · · + pn and
ri = pi

m
, i = 1, . . . , n. Now, by Case 1, we have

f

(
(x1 + · · · + x1) + · · · + (xn + · · · + xn)

m

)

� (f (x1) + · · · + f (x1)) + · · · + (f (xn) + · · · + f (xn))

m
, (1.2.5)

where in the first bracket there arep1 terms, and so on, in thenth bracketpn terms.
Thus (1.2.5) reads as

f

(
1

m

n∑
i=1

pixi

)
�

n∑
i=1

pi

m
f (xi), (1.2.6)

and by takingpi/m = ri in (1.2.6) we get (1.2.3). The proof is complete. �

REMARK 1.2.1. Following Jensen, there came a series of papers giving condi-
tions under which (1.2.3) is valid. If we remove some of the restrictions on theri ,
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thereby increasing the kinds of combinations of pointsx1, . . . , xn under consid-
eration, it is to be expected that the class of functions still satisfying Jensen’s
inequality will be smaller.

As an immediate consequence of Theorem 1.2.1 we have the following useful
version of Jensen’s inequality.

COROLLARY 1.2.1. Let f :U ⊆ L → R is a convex mapping on convex set U of
real linear space L, xi are in C, i = 1, . . . , n, and pi � 0 with Pn =∑n

i=1 pi > 0,
then

f

(
1

Pn

n∑
i=1

pixi

)
� 1

Pn

n∑
i=1

pif (xi). (1.2.7)

In [367] Pěcaríc has given a simple proof of the following form of the Jensen–
Steffensen inequality.

THEOREM 1.2.2. Let x and p be two n-tuples of real numbers such that x is
nonincreasing, xi ∈ [a, b], 1� i � n, and 0� Pk � Pn, k = 1, . . . , n− 1,Pn > 0,
where Pk =∑k

i=1 pi , k = 1, . . . , n. Then for every real-valued convex function f

defined on [a, b],

f

(
1

Pn

n∑
i=1

pixi

)
� 1

Pn

n∑
i=1

pif (xi). (1.2.8)

PROOF. Note that if eachpi is positive, inequality (1.2.8) follows easily from the
definition of a convex function. A convex functionf is characterized by having
a supporting line at each point, that is,

f (z) − f (c) � M(z − c) (1.2.9)

for all z andc, whereM depends onc. (In fact M = f ′(c) wheref ′(c) exists,
andM is any number betweenf ′−(c) andf ′+(c) at the countable set where these
are different.)

Using (1.2.9) we can easily obtain the following known inequalities:

f (z) − f (y) � M(z − y), z � y � c, and
(1.2.10)

f (z) − f (y) � M(z − y), y � z � c,

whereM is defined as above.
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Let x and p satisfy the conditions of the Jensen–Steffensen inequality. Let
x̄ = 1

Pn

∑n
i=1 pixi and let	Pk = Pn − Pk−1. Then

Pn(x1 − x̄n) =
n∑

i=2

pi(x1 − xi) =
n∑

j=2

(xj−1 − xj )	Pj � 0,

so x̄ � x1. Similarly,

Pn(x̄ − xn) =
n−1∑
i=1

pi(xi − xn) =
n−1∑
j=1

(xj − xj+1)Pj � 0,

soxn � x̄ � x1. Let m be such that̄x ∈ [xm+1, xm]. Hereafter,M is to be given its
value atc = x̄.

We can easily show that the following identity is valid

f

(
1

Pn

n∑
i=1

pixi

)
− 1

Pn

∑
pif (xi)

=
m−1∑
i=1

(
M(xi − xi+1) − f (xi) + f (xi+1)

)Pi

Pn

+ (
M(xm − x̄) − f (xm) + f (x̄)

)Pm

Pn

+ (
f (x̄) − f (xm+1) − M(x̄ − xm+1)

) 	Pm+1

Pn

+
n−1∑

i=m+1

(
f (xi) − f (xi+1) − M(xi − xi+1)

) 	Pi+1

Pn

. (1.2.11)

Now, using (1.2.10) and (1.2.11) we get (1.2.8). The proof is complete. �

Let f : I → R be a real-valued function andx = (x1, . . . , xn) ∈ In, the expres-
sion

fk,n = fk,n(x) = 1(
n
k

) ∑
1�i1<···<ik�n

f

(
1

k
(xi1 + · · · + xik )

)

is used by Gabler [123] to define “sequentially convex functions”. These functions
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are a special case of convex functions. Gabler also gives the inequality

fk,n(x) � fk+1,n(x), k = 1, . . . , n − 1, (1.2.12)

for sequentially convex functions.
In the following theorem we present the result given by Pečaríc in [375] which

gives a sequence of interpolating inequalities for the well-known Jensen inequal-
ity for convex functions.

THEOREM 1.2.3. Let f : I → R be a convex function and x = (x1, . . . , xn) ∈ In.
Let

fk,n = fk,n(x,p)

= 1(
n−1
k−1

)
Pn

∑
1�i1<···<ik�n

(pi1 + · · · + pik )f

(
pi1xi1 + · · · + pikxik

pi1 + · · · + pik

)
,

where pi are positive numbers and Pn =∑n
i=1 pi . Then

fk,n(x,p) � fk+1,n(x,p), k = 1, . . . , n − 1, (1.2.13)

is valid.

PROOF. Indeed, we have

(pi1 + · · · + pik+1)f

(
pi1xi1 + · · · + pik+1xik+1

pi1 + · · · + pik+1

)

= (pi1 + · · · + pik+1)

× f

(∑k+1
j=1(pi1 + · · · + pik+1 − pij )

pi1xi1+···+pik+1xik+1−pij
xij

pi1+···+pik+1−pij∑k+1
j=1(pi1 + · · · + pik+1 − pij )

)

� (pi1 + · · · + pik+1)

×
∑k+1

j=1(pi1 + · · · + pik+1 − pij )f
(pi1xi1+···+pik+1xik+1−pij

xij

pi1+···+pik+1−pij

)
∑k+1

j=1(pi1 + · · · + pik+1 − pij )

= 1

k

k+1∑
j=1

(pi1 + · · · + pik+1 − pij )f

(
pi1xi1 + · · · + pik+1xik+1 − pij xij

pi1 + · · · + pik+1 − pij

)
.
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Therefore, we have

fk+1,n = 1(
n−1
k

)
Pn

∑
1�i1<···<ik+1�n

(pi1 + · · · + pik+1)

× f

(
pi1xi1 + · · · + pik+1xik+1

pi1 + · · · + pik+1

)

� 1

k
(
n−1
k

)
Pn

∑
1�i1<···<ik+1�n

k+1∑
j=1

(pi1 + · · · + pik+1 − pij )

× f

(
pi1xi1 + · · · + pik+1xik+1 − pij xij

pi1 + · · · + pik+1 − pij

)

= 1(
n−1
k−1

)
Pn

∑
1�i1<···<ik�n

(pi1 + · · · + pik )f

(
pi1xi1 + · · · + pikxik

pi1 + · · · + pik

)

= fk,n.

The proof is complete. �

REMARK 1.2.2. We note that inequality (1.2.12) is an interpolating inequality
for Jensen’s inequality for convex functions. Indeed, we have

f

(
1

Pn

n∑
i=1

pixi

)
= fn,n � · · · � fk+1,n � fk,n � · · · � f1,n

= 1

Pn

n∑
i=1

pif (xi). (1.2.14)

The above results are also valid for convex functions defined on arbitrary real
linear space, and ifpi , i = 1, . . . , n, are rational numbers, they are also valid for
midconvex functions defined on an arbitrary real linear space.

Let f :C ⊂ X → R be a convex function on convex setC of real lin-
ear spaceX, xi ∈ C and pi � 0, i = 1, . . . , n, with Pn = ∑n

i=1 pi > 0. Let
T be a nonempty set and letm be a natural number withm � 2. Suppose
that α1, . . . , αm :T → R are m functions with the property thatαi(t) � 0 and
α1(t) + · · · + αm(t) = 1 for all t in T andi = 1, . . . ,m.
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Consider the sequence of functions defined by (see [90])

F
[m]
1 (t) = 1

Pn

n∑
i1=1

pi1f

[
α1(t)xi1 + (

α2(t) + · · · + αm(t)
) 1

Pn

n∑
i=1

pixi

]
,

F
[m]
2 (t) = 1

P 2
n

n∑
i1,i2=1

pi1pi2f

[
α1(t)xi1 + α2(t)xi2

+ (
α3(t) + · · · + αm(t)

) 1

Pn

n∑
i=1

pixi

]
,

...

F
[m]
m−1(t) = 1

P m−1
n

n∑
i1,...,im−1=1

pi1 · · ·pim−1f

[
α1(t)xi1 + · · · + αm−1(t)xim−1

+ αm(t)
1

Pn

n∑
i=1

pixi

]

and

F [m](t) = 1

P m
n

n∑
i1,...,im=1

pi1 · · ·pimf
(
α1(t)xi1 + · · · + αm(t)xim

)
,

wheret is in T , n � 1.
It is clear that the above mappings are well defined for allt in T .
The following theorem is proved in [90].

THEOREM 1.2.4. Let f , pi , xi , i = 1, . . . , n, and m be as above. Then

(i) we have the inequalities

f

(
1

Pn

n∑
i=1

pixi

)
� F

[m]
1 (t) � · · · � F

[m]
m−1(t) � F [m](t) � 1

Pn

n∑
i=1

pif (xi)

(1.2.15)
for all t in T ;

(ii) if there exists a t0 ∈ T so that α1(t0) = · · · = αp(t0) = 0, 1� p � m − 1,
then

inf
t∈T

F
[m]
j (t) = F

[m]
j (t0) = f

(
1

Pn

n∑
i=1

pixi

)
(1.2.16)
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for all 1� j � p;
(iii) if there exists a t1 ∈ T so that αp(t1) = 1, then

sup
t∈T

F
[m]
j (t) = sup

t∈T

F [m](t) = F
[m]
j (t1) = 1

Pn

n∑
i=1

pif (xi) (1.2.17)

and

inf
t∈T

F [m]
q (t) = F [m]

q (t1) = f

(
1

Pn

n∑
i=1

pixi

)
, (1.2.18)

for all p � j � m − 1 and 1� q � p − 1;
(iv) if T is a convex subset of a linear space Y and αi , i = 1, . . . , n, satisfies

the condition

αi(γ t1 + βt2) = γ αi(t1) + βαi(t2) (AF)

for all t1, t2 ∈ T and γ , β � 0 with γ +β = 1, then F
[m]
j , 1� j � m−1,and F [m]

are convex mappings in T .

PROOF. (i) By Jensen’s inequality, we have

F
[m]
1 (t) � f

[(
1

Pn

n∑
i1=1

pi1xi1

)
α1(t) + (

α2(t) + · · · + αm(t)
) 1

Pn

n∑
i=1

pixi

]

= f

(
1

Pn

n∑
i=1

pixi

)

for all t in T , which shows the first inequality in (1.2.15).
Now, suppose that 1� j � m − 2 andt ∈ T . Then, by Jensen’s inequality, we

have

F
[m]
j+1(t)

= 1

P
j+1
n

∑
i1,...,ij+1=1

pi1 · · ·pij+1f

[
α1(t)xi1 + · · · + αj+1(t)xj+1

+ (
αj+2(t) + · · · + αm(t)

) 1

Pn

n∑
i=1

pixi

]
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� 1

P
j
n

n∑
i1,...,ij =1

pi1 · · ·pij f

[
α1(t)xi1 + · · · + αj (t)xij

+
(

1

Pn

n∑
ij+1=1

pij+1xij+1

)
αj+1(t)

+ (
αj+2(t) + · · · + αm(t)

) 1

Pn

n∑
i=1

pixi

]

= F
[m]
j (t)

which shows that the sequence{F [m]
j (t)}m−1

j=1 is monotonous nondecreasing for
all t in T .

On the other hand, by Jensen’s inequality, we also have

F [m](t) � 1

P m−1
n

n∑
i1,...,im−1=1

pi1 · · ·pim−1f

[
α1(t)xi1 + · · · + αm−1(t)xim−1

+
(

1

Pn

n∑
im=1

pimxim

)
αim(t)

]

= F
[m]
m−1(t)

for all t in T .
Finally, by the convexity off onC, one has

f
(
α1(t)xi1 + · · · + αm(t)xim

)
� α1(t)f (xi1) + · · · + αm(t)f (xim)

for all t in T andxi ∈ C, i = 1, . . . ,m. Multiplying by pi1, . . . , pim and summing
in i1, . . . , im from 1 ton, we get

n∑
i1,...,im=1

pi1 · · ·pimf
(
α1(t)xi1 + · · · + αm(t)xim

)

�
n∑

i1,...,im=1

pi1 · · ·pim

[
α1(t)f (xi1) + · · · + αm(t)f (xim)

]

= α1(t)P
m−1
n

n∑
i1=1

pi1f (xi1) + · · · + αm(t)P m−1
n

n∑
im=1

pimf (xim)

= P m−1
n

n∑
i=1

pif (xi)
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for all t ∈ T , which is equivalent with the last part of inequality (1.2.15). The
proof of statement (i) is finished.

(ii) If α1(t0) = · · · = αp(t0) = 0, 1� p � m − 1, then

F [m]
p (t0) = 1

P
p
n

n∑
i1,...,ip=1

pi1 · · ·pipf

((
αp+1(t0) + · · · + αm(t0)

) 1

Pn

n∑
i=1

pixi

)

= 1

P
p
n

n∑
i1,...,ip=1

pi1 · · ·pipf

(
1

Pn

n∑
i=1

pixi

)

= f

(
1

Pn

n∑
i=1

pixi

)
.

Since

f

(
1

Pn

n∑
i=1

pixi

)
� F

[m]
1 (t0) � · · · � F [m]

p (t0),

statement (ii) is proved.
(iii) If αp(t1) = 1, then αs(t1) = 0 for all s �= p, 1 � s � m. Thus, for

p � j � m − 1, one has

F
[m]
j (t1) = 1

P
j
n

n∑
i1,...,ij =1

pi1 · · ·pij f (xij )

= 1

Pn

n∑
i=1

pif (xi)

= F [m](t1).

If 1 � q � p − 1, we have

F [m]
q (t1) = 1

P
q
n

n∑
i1,...,iq=1

pi1 . . . piq f

(
1

Pn

n∑
i=1

pixi

)

= f

(
1

Pn

n∑
i=1

pixi

)
,

which shows the statements (1.2.17) and (1.2.18).
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(iv) Let γ , β � 0 with γ + β = 1 andt1, t2 ∈ T . Then, by the convexity off ,
we have

F
[m]
j (γ t1 + βt2)

= 1

P
j
n

n∑
i1,...,ij =1

pi1 · · ·pij f

[
α1(γ t1 + βt2)xi1 + · · · + αj (γ t1 + βt2)xij

+ (
αj+1(γ t1 + βt2) + · · ·

+ αm(γ t1 + βt2)
) 1

Pn

n∑
i=1

pixi

]

= 1

P
j
n

n∑
i1,...,ij =1

pi1 · · ·pij f

(
γ

[
α1(t1)xi1 + · · · + αj (t1)xij

+ (
αj+1(t1) + · · · + αm(t1)

) 1

Pn

n∑
i=1

pixi

]

+ β

[
α1(t2)xi1 + · · · + αj (t2)xij

+ (
αj+1(t2) + · · · + αm(t2)

) 1

Pn

n∑
i=1

pixi

])

� γF
[m]
j (t1) + βF

[m]
j (t2)

for all 1� j � m − 1, which shows thatF [m]
j is convex onT .

The fact thatF [m] is convex onT goes likewise, we omit the details. The proof
of the theorem is finished. �

The classical inequality between the weighted arithmetic and geometric means
states:

If x1, . . . , xn andp1, . . . , pn are positive real numbers, then

(
n∏

i=1

x
pi

i

)1/Pn

� 1

Pn

n∑
i=1

pixi, (1.2.19)

wherePn =∑n
i=1 pi . Equality holds in (1.2.19) if and only ifx1 = · · · = xn.
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The following corollary given in [90] improves inequality (1.2.19).

COROLLARY 1.2.2. Let f :C ⊂ X → (0,∞) be a convex function on a convex
subset C of a linear space X which is also logarithmically concave on C. Then for
all xi , pi , αj and m as above, we have the following refinement of the arithmetic
mean–geometric mean inequality:

1

Pn

n∑
i=1

pif (xi) � F [m](t) � F
[m]
m−1(t) � · · · � F

[m]
2 (t)

� F
[m]
1 (t)f

(
1

Pn

n∑
i=1

pixi

)

� G
[m]
1 (t) � G

[m]
2 (t) � · · · � G

[m]
m−1(t) � G[m](t)

�
(

n∏
i=1

[
f (xi)

]pi

)1/Pn

(1.2.20)

for all t in T , where

G
[m]
1 (t) =

(
n∏

i1=1

f pi1

[
α1(t)xi1 + (

α2(t) + · · · + αm(t)
) 1

Pn

n∑
i=1

pixi

])1/Pn

,

G
[m]
2 (t) =

(
n∏

i1,i2=1

f pi1pi2

[
α1(t)xi1 + α2(t)xi2

+ (
α3(t) + · · · + αm(t)

) 1

Pn

n∑
i=1

pixi

])1/P 2
n

,

...

G
[m]
m−1(t) =

(
n∏

i1,...,im−1=1

f
pi1 ···pim−1

[
α1(t)xi1 + · · · + αm−1(t)xim−1

+ αm(t)
1

Pn

n∑
i=1

pixi

])1/Pm−1
n
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and

G[m](t) =
(

n∏
i1,...,im=1

f pi1 ···pim
[
α1(t)xi1 + · · · + αm(t)xim

])1/Pm
n

,

where t is in T .

PROOF. The argument of the second part of (1.2.20) follows by (1.2.15) for the
convex mapping–logf and we omit the details. �

REMARK 1.2.3. If in the above corollary we choosef : (0,∞) → (0,∞),
f (x) = x, we obtain the following improvement of the arithmetic mean and geo-
metric mean inequality

1

Pn

n∑
i=1

pixi

�
(

n∏
i1=1

[
αi(t)xi1 + (

α2(t) + · · · + αm(t)
) 1

Pn

n∑
i=1

pixi

]pi1
)1/Pn

�
(

n∏
i1,i2=1

[
α1(t)xi1 + α2(t)xi2

+ (
α3(t) + · · · + αm(t)

) 1

Pn

n∑
i=1

pixi

]pi1pi2
)1/P 2

n

� · · · �

�
(

n∏
i1,...,im−1=1

[
α1(t)xi1 + · · · + αm(t)

1

Pn

n∑
i=1

pixi

]pi1 ···pim−1
)1/Pm−1

n

�
(

n∏
i1,...,im=1

[
α1(t)xi1 + · · · + αm(t)xim

]pi1 ···pim

)1/Pm
n

�
(

n∏
i=1

x
pi

i

)1/Pn

for all t in T .
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In view of the important role played by Jensen’s inequality in analysis, many
mathematicians have tried not only to establish (1.2.3) or (1.2.7) in a variety of
ways but also to find different extensions, refinements and counterparts, see [90,
92,207,218,219,370,373] where further references are given.

The corresponding integral analogues of the well-known Jensen’s inequality
are also widely used in the mathematical analysis and applications.

The following integral analogue of Jensen’s inequality is adapted from [174,
p. 133].

THEOREM 1.2.5. Let f : I = [a, b] → R be a convex function. Let h : I →
(0,∞) and u : I → R+ = [0,∞) are integrable functions. Then

f

(∫ b

a
h(t)u(t)dt∫ b

a
h(t)dt

)
�
∫ b

a
h(t)f (u(t))dt∫ b

a
h(t)dt

(1.2.21)

provided that all the integrals in (1.2.21)are meaningful.

PROOF. Let γ > 0 be fixed. From the convexity off it follows that there exists a
k ∈ R such that

f (t) − f (γ ) � k(t − γ ) for all t � 0.

Putting t = u(t) and multiplying the resulting inequality byh(t) we obtain
after integration over[a, b] that

∫ b

a

h(t)f
(
u(t)

)
dt − f (γ )

∫ b

a

h(t)dt

� k

{∫ b

a

h(t)u(t)dt − γ

∫ b

a

h(t)dt

}
. (1.2.22)

Inequality (1.2.21) now follows by putting

γ =
∫ b

a
h(t)u(t)dt∫ b

a
h(t)dt

.

The proof is complete. �

In [411] Steffensen uses his inequality which is now known in the literature as
Steffensen’s inequality (see [211, p. 107]) to derive a generalization of Jensen’s
inequality for convex functions. A corresponding inequality for integrals is also
given in [411], see [211, p. 109]. For another generalization of Jensen’s inequality
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and its integral analogue we refer the interested readers to Ciesieski [63] where
analogous results are given for functions of two variables. In [31] Boas has also
obtained some interesting results concerning Jensen’s inequality and its integral
analogues.

Let f : I → R be a continuous convex function, whereI is the range of the
continuous functiong : [a, b] → R. The following results are valid.

Jensen inequality. The inequality

f

(∫ b

a
g(x)dλ(x)∫ b

a
dλ(x)

)
�
∫ b

a
f (g(x))dλ(x)∫ b

a
dλ(x)

(1.2.23)

holds if f is continuous, provided thatλ is nondecreasing, bounded, and
λ(a) �= λ(b).

Jensen–Steffensen inequality. Inequality (1.2.23) holds iff is continuous and
monotonic (in either sense) provided thatλ is either continuous or of bounded
variation, and it satisfies

λ(a) � λ(x) � λ(b), x ∈ [a, b]; λ(b) > λ(a).

Jensen–Boas inequality. Inequality (1.2.23) holds ifλ is continuous or of
bounded variation and satisfies

λ(a) � λ(x1) � λ(y1) � λ(x2) � · · · � λ(yn−1) � λ(xn) � λ(b)

for all xk in (yk−1, yk), y0 = a, yn = b, andλ(b) > λ(a), provided thatf is con-
tinuous and monotonic (in either sense) in each of then − 1 intervals(yk−1, yk).

For n = 1, we obtain the Jensen–Steffensen inequality from the Jensen–Boas
inequality, and in the limit asn → ∞, λ would increase andf would be required
to be continuous, thus Jensen’s inequality is a limiting case of the Jensen–Boas
inequality.

In 1982, Pěcaríc [367] (see also [369]) has given an interesting and short proof
of the Jensen–Boas inequality. In his proof he used only Jensen’s inequality for
sums, that is,

f

(
1

Pn

n∑
i=1

pixi

)
� 1

Pn

n∑
i=1

pif (xi), (1.2.24)

wherepi � 0 with Pn =∑n
i=1 pi > 0, xi ∈ I for i = 1, . . . , n, and the Jensen–

Steffensen inequality. Inequality (1.2.24) can easily be obtained from (1.2.23).
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If λ(a) < λ(y1) < λ(y2) < · · · < λ(yn−1) < λ(b), then from the Jensen–
Steffensen inequality we have the inequalities

f

(∫ yk

yk−1
g(x)dλ(x)∫ yk

yk−1
dλ(x)

)
�
∫ yk

yk−1
f (g(x))dλ(x)∫ yk

yk−1
dλ(x)

, k = 1, . . . , n,

that is,

f (tk) � 1

pk

∫ yk

yk−1

f
(
g(x)

)
dλ(x), k = 1, . . . , n,

with the notation

pk =
∫ yk

yk−1

dλ(x), tk =
∫ yk

yk−1
g(x)dλ(x)∫ yk

yk−1
dλ(x)

, k = 1, . . . , n.

Sincepk > 0 andtk ∈ I , k = 1, . . . , n, from Jensen’s inequality (1.2.24) we have

f

(∫ b

a
g(x)dλ(x)∫ b

a
dλ(x)

)
= f

(∑n
k=1 pktk∑n
k=1 pk

)
�
∑n

k=1 pkf (tk)∑n
k=1 pk

�
∑n

k=1 pk(1/pk)
∫ yk

yk−1
f (g(x))dλ(x)∑n

k=1 pk

=
∫ b

a
f (g(x))dλ(x)∫ b

a
dλ(x)

.

If λ(yj−1) = λ(yj ) for somej , then dλ(x) = 0 on[yj−1, yj ] and

∫ b

a

g(x)dλ(x) =
n∑

k=1,k �=j

pktk,

∫ b

a

dλ(x) =
n∑

k=1,k �=j

pk,

so, using (1.2.24), we can also easily prove that the Jensen–Boas inequality is
valid.

For some interesting variants and generalizations of Jensen’s integral inequal-
ity, see [211] and the references cited therein.

In 1975, Mitrinovíc and Vasíc [214] use the so-called “centroid method” to
obtain two new inequalities which are complementary to (the discrete version
of ) Jensen’s inequality for convex functions. In [19] Beesack presents a general
version of such inequalities using the same geometric ideas used in [214] but not
using the centroid method itself. The results given in [19] extend the domain of
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the inequalities (even in the discrete case) and clarify the value of the constant
appearing in the inequality.

The main results in [19] are given in the following theorems.

THEOREM 1.2.6. Let ν be a nonnegative measure on σ -algebra of subsets of
a set D and let q, f be real ν-measurable functions on D such that q(x) > 0,
−∞ < x1 � f (x) � x2 < ∞ for all x ∈ D and

∫
D

q dν = 1. Let φ be a convex
function on I = [x1, x2] such that φ′′(x) � 0 with equality for most isolated points
of I (so φ is strictly convex on I ). If either

(i) φ(x) > 0 for all x ∈ I or
(i ′) φ(x) > 0 for x1 < x < x2, with either φ(x1) = 0, φ′(x1) �= 0 or

φ(x2) = 0, φ′(x2) �= 0, or
(ii) φ(x) < 0 for all x ∈ I or
(ii ′) φ(x) < 0 for x1 < x < x2, with precisely one of φ(x1) = 0, φ(x2) = 0,

then ∫
D

qφ(f )dν � λφ

(∫
D

qf dν

)
(1.2.25)

holds for some λ > 1 in cases (i) and (i ′) or λ ∈ (0,1) in cases (ii) and (ii ′). More
precisely, a value of λ (depending on x1, x2, φ) for (1.2.25)may be determined
as follows. Set µ = [φ(x2) − φ(x1)]/(x2 − x1). If µ = 0, let x = x̄ be the unique
solution of the equation φ′(x) = 0, x1 < x̄ < x2, then λ = φ(x1)/φ(x̄) suffices
for (1.2.25).In case µ �= 0, let x = x̄ be the unique solution in [x1, x2] of the
equation

g(x) = µφ(x) − φ′(x)
[
φ(x1) + µ(x − x1)

]= 0, (1.2.26)

then λ = µ/φ′(x̄) suffices for (1.2.25).Moreover, we have x1 < x̄ < x2 in the
cases (i) and (ii). Moreover, equality holds in (1.2.25)if and only if f (x) = xi for
x ∈ Di where D1, D2 are ν-measurable subsets of D such that D = D1 ∪D2 and
x̄ = x1

∫
D1

q dν + x2
∫
D2

q dν.

PROOF. We note that both integrals in (1.2.25) exist since bothf andφ(f ) are
bounded measurable functions. In all cases,φ′(x) is continuous and strictly in-
creasing onI so that, by the mean value theorem applied toµ, we have

φ′(x1) < µ < φ′(x2). (1.2.27)

Consider the pairs A(x1, φ(x1)), B(x2, φ(x2)) on the convex curvey = φ(x). The
equation of the chord AB is

y = φ(x1) + µ(x − x1) ≡ m(x).
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We also consider the family of convex curves with equationsy = λφ(x), λ > 0,
and we show there is a uniqueλ > 0 such that the curve will be tangent to the
line AB at a point	P(x̄, λφ(x̄)) with x̄ ∈ I . (In fact,x1 < x̄ < x2 in cases (i), (ii).)
This case holds if and only if the pair of equations,

λφ′(x) = µ, (1.2.28)

λφ(x) = m(x), (1.2.29)

have a unique solution(x̄, λ) with x̄ ∈ I , λ > 0. In caseµ = 0, equations (1.2.28)
and (1.2.29) reduce toλφ′(x) = 0, λφ(x) = φ(x1). If φ(x1) �= 0, these equations
have the unique solution(x̄, λ) determined byφ′(x) = 0, λ = φ(x1)/φ(x̄) where
we observe thatx1 < x̄ < x2, by the mean value theorem applied toµ. The case
φ(x1) = 0 is impossible whenµ �= 0 since thenφ(x2) = 0 also, which is not the
case. Note thatλ > 0, whenφ(x1) �= 0.

Whenµ �= 0 we shall first consider only the cases (i) and (ii). By (1.2.28),
λ �= 0 and eliminatingλ from the pair of equations (1.2.28), (1.2.29), we see that
x = x̄ must be a solution of equation (1.2.26). We now show that this equation
has a unique solution on(x1, x2). First note that

g(x1) = φ(x1)
(
µ − φ′(x1)

)
, g(x2) = φ(x2)

(
µ − φ′(x2)

)
.

Sinceφ(x1), φ(x2) have the same sign, it follows from (1.2.27) thatg(x1), g(x2)

have opposite sign. Thusg has at least one zero on(x1, x2). Moreover,

g′(x) = −m(x)φ′′(x)

does not change sign on[x1, x2]. For, the linear functionm(x) hasm(xi) = φ(xi)

for i = 1,2 and hence is either always positive in case (i) or always negative in
case (ii), on[x1, x2]. It follows thatg is strictly a monotonic function on[x1, x2],
and thus equation (1.2.26) has a unique solutionx = x̄ ∈ (x1, x2). Moreover,
φ′(x̄) �= 0 since if it were then settingx = x̄ in (1.2.26) it would imply 0= µφ(x̄),
which is impossible whenµ �= 0 becauseφ(x) �= 0 on (x1, x2). If we now take
λ = µ/φ′(x̄) then it is easy to see that the pair(x̄, λ) satisfies equations (1.2.28),
(1.2.29) and is the only such pair, withx1 < x̄ < x2,

λφ(x̄) = φ(x1) + µ(x̄ − x1) =
(

1− x̄ − x1

x2 − x1

)
φ(x1) + x̄ − x1

x2 − x1
φ(x2)

or

λφ(x̄) > φ(x̄). (1.2.30)
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From this idea, it follows thatλ > 1 in case (i) andλ < 1 in case (ii). It remains to
show thatλ > 0 in case (ii) whenµ �= 0. This result follows from (1.2.29) since
λφ(x̄) = m(x̄) and, as noted above,φ andm have the same sign onI .

As for the cases (i′) and (ii′), which are relaxed versions of (i) and (ii), re-
spectively, we omit details but note that in case (i′), if φ(x1) = 0, φ′(x1) �= 0 then
we necessarily haveφ′(x1) > 0 andµ > 0, while if φ(x2) = 0, φ′(x2) �= 0 we
must haveµ < φ′(x2) < 0. For the first of these conditions, we haveg(x) =
µφ(x) − µ(x − x1)φ

′(x) = µ(x − x1)[φ′(X) − φ′(x)] for x1 < X < x � x2,
whereg(x) < 0 for x1 < x � x2, so x̄ = x1 is the unique solution of (1.2.26)
on [x1, x2], and equations (1.2.28), (1.2.29) clearly have the unique solution
x = x1 on [x1, x2] with λ = µ/φ′(x1) > 1. A similar analysis applies to the
second case of (i′), where we now find̄x = x2 andλ = µ/φ′(x2) > 1. For the
two cases of (ii′), we observe in the first thatφ′(x1) < 0 must hold, that̄x = x1,
0 < λ = µ/φ′(x1) < 1, and in the second thatφ′(x2) > 0 must hold and̄x = x2,
0< λ = µ/φ′(x2) < 1.

It only remains to prove inequality (1.2.25) with the value ofλ determined
above. To prove this point we note that since the line AB is tangent to the graph
of the strictly convex (sinceλ > 0) functionλφ(x) at the point	P, we have for
all x ∈ I ,

λφ(x) � m(x) = φ(x1) + φ(x2) − φ(x1)

x2 − x1
(x − x1),

with equality only forx = x̄. We may takex = ∫
D

qf dν since thisx ∈ I . This
gives

λφ

(∫
D

qf dν

)
� φ(x1) + φ(x2) − φ(x1)

x2 − x1

(∫
D

qf dν − x1

)

=
∫

D

{
φ(x1) + φ(x2) − φ(x1)

x2 − x1
(f − x1)

}
dν

�
∫

D

qφ(f )dν,

precisely as at (1.2.30). Equality holds for the last step if and only iff (x) = x1
or x2 on ν-measurable subsetsD1 or D2 of D. Hence equality holds in (1.2.25)
precisely for suchf where, in addition,

x̄ =
∫

D

qf dν = x1

∫
D1

q dν + x2

∫
D2

q dν.

In case the measureQ(A) ≡ ∫
A q dν is atomless, we observe that given any

x̄ ∈ [x1, x2] such setsD1, D2 exist but are not in general unique. �
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COROLLARY 1.2.3. Let all the hypotheses of Theorem 1.2.6hold except that now
φ is concave on I with φ′′(x) � 0 with equality for at most isolated points of I .
Then ∫

D

qφ(f )dν � λφ

(∫
D

qf dν

)
, (1.2.31)

where λ is determined precisely as before. Now, λ > 1 holds if φ(x) < 0
on (x1, x2) and 0 < λ < 1 if φ(x) > 0 on (x1, x2). Equality holds in (i ′) for pre-
cisely the same f (if any) as in Theorem 1.2.6.

This point follows from the Theorem 1.2.6 applied to the convex function
φ1 = −φ.

THEOREM 1.2.7. Let ν, D, q, f , x1, x2 be as in Theorem 1.2.6and let φ(x) be
any differentiable function on I = [x1, x2] such that φ′(x) exists and is strictly
increasing on I . Then we have

∫
D

qφ(f )dν � λ + φ

(∫
D

qf dν

)
(1.2.32)

for some λ, satisfying 0< λ < (x2 − x1)[µ − φ′(x1)], where

µ = [φ(x2) − φ(x1)]
x2 − x1

.

More precisely, λ may be determined for (1.2.32)as follows. Let x = x̄ be the
unique solution of the equation φ′(x) = µ, x1 < x̄ < x2, then

λ = φ(x1) − φ(x̄) + µ(x̄ − x1)

suffices in (1.2.32).Equality holds in (1.2.32)only for f (x) = xi , x ∈ Di , where
D1, D2 are ν-measurable subsets of D such that D = D1 ∪ D2 and

x̄ = x1

∫
D1

q dν + x2

∫
D2

q dν,

when such sets exist.

PROOF. The proof is similar to that given for Theorem 1.2.6 but is much easier.
Using the same notation as before, we again have (1.2.27) and now look for the
convex curve with the equationy = λ + φ(x) which is tangent to the chord AB
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at a point(x̄, ȳ) with x1 < x̄ < x2. This result will occur if and only ifx̄, λ now
satisfy the pair of equations,

φ′(x) = µ, (1.2.33)

λ + φ(x) = m(x). (1.2.34)

Sinceφ′ is strictly increasing onI it follows from the mean value theorem that
equation (1.2.33) has a unique solutionx̄ ∈ (x1, x2), and thenλ is uniquely deter-
mined from (1.2.34) as

λ = m(x̄) − φ(x̄)

= φ(x1) − φ(x̄) + µ(x̄ − x1)

= (x̄ − x1)
[
µ − φ′(X)

]
, wherex1 < X < x̄.

From this we also obtain

0< λ < (x2 − x1)
[
µ − φ′(x1)

]
.

The proof of inequality (1.2.32) is just as before since we now have, with this
value ofλ,

λ + φ(x) � m(x) = φ(x1) + φ(x2) − φ(x1)

x2 − x1
(x − x1)

for all x ∈ I . Again, we setx = ∫
D

q dν and use the strict convexity ofφ on I to
obtain (1.2.32). The equality conditions follow precisely as in Theorem 1.2.6.�

COROLLARY 1.2.4. Let all the hypotheses of Theorem 1.2.7be satisfied except
that φ′(x) is strictly decreasing on I . Then

φ

(∫
D

qf dν

)
� λ +

∫
D

qφ(f )dν, (1.2.35)

where

0< λ < (x2 − x1)
[
φ′(x1) − µ

]
with

µ = [φ(x2) − φ(x1)]
x2 − x1

.

In fact, we may take λ = φ(x̄) − φ(x1) − µ(x̄ − x1), where x = x̄ is the unique
solution of the equation φ′(x) = µ, x1 < x̄ < x2. Equality holds in (1.2.35)under
precisely the same condition as in (1.2.32).
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To prove this result we need to apply Theorem 1.2.7 to the functionφ1 = −φ

for whichµ1 = −µ, etc.
For interesting remarks and applications of Theorems 1.2.6 and 1.2.7 and their

comparisons with other inequalities, we refer the reader to Beesack [19] and some
of the references cited therein.

1.3 Jessen’s and Related Inequalities

This section deals with a generalization of Jensen’s inequality for convex func-
tions due to Jessen [166] involving isotonic linear functionals. Some gen-
eral inequalities complementary to Jessen’s inequality given by Beesack and
Pěcaríc [20] and Pěcaríc and Beesack [376] for convex functions involving iso-
tonic linear functionals are also given.

Let E be a nonempty set andL be a linear class of real-valued functions
g :E → R having the following properties:

(L1) f,g ∈ L → (af + bg) ∈ L for all a, b ∈ R and
(L2) 1∈ L, that is, iff (t) = 1, t ∈ E, thenf ∈ L.

We also consider isotonic linear functionalsA :L → R. That is, we suppose

(A1) A(af + bg) = aA(f ) + bA(g) for f , g ∈ L, a, b ∈ R and
(A2) f ∈ L, f (t) � 0 onE → A(f ) � 0 (A is isotonic).

We note that common examples of such isotonic linear functionalsA are given
by:

A(g) =
∫

E

g dµ or A(g) =
∑
k∈E

pkgk,

whereµ is a positive measure onE in the first case andE is a subset of natural
numbers withpk > 0 in the second case.

In 1931, Jessen [166] gives the following generalization of the Jensen inequal-
ity for convex functions (see [20, p. 537], also [390, p. 33]).

THEOREM 1.3.1. Let L satisfy properties (L1), (L2) on a nonempty set E, and
suppose φ is a convex function on an interval I ⊂ R. If A is any isotonic linear
functional with A(1) = 1 then, for all g ∈ L such that φ(g) ∈ L, we have A(g) ∈ I

and

φ
(
A(g)

)
� A

(
φ(g)

)
. (1.3.1)

PROOF. First observe that ifI = [α,β] andg ∈ L with φ(g) ∈ L, then we must
haveα � g(t) � β, t ∈ E, whereα = A(α − 1) � A(g) � β, soA(g) ∈ I . Since
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φ is convex onI , for anyx0 ∈ I there is a constantm = m(x0) such that

φ(x) � φ(x0) + m(x − x0), α ∈ I.

In this inequality, setx = g(t), x0 = A(g), and apply the functionalA to obtain

A
(
φ(g)

)
� φ

(
A(g)

)+ m
(
A(g) − A(g)

)
,

proving (1.3.1). �

We now give three basic lemmas established in [20] which are comple-
ments of Jessen’s inequality (1.3.1), in that they are inequalities of the form
A(φ(g)) � χ(A(g)) for appropriateχ .

LEMMA 1.3.1. Let φ be convex on I = [m,M], −∞ < m < M < ∞, let L sat-
isfy conditions (L1), (L2) and let A be any isotonic linear functional on L with
A(1) = 1.Then, for all g ∈ L such that φ(g) ∈ L (so m � g(t) � M for all t ∈ E),
we have

A
(
φ(g)

)
� (M − A(g))φ(m) + (A(g) − m)φ(M)

M − m
. (1.3.2)

PROOF. From the definition of convex function,

φ(v) � w − v

w − u
φ(u) + v − u

w − u
φ(w), u � v � w,u < w.

Now, letu = m, v = g(t), w = M to obtain

φ
(
g(t)

)
� M − g(t)

M − m
φ(m) + g(t) − m

M − m
φ(M), t ∈ E.

SinceA satisfies(A1), (A2) andA(k) = k holds for all constantsk, (1.3.2) fol-
lows. �

LEMMA 1.3.2. (a)Let L satisfy conditions (L1), (L2) and A satisfy condi-
tions (A1), (A2), and A(t) = 1. Suppose φ is convex on [m,M], −∞ < m <

M < ∞, such that φ′′(x) � 0 with equality for at most isolated points of I (so
that φ is strictly convex on I ). Suppose that either (i) φ(x) > 0 for all x ∈ I or
(i ′) φ(x) > 0 for m < x < M with either φ(m) = 0, φ′(m) �= 0 or φ(M) = 0,
φ′(M) �= 0; or (ii) φ(x) < 0 for all x ∈ I or (ii ′) φ(x) < 0 for m < x < M with
precisely one of φ(m) = 0, φ(M) = 0. Then, for all g ∈ L such that φ(g) ∈ L (so
m � g(t) � M for all t ∈ E),

A
(
φ(g)

)
� λφ

(
A(g)

)
(1.3.3)
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holds for some λ > 1 in cases (i) and (i ′) or λ ∈ (0,1) in cases (ii) and (ii ′). More
precisely, a value of λ (depending only on m, M , φ) for (1.3.3)may be determined
as follows. Set µ = (φ(M) − φ(m))/(M − m). If µ = 0, let x = x̄ be the unique
solution of the equation φ′(x) = 0, m < x̄ < M , then λ = φ(m)/φ(x̄) suffices
for (1.3.3).If µ �= 0, let x = x̄ be the unique solution in [m,M] of the equation

µφ(x) − φ′(x)
{
φ(m) + µ(x − m)

}= 0,

then λ = µ/φ′(x̄) suffices for (1.3.3). Moreover, we have m < x̄ < M in the
cases (i) and (ii).

(b) Let all the hypotheses of (a) hold except that now φ is concave on I with
φ′′(x) � 0,with equality for at most isolated points of I . Then the reverse inequal-
ity to (1.3.3)holds, where λ is determined precisely as before. Now λ > 1 holds if
φ(x) < 0 on (m,M) and 0 < λ < 1 if φ(x) > 0 on (m,M).

PROOF. (a) As in [212] (see also [19]) we consider the points B(m,φ(m)) and
C(M,φ(M)) on the convex curvey = φ(x). The equation of the chord BC is

y = φ(m) + µ(x − m) ≡ h(x).

By Lemma 1.3.1, we obtainA(φ(g)) � h(A(g)). If we consider the family of
convex curves with equationsy = λφ(x), λ > 0, we can show as in [214] (or [19])
that there is a uniqueλ > 0 which satisfies the conditions stated in the lemma such
that the curve will be tangent to the chord BC. Henceh(y) � λφ(y) for all y ∈ I .
Takingy = A(g) it gives

A
(
φ(g)

)
� h

(
A(g)

)
� λφ

(
A(g)

)
,

proving (1.3.3).
(b) follows when (a) is applied to the convex functionφ1 = −φ. �

REMARK 1.3.1. It is clear that the last inequality in the above proof constitutes
a refinement of (1.3.3).

LEMMA 1.3.3. (a)Let L, A and g be as in Lemma 1.3.2,and let φ(x) be any dif-
ferentiable function on I = [m,M] such that φ′(x) exists and is strictly increasing
on I . Then we have

A
(
φ(g)

)
� λ + φ

(
A(g)

)
(1.3.4)

for some λ satisfying 0< λ < (M −m){µ−φ′(m)}, where µ = (φ(M) − φ(m))/

(M − m). More precisely, λ may be determined for (1.3.4)as follows. Let x = x̄
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be the unique solution of the equation φ′(x) = µ, m < x̄ < M . Then

λ = φ(m) − φ(x̄) + µ(x̄ − m)

suffices in (1.3.4).
(b) Let all the hypotheses of (a) be satisfied except that φ′(x) is strictly de-

creasing on I . Then

φ
(
A(g)

)
� λ + A

(
φ(g)

)
,

where 0 < λ < (M − m){φ′(m) − µ} with µ as in (a). In fact we may take
λ = φ(x̄) − φ(m) − µ(x̄ − m) with x̄ as in (a).

PROOF. (a) The proof is similar to that of Lemma 1.3.2. Using Lemma 1.3.1
we also haveA(φ(g)) � h(A(g)), wherey = h(x) is the equation of the chord
joining B(m,φ(m)) to C(M,φ(M)). Now we consider the family of curves with
equationsy = λ + φ(x). We can show precisely as in [214] or [19], that there is
a uniqueλ > 0 satisfying the stated conditions such that the curve will be tangent
to the line BC. Thereforeh(A(g)) � λ + φ(A(g)), so

A
(
φ(g)

)
� h

(
A(g)

)
� λ + φ

(
A(g)

)
,

proving (1.3.4).
(b) follows when (a) is applied to convex functionφ1 = −φ. �

REMARK 1.3.2. The last inequalities of the proof again constitute a refinement
of (1.3.4).

REMARK 1.3.3. Lemmas 1.3.2 and 1.3.3 are generalizations of results from
[214] and [19]. In [214] the special case,

A(g) =
∑n

i=1 pigi∑n
i=1 pi

, pi > 0,

was considered and conditions for equality to hold in (1.3.3) were given. The
paper [19] deals with special case

A(g) =
∫

D

pg dν, with
∫

D

p dν = 1,

and equality conditions were given for both (1.3.3) and (1.3.4) in this case.
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The following results established by Beesack and Pečaríc [20] deal with some
theorems as applications or examples to the basic inequalities given in Theo-
rem 1.3.1 and Lemmas 1.3.1–1.3.3, and include applications to generalized mean
values with respect to the functionalA.

THEOREM 1.3.2. Let L satisfy conditions (L1), (L2) on E, and let A satisfy
conditions (A1), (A2) with A(1) = 1. Suppose φ is convex on I = [0,∞), and
f : I → R satisfies the condition

φ(x) � f (x) � Cφ(Bx), x ∈ I, (1.3.5)

where B, C > 0 are constants. Then, for all g ∈ L such that g � 0 on E and
f (Bg),φ(Bg) ∈ L, we have

f
(
A(g)

)
� CA

(
f (Bg)

)
. (1.3.6)

PROOF. Using both parts (1.3.5) and (1.3.1) we obtain

f
(
A(g)

)
� Cφ

(
BA(g)

)= Cφ
(
A(Bg)

)
� CA

(
φ(Bg)

)
� CA

(
f (Bg)

)
.

The proof is complete. �

REMARK 1.3.4. Inequality (1.3.6) is a generalization of the sufficiency of a half
of Theorem 1 of Mulholland [223]. Whenf satisfies (1.3.5) for some convexφ,
Mulholland callsf quasiconvex onI .

THEOREM 1.3.3. Let L, A be as in Theorem 1.3.1.Suppose φ is concave on an
interval I ⊂ R and that ψ(x) ≡ xφ(x) is convex on I . Then, for all g ∈ L such
that g2, φ(g), ψ(g) ∈ L and A(g) > 0, we have

A
(
φ(g)

)
� φ

(
A(g)

)
� A(gφ(g))

A(g)
� φ

(
A(g2)

A(g)

)
. (1.3.7)

PROOF. The first and second inequalities of (1.3.7) are consequences of (1.3.1)
applied to the convex functions−φ and xφ. Since the operatorA1(f ) =
A(gf )/A(g) is a linear, isotonic functional withA1(1) = 1 and the last inequality
of (1.3.7) also follows from (1.3.1). �

Let I = (a, b), −∞ � a < b � ∞, and letψ,χ : I → R be continuous and
strictly monotonic. SupposeL andA satisfy the conditions (L1), (L2) and (A1),
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(A2) with A(1) = 1 on a base setE, and thatψ(g),χ(g) ∈ L for someg ∈ L. We
define the generalized mean with respect, to the operatorsA andψ by

Mψ(g;A) = ψ−1{A(ψ(g)
)}

, g ∈ L. (1.3.8)

Observe that ifα � ψ(g(x)) � β for x ∈ E, then by the isotonic character ofA,
we haveα � A(ψ(g)) � β so thatMψ is well defined by (1.3.8). We note also
that the above assumptions imply thatg(x) ∈ I for x ∈ E. In the following theo-
rems given by Beesack and Pečaríc [20] we assume thatg ∈ L satisfies the above
conditions so that the theorems hold for suchg.

THEOREM 1.3.4. Under the above hypotheses we have

Mψ(g;A) � Mχ(g;A), (1.3.9)

provided either χ is increasing and φ = χ ◦ ψ−1 is convex, or χ is decreasing
and φ is convex.

PROOF. Forg ∈ L, we have bothψ(g) ∈ L andχ(g) ∈ L by assumption. Hence
φ(ψ(g)) = χ(g) ∈ L for g ∈ L, so ifφ is convex it follows from Jessen’s inequal-
ity (1.3.1) that

φ
(
A
(
ψ(g)

))
� A

(
χ(g)

)
.

Hence, ifχ is increasing, soχ−1 is also increasing, we obtain

χ−1[φ(A(ψ(g)
))]

� χ−1(A(χ(g)
))

which is (1.3.9). In caseφ is concave, so−φ is convex, we obtain the first in-
equality above with the direction reversed. Since nowχ−1 is decreasing withχ ,
we again obtain (1.3.9). �

REMARK 1.3.5. Theorem 1.3.4 is a generalization to functionals of the general
mean value inequality given in [141, Theorem 92, p. 75].

THEOREM1.3.5. Let L, A, ψ and χ be as in Theorem 1.3.4,but with I = [m,M]
and −∞ < m < M < ∞. Then, for all g ∈ L such that m � g(t) � M for t ∈ E,
we have (

ψ(M) − ψ(m)
)
A
(
χ(g)

)− (
χ(M) − χ(m)

)
A
(
ψ(g)

)
� ψ(M)χ(m) − χ(M)ψ(m), (1.3.10)

provided φ = χ ◦ ψ−1 is convex. The opposite inequality to (1.3.10)holds when
φ is concave.
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PROOF. In caseψ is increasing onI we have m1 = ψ(m) � ψ(g(t)) �
ψ(M) = M1 for all t ∈ E. So, by Lemma 1.3.1 withm, M replaced bym1,
M1, we have

A
(
φ
(
ψ(g)

))
�
{
ψ(M) − (

A
(
ψ(g)

))
χ(m) + (

A
(
ψ(g)

)− ψ(m)
)
χ(M)

}
× [

ψ(M) − ψ(m)
]−1

which reduces to (1.3.10). Ifψ is decreasing onI , we haveM1 � ψ(g(t)) � m1
for t ∈ E and, with an obvious modification of proof, the result follows as be-
fore. �

The following lemma given in [20] includes the corresponding versions of
Jessen’s inequality (1.3.1) and Lemmas 1.3.1–1.3.3.

LEMMA 1.3.4. Let L satisfy conditions (L1), (L2) and A satisfy conditions (A1),
(A2) on a base set E. Suppose k ∈ L with k � 0 on E and A(k) > 0, and that φ is
a convex function on an interval I ⊂ R. For any function g1 :E → R such that
kg1 ∈ L and kφ(g1) ∈ L, we have

φ

(
A(kg1)

A(k)

)
� A(kφ(g1))

A(k)
. (1.3.11)

If in addition, I = [m,M] where −∞ < m < M < ∞, then

A
(
kφ(g1)

)
� [MA(k) − A(kg1)]φ(m) + [A(kg1) − mA(k)]φ(M)

M − m
. (1.3.12)

Moreover, when φ satisfies the strict convexity conditions of Lemmas 1.3.2
or 1.3.3,then

A
(
kφ(g1)

)
� λA(k)φ

(
A(kg1)

A(k)

)
(1.3.13)

or

A
(
kφ(g1)

)
� A(k)

{
λ + φ

(
A(kg1)

A(k)

)}
, (1.3.14)

where λ is determined as in Lemmas 1.3.2or 1.3.3,respectively.

PROOF. In caseg1 ∈ L andφ(g1) ∈ L, andk is such thatkh ∈ L for all h ∈ L,
the functionalF :L → R defined by

F(h) = A(kh)

A(k)
, h ∈ L,
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is an isotonic linear functional satisfyingF(1) = 1. In this case, (1.3.11)–(1.3.14)
follow from (1.3.1)–(1.3.4).

Under the weaker hypotheses stated above onk, g1, we must proceed some-
what differently, essentially by giving a direct proof of (1.3.11)–(1.3.14) along the
same lines used proving (1.3.1)–(1.3.4). It suffices to deal with (1.3.11) since simi-
lar modifications handle the other proofs. As before, ifI = [α,β] thenkφ(g1) ∈ L

impliesα � g1(t) � β for t ∈ E, whenceαk(t) � k(t)g1(t) � βk(t), so it follows
thatx0 = A(kg1)/A(k) ∈ I . The convexity ofφ on I again yields

φ
(
g1(t)

)
� φ(x0) + m

[
g1(t) − x0

]
, t ∈ E,

so

k(t)φ
(
g1(t)

)
� φ(x0)k(t) + m

[
k(t)g1(t) − x0k(t)

]
, t ∈ E,

for an appropriate constantm. Application of the linear isotonic functionalA now
gives (1.3.11). �

The following theorems given in [20] deal with Hölder’s and Minkowski’s
inequalities respectively for isotonic functionals.

THEOREM 1.3.6. Let L satisfy conditions (L1), (L2) and A satisfy conditions
(A1), (A2) on a base set E. If p > 1 and q = p/(p − 1) so that p−1 + q−1 = 1,
then if w, f , g � 0 on E and wf p, wgq , wfg ∈ L, we have

A(wfg) � A1/p
(
wf p

)
A1/q

(
wgq

)
. (1.3.15)

In case 0 < p < 1 (or p < 0) and A(wgq) > 0 (or A(wf p) > 0), the opposite
inequality to (1.3.15)holds.

PROOF. Suppose first thatA(wgq) > 0 and p > 1. Then (1.3.15) follows
from (1.3.11) by the substitutions

φ(x) = xp, g1 = fg−q/p, k = wgq, (1.3.16)

since thenk ∈ L, kg1 = wfg ∈ L andkφ(g1) = wf p ∈ L. Thus (1.3.15) holds in
this case. In caseA(wf p) > 0, we may apply (1.3.15) withp, q, f , g replaced
by q, p, g, f to obtain (1.3.15) again. Finally, suppose bothA(wgq) = 0 and
A(wf p) = 0. Since

0� wfg � 1

p
wf p + 1

q
wgq onE,
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it follows thatA(wfg) = 0 also, so again (1.3.15) holds. This proof completes the
casep > 1.

For the case 0< p < 1, we haveP = 1/p > 1 and so may apply (1.3.15)
with p, q, f , g replaced byP , Q = (1− p)−1, f1 = (fg)p , g1 = g−p for which
wf

p

1 = wfg, wg
Q
1 = wgq andwf1g1 = wf p which all belong toL. We obtain

A
(
wf p

)
� Ap(wfg)A1−p

(
wgq

)
,

which reduces to the opposite of (1.3.15) providedA(wgq) > 0. Finally, if p < 0
then 0< q < 1, and we may apply the case just considered withp, q, f , g re-
placed byq, p, g, f , providedA(wf p) > 0. �

THEOREM 1.3.7. Let L and A be as in Theorem 1.3.6.If p > 1 and if w, f ,
g � 0 on E with wf p, wgp, w(f + g)p ∈ L, then

A1/p
(
w(f + g)p

)
� A1/p

(
wf p

)+ A1/p
(
wgp

)
. (1.3.17)

The opposite inequality to (1.3.17)holds if 0< p < 1, and also if p < 0 provided
A(wf p) > 0, A(wgp) > 0 in this case.

PROOF. As in the proof of the ordinary Minkowski inequality, we write

w(f + g)p = wf (f + g)p−1 + wg(f + g)p−1.

Applying A to this, (1.3.15) then yields, in casep > 1,

A
(
w(f + g)p

)
�
{
A1/p

(
wf p

)+ A1/p
(
wgp

)}
A1/q

(
w(f + g)p

)
,

whereq = p/(p − 1). Hence (1.3.17) follows ifA(w(f + g)p) > 0. However,
if A(w(f + g)p) = 0, then since 0� wf p, wgp � w(f + g)p , we see that
A(wf p) = A(wgp) = 0, and (1.3.17) still holds.

If 0 < p < 1, the opposite of (1.3.15) yields the opposite of the last displayed
inequality providedA(w(f + g)p) > 0, and hence also the opposite of (1.3.17) if
A(w(f +g)p) > 0. As above, ifA(w(f +g)p) = 0 thenA(wf p) = A(wgp) = 0,
so the opposite of (1.3.17) still holds. Finally, ifp < 0, we again obtain the oppo-
site of the last displayed inequality provided bothA(wf p) > 0 andA(wgp) > 0.
If A(w(f +g)p) > 0, the opposite of (1.3.17) follows. IfA(w(f +g)p) = 0, then
the opposite of (1.3.17) clearly holds since thenA1/p(w(f + g)p) = +∞. �

We also observe that in the casep < 0, we have 0� w(f + g)p � wf p, wgp,
so thatA(w(f + g)p) = 0 if eitherA(wf p) = 0 orA(wgp) = 0. Thus, the oppo-
site inequality to (1.3.17) holds (∞ � ∞) even in this degenerate case.
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The following lemma given in [376] shows that the requirementφ be convex
in (1.3.1) can be relaxed.

LEMMA 1.3.5. Let L satisfy properties (L1), (L2) on a nonempty set E, and
suppose φ : I → R is a function such that there exists a constant k for which

φ(y) − φ(y0) � k(y − y0) for all y ∈ I, (1.3.18)

where y0 is a fixed point in I . If A :L → R is any isotonic linear functional with
A(1) = 1 then, for all g ∈ L such that φ(g) ∈ L and A(g) = y0, inequality (1.3.1)
holds.

The proof is similar to the proof of Jessen’s inequality given in Theorem 1.3.1.
If φ is convex onI then, for eachy0 ∈ I , a constantk = k(y0) exists such
that (1.3.18) holds. Clearly not allφ satisfying (1.3.18) for somey0 ∈ I , k ∈ R

are convex.
For the next refinement of Jessen’s inequality, we shall assume thatΩ is an

algebra of subsets ofE, and that the linear class of functionsg :E → R satisfies
not only (L1), (L2) but also

(L3) g ∈ L, E1 ∈ Ω ⇒ gCE1 ∈ L,

whereCE1 is the characteristic function ofE1. That is,CE1(t) = 1 for t ∈ E1 and
CE1(t) = 0 for t ∈ E −E1. It follows from (L2), (L3) thatCE1 ∈ L for all E1 ∈ Ω .
Also, L contains constant functions by (L1), (L2). Observe that

A(CE1) + A(CE−E1) = 1, A(g) = A(gCE1) + A(gCE−E1). (1.3.19)

LEMMA 1.3.6. Let L satisfy properties (L1), (L2) and (L3) on a nonempty set E,
and suppose φ is a convex function on an interval I ⊂ R. If A is any isotonic
functional on L with A(1) = 1 then, for all g ∈ L such that φ(g) ∈ L, we have

Fg(E) � Fg(E1) + Fg(E − E1) � Fg(E1) � 0 (1.3.20)

for all E1 ∈ Ω such that 0< A(CE1) < 1, where

Fg(E1) = A
(
φ(g)CE1

)− A(CE1)φ

(
A(gCE1)

A(CE1)

)
. (1.3.21)

Equality holds in the first part of (1.3.20)for strictly convex φ if and only if

A(gCE1)

A(CE1)
= A(gCE−E1)

A(CE−E1)
.
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PROOF. To prove the first inequality of (1.3.20), setp = A(CE1), q = A(CE−E1)

(so p + q = 1 by the first equation of (1.3.19)),x = A(gCE1)/A(CE1),
y = A(gCE−E1)/A(CE−E1) in the convexity condition

pφ(x) + qφ(y) � φ(px + qy), p + q = 1, (1.3.22)

and use the fact thatpx + qy = A(g) by the second equation of (1.3.19) and
similarly use

A
(
φ(g)

)= A
(
φ(g)CE1

)+ A
(
φ(g)CE−E1

)
.

To prove the last inequality of (1.3.20), and hence also the second one, observe
that inequality (1.3.1) applies to the isotonic linear functionalA1 :L → R as de-
fined by

A1(g) = A(gCE1)

A(CE1)
, g ∈ L,

and havingA1(1) = 1. Equality holds in the first part of (1.3.20), and for strictly
convexφ, this equality is the case if and only ifx = y, since 0< p, q < 1. �

REMARK 1.3.6. The inequalities in (1.3.20) are a substantial refinement of the
Jessen inequality (1.3.1) since (1.3.20) gives a lower bound (� 0) on the differ-
enceA(φ(g)) − φ(A(g)) = Fg(E).

Next we give a generalization of Lemma 1.3.6, followed by a related general-
ization of an inequality of Knopp as established by Pečaríc and Beesack in [376].

COROLLARY 1.3.1. Let L satisfy properties (L1), (L2) and (L3) on a nonempty
set E, and set ψ , χ be strictly monotonic functions on an interval I such that
φ = χ ◦ ψ−1 is convex on I . If A is any isotonic linear functional on L with
A(1) = 1 then, for all g ∈ L such that χ(g), ψ(g) ∈ L, we have

Hg(E) � Hg(E1) + Hg(E − E1) � Hg(E1) � 0 (1.3.23)

for all E1 ∈ Ω such that 0< A(CE1) < 1, where

Hg(E1) = A
(
χ(g)CE1

)− A(CE1)φ

(
A(ψ(g)CE1)

A(CE1)

)
. (1.3.24)

Equality holds in the first part of (1.3.23)for strictly convex φ if and only if

A(ψ(g)CE1)

A(CE1)
= A(ψ(g)CE−E1)

A(CE−E1)
.
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PROOF. Let g ∈ L with χ(g) ∈ L, ψ(g) ∈ L, and setg1 = ψ(g) sog1 ∈ L and
φ(g1) = χ(g) ∈ L. Since

Fg1(E1) ≡ Hg(E1) for E1 ∈ Ω,

inequality (1.3.23) follows from (1.3.20). The above equality condition forg like-
wise follows from that of Lemma 1.3.6 forg1 = ψ(g). Lemma 1.3.6 is, of course,
just a special case (ψ(x) ≡ x, φ = χ ) of Corollary 1.3.1, but only in the caseφ is
strictly monotonic. �

THEOREM 1.3.8. Let L satisfy conditions (L1), (L2) on a nonempty set E and
let A be an isotonic linear functional on L with A(1) = 1. Let ψ , χ be strictly
monotonic functions on I = [m,M], −∞ < m < M < ∞, such that φ = χ ◦ψ−1

is convex on I . For all g ∈ L such that χ(g) ∈ L, ψ(g) ∈ L (so m � g(t) � M for
all t ∈ E), we have

0 � A
(
χ(g)

)− φ
(
A
(
ψ(g)

))
� max

0�θ�1

{
θχ (m) + (1− θ)χ(M) − φ

[
θψ(m) + (1− θ)ψ(M)

]}
. (1.3.25)

PROOF. As in the proof of Corollary 1.3.1, setg1 = ψ(g). Then g1 ∈ L,
φ(g1) ∈ L and m1 � g1(t) � M1, wherem1 = ψ(m), M1 = ψ(M) if ψ is in-
creasing orm1 = ψ(M), M1 = ψ(m) if ψ is decreasing. By Lemma 1.3.1,

A
(
χ(g)

)− φ
(
A
(
ψ(g)

))
= A

(
φ(g1)

)− φ
(
A(g1)

)
� (M1 − A(g1))φ(m1) + (A(g1) − m1)φ(M1)

M1 − m1
− φ

(
A(g1)

)
� max

0�θ�1

{
θφ(m1) + (1− θ)φ(M1) − φ

[
θm1 + (1− θ)M1

]}
. (1.3.26)

If [m1,M1] = [ψ(m),ψ(M)] the right-hand inequality of (1.3.25) is reduced.
If [m1,M1] = [ψ(M),ψ(m)] the same result follows by making the sub-
stitution θ → 1 − θ in (1.3.25). The left-hand inequality is equivalent to
φ(A(g1)) � A(φ(g1)) and so follows by (1.3.1). �

The following theorem given by Pečaríc and Beesack in [376] deals with re-
formulation of inequalities (1.3.1) and (1.3.2) and presents an application which
will illustrate the power of this reformulation.
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THEOREM 1.3.9. Let φ be a convex on an interval I ⊃ [m,M], where −∞ <

m < M < ∞. Suppose g :E → R satisfies m � g(t) � M for all t ∈ E, that g ∈ L

and φ(g) ∈ L. Let A :L → R be an isotonic linear functional with A(1) = 1 and
let p = pg , q = qg be nonnegative numbers (with p + q > 0) for which

A(g) = pm + qM

p + q
. (1.3.27)

Then

φ

(
pm + qM

p + q

)
� A

(
φ(g)

)
� pφ(m) + qφ(M)

p + q
. (1.3.28)

PROOF. Observe first that sincem � A(g) � M , there always existp � 0, q � 0,
p + q > 0 satisfying (1.3.27). The first inequality in (1.3.28) is (1.3.1), while the
second of (1.3.28) is (1.3.2). �

REMARK 1.3.7. Observe that for the givenp, q (determined byg) in (1.3.27),
this inequality can be regarded as a refinement of the inequality obtained from
the definition of convexity for the functionφ. In caseA(g) = m, it follows that
pg > 0, qg = 0 and (1.3.28) reduces toφ(m) � A(φ(g)) � φ(m) so that no re-
finement is possible. Similarly, ifA(g) = M no genuine refinement of (1.3.28) is
possible. We now show that wheneverm < A(g) < M , a refinement of

φ

(
pm + qM

p + q

)
� pφ(m) + qφ(M)

p + q

is possible for arbitraryp > 0, q > 0, one of the form of (1.3.28) but for an
appropriately chosen functiong1 ∈ L, g1 = g1,p,q , namely

φ

(
pm + qM

p + q

)
� A

(
φ(g1)

)
� pφ(m) + qφ(M)

p + q
,

provided only φ(g1) ∈ L. Hence, of course, as in (1.3.27), we havem �
g1(t) � M for t ∈ E andA(g1) = (pm + qM)/(p + q). To prove this idea we
consider two cases: (a)q/(p + q) � [A(g) − m]/(M − m) and (b)q/(p + q) >

[A(g)−m]/(M −m). If (a) holds, it suffices to takeg1(t) = αg(t)+m(1+α) for
t ∈ E, with α = q(M − m)/{(p + q)[A(g) − m]}, so that 0< α � 1. If (b) holds,
one can likewise verify that it suffices to takeg1(t) = βg(t)+M(1−β) for t ∈ E,
with β = p(M − m)/{(p + q)[M − A(g)]} while (b) implies 0< β < 1.

For various other applications and remarks on classical inequalities and means
we refer the reader to [20,376] and the references cited therein.
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1.4 Some General Inequalities Involving Convex Functions

In this section we shall give some inequalities involving convex functions es-
tablished by various investigators in the past few years related to the well-know
Jensen–Steffensen inequality

f

(
1

Pn

n∑
i=1

pixi

)
� 1

Pn

n∑
i=1

pif (xi), (1.4.1)

wherex andp are twon-tuples of real numbers such thatxi ∈ I , 1� i � n, and
I is an interval fromR, Pn =∑n

i=1 pi > 0, f : I → R is convex, and for every
monotonicn-tuplex if and only if

0� Pk � Pn, k = 1,2, . . . , n − 1. (M)

In a 1981 paper, Pečaríc [366] has obtained necessary and sufficient conditions
for the validity of reverse inequality, that is,

f

(
1

Pn

n∑
i=1

pixi

)
� 1

Pn

n∑
i=1

pif (xi). (1.4.2)

In [366], the following Fuch’s generalization of the majorization theorem
(see [122]) is used to establish the main results.

LEMMA 1.4.1. Let a1 � · · · � as , b1 � · · · � bs and q1, . . . , qs be real numbers
such that

k∑
i=1

qiai �
k∑

i=1

qibi, 1� k � s − 1,

and
s∑

i=1

qiai =
s∑

i=1

qibi .

Then for every convex function f ,

s∑
i=1

qif (ai) �
s∑

i=1

qif (bi). (1.4.3)

In [366] Pěcaríc has given the following two theorems.
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THEOREM 1.4.1. Let x be a nonincreasing tuple of real numbers, xi ∈ I ,
1� i � n, p real n-tuple, and there exists xj , j ∈ (1, . . . , n), such that

k∑
i=1

pi(xi − xj ) � 0 for every k such that xk � x̄ = 1

Pn

n∑
i=1

pixi,

(1.4.4)
n∑

i=k

pi(xi − xj ) � 0 for every k such that xk � x̄.

(If x1 � x̄ the first condition in (1.4.4) is taken to be vacuous and if xn � x̄ the
second condition in (1.4.4)is taken to be vacuous.) If x̄ ∈ I then, for every convex
function f : I → R, (1.4.2)holds.

If the reverse inequalities hold in (1.4.4),then (1.4.1)holds.

PROOF. Let x̄ ∈ [xr+1, xr ]. By substitutions of

(i) s = n + 1; qi = pi , ai = xi , 1� i � r ; qr+1 = −Pn, ar+1 = x̄; qi = pi−1,
ai = xi−1, r + 2� i � n + 1; bi = xj , 1� i � n + 1, and

(ii) s = n + 1; ai = xj , 1 � i � n + 1; qi = pi , bi = xi , 1 � i � r ;
qr+1 = −Pn, br+1 = x̄; qi = pi−1, bi = xi−1, r + 2� i � n + 1,

from Lemma 1.4.1, we get Theorem 1.4.1. It can easily be shown that the case
x1 � x̄ andxn � x̄ can exist only for inequality (1.4.2). �

THEOREM 1.4.2. Let x and p be two n-tuples of real numbers such that xi ∈ I ,
1 � i � n, x̄ ∈ I and Pn > 0. Inequality (1.4.2) holds for every convex func-
tion f : I → R and for every monotonic n-tuple x if and only if there exists
m ∈ (1, . . . , n) such that

Pk � 0, k < m, and 	Pk � 0, k > m, (1.4.5)

where 	Pk = Pn − Pk−1.

PROOF. Suppose that (1.4.5) holds. Using the identities

k∑
i=1

pi(xi − xm) = (xk − xm)Pk +
k−1∑
i=1

Pi(xi − xi+1) and

(1.4.6)
n∑

i=k

pi(xi − xm) = (xk − xm)	Pk +
n∑

i=k+1

	Pi(xi − xi−1),
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we get, in the casex1 � · · · � xn,

k∑
i=1

pi(xi − xm) � 0, 1� k � m, and

(1.4.7)
n∑

i=k

pi(xi − xm) � 0, m � k � n.

Let x̄ ∈ [xr+1, xr ] and letm � r . Then the conditions (1.4.4), forj = m are obvi-
ously satisfied if 1� k � m andr � k � n. Suppose that fork1 andm < k1 < r ,
the condition (1.4.4) is invalid, that is,

∑k1
i=1 pi(xi −xm) � 0. Since, from (1.4.7),

we have
∑n

i=k1+1 pi(xi −xm) � 0, we get
∑n

i=1 pi(xi −xm) � 0, that is,x̄ � xm,
what is evidently a contradiction. Analogously, in the casem > r or x1 < x̄,
x̄ < xn, we get that (1.4.2) holds. Ifx1 � · · · � xn, we can also prove that (1.4.2)
is valid.

Next, suppose that (1.4.2) holds. Letf (x) = x2, xi = 0, i = 1, . . . , k − 1, and
xi = 1, i = k, . . . , n. Then (1.4.2) becomes(	Pk/Pn)

2 � 	Pk/Pn. Hence,	Pk � 0 or
Pk−1 � 0, k = 2, . . . , n.

Now let k < m and suppose that	Pk � 0. Let xi = 0, 1� i � k − 1, xi = 1,
k � i � m − 1, andxi = 1+ε, m � i � n. Thenx̄ = (	Pk + 	Pm)/Pn. Since	Pk � 0,
we can chooseε sufficiently small thatx̄ < 1. Let f (z) = z − 1 if z � 1 and
f (z) = 0 for z < 1. Then (1.4.2) becomes(1/Pn)

∑n
i=m εpi � 0, that is,	Pm � 0.

Similarly we can conclude thatPm � 0 implies Pk � 0. So (1.4.5) for some
m ∈ (1, . . . , n) must be satisfied. �

REMARK 1.4.1. Analogously we can prove (1.4.1). Indeed suppose that condi-
tion (M) holds. Using the identities (1.4.6) we get, in the casex1 � · · · � xn,
that for everym = 1, . . . , n, (1.4.7) holds with the reverse inequalities. Since
x̄ ∈ [xr+1, xr ], we can suppose thatx̄ ∈ [xr+1, xr ]. Then (1.4.4) with the reverse
inequalities holds forj = r and forj = r + 1, that is, (1.4.1) is valid.

Next suppose that (1.4.1) holds. Letf (x) = x2, xi = 1, 1� i � k, andxi = 0,
k + 1 � i � n. Then (1.4.1) becomes(Pk/Pn)

2 � Pk/Pn, that is, 0� Pk � Pn,
1� k � n.

Now we shall give the following corollaries from [366].

COROLLARY 1.4.1. Let x1 � · · · � xm � 0 � xm+1 � · · · � xn, m ∈ (0,1,

. . . , n), xi ∈ I , 1� i � n, 0∈ I , and p is real n-tuple.
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(i) Inequality

n∑
i=1

pif (xi) � f

(
n∑

i=1

pixi

)
+

n∑
i=1

(pi − 1)f (0) (1.4.8)

holds for every convex function f : I → R if and only if 0 � Pk � 1, 1� k � m,
0� 	Pk � 1, m + 1� k � n.

(ii) Let
∑n

i=1 pixi ∈ I . The reverse inequality holds in (1.4.8) if and only if
there exists j � m such that

Pi � 0, i < j, Pi � 1, j � i � m, 	Pi � 0, i � m + 1,

or there exists j � m such that

Pi � 0, i � m, 	Pi � 1, m + 1� i � j, and 	Pi � 0, i > j.

PROOF. Let Theorems 1.4.1 and 1.4.2 hold forn + 1 with xi = x̂i andpi = p̂i ,
1 � i � n + 1. By substitution,x̂i = xi , p̂i = pi , 1 � i � m, x̂m+1 = 0,
p̂m+1 = 1− Pn, x̂i = xi , p̂i = pi−1, m + 2 � i � n + 1, we get Corollary 1.4.1.

�

As a simple consequence of Theorem 1.4.2 we have the following corollary.

COROLLARY 1.4.2. Let x and p be two n-tuples of real numbers such that
xi ∈ I , 1� i � n, x̄ ∈ I and

pm > 0, pi � 0, i �= m, Pn > 0.

Then (1.4.2)holds for every convex function f : I → R.

Next we shall give some inequalities for convex-dominated functions given by
Dragomir and Ionescu in [88].

We shall introduce the following class of functions (see [88]).

DEFINITION 1.4.1. Letg : I → R be a given convex function on intervalI

from R. The real functionf : I → R is calledg-convex dominated onI if the
following condition is satisfied∣∣λf (x) + (1− λ)f (y) − f

(
λx + (1− λ)y

)∣∣
� λg(x) + (1− λ)g(y) − g

(
λx + (1− λ)y

)
(1.4.9)

for all x, y in I andλ ∈ [0,1].
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The following simple characterization of convex-dominated functions is valid.

LEMMA 1.4.2. Let g be a convex function on I and f : I → R. Then the follow-
ing statements are equivalent:

(i) f is g-convex dominated on I ;
(ii) g − f and g + f are convex on I ; and

(iii) there exist two convex mappings h, l on I such that f = (h − l)/2 and
g = (h + l)/2.

PROOF. (i) ⇔ (ii). Condition (1.4.9) is equivalent to

λ
(
g(x) − f (x)

)+ (1− λ)
(
g(y) − f (y)

)
� g

(
λx + (1− λ)y

)− f
(
λx + (1− λ)y

)
,

λ
(
g(x) + f (x)

)+ (1− λ)
(
g(y) + f (y)

)
� g

(
λx + (1− λ)y

)+ f
(
λx + (1− λ)y

)
for all x, y ∈ I andλ ∈ [0,1], that is,g −f andg +f are convex onI if and only
if (1.4.9) holds.

(ii) ⇔ (iii). It is obvious. �

Let F(I) be the linear space of all real-valued functions defined onI and
J :F(I) → R be a functional satisfying the properties:

(J1) J (αf + βg) = αJ (f ) + βJ (g) for all α, β ∈ R andf , g ∈ F(I), and
(J2) J (f ) � 0 for all convex functionsf on I .

The following lemma plays an important role in the sequel.

LEMMA 1.4.3. Let J be a functional satisfying conditions (J1), (J2). Then, for
every convex function g and for every g-convex dominated function f on I , the
following inequality holds: ∣∣g(f )

∣∣� J (g). (1.4.10)

PROOF. Let g be a convex function andf be g-convex dominated onI . By
Lemma 1.4.2, it follows thatg − f andg + f are convex onI . Then

0� J (g − f ) = J (g) − J (f ) and 0� J (g + f ) = J (g) + J (f )

which gives

−J (g) � J (f ) � J (g).
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SinceJ (g) � 0, inequality (1.4.10) is proven. �

In [88] Dragomir and Ionescu have obtained the following improvement of the
Jensen inequality.

THEOREM 1.4.3. Let g be a given convex function on I and f :J → R be
g-convex dominated. Then, for every xi ∈ I , pi � 0, 1 � i � n, such that
Pn =∑n

i=1 pi > 0, we have the inequality

∣∣∣∣∣ 1

Pn

n∑
i=1

pif (xi) − f

(
1

Pn

n∑
i=1

pixi

)∣∣∣∣∣
� 1

Pn

n∑
i=1

pig(xi) − g

(
1

Pn

n∑
i=1

pixi

)
. (1.4.11)

PROOF. Consider the functional

J (f ) = 1

Pn

n∑
i=1

pif (xi) − f

(
1

Pn

n∑
i=1

pixi

)
, f ∈ F(I).

ThenJ satisfies conditions (J1) and (J2) (by Jensen’s inequality). Applying Lem-
ma 1.4.3, we obtain inequality (1.4.11). The proof is finished. �

In [88] the following improvement of Fuch’s generalization of the majorization
theorem (see [122]) is given.

THEOREM 1.4.4. Let a1 � · · · � as , b1 � · · · � bs and q1, . . . , qs be real num-
bers such that

k∑
i=1

qiai �
k∑

i=1

qibi, 1� k � s − 1,

s∑
i=1

qiai =
s∑

i=1

qibi .

If g is convex on I and f is g-convex dominated on I , then the following inequality
holds: ∣∣∣∣∣

s∑
i=1

qi

(
f (bi) − f (ai)

)∣∣∣∣∣�
s∑

i=1

(
g(bi) − g(ai)

)
. (1.4.12)
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PROOF. Consider the functional

J (f ) =
s∑

i=1

qi

(
f (bi) − f (ai)

)
, f ∈ F(I).

Then J satisfies conditions (J1) and (J2), by Fuchs’ inequality, see also Lem-
ma 1.4.1. Applying Lemma 1.4.3, we deduce inequality (1.4.12). �

The following theorem given in [88] deals with an improvement of the Jensen–
Steffensen inequality.

THEOREM 1.4.5. Let x and p be two n-tuples of real numbers such that xi ∈ I ,
1� i � n, and I is an interval from R and Pn > 0. Then the following statements
are equivalent:

(i) For every convex function g : I → R, for every g-convex dominated func-
tion f and for all monotonic n-tuple x, inequality (1.4.11)hold.

(ii) 0 � Pk � Pn for all k = 1,2, . . . , n − 1.

PROOF. (i) ⇒ (ii) is obviously the Jensen–Steffensen inequality. (ii)⇒(i) con-
siders the functional

J (f ) = 1

Pn

n∑
i=1

pif (xi) − f

(
1

Pn

n∑
i=1

pixi

)
, f ∈ F(I).

ThenJ verifies conditions (J1) and (J2), by the Jensen–Steffensen inequality, see
Theorem 1.2.2. Applying Lemma 1.4.3, we obtain (1.4.11). �

The next theorem given in [88] improves Pečaríc’s theorem given above in
Theorem 1.4.1.

THEOREM 1.4.6. Let x be a nonincreasing n-tuple of real numbers, xi ∈ I ,
1� i � n, p real n-tuple, and there exists xj , j ∈ (1,2, . . . , n), such that

k∑
i=1

pi(xi − xj ) � 0 for every k such that xk � x̄ = 1

Pn

n∑
i=1

pixi,

(1.4.13)
n∑

i=1

pi(xi − xj ) � 0 for every k such that xk � x̄.

(If x1 < x̄ then the first condition in (1.4.13)is taken to be vacuous, if xn � x̄

the second condition in (1.4.13)is taken to be vacuous.) If x̄ ∈ I , then for every
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convex function g : I → R and for every g-convex dominated function f : I → R,
we have

g

(
1

Pn

n∑
i=1

pixi

)
− 1

Pn

n∑
i=1

pig(xi)

�
∣∣∣∣∣f
(

1

Pn

n∑
i=1

pixi

)
− 1

Pn

n∑
i=1

pif (xi)

∣∣∣∣∣. (1.4.14)

If the reverse inequalities in (1.4.13)hold, then (1.4.11)holds.

The proof follows by a similar argument by using Theorem 1.4.1 given above.

1.5 Hadamard’s Inequalities

In 1893, J. Hadamard [134] investigates one of the fundamental inequalities in
analysis, which is now known in the literature as Hadamard’s inequality. Over
the years many authors have developed various extensions, variants and refine-
ments of Hadamard’s inequality. In this section we shall deal with Hadamard’s
and related inequalities as established by various investigators during the past few
years.

The following theorem deals with Hadamard’s inequality involving convex
functions.

THEOREM 1.5.1. If f : I → R is a convex function, where I = [a, b] and R are
a set of real numbers, then the inequalities

f

(
a + b

2

)
� 1

b − a

∫ b

a

f (x)dx � f (a) + f (b)

2
(1.5.1)

are valid.

PROOF. Sincef is convex onI , then fort ∈ [0,1], we have

f
(
ta + (1− t)b

)
� tf (a) + (1− t)f (b). (1.5.2)

Integrating (1.5.2) with respect tot on [0,1] we get

∫ 1

0
f
(
ta + (1− t)b

)
dt � f (a) + f (b)

2
. (1.5.3)



54 Chapter 1. Inequalities Involving Convex Functions

On the other hand, sincef is convex onI , then fort ∈ [0,1] we have

f

(
a + b

2

)
= f

(
ta + (1− t)b

2
+ (1− t)a + tb

2

)

� 1

2

[
f
(
ta + (1− t)b

)+ f
(
(1− t)a + tb

)]
. (1.5.4)

Integrating inequality (1.5.4) with respect tot on [0,1] we get

f

(
a + b

2

)
� 1

2

∫ 1

0

[
f
(
ta + (1− t)b

)+ f
(
(1− t)a + tb

)]
dt

= 1

2

[∫ 1

0
f
(
ta + (1− t)b

)
dt +

∫ 1

0
f
(
(1− t)a + tb

)
dt

]
. (1.5.5)

By putting 1− t = s in the second integral on the right-hand side of (1.5.5), we
have

f

(
a + b

2

)
� 1

2

[∫ 1

0
f
(
ta + (1− t)b

)
dt +

∫ 1

0
f
(
sa + (1− s)b

)
ds

]

=
∫ 1

0
f
(
ta + (1− t)b

)
dt. (1.5.6)

From (1.5.3) and (1.5.6), we get

f

(
a + b

2

)
�
∫ 1

0
f
(
ta + (1− t)b

)
dt � f (a) + f (b)

2
. (1.5.7)

By puttingta+(1− t)b = x in the integral involved in (1.5.7), it is easy to observe
that ∫ 1

0
f
(
ta + (1− t)b

)
dt = 1

b − a

∫ b

a

f (x)dx. (1.5.8)

Using (1.5.8) in (1.5.7) we get the required inequalities in (1.5.1) and the proof is
complete. �

In 1976, A. Lupas [200] proves that ifp, q > 0, f is convex onI ⊃ [a, b] and
ν = (pa + qb)/(p + q), then

f

(
pa + qb

p + q

)
� 1

2y

∫ ν+y

ν−y

f (t)dt � pf (a) + qf (b)

p + q
, (1.5.9)
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provided 0< y � [(b − a)/(p + q)]min(p, q). The casep = q = 1, y =
(b − a)/2 of (1.5.9) is Hadamard’s inequality. In [376] it is shown that un-
der the same hypotheses Hadamard’s inequality yields the following refinement
of (1.5.9).

THEOREM 1.5.2. If p, q > 0, f is convex on I ⊃ [a, b] and ν = (pa + qb)/

(p + q), then

f

(
pa + qb

p + q

)
� 1

2y

∫ ν+y

ν−y

f (t)dt

� 1

2

[
f (ν − y) + f (ν + y)

]
� pf (a) + qf (b)

p + q
. (1.5.10)

PROOF. First observe that if 0< y � [(b − a)/(p + q)]min(p, q) then, by con-
sidering two cases (0< p � q, 0< q < p), one easily verifies thata � ν − y <

ν + y � b, sof is defined on[ν − y, ν + y]. By Hadamard’s inequality (1.5.1)
with a, b replaced byν − y, ν + y, we obtain

f (ν) � 1

2y

∫ ν+y

ν−y

f (t)dt � 1

2

[
f (ν − y) + f (ν + y)

]
. (1.5.11)

By the definition of convexity, we have, fora � x1 < x2 < x3 � b,

f (x2) � x3 − x2

x3 − x1
f (x1) + x2 − x1

x3 − x1
f (x3).

Hence, takingx1 = a, x3 = b we obtain

f (ν − y) � b − (ν − y)

b − a
f (a) + ν − y − a

b − a
f (b), (1.5.12)

f (ν + y) � b − (ν + y)

b − a
f (a) + ν + y − a

b − a
f (b). (1.5.13)

From (1.5.11)–(1.5.13), we now have

f (ν) � 1

2y

∫ ν+y

ν−y

f (t)dt

� 1

2

[
f (ν − y) + f (ν + y)

]
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� 1

2

[
b − ν

b − a
f (a) + ν − a

b − a
f (b)

]

= pf (a) + qf (b)

p + q
,

proving (1.5.10). �

In 1990, S.S. Dragomir [82] has given the following refinements of Hadamard’s
inequalities.

THEOREM 1.5.3. Let f : [a, b] → R be a convex mapping. Then, for all
t ∈ [a, b], we have the following inequalities

f

(
a + b

2

)
� 1

(b − a)2

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy

� 1

b − a

∫ b

a

f (x)dx

� f (a) + f (b)

2
. (1.5.14)

PROOF. Sincef is convex on[a, b], then for allx, y ∈ [a, b] andt ∈ [0,1], we
have

f
(
tx + (1− t)y

)
� tf (x) + (1− t)f (y).

Integrating this inequality on[a, b] × [a, b] we get

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy �

∫ b

a

∫ b

a

[
tf (x) + (1− t)f (y)

]
dx dy

= (b − a)

∫ b

a

f (x)dx,

which proves the second part of (1.5.14) by using the right half of Hadamard’s
inequality.

On the other hand, by Jensen’s inequality for double integrals, we have

f

(
1

(b − a)2

∫ b

a

∫ b

a

(
tx + (1− t)y

)
dx dy

)

� 1

(b − a)2

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy,
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and since

1

(b − a)2

∫ b

a

∫ b

a

(
tx + (1− t)y

)
dx dy = a + b

2
,

the proof is complete. �

COROLLARY 1.5.1. Let f be as in Theorem 1.5.3.Then

f

(
a + b

2

)
� 1

(b − a)2

∫ b

a

∫ b

a

f

(
x + y

2

)
dx dy

� 1

b − a

∫ b

a

f (x)dx

� f (a) + f (b)

2
. (1.5.15)

THEOREM 1.5.4. Let f : [a, b] → R be a convex mapping on [a, b]. Then

1

(b − a)2

∫ b

a

∫ b

a

f

(
x + y

2

)
dx dy

� 1

(b − a)2

∫ b

a

∫ b

a

∫ 1

0
f
(
tx + (1− t)y

)
dx dy dt

� 1

b − a

∫ b

a

f (x)dx. (1.5.16)

PROOF. Consider the mappingg : [a, b] → R given by

g(t) = 1

(b − a)2

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy.

For all t1, t2 ∈ [0,1] andα, β � 0 with α + β = 1, we have

g(αt1 + βt2) = 1

(b − a)2

∫ b

a

∫ b

a

f
(
(αt1 + βt2)x + (1− αt1 − βt2)y

)
dx dy

� α

(b − a)2

∫ b

a

∫ b

a

f
(
t1x + (1− t1)y

)
dx dy

+ β

(b − a)2

∫ b

a

∫ b

a

f
(
t2x + (1− t2)y

)
dx dy

= αg(t1) + βg(t2),
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which proves thatg is convex on[0,1].
By means of Hadamard’s inequalities for the convex mappingg and using

Fubini’s theorem for multiple integrals, we have

1

(b − a)2

∫ b

a

∫ b

a

f

(
x + y

2

)
dx dy

= g

(
1

2

)
�
∫ 1

0
g(t)dt

= 1

(b − a)2

∫ b

a

∫ b

a

∫ 1

0
f
(
tx + (1− t)y

)
dx dy dt

� g(0) + g(1)

2
= 1

b − a

∫ b

a

f (x)dx.

The proof is complete. �

The next theorem given by Dragomir [86], in one sense, is an improvement of
the “right” inequality in (1.5.1).

THEOREM 1.5.5. Let f : [a, b] → R be a differentiable convex function. Then
the following inequalities

0 � 1

b − a

∫ b

a

f (x)dx − 1

(b − a)2

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy

� t

(
f (a) + f (b)

2
− 1

b − a

∫ b

a

f (x)dx

)
(1.5.17)

are valid for all t in [0,1].

PROOF. Sincef is convex on[a, b], we have

f
(
tx + (1− t)y

)
� tf (x) + (1− t)f (y)

for all x, y in [a, b] andt in [0,1]. Integrating the above inequality on[a, b]2 we
obtain∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy �

∫ b

a

∫ b

a

[
tf (x) + (1− t)f (y)

]
dx dy

= (b − a)

∫ b

a

f (x)dx,
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from which the first part of the proof of the inequalities in (1.5.17) follows.
On the other hand, sincef is convex and derivable on[a, b], we have

f
(
tx + (1− t)y

)− f (y) � t (x − y)f ′(y)

for all x, y in [a, b] andt in [0,1]. Integrating both sides of the above inequality
on [a, b]2 we get

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy − (b − a)

∫ b

a

f (x)dx

� t

∫ b

a

∫ b

a

(x − y)f ′(y)dx dy. (1.5.18)

Since a simple calculation yields that

∫ b

a

∫ b

a

(x − y)f ′(y)dx dy

= (b − a)

∫ b

a

f (x)dx − (b − a)2f (a) + f (b)

2
,

by using this formula in (1.5.18), we obtain

(b − a)

∫ b

a

f (x)dx −
∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy

� t

[
(b − a)2f (a) + f (b)

2
− (b − a)

∫ b

a

f (x)dx

]

for all t in [0,1], which is the second inequality in (1.5.17). �

COROLLARY 1.5.2. Let f be as in Theorem 1.5.5.Then we have

0 � 1

b − a

∫ b

a

f (x)dx − 1

(b − a)2

∫ b

a

∫ b

a

f

(
x + y

2

)
dx dy

� 1

2

[
f (a) + f (b)

2
− 1

b − a

∫ b

a

f (x)dx

]
.

The following theorem also is given in [86].
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THEOREM 1.5.6. Let f be as in Theorem 1.5.5.Then for all t in [0,1], we have
the inequality

0 � 1

b − a

∫ b

a

f (x)dx − 1

b − a

∫ b

a

f

(
tx + (1− t)

a + b

2

)
dx

� (1− t)

[
f (a) + f (b)

2
− 1

b − a

∫ b

a

f (x)dx

]
. (1.5.19)

PROOF. First, we observe that

f

(
tx + (1− t)

a + b

2

)
� tf (x) + (1− t)f

(
a + b

2

)

for all x in [a, b] andt in [0,1]. Integrating the above inequality with respect tox

over[a, b] and using the left half of inequality (1.5.1) we have

1

b − a

∫ b

a

f

(
tx + (1− t)

a + b

2

)
dx

� t

b − a

∫ b

a

f (x)dx + (1− t)f

(
a + b

2

)

� t

b − a

∫ b

a

f (x)dx + 1− t

b − a

∫ b

a

f (x)dx

= 1

b − a

∫ b

a

f (x)dx.

On the other hand, the functionf being differentiate convex on[a, b], we get

f

(
tx + (1− t)

a + b

2

)
− f (x) � (1− t)

(
a + b

2
− x

)
f ′(x)

for all t in [0,1] andx in [a, b]. Integrating the above inequality with respect tox

on [a, b] we get

1

b − a

∫ b

a

f

(
tx + (1− t)

a + b

2

)
dx − 1

b − a

∫ b

a

f (x)dx

� (1− t)

∫ b

a

(
a + b

2
− x

)
f ′(x)dx (1.5.20)
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for all t in [0,1]. A simple computation shows that

∫ b

a

(
a + b

2
− x

)
f ′(x)dx =

∫ b

a

f (x)dx − (b − a)
f (a) + f (b)

2
.

Using this equality in (1.5.20) we get the required inequality in (1.5.19). �

COROLLARY 1.5.3. Let f be as in Theorem 1.5.6.Then we have

0 � 1

b − a

∫ b

a

f (x)dx − 2

b − a

∫ (a+3b)/4

(3a+b)/4
f (x)dx

� 1

2

[
f (a) + f (b)

2
− 1

b − a

∫ b

a

f (x)dx

]
.

In [381] Pěcaríc and Dragomir and in [87] Dragomir obtain a generalization
and refinement of Hadamard’s inequality for isotonic linear functional. In the fol-
lowing theorems we give the results of [87,381]. We need the following lemmas
given in [87,381].

LEMMA 1.5.1. Let X be a linear space and C be its convex subset. Then the
following statements are equivalent for a mapping f :X → R

(i) f is convex on C and
(ii) for all x, y ∈ C, the mapping gx,y : [0,1] → R, gx,y = f (tx + (1− t)y) is

convex on [0,1].

PROOF. (i) ⇒ (ii). Supposex, y ∈ C and let t1, t2 ∈ [0,1], λ1, λ2 � 0 with
λ1 + λ2 = 1. Then

gx,y(λ1t1 + λ2t2) = f
(
(λ1t1 + λ2t2)x + (1− λ1t1 − λ2t2)y

)
= f

(
(λ1t1 + λ2t2)x + (

λ1(1− t1) + λ2(1− t2)
)
y
)

� λ1f
(
t1x + (1− t1)y

)+ λ2f
(
t2x + (1− t2)y

)
= λ1gx,y(t1) + λ2gx,y(t2),

that is,gx,y is convex on[0,1].
(ii) ⇒ (i). Let x, y ∈ C andλ1, λ2 � 0 with λ1 + λ2 = 1. Then

f (λ1x + λ2y) = f
(
λ1x + (1− λ1)y

)
= gx,y(λ2 · 1+ λ2 · 0)
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� λ1gx,y(1) + λ2gx,y(0)

= λ1f (x) + λ2f (y),

that is,f is convex onC and the lemma is proved. �

LEMMA 1.5.2. Let X be a real linear space and C be a convex subset. If
f :C → R is convex on C, then for all x, y in C, the mapping gx,y : [0,1] → R

given by

gx,y(t) = 1

2

[
f
(
tx + (1− t)y

)+ f
(
(1− t)x + ty

)]
is also convex on [0,1]. In addition, we have the inequality

f

(
x + y

2

)
� gx,y(t) � f (a) + f (b)

2

for all x, y in C and t ∈ [0,1].

PROOF. Supposex, y ∈ C and lett1, t2 ∈ [0,1] andα, β � 0 with α + β = 1.
Then

gx,y(αt1 + βt2) = 1

2

[
f
(
(αt1 + βt2)x + (1− αt1 − βt2)y

)
+ f

(
(1− αt1 − βt2)x + (αt1 + βt2)y

)]
= 1

2

[
f
(
α
(
t1x + (1− t1)y

)+ β
(
t2x + (1− t2)y

))
+ f

(
α
(
(1− t1)x + t1y

)+ β
(
(1− t2)x + t2y

))]
� 1

2

[
αf
(
t1x + (1− t1)y

)+ βf
(
t2x + (1− t2)y

)
+ αf

(
(1− t1)x + t1y

)+ βf
(
(1− t2)x + t2y

)]
= αgx,y(t1) + βgx,y(t2),

which shows thatgx,y is convex on[0,1].
By the convexity off we can state

gx,y(t) � f

(
1

2

(
tx + (1− t)y + (1− t)x + ty

))= f

(
x + y

2

)

and also

gx,y(t) � 1

2

[
tf (x) + (1− t)f (y) + (1− t)f (x) + tf (y)

]= f (x) + f (y)

2
,
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for all t in [0,1], which completes the proof. �

In [381] Pěcaríc and Dragomir have given the following generalization of
Hadamard’s inequality for isotonic linear functionals.

THEOREM1.5.7. Let f :C ⊆ X → R be a convex function on C, L and A satisfy
conditions (L1), (L2) and (A1), (A2) in Section 1.3,and h :E → R, 0� h(t) � 1,
h ∈ L is such that gx,y ◦ h ∈ L for x, y given in C, where E be a nonempty set. If
A(1) = 1, then we have the inequality

f
(
A(h)x + (

1− A(h)
)
y
)
� A

[
f
(
hx + (1− h)y

)]
� A(h)f (x) + (

1− A(h)
)
f (y). (1.5.21)

PROOF. Consider the mappinggx,y : [0,1] → R, gx,y(s) = f (sx + (1 − s)y).
Then, by the Lemma 1.5.1, we havegx,y is convex on[0,1]. For all t ∈ E, we
have

gx,y

(
h(t) · 1+ (

1− h(t)
) · 0

)
� h(t)gx,y(1) + (

1− h(t)
)
gx,y(0)

which implies

A
(
gx,y(h)

)
� A(h)gx,y(1) + (

1− A(h)
)
gx,y(0),

that is,

A
[
f
(
hx + (1− h)y

)]
� A(h)f (x) + (

1− A(h)
)
f (y).

On the other hand, by using Jessen’s inequality in Theorem 1.3.1 togx,y , we have

gx,y

(
A(h)

)
� A

(
gx,y(h)

)
,

which gives

f
(
A(h)x + (

1− A(h)
)
y
)
� A

[
f
(
hx + (1− h)y

)]
,

and the proof is complete. �

In [87] Dragomir has given the following refinement of Hadamard’s inequality
for isotonic linear functionals.

THEOREM 1.5.8. Let f :C ⊆ X → R be a convex function on convex set C,
L and A satisfy conditions (L1), (L2) and (A1), (A2) in Section 1.3, and
h :E → R, 0 � h(t) � 1, t ∈ E, h ∈ L is such that f (hx + (1 − h)y) and
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f ((1 − h)x + hy) belong to L for x, y fixed in C. If A(1) = 1, then we have
the inequality

f

(
x + y

2

)
� 1

2

[
f
(
A(h)x + (

1− A(h)
)
y
)+ f

((
1− A(h)

)
x + A(h)y

)]

� 1

2

(
A
[
f
(
hx + (1− h)y

)]+ A
[
f
(
(1− h)x + hy

)])
� f (x) + f (y)

2
. (1.5.22)

PROOF. Consider the mappinggx,y : [0,1] → R given in Lemma 1.5.2. Then
gx,y is convex on[0,1]. Applying Jessen’s inequality in Theorem 1.3.1 for the
mappinggx,y , we get

gx,y

(
A(h)

)
� A

(
gx,y(h)

)
.

But

gx,y

(
A(h)

)= 1

2

[
f
(
A(h)x + (

1− A(h)
)
y
)+ f

((
1− A(h)

)
x + A(h)y

)]
and

A
(
gx,y(h)

)= 1

2

(
A
[
f
(
hx + (1− h)y

)]+ A
[
f
(
(1− h)x + hy

)])
,

and the second inequality in (1.5.22) is proved.
To prove the first inequality in (1.5.22), we observe that by Lemma 1.5.2

f

(
x + y

2

)
� gx,y

(
A(h)

)
which is the desired statement.

Finally, we observe that by the convexity off , we get

1

2

[
f
(
hx + (1− h)y

)+ f
(
(1− h)x + hy

)]
� f (x) + f (y)

2
onE.

Applying to this inequality the functionalA and sinceA(1) = 1, we obtain the
last part of (1.5.22). �

1.6 Inequalities of Hadamard Type I

During the past few years several papers have appeared which deals with
Hadamard-type inequalities involving various classes of functions. In this sec-
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tion, we offer some basic inequalities of Hadamard type that have recently been
published.

In 1985, Godunova and Levin [130] introduce the following class of functions.
A mappingf : I → R is said to belong to the classQ(I) if it is nonnegative

and, for allx, y ∈ I andλ ∈ (0,1), satisfies the inequality

f
(
λx + (1− λ)y

)
� f (x)

λ
+ f (y)

1− λ
, (1.6.1)

whereI is an interval fromR.
In [130] it is noted that all nonnegative monotone and nonnegative convex

functions belong to this class and also proves the following result:
If f ∈ Q(I) andx, y, z ∈ I , then

f (x)(x − y)(x − z)+f (y)(y − x)(y − z)+f (z)(z − x)(z − y) � 0. (1.6.1′)

In fact, (1.6.1′) is equivalent to (1.6.1) so it can be used alternatively in the
definition of the classQ(I). For the casef (x) = xr , r ∈ R, inequality (1.6.1′)
obviously coincides with the well-known Schur inequality.

The following result deals with an inequality of Hadamard type recently estab-
lished in [93] for a class of functionsQ(I).

THEOREM 1.6.1. Let f ∈ Q(I), a, b ∈ I , with a < b and f ∈ L1[a, b]. Then

f

(
a + b

2

)
� 4

b − a

∫ b

a

f (x)dx (1.6.2)

and

1

b − a

∫ b

a

p(x)f (x)dx � f (a) + f (b)

2
, (1.6.3)

where

p(x) = (b − x)(x − a)

(b − a)2
, x ∈ I.

The constant equal to 4 in (1.6.2)is the best possible.

PROOF. Sincef ∈ Q(I), we have for allx, y ∈ I (with λ = 1/2 in (1.6.1)),

2
(
f (x) + f (y)

)
� f

(
x + y

2

)
,
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that is, withx = ta + (1− t)b, y = (1− t)a + tb, t ∈ [0,1],

2
(
f
(
ta + (1− t)b

)+ f
(
(1− t)a + tb

))
� f

(
a + b

2

)
.

Integrating the above inequality over[0,1] we have

2

(∫ 1

0
f
(
ta + (1− t)b

)
dt +

∫ 1

0
f
(
(1− t)a + tb

)
dt

)
� f

(
a + b

2

)
. (1.6.4)

Since∫ 1

0
f
(
ta + (1− t)b

)
dt =

∫ 1

0
f
(
(1− t)a + tb

)
dt = 1

b − a

∫ b

a

f (x)dx,

we get inequality (1.6.2) from (1.6.4).
For the proof of (1.6.3), we first note that iff ∈ Q(I) then, for alla, b ∈ I and

λ ∈ [0,1], it yields

λ(1− λ)f
(
λa + (1− λ)b

)
� (1− λ)f (a) + λf (b)

and

λ(1− λ)f
(
(1− λ)a + λb

)
� λf (a) + (1− λ)f (b).

By adding these inequalities and integrating the resulting inequality on[0,1], we
find that ∫ 1

0
λ(1− λ)

(
f
(
λa + (1− λ)b

)+ f
(
(1− λ)a + λb

))
dλ

� f (a) + f (b). (1.6.5)

Moreover,

∫ 1

0
λ(1− λ)f

(
λa + (1− λ)b

)
dλ

=
∫ 1

0
λ(1− λ)f

(
(1− λ)a + λb

)
dλ

= 1

b − a

∫ b

a

(b − x)(x − a)

(b − a)2
f (x)dx. (1.6.6)

We get (1.6.3) by combining (1.6.5) with (1.6.6).
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The constant equal to 4 in (1.6.2) is the best possible because this inequality
reduces to an equality for the function

f (x) =




1, a � x < a+b
2 ,

4, x = a+b
2 ,

1, a+b
2 < x � b.

Moreover, this function is of the classQ(I) because

f (x)

λ
+ f (y)

1− λ
� 1

λ
+ 1

1− λ

= g(λ) � min
0<λ<1

g(λ)

= g

(
1

2

)
= 4� f

(
λx + (1− λ)y

)
.

The proof is complete. �

In [93] the following class of functions is introduced.
A mappingf : I → R, belongs to the classP(I) (I is an interval fromR) if it

is nonnegative and, for allx, y ∈ I andλ ∈ [0,1], satisfies the inequality

f
(
λx + (1− λ)y

)
� f (x) + f (y). (1.6.7)

Obviously,Q(I) ⊃ P(I) and for applications it is important to note also that
P(I) contains all monotone, convex and quasi-convex functions, that is, functions
satisfyingf (λx + (1− λ)y) � max(f (x), f (y)).

In [93] the following version of Hadamard’s inequality in the restricted class
of functions is given.

THEOREM 1.6.2. Let f ∈ P(I), a, b ∈ I , with a < b and f ∈ L1[a, b]. Then

f

(
a + b

2

)
� 2

b − a

∫ b

a

f (x)dx � 2
(
f (a) + f (b)

)
. (1.6.8)

Both inequalities are the best possible.

PROOF. According to (1.6.7) withx = ta + (1− t)b, y = (1− t)a + tb, t ∈ [0,1],
andλ = 1/2 we find that

f

(
a + b

2

)
� f

(
ta + (1− t)b

)+ f
(
(1− t)a + tb

)
.
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Integrating the above inequality with respect tot over[0,1], we obtain

f

(
a + b

2

)
�
∫ 1

0

(
f
(
ta + (1− t)b

)+ f
(
(1− t)a + tb

))
dt

= 2

b − a

∫ b

a

f (x)dx,

and the first inequality is proved. The proof of the second inequality follows by
using (1.6.7) withx = a, y = b and integrating with respect toλ over[0,1].

The first inequality in (1.6.8) reduces to an equality for the (nondecreasing)
function

f (x) =
{

0, a � x < a+b
2 ,

1, a+b
2 � x � b,

and the second inequality reduces to an equality for the (nondecreasing) function

f (x) =
{

0, x = a,

1, a < x � b.

The proof is complete. �

In [128] versions of the upper Hadamard inequality are developed forr-convex
andr-concave functions.

Recall that a positive functionf is log-convex on a real interval[a, b] if, for
all x, y ∈ [a, b] andλ ∈ [0,1], we have

f
(
λx + (1− λ)y

)
� f (x)λf (y)1−λ. (1.6.9)

If the reverse inequality holds,f is termed log-concave.
Also the power meanMr(x, y;λ) of orderr of positive numbersx, y is de-

noted by

Mr(x, y;λ) =
{(

λxr + (1− λ)yr
)1/r if r �= 0,

xλy1−λ if r = 0.

In the special caseλ = 1/2, we contract this notation toMr(x, y).
In view of the above, a natural generalizing concept is that ofr-convexity.

A positive functionf is r-convex on[a, b] if, for all x, y ∈ [a, b] andλ ∈ [0,1],
f
(
λx + (1− λ)y

)
� Mr

(
f (x), f (y);λ). (1.6.10)

The definition ofr-convexity naturally complements the concept ofr-concavity,
in which the inequality is reversed. We have that 0-convex functions are simply
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log-convex functions and 1-convex functions are ordinary convex functions. For
the latter the requirement thatr-convex function be positive can clearly be relaxed.

Again, in all the above, we may take a real linear spaceX in place of the real
line. The conditionx, y ∈ [a, b] then becomesx, y ∈ U for U a convex set inX.
In [128] the authors have developed Hadamard-type inequalities for log-convex
functions and more generally forr-convex functions. It is convenient to separate
the proof of the former special case as the functional representations differ in
detail from those of the general case.

It will be convenient to invoke the logarithmic meanL(x, y) of two positive
numbersx, y, which is given by

L(x, y) =
{ x−y

lnx−lny
, x �= y,

x, x = y,

and the generalized logarithmic means of orderr of positive numbersx, y, defined
by

Fr(x, y) =




r
r+1

xr+1−yr+1

xr−yr , r �= 0, −1, x �= y,
x−y

lnx−lny
, r = 0, x �= y,

xy
lnx−lny

x−y
, r = −1, x �= y,

x, x = y

(see [194]).
The following theorem proved in [128] deals with a version of the upper

Hadamard inequality for log-convex functions.

THEOREM 1.6.3. Let f be a positive, log-convex function on [a, b]. Then

1

b − a

∫ b

a

f (t)dt � L
(
f (a), f (b)

)
.

For f a positive log-concave function, the inequality is reversed.

PROOF. First suppose thatf (a) �= f (b). By (1.6.9) we have∫ b

a

f (t)dt = (b − a)

∫ 1

0
f
(
sb + (1− s)a

)
ds

� (b − a)

∫ 1

0
f (b)sf (a)1−s ds

= (b − a)f (a)

∫ 1

0

{
f (b)

f (a)

}s

ds
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= (b − a)f (a)

[(
f (b)

f (a)

)s/
ln

(
f (b)

f (a)

)]1

0

= (b − a)
f (b) − f (a)

lnf (b) − lnf (a)

= (b − a)L
(
f (a), f (b)

)
.

Forf (a) = f (b), we have with the same development

∫ b

a

f (t)dt = (b − a)

∫ 1

0
f
(
sb + (1− s)a

)
ds

� (b − a)

∫ 1

0
f (b)sf (a)1−s ds

= (b − a)

∫ 1

0
f (a)ds

= (b − a)f (a)

= (b − a)L
(
f (a), f (b)

)
.

The proof is complete. �

A similar proof gives the following generalization established in [128].

THEOREM 1.6.4. Let f be a positive, log-convex function on a convex set
U ⊂ X, where X is a linear vector space. Then for a, b ∈ U ,

∫ 1

0
f
(
sa + (1− s)b

)
ds � L

(
f (a), f (b)

)
.

The following inequalities may be derived by way of corollaries to Theorems
1.6.3 and 1.6.4.

COROLLARY 1.6.1. Let f be a positive log-convex function on [a, b]. Then

1

b − a

∫ b

a

f (t)dt

� min
x∈[a,b]

(x − a)L(f (a), f (x)) + (b − x)L(f (x), f (b))

b − a
. (1.6.11)
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If f is a positive log-concave function, then

1

b − a

∫ b

a

f (t)dt

� max
x∈[a,b]

(x − a)L(f (a), f (x)) + (b − x)L(f (x), f (b))

b − a
. (1.6.12)

PROOF. Let f be a positive log-convex function. Then by Theorem 1.6.3, we
have that∫ b

a

f (t)dt =
∫ x

a

f (t)dt +
∫ b

x

f (t)dt

� (x − a)L
(
f (a), f (x)

)+ (b − x)L
(
f (x), f (b)

)
for all x ∈ [a, b], whence (1.6.11). Similarly we can prove (1.6.12). �

COROLLARY 1.6.2. Let f be a positive log-convex function on [a, b]. Then

1

b − a

∫ b

a

f (t)dt � 1

n

n∑
i=1

L

(
f

(
a + i − 1

n
(b − a)

)
, f

(
a + i

n
(b − a)

))
.

If f is a positive log-concave function, then inequality is reversed.

PROOF. The result follows by applying Theorem 1.6.3 to the integrals on the
right-hand side in

∫ b

a

f (t)dt =
n∑

i=1

∫ a+i(b−a)/n

a+(i−1)(b−a)/n

f (t)dt.
�

COROLLARY 1.6.3.

(a) Let f be a positive log-convex function on [a, b]. Then

1

b − a

∫ b

a

f (t)dt � M1/3
(
f (a), f (b)

)
,

while if f is log-concave, then

1

b − a

∫ b

a

f (t)dt �
√

f (a)f (b). (1.6.13)
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(b) Let f be a positive, log-convex function on a convex set U ⊂ X, where
X is a linear vector space. Then for a, b ∈ U ,∫ 1

0
f
(
sa + (1− s)b

)
ds � M1/3

(
f (a), f (b)

)
,

while if f is log-concave, then∫ 1

0
f
(
sa + (1− s)b

)
ds �

√
f (a)f (b).

PROOF. Part (a) follows from Theorem 1.6.3 and the inequalities

G(a,b) � L(a, b) � M1/3(a, b),

whereL(a, b), Mr(a, b) are as defined above andG(a,b) is the geometric mean
(see also [194]). Part (b) follows similarly from Theorem 1.6.4. �

In [128] the following Hadamard-type inequality forr-convex functions is
proved.

THEOREM 1.6.5. Suppose f is a positive r-convex function on [a, b]. Then

1

b − a

∫ b

a

f (t)dt � Fr

(
f (a), f (b)

)
.

If f is a positive r-concave function, then the inequality is reversed.

PROOF. The caser = 0 has been dealt with Theorem 1.6.3. Suppose thatr �=
0,−1. First assume thatf (a) �= f (b). By (1.6.10) we have∫ b

a

f (t)dt = (b − a)

∫ 1

0
f
(
sb + (1− s)a

)
ds

� (b − a)

∫ 1

0

{
sf r(b) + (1− s)f r(a)

}1/r ds

= (b − a)

∫ f r (b)

f r (a)

t1/r dt

f r (b) − f r(a)

= (b − a)
r

r + 1

f r+1(b) − f r+1(a)

f r(b) − f r(a)

= (b − a)Fr

(
f (a), f (b)

)
.



1.7. Inequalities of Hadamard Type II 73

Forf (a) = f (b), we have similarly

∫ b

a

f (t)dt � (b − a)

∫ 1

0

{
sf r(a) + (1− s)f r(a)

}1/r ds

= (b − a)f (a)

= (b − a)Fr

(
f (a), f (a)

)
.

Finally, let r = −1. Forf (a) �= f (b), we have again

∫ b

a

f (t)dt � (b − a)

∫ 1

0

{
sf −1(b) + (1− s)f −1(a)

}−1 ds

= b − a

1/f (b) − 1/f (a)

∫ 1/f (b)

1/f (a)

t−1 dt

= b − a

1/f (b) − 1/f (a)

(
ln

1

f (b)
− ln

1

f (a)

)

= (b − a)f (a)f (b)
lnf (a) − lnf (b)

f (a) − f (b)

= (b − a)F−1
(
f (a), f (b)

)
.

Whenf (a) = f (b) the proof is similar. �

In concluding this section, we note that in [365] the authors have obtained some
generalizations of the extensions of Hadamard’s inequality tor-convex functions
involving Stolarsky means. For inequalities of Hadamard’s type, see also [118,
220].

1.7 Inequalities of Hadamard Type II

The classical inequality of the Hadamard type has been generalized and extended
in several directions. In this section we shall give some results on refinements and
variants of Hadamard’s inequality given by various investigators.

In 1992, Dragomir [84] has obtained some refinements of Hadamard’s inequal-
ities (1.5.1) by considering the following two mappings involving convex func-
tions

H(t) = 1

b − a

∫ b

a

f

(
tx + (1− t)

a + b

2

)
dx (1.7.1)
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and

F(t) = 1

(b − a)2

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy, (1.7.2)

wheref : [a, b] → R is a convex function andH andF are real-valued functions
defined on[a, b].

The main results given in [84] are given in the following two theorems.

THEOREM 1.7.1. Let f : [a, b] → R be a convex function. Then

(i) H is convex on [0,1].
(ii) We have

inf
t∈[0,1]H(t) = H(0) = f

(
a + b

2

)

and

sup
t∈[0,1]

H(t) = H(1) = 1

b − a

∫ b

a

f (x)dx.

(iii) H increases monotonically on [0,1].

PROOF. (i) Let α, β � 0 with α + β = 1 andt1, t2 ∈ [0,1]. Then

H(αt1 + βt2)

= 1

b − a

∫ b

a

f

(
α

(
t1x + (1− t1)

a + b

2

)
+ β

(
t2x + (1− t2)

a + b

2

))
dx

� α
1

b − a

∫ b

a

f

(
t1x + (1− t1)

a + b

2

)
dx

+ β
1

b − a

∫ b

a

f

(
t2x + (1− t2)

a + b

2

)
dx

= αH(t1) + βH(t2)

which shows thatH is convex in[0,1].
(ii) We shall prove the following inequalities

f

(
a + b

2

)
� H(t)

� t
1

b − a

∫ b

a

f (x)dx + (1− t)f

(
a + b

2

)
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� 1

b − a

∫ b

a

f (x)dx (1.7.3)

for all t in [0,1].
By Jensen’s integral inequality, we have

H(t) � f

(
1

b − a

∫ b

a

[
tx + (1− t)

a + b

2

]
dx

)

= f

(
a + b

2

)
.

Now, using the convexity off , we get

H(t) � 1

b − a

∫ b

a

[
tf (x) + (1− t)f

(
a + b

2

)]
dx

= t
1

b − a

∫ b

a

f (x)dx + (1− t)f

(
a + b

2

)
,

and the second inequality in (1.7.3) is proven.
The last inequality is obvious because the mapping

g(t) = t
1

b − a

∫ b

a

f (x)dx + (1− t)f

(
a + b

2

)

is increasing monotonically on[0,1].
(iii) Let t1, t2 ∈ (0,1) with t2 > t1. Then,H being convex on(0,1),

H(t2) − H(t1)

t2 − t1
� H ′+(t1)

= 1

b − a

∫ b

a

f ′+
(

t1x + (1− t1)
a + b

2

)(
x − a + b

2

)
dx.

Sincef is convex on[a, b], we deduce that

f

(
a + b

2

)
− f

(
t1x + (1− t1)

a + b

2

)

� t1f
′+
(

t1x + (1− t1)
a + b

2

)(
a + b

2
− x

)
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for everyx in [a, b]. Thus

1

b − a

∫ b

a

f ′+
(

t1x + (1− t1)
a + b

2

)(
x − a + b

2

)
dx

� 1

t1

[
1

b − a

∫ b

a

f

(
t1x + (1− t1)

a + b

2

)
dx − f

(
a + b

2

)]

= 1

t1

[
H(t1) − f

(
a + b

2

)]
� 0.

ConsequentlyH(t2) − H(t1) � 0 for 1 � t2 > t1 � 0 which shows thatH in-
creases monotonically on[0,1]. The proof is complete. �

THEOREM 1.7.2. Let f : [a, b] → R be a convex function. Then

(i) F(σ + 1
2) = F(1

2 − σ) for all σ ∈ [0, 1
2].

(ii) F is convex on [0,1].
(iii) We have

sup
t∈[0,1]

F(t) = F(0) = F(1) = 1

b − a

∫ b

a

f (x)dx

and

inf
t∈[0,1]F(t) = F

(
1

2

)
= 1

(b − a)2

∫ b

a

∫ b

a

f

(
x + y

2

)
dx dy.

(iv) The following inequality is valid

f

(
a + b

2

)
� F

(
1

2

)
.

(v) F decreases monotonically on [0, 1
2] and increases monotonically

on [1
2,1].

(vi) We have the inequality

H(t) � F(t) for all t ∈ [0,1].

PROOF. (i) Let σ ∈ [0, 1
2]. We have

F

(
σ + 1

2

)
= 1

(b − a)2

∫ b

a

∫ b

a

f

((
σ + 1

2

)
x +

(
1

2
− σ

)
y

)
dx dy
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= 1

(b − a)2

∫ b

a

∫ b

a

f

((
1

2
− σ

)
x +

(
σ + 1

2

)
y

)
dx dy

= F

(
1

2
− σ

)
.

(ii) The argument is similar to that in the proof of Theorem 1.7.1(i).
(iii) For all x, y in [a, b] andt in (0,1], we have

f
(
tx + (1− t)y

)
� tf (x) + (1− t)f (y).

Integrating this inequality in[a, b] × [a, b] we get∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy �

∫ b

a

∫ b

a

[
tf (x) + (1− t)f (y)

]
dx dy

= (b − a)

∫ b

a

f (x)dx

which shows thatF(t) � F(0) = F(1) for all t in [0,1]. Sincef is convex
on [a, b] for all t ∈ [0,1] andx, y in [a, b], we have

1

2

[
f
(
tx + (1− t)y

)+ f
(
ty + (1− t)x

)]
� f

(
x + y

2

)
.

Integrating this inequality in[a, b] × [a, b] we deduce∫ b

a

∫ b

a

f

(
x + y

2

)
dx dy

� 1

2

∫ b

a

∫ b

a

[
f
(
tx + (1− t)y

)+ f
(
ty + (1− t)x

)]
dx dy

=
∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy

which implies thatF(1/2) � F(t) for all t in [0,1], and the statement is proven.
(iv) Using Jensen’s inequality for double integrals we have

1

(b − a)2

∫ b

a

∫ b

a

f

(
x + y

2

)
dx dy � f

(
1

(b − a)2

∫ b

a

∫ b

a

(
x + y

2

)
dx dy

)
.

Since a simple computation shows that

1

(b − a)2

∫ b

a

∫ b

a

(
x + y

2

)
dx dy = a + b

2
,
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the proof is complete.
(v) Sincef is convex on(0,1), we have fort2 > t1, t1, t2 ∈ (1

2,1),

F(t2) − F(t1)

t2 − t1
� F ′+(t1) = 1

(b − a)2

∫ b

a

∫ b

a

f ′+
(
t1x + (1− t1)y

)
(x − y)dx dy.

By the convexity off on [a, b], we deduce

f

(
x + y

2

)
− f

(
t1x + (1− t1)y

)
� f ′+

(
t1x + (1− t1)y

) (x − y)(1− 2t1)

2

for all x, y in [a, b] andt1 ∈ (1
2,1), which is equivalent to

(x − y)f ′+
(
t1x + (1− t1)y

)
� 2

2t1 − 1

[
f
(
t1x + (1− t1)y

)− f

(
x + y

2

)]
.

Integrating on[a, b] × [a, b] we obtain

F ′+(t1) � 2

2t1 − 1

(
F(t1) − F

(
1

2

))
� 0, t1 ∈

(
1

2
,1

)
,

which shows thatF increases monotonically on[1
2,1].

The fact thatF increases monotonically on[0, 1
2] follows from the above con-

clusion using statement (i).
(vi) A simple computation shows that

H(t) = 1

b − a

∫ b

a

f

(
1

b − a

∫ b

a

[
tx + (1− t)y

]
dy

)
dx.

Using Jensen’s integral inequality we derive

H(t) � 1

(b − a)2

∫ b

a

f

(∫ b

a

[
tx + (1− t)y

]
dy

)
dx

for all t in [0,1], and the proof is complete. �

In [89] Dragomir and Ionescu have given the following theorem.

THEOREM 1.7.3. Let f :C ⊆ X → R be a convex mapping on a convex sub-
set C of a linear space X. For a, b two given elements in C, define the mapping
F(a, b) : [0,1] → R by

F(a, b)(t) = 1

2

[
f
(
ta + (1− t)b

)+ f
(
(1− t)a + tb

)]
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for all t in [0,1]. Then

(i) F(a, b)(σ + 1
2) = F(a, b)(1

2 − σ) for all σ in [0, 1
2].

(ii) supt∈[0,1] F(a, b)(t) = F(a, b)(0) = F(a, b)(1) = (f (a) + f (b))/2.
(iii) inf t∈[0,1] F(a, b)(t) = F(a, b)(1

2) = f (a+b
2 ).

(iv) F(a, b) is convex on [0,1].
(v) We have the generalized Hadamard inequalities

f

(
a + b

2

)
�
∫ 1

0
f
(
ta + (1− t)b

)
dt � f (a) + f (b)

2
. (1.7.4)

(vi) Let pi � 0 with Pn = ∑n
i=1 pi > 0 and ti are in [0,1] for all i =

1, . . . , n. Then we have the following inequalities

f

(
a + b

2

)
� F(a, b)

(
1

Pn

n∑
i=1

piti

)

� 1

Pn

n∑
i=1

piF (a, b)(ti)

� f (a) + f (b)

2
, (1.7.5)

which is the discrete variant of Hadamard’s result.
Moreover, if we assume that X = R and a, b in C, a < b, here C is an interval

of real numbers, we also have
(vii) F(a, b) is monotone decreasing on [0, 1

2] and monotone increasing
on [1

2,1].
(viii) We have the identity

∫ b

a

F (a, b)(t)dt = 1

b − a

∫ b

a

f (x)dx.

(ix) Hadamard’s inequalities hold, that is,

f

(
a + b

2

)
� 1

b − a

∫ b

a

f (x)dx � f (a) + f (b)

2
.

(x) If f is differentiable on [a, b], then

f

(
a + b

2

)
� f (a) + f (b)

2
− b − a

2

(
f ′(b) − f ′(a)

)
.



80 Chapter 1. Inequalities Involving Convex Functions

PROOF. (i) A simple computation shows that

F(a, b)

(
σ + 1

2

)

= 1

2

[
f

((
σ + 1

2

)
a +

(
1

2
− σ

)
b

)
+ f

((
1

2
− σ

)
a +

(
σ + 1

2

)
b

)]

= F(a, b)

(
1

2
− σ

)

for all σ in [0, 1
2], which proves the statement.

(ii) Using the convexity off we get

F(a, b)(t) � 1

2

[
tf (a) + (1− t)f (b) + (1− t)f (a) + tf (b)

]= f (a) + f (b)

2

for all t in [0,1] and

F(a, b)(0) = F(a, b)(1) = f (a) + f (b)

2
,

which proves the assertion.
(iii) By the convexity off , we also have

F(a, b)(t) � f

[
ta + (1− t)b + (1− t)a + tb

2

]
= f

(
a + b

2

)

for all t in [0,1] and

F(a, b)

(
1

2

)
= f

(
a + b

2

)
,

which shows the statement.
(iv) Let α, β � 0 with α + β = 1 andt1, t2 ∈ [0,1]. Then

F(a, b)(αt1 + βt2) = 1

2

[
f
(
α
[
t1a + (1− t1)b

]+ β
[
t2a + (1− t2)b

])
+f

(
α
[
(1− t1)a + t1b

]+ β
[
(1− t2)a + t2b

])]
� 1

2

[
αf
(
t1a + (1− t1)b

)+ βf
(
t2a + (1− t2)b

)
+ αf

(
(1− t1)a + t1b

)+ βf
(
(1− t2)a + t2b

)]
= αF(a, b)(t1) + βF(a, b)(t2),

which shows thatF(a, b) is convex on[0,1].
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(v) F(a, b) being convex on[0,1], it is integrable on[0,1] and by
(ii) and (iii), we get

f

(
a + b

2

)
�
∫ 1

0
F(a, b)(t)dt � f (a) + f (b)

2
.

Since a simple calculation shows that∫ 1

0
F(a, b)(t)dt =

∫ 1

0
f
(
ta + (1− t)b

)
dt,

the proof of inequality (1.7.4) is complete.
(vi) The first inequality in (1.7.5) is obvious from (iii). The second inequality

follows by Jensen’s inequality applied for the convex mappingF(a, b).
To prove the last inequality in (1.7.5), by (ii) we observe that

F(a, b)(ti) � f (a) + f (b)

2

for all i = 1, . . . , n. By multiplying with pi � 0 and summing these inequalities
overi from 1 ton, we obtain the desired inequality.

(vii) F(a, b) being convex on(0,1) for all t2 > t1, with t1, t2 ∈ [1
2,1),

we have

F(a, b)(t2) − F(a, b)(t1)

t2 − t1

� F ′(a, b)(t1)

= b − a

2

[
f ′+
(
(1− t1)a + t1b

)− f ′+
(
t1a + (1− t1)b

)]
.

Sincet1 ∈ [1
2,1), we have(1 − t1)a + t1b � t1a + (1 − t1)b and becausef ′+ is

monotone increasing on(a, b), we deduce that

f ′+
(
(1− t1)a + t1b

)
� f ′+

(
t1a + (1− t1)b

)
,

that is,F(a, b) is monotone increasing on[1
2,1) and by (ii) also in[1

2,1].
The fact thatF(a, b) is monotone decreasing on[0, 1

2] goes likewise.
(viii) It is easy to observe that∫ 1

0
f
(
ta + (1− t)b

)
dt = 1

b − a

∫ b

a

f (x)dx.

(ix) Follows by (v) and (viii).
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(x) Sincef is differentiable on[a, b], we have

f
(
ta + (1− t)b

)
� f (a) + (1− t)(b − a)f ′(a),

f
(
(1− t)a + tb

)
� f (a) + t (b − a)f ′(a),

for all t in [0,1]. Summing these inequalities we get

F(a, b)(t) � f (a) + b − a

2
f ′(a).

The fact that

F(a, b)(t) � f (b) − b − a

2
f ′(b)

for t ∈ [0,1], goes likewise. �

The next theorem deals with the inequalities of Hadamard’s type for
Lipschitzian mappings given in [92].

THEOREM 1.7.4. Let f : I ⊆ R → R be an M-Lipschitzian mapping on I and
a, b ∈ I with a < b. Then we have the inequalities∣∣∣∣f

(
a + b

2

)
− 1

b − a

∫ b

a

f (x)dx

∣∣∣∣� M

4
(b − a) (1.7.6)

and ∣∣∣∣f (a) + f (b)

2
− 1

b − a

∫ b

a

f (x)dx

∣∣∣∣� M

3
(b − a), (1.7.7)

where M > 0 is a Lipschitzian constant.

PROOF. Let t ∈ [0,1]. Then we have for alla, b ∈ I ,∣∣tf (a) + (1− t)f (b) − f
(
ta + (1− t)b

)∣∣
= ∣∣t(f (a) − f

(
ta + (1− t)b

))+ (1− t)
(
f (b) − f

(
ta + (1− t)b

))∣∣
� t
∣∣f (a) − f

(
ta + (1− t)b

)∣∣+ (1− t)
∣∣f (b) − f

(
ta + (1− t)b

)∣∣
� tM

∣∣a − (
ta + (1− t)b

)∣∣+ (1− t)M
∣∣b − (

ta + (1− t)b
)∣∣

= 2t (1− t)M|b − a|. (1.7.8)

If we chooset = 1/2, we have also∣∣∣∣f (a) + f (b)

2
− f

(
a + b

2

)∣∣∣∣� M

2
|b − a|. (1.7.9)
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If we put ta + (1 − t)b instead ofa and(1 − t)a + tb instead ofb in (1.7.9),
respectively, then we have∣∣∣∣f (ta + (1− t)b) + f ((1− t)a + tb)

2
− f

(
a + b

2

)∣∣∣∣
� M|2t − 1|

2
|b − a| (1.7.10)

for all t ∈ [0,1]. If we integrate inequality (1.7.10) on[0,1], we have∣∣∣∣12
[∫ 1

0
f
(
ta + (1− t)b

)
dt +

∫ 1

0
f
(
(1− t)a + tb

)
dt

]
− f

(
a + b

2

)∣∣∣∣
� M|b − a|

2

∫ 1

0
|2t − 1|dt.

Thus, from ∫ 1

0
f
(
ta + (1− t)b

)
dt =

∫ 1

0
f
(
(1− t)a + tb

)
dt

= 1

b − a

∫ b

a

f (x)dx

and ∫ 1

0
|2t − 1|dt = 1

2
,

we obtain inequality (1.7.6).
Note that, by inequality (1.7.8), we have∣∣tf (a) + (1− t)f (b) − f

(
ta + (1− t)b

)∣∣� 2t (1− t)M(b − a)

for all t ∈ [0,1] anda, b ∈ I with a < b. Integrating on[0,1], we have∣∣∣∣f (a)

∫ 1

0
t dt + f (b)

∫ 1

0
(1− t)dt −

∫ 1

0
f
(
ta + (1− t)b

)
dt

∣∣∣∣
� 2M(b − a)

∫ 1

0
t (1− t)dt.

Hence from∫ 1

0
t dt =

∫ 1

0
(1− t)dt = 1

2
and

∫ 1

0
t (1− t)dt = 1

6
,
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we have ∣∣∣∣f (a) + f (b)

2
− 1

b − a

∫ b

a

f (x)dx

∣∣∣∣� M

3
(b − a)

and so we have inequality (1.7.7). The proof is complete. �

For various other inequalities of Hadamard’s type, see [47,135,349,356,357]
and the references cited therein.

1.8 Some Inequalities Involving Concave Functions

There exists a vast literature on inequalities involving concave functions. In [203,
204] Maligranda, Pěcaríc and Persson and in [364] Pearce and Pečaríc have given
generalizations of well-known inequalities of Grüss [133], Barnes [15], Borell
[37–39], Favard [111] and Berwald [28] which involve concave functions. This
section deals with inequalities given in the above mentioned papers.

The following inequalities are well known.
Let f andg denote nonnegative concave functions on[0,1].
(i) If p, q � 1, then

∫ 1

0
f (x)g(x)dx � (p + 1)1/p(q + 1)1/q

6
‖f ‖p‖g‖q . (1.8.1)

(ii) If 0 < p, q � 1, then

∫ 1

0
f (x)g(x)dx � (p + 1)1/p(q + 1)1/q

3
‖f ‖p‖g‖q . (1.8.2)

Forp > 0 andf � 0, we use the usual notation‖f ‖p = (
∫ 1

0 |f |p dx)1/p.
Inequalities (1.8.1) and (1.8.2) in general were proved by Barnes [15]. In the

casep = q = 1, inequalities (1.8.1) and (1.8.2) were proved by Grüss [133].
We note that from inequality (1.8.1) it follows, in the special caseq = 1,g(x) = 1,
the Favard inequality [111]

∫ 1

0
f (x)dx � (p + 1)1/p

2
‖f ‖p, p � 1, (1.8.3)

and similarly with (1.8.2). Therefore we quote (1.8.1) and (1.8.2) as Grüss–Barnes
inequalities.

In [37] Borell observes the following inequality.
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Let f andg be nonnegative concave functions on[a, b]. If p, q � 1, then∫ 1

0
f (x)g(x)dx

� (p + 1)1/p(q + 1)1/q

6
‖f ‖p‖g‖q + f (0)g(0) + f (1)g(1)

6
. (1.8.4)

Inequality (1.8.4) is here referred to as a Borell inequality.
Favard [111] proves the following result.
Let f be nonnegative and not identically zero, continuous and a concave

function on [a, b], and let φ be a convex function on[0,2f̄ ], where f̄ =
1

b−a

∫ b

a
f (t)dt . Then

1

b − a

∫ b

a

φ
[
f (t)

]
dt � 1

2f̄

∫ 2f̄

0
φ(y)dy =

∫ 1

0
φ
(
2sf̄

)
ds. (1.8.5)

In [28] Berwald proves the following generalization of Favard’s inequality.
Let f be nonnegative and not identically zero, continuous and a concave func-

tion on [a, b], and letψ be a strictly increasing function on[0,∞). Assume that
φ is a convex function with respect toψ , that is,φ ◦ ψ−1 is convex function
on [0,∞). If z̄ is a positive (i.e., nonnegative and not identically zero) root of the
equation

1

z̄

∫ z̄

0
ψ(y)dy = 1

b − a
ψ
[
f (t)

]
dt, (1.8.6)

then

1

b − a

∫ b

a

φ
[
f (t)

]
dt � 1

z̄

∫ z̄

0
φ(y)dy =

∫ 1

0
φ(sz̄)ds. (1.8.7)

The rearrangement function is important and useful in inequalities of different
type in the theory of symmetric spaces and in the theory of interpolation of opera-
tors. Therefore many properties of rearrangement are known. In [202] Maligranda
has given an important property concerning the concavity and convexity of re-
arrangement.

For a measurable functionf on an interval[0, a], 0< a < ∞, the distribution
functiondf is defined on[0,∞) by

df (λ) = m
({

s ∈ I :
∣∣f (s)

∣∣> λ
})

, λ � 0,

and the decreasing rearrangementf ∗ on [0,∞) by

f ∗(t) = inf
{
λ � 0: df (λ) � t

}
, t � 0.
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The functionsdf and f ∗ are decreasing and right continuous. The func-
tion df is bounded bymI = a and so f ∗(t) = 0 for t � a. Moreover,
if af = ess infx∈I |f (x)| > 0 then df (λ) = a for 0 � λ < af , and if bf =
esssupx∈I |f (x)| < ∞ thendf (λ) = 0 for λ � bf .

Furthermore,f ∗(df (λ)) � λ, df (f ∗(t)) � t andf ∗(df (λ) − δ) > λ provides
thatdf (λ) � δ > 0,df (f ∗(t)−ε) > t provides thatf ∗(t) � ε > 0, and ifdf hap-
pens to be continuous and strictly decreasing, thenf ∗ is simply the inverse func-
tion of df on the appropriate interval.

A function f defined on an intervalJ ⊂ [0,∞) is said to be concave onJ if
for all x, y ∈ J and 0� α � 1, we have

f
(
αx + (1− α)y

)
� αf (x) + (1− α)f (y).

In [202] the following theorem is given.

THEOREM 1.8.1. Let f be a positive measurable function on I = [0, a].
(a) If f is concave on I , then df is concave on [0, bf ) and f ∗ is concave on I .
(b) If f is convex on I , then df is convex on [af ,∞) and f ∗ is convex

on [0,∞).

PROOF. (a) Suppose thatf is a positive concave function onI . SetAf (λ) =
{x ∈ I : f (x) > λ}, λ � 0. Thendf (λ) = m(Af (λ)) and for 0� λ1, λ2 < bf ,
0< α < 1,

Af

(
αλ1 + (1− α)λ2

)⊃ αAf (λ1) + (1− α)Af (λ2).

The setsAf (λ1) andAf (λ2) are convex. Therefore there are intervalsI1 andI2
where the following equality is true (for measurable subsetsI the well-known
Brunn–Minkowski theorem gives only inequality�):

m(I1 + I2) = m(I1) + m(I2).

Thus

df

(
αλ1 + (1− α)λ2

) = m
[
Af

(
αλ1 + (1− α)λ2

)]
� m

[
αAf (λ1) + (1− α)Af (λ2)

]
= αm

(
Af (λ1)

)+ (1− α)m
(
Af (λ2)

)
= αdf (λ1) + (1− α)df (λ2),

that is,df is a concave function on[0, bf ).
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Now, let for any fixed 0� t1, t2 < a and sufficiently smallε1 > 0, ε2 > 0, be
λ1 = f ∗(t1) − ε1, λ2 = f ∗(t2) − ε2. Then

df

(
αλ1 + (1− α)λ2

)
� αdf (λ1) + (1− α)df (λ2)

= αdf

(
f ∗(t1) − ε1

)+ (1− α)df

(
f ∗(t2) − ε2

)
> αt1 + (1− α)t2,

that is,

f ∗(αt1 + (1− α)t2
)
> αλ1 + (1− α)λ2

= αf ∗(t1) + (1− α)f ∗(t2) − αε1 − (1− α)ε2.

Also, from the concavity off we havedf (0) = a and so

df (αλ1) � αdf (λ1) + (1− α)df (0)

= αdf (λ1) + (1− α)a

= αdf

(
f ∗(t1) − ε1

)+ (1− α)a

> αt1 + (1− α)a,

which means that

f ∗(αt1 + (1− α)a
)
> aλ1

= αf ∗(t1) − αε1

= αf ∗(t1) + (1− α)f ∗(a) − αε1.

But ε1, ε2 were arbitrary chosen, thereforef ∗ is concave onI .
(b) Suppose thatf is a positive convex function onI . SetBf (λ) = I −Af (λ),

λ � 0. Then foraf � λ1, λ2 < ∞, 0< α < 1,

αBf (λ1) + (1− α)Bf (λ2) ⊂ Bf

(
αλ1 + (1− α)λ2

)
and so

Af

(
αλ1 + (1− α)λ2

)
= I − Bf

(
αλ1 + (1− α)λ2

)⊂ I − [
αBf (λ1) + (1− α)Bf (λ2)

]
.

The setsBf (λ1) andBf (λ2) are convex subsets ofI , that is, intervals inI .
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Therefore

df

(
αλ1 + (1− α)λ2

) = m
[
Af

(
αλ1 + (1− α)λ2

)]
� a − m

[
αBf (λ1) + (1− α)Bf (λ2)

]
= a − α

[
a − df (λ1)

]− (1− α)
[
a − df (λ2)

]
= αdf (λ1) + (1− α)df (λ2).

Thusdf is a convex function on[af ,∞).
Now, let t1, t2 ∈ [0,∞), 0� α � 1 andλ1 = f ∗(t1), λ2 = f ∗(t2). Then

df

(
αλ1 + (1− α)λ2

)
� αdf (λ1) + (1− α)df (λ2)

� αt1 + (1− α)t2

and so

f ∗(αt1 + (1− α)t2
)
� αλ1 + (1− α)λ2

= αf ∗(t1) + (1− α)f ∗(t2);
that is,f ∗ is convex on[0,∞). �

The following inequality given in [203] deals with a generalization of inequal-
ity (1.8.3).

THEOREM 1.8.2. Let f and g be nonnegative and concave functions on [0,1]
and let p, q � 1. Then∫ 1

0
(1− x)f (x)g(x)dx � (p + 1)1/p(q + 1)1/q

12
‖f ‖p‖g‖q + f (0)g(0)

6

(1.8.8)

and∫ 1

0
xf (x)g(x)dx � (p + 1)1/p(q + 1)1/q

12
‖f ‖p‖g‖q + f (1)g(1)

6
. (1.8.9)

Equality in (1.8.8)and (1.8.9)occurs if either (1) f (x) = 1 − x, g(x) = x (or
f (x) = x, g(x) = 1− x) or (2) f (x) = g(x) = x or (3) f (x) = g(x) = 1− x.

PROOF. The assumptions thatf andg are nonnegative and concave imply that
we may assumef,g ∈ C1 and that we have the following estimates:

f (x) − f (y) � (x − y)f ′(y) and g(x) − g(y) � (x − y)g′(y),
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for all x, y ∈ (0,1). Therefore, by multiplying the first inequality byg(y) and the
second byf (y), and then adding, we obtain

f (x)g(y) + f (y)g(x) � 2f (y)g(y) + (x − y)
[
f ′(y)g(y) + f (y)g′(y)

]
.

Moreover,

(x − y)
(
f ′(y)g(y) + f (y)g′(y)

) = (x − y)(fg)′(y)

= f (x)g(y) − d

dy

(
(y − x)f (y)g(y)

)
,

and we conclude that

f (x)g(y) + f (y)g(x) + d

dy

(
(y − x)f (y)g(y)

)
� 3f (y)g(y).

By integrating overy from 0 tox, we obtain

f (x)

∫ x

0
g(y)dy + g(x)

∫ x

0
f (y)dy + xf (0)g(0) � 3

∫ x

0
f (y)g(y)dy,

that is,

d

dx

(∫ x

0
f (y)dy

∫ x

0
g(y)dy

)
+ xf (0)g(0) � 3

∫ x

0
f (y)g(y)dy.

Now, an integration with respect tox from 0 to 1 gives

∫ 1

0
f (y)dy

∫ 1

0
g(y)dy + f (0)g(0)

2
� 3

∫ 1

0

[∫ x

0
f (y)g(y)dy

]
dx,

that is,

1

3

∫ 1

0
f (x)dx

∫ 1

0
g(x)dx + f (0)g(0)

6
�
∫ 1

0
(1− x)f (x)g(x)dx. (1.8.10)

Then using twice the Favard inequality (1.8.3) we obtain (1.8.8).
Similarly, by first integrating overy from x to 1 and after that overx from 0

to 1, we obtain

1

3

∫ 1

0
f (x)dx

∫ 1

0
g(x)dx + f (1)g(1)

6
�
∫ 1

0
xf (x)g(x)dx. (1.8.11)
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Again using twice the Favard inequality (1.8.3) we obtain (1.8.9). Moreover, it is
straightforward to check that we have equality both in (1.8.8) and (1.8.9) for all
the cases (1)–(3), and the proof is complete. �

As an application of Theorem 1.8.1, Maligranda [202] has obtained the fol-
lowing well-known Favard inequality.

THEOREM 1.8.3. Let f be a positive concave function on I = [0, a] not iden-
tically zero and let φ be a convex function on [0,2f̄ ], where f̄ = 1

a

∫ a

0 f (x)dx.
Then

1

a

∫ a

0
φ
[
f (x)

]
dx � 1

2f̄

∫ 2f̄

0
φ(u)du. (1.8.12)

PROOF. First, we will prove as in [147] that

∫ a

0
f ∗(t)dt � x

a

(
2− x

a

)∫ a

0
f ∗(t)dt for all x ∈ I. (1.8.13)

In fact,

x

(
a − x

2

)∫ a

0
f ∗(t)dt − a2

2

∫ x

0
f ∗(t)dt

=
∫ x

0
(a − t)dt

∫ a

0
f ∗(t)dt −

∫ a

0
(a − t)dt

∫ x

0
f ∗(t)dt

=
∫ x

0
(a − t)dt

∫ a

x

f ∗(t)dt +
[∫ x

0
(a − t)dt −

∫ a

0
(a − t)dt

]∫ x

0
f ∗(t)dt

=
∫ x

0
(a − t)dt

∫ a

x

f ∗(t)dt −
∫ a

x

(a − t)dt

∫ x

0
f ∗(t)dt

=
∫ x

0

∫ a

x

[
(a − t)f ∗(s) − (a − s)f ∗(t)

]
ds dt,

and for 0� t � x < a, we haves = (a − s)/(a − t)t + (1 + (a − s)/(a − t))a.
Then, from the concavity off ∗,

f ∗(s) � a − s

a − t
f ∗(t) +

(
1− a − s

a − t

)
f ∗(a) = a − s

a − t
f ∗(t),
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that is, expression in the last integral is positive and inequality (1.8.13) holds. Let
for t ∈ I ,

g(t) = 2a−2t

∫ a

0
f (x)dx.

Theng∗(t) = 2a−2(a − t)
∫ a

0 f (x)dx and (1.8.13) means that

∫ x

0
f ∗(t)dt �

∫ x

0
g∗(t)dt for all x ∈ I. (1.8.14)

Second, we shall need the well-known majorization theorem proved by Hardy,
Littlewood and Pólya [141, Theorem 250].

If (1.8.14) holds andφ is a convex function on an interval which contains
f ∗(I ) ∪ g∗(I ), then ∫ a

0
φ
[
f ∗(t)dt

]
�
∫ a

0
φ
[
g∗(t)

]
dt. (1.8.15)

In fact, for anyu, v � 0, we have

φ(u) − φ(v) � φ′+(u)(u − v),

and, using the Stieltjes integral withF(x) = ∫ x

0 [f ∗(t) − g∗(t)]dt , we get

∫ a

0
φ′+
(
f ∗(t)

)[
f ∗(t) − g∗(t)

]
dt =

∫ a

0
φ′+
(
f ∗(t)

)
dF(t)

= φ′+
(
f ∗(a)

)
F(a) −

∫ a

0
F(t)dφ′+

(
f ∗(t)

)
� 0,

so (1.8.15) holds.
Now, since the functionf and its rearrangement are equimeasurable, it follows

that ∫ a

0
φ
(
f (t)

)
dt =

∫ a

0
φ
(
f ∗(t)

)
dt �

∫ a

0
φ
(
g∗(t)

)
dt

=
∫ a

0
φ
(
g(t)

)
dt =

∫ a

0
φ

(
2

a
tf̄

)
dt

= a

2f̄

∫ 2f̄

0
φ(u)du.
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The proof is complete. �

The following weighted versions of the majorization lemmas given in [204]
will be needed in the proofs of further results.

LEMMA 1.8.1. Let v be a weight function. If h is an increasing function
on (a, b), then

∫ x

a

h(t)v(t)dt

∫ b

a

v(t)dt �
∫ b

a

h(t)v(t)dt

∫ x

a

v(t)dt for all x ∈ [a, b].

If h is a decreasing function on (a, b), then the reverse inequality holds.

PROOF. If
∫ x

a
v(t)dt = 0 thenv(t) = 0 a.e. on[a, x], and we obtain the equality.

Now assume that
∫ x

a
v(t)dt > 0. If h is increasing, then

∫ x

a

h(t)v(t)dt

∫ b

a

v(t)dt

=
∫ x

a

h(t)v(t)dt

[∫ x

a

v(t)dt +
∫ b

x

v(t)dt

]

=
[∫ b

a

h(t)v(t)dt −
∫ b

x

h(t)v(t)dt

]∫ x

a

v(t)dt +
∫ x

a

h(t)v(t)dt

∫ b

x

v(t)dt

=
∫ b

a

h(t)v(t)dt

∫ x

a

v(t)dt −
∫ b

x

h(t)v(t)dt

∫ x

a

v(t)dt

+
∫ x

a

h(t)v(t)dt

∫ b

x

v(t)dt

�
∫ b

a

h(t)v(t)dt

∫ x

a

v(t)dt − h(x)

∫ b

x

v(t)dt

∫ x

a

v(t)dt

+ h(x)

∫ x

a

v(t)dt

∫ b

x

v(t)dt

=
∫ b

a

h(t)v(t)dt

∫ x

a

v(t)dt.

The proof of the case with decreasing functionh is similar. �
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LEMMA 1.8.2. Let w be a weight function and let f and g be positive integrable
functions on [a, b]. Suppose that φ : [0,∞) → R is a convex function and that∫ x

a

f (t)w(t)dt �
∫ x

a

g(t)w(t)dt for all x ∈ [a, b]

and ∫ b

a

f (t)w(t)dt =
∫ b

a

g(t)w(t)dt.

(i) If f is decreasing on [a, b], then

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ b

a

φ
[
g(t)

]
w(t)dt.

(ii) If g is increasing on [a, b], then

∫ b

a

φ
[
g(t)

]
w(t)dt �

∫ b

a

φ
[
f (t)

]
w(t)dt.

PROOF. If we prove the inequalities forφ ∈ C1(0,∞), then the general case fol-
lows from the pointwise approximation ofφ by smooth functions.

Sinceφ is a convex function on[0,∞), it follows that

φ(u1) − φ(u2) � φ′(u1)(u1 − u2) for u1, u2 � 0.

If we setF(x) = ∫ x

a
[f (t) − g(t)]w(t)dt , thenF(x) � 0 for all x ∈ [a, b], and

F(a) = F(b) = 0.
If f is decreasing on[a, b], then

∫ b

a

{
φ
[
f (t)

]− φ
[
g(t)

]}
w(t)dt

�
∫ b

a

φ′[f (t)
]{

f (t) − g(t)
}
w(t)dt

=
∫ b

a

φ′[f (t)
]
dF(t) = [

φ′[f (t)
]
F(t)

]b
a
−
∫ b

a

F (t)d
{
φ′[f (t)

]}

= −
∫ b

a

F (t)d
{
φ′[f (t)

]}
� 0.
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Similarly, if g is increasing, then

∫ b

a

{
φ
[
g(t)

]− φ
[
f (t)

]}
w(t)dt

�
∫ b

a

φ′[g(t)
]{

g(t) − f (t)
}
w(t)dt

=
∫ b

a

φ′[g(t)
]
d
[−F(t)

]= −[φ′[g(t)
]
F(t)

]b
a
+
∫ b

a

F (t)d
{
φ′[g(t)

]}

=
∫ b

a

F (t)d
{
φ′[g(t)

]}
� 0.

The proof is complete. �

Our next theorem deals with a weighted version of the Favard inequality es-
tablished in [204].

In order to obtain the classical Favard result we need to define a numberf̄

connected with a positive concave functionf . In the weighted situation the num-
bersf̄i for an increasing functionf , and f̄d of a decreasing functionf will in
general be different. Of course, in the case whenw ≡ 1 these numbers coincide
and they are equal to the numberf̄ in the Favard result.

THEOREM 1.8.4. (i)Let f be a positive increasing concave function on [a, b].
Assume that φ is a convex function on [0,2f̄i], where

f̄i = (b − a)
∫ b

a
f (t)w(t)dt

[2∫ b

a
(t − a)w(t)dt]

. (1.8.16)

Then

1

b − a

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ 1

0
φ
(
2sf̄i

)
w
[
a(1− s) + bs

]
ds. (1.8.17)

If f is increasing convex function on [a, b] and f (a) = 0, then the reverse in-
equality in (1.8.17)holds.

(ii) Let f be a positive decreasing concave function on [a, b]. Assume that φ is
a convex function on [0,2f̄d ], where

f̄d = (b − a)
∫ b

a
f (t)w(t)dt

[2∫ b

a
(b − t)w(t)dt]

. (1.8.18)
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Then

1

b − a

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ 1

0
φ
(
2sf̄d

)
w
[
as + b(1− s)

]
ds. (1.8.19)

If f is a decreasing convex function on [a, b] and f (b) = 0, then the reverse
inequality in (1.8.19)holds.

PROOF. (i) For the positive concave functionf , the functionh, defined byh(t) =
f (t)/(t − a), is decreasing on(a, b]. In fact, fora < t1 � t2 � b, we have

f (t1) = f

(
t1 − a

t2 − a
t2 + t2 − a − (t1 − a)

t2 − a
a

)

� t1 − a

t2 − a
f (t2) +

(
1− t1 − a

t2 − a

)
f (a)

� t1 − a

t2 − a
f (t2).

Using Lemma 1.8.1 with the weightv(t) = (t −a)w(t) and with the decreasing
functionh(t) = f (t)/(t − a) we obtain∫ x

a

(t − a)w(t)dt

∫ b

a

f (t)w(t)dt �
∫ x

a

f (t)w(t)dt

∫ b

a

(t − a)w(t)dt (1.8.20)

for all x ∈ [a, b]. According to (1.8.16), inequality (1.8.20) can be written in the
form ∫ x

a

t − a

b − a
2f̄iw(t)dt �

∫ x

a

f (t)w(t)dt for all x ∈ [a, b].
Then using the majorization lemma (Lemma 1.8.2(ii)) we have (only here we are
using the assumption thatf is increasing)∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ b

a

φ

(
t − a

b − a
2f̄i

)
w(t)dt.

But

1

b − a

∫ b

a

φ

(
t − a

b − a
2f̄i

)
w(t)dt = 1

2f̄i

∫ 2f̄i

0
φ(y)w

(
a + y

b − a

2f̄i

)
dy

=
∫ 1

0
φ
(
2sf̄i

)
w
[
a(1− s) + bs

]
ds,

and inequality (1.8.17) is proved.
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(ii) For the positive concave functionf , the functionh, defined byh(t) =
f (t)/(b − t), is increasing on[a, b]. In fact, fora � t1 � t2 < b, we have

f (t2) = f

(
b − t2

b − t1
t1 + b − t1 − (b − t2)

b − t1
b

)

� b − t2

b − t1
f (t1) +

(
1− b − t2

b − t1

)
f (b)

� b − t2

b − t1
f (t1).

Using Lemma 1.8.1 with weightv(t) = (b − t)w(t) and with the increasing func-
tion h(t) = f (t)/(b − t) we obtain

∫ x

a

f (t)w(t)dt

∫ b

a

(b − t)w(t)dt

�
∫ x

a

(b − t)w(t)dt

∫ b

a

f (t)w(t)dt (1.8.21)

for all x ∈ [a, b]. In view of (1.8.18), inequality (1.8.21) can be written in the form∫ x

a

f (t)w(t)dt �
∫ x

a

b − t

b − a
2f̄dw(t)dt for all x ∈ [a, b].

Then using the majorization lemma (Lemma 1.8.2(i)) we have (assuming thatf is
increasing)

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ b

a

φ

(
b − t

b − a
2f̄d

)
w(t)dt.

But

1

b − a

∫ b

a

φ

(
b − t

b − a
2f̄d

)
w(t)dt = 1

2f̄d

∫ 2f̄d

0
φ(y)w

(
b − y

b − a

2f̄d

)
dy

=
∫ 1

0
φ
(
2sf̄d

)
w
[
as + b(1− s)

]
ds,

and inequality (1.8.19) follows. The proof of the convex case is similar. �

In the following theorem we present a generalization of the Berwald inequality
to the weighted case given in [204].



1.8. Some Inequalities Involving Concave Functions 97

THEOREM 1.8.5. Let φ be a convex function with respect to the strictly increas-
ing function ψ , that is, φ ◦ ψ−1 is convex.

(i) If f is a positive increasing concave function on [a, b] and z̄i is a positive
root of the equation

1

z̄i

∫ z̄i

0
ψ(y)w

(
a + b − a

z̄i

y

)
dy = 1

b − a

∫ b

a

ψ
[
f (t)

]
w(t)dt, (1.8.22)

then

1

b − a

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ 1

0
φ(sz̄i )w

[
a(1− s) + bs

]
ds. (1.8.23)

If f is an increasing convex function on [a, b] with f (a) = 0, then the reverse
inequality in (1.8.23)holds.

(ii) If f is a positive decreasing concave function on [a, b] and if z̄d is a posi-
tive root of the equation

1

z̄d

∫ z̄d

0
ψ(y)w

(
b − b − a

z̄d

y

)
dy = 1

b − a

∫ b

a

ψ
[
f (t)

]
w(t)dt, (1.8.24)

then

1

b − a

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ 1

0
φ(sz̄d )w

[
as + b(1− s)

]
ds. (1.8.25)

If f is a decreasing convex function on [a, b] with f (b) = 0, then the reverse
inequality in (1.8.25)holds.

PROOF. (i) If f is a positive increasing concave function on[a, b], then there
existst0 ∈ [a, b] such that[(t0 − a)/(b − a)]z̄i = f (t0) and

t − a

b − a
z̄i � f (t) for all t ∈ [a, t0] and

t − a

b − a
z̄i � f (t) for all t ∈ [t0, b].

(1.8.26)
Equality (1.8.22) can be written in the form∫ b

a

ψ

(
t − a

b − a
z̄i

)
w(t)dt =

∫ b

a

ψ
[
f (t)

]
w(t)dt.

We prove that∫ x

a

ψ

(
t − a

b − a
z̄i

)
w(t)dt �

∫ x

a

ψ
[
f (t)

]
w(t)dt for all x ∈ (a, b). (1.8.27)
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If a < x � t0, then inequality (1.8.27) follows immediately from (1.8.26). If
t0 � x < b, then, by using equality (1.8.22) and the second inequality in (1.8.26),
we obtain

∫ x

a

ψ

(
t − a

b − a
z̄i

)
w(t)dt

=
∫ b

a

ψ

(
t − a

b − a
z̄i

)
w(t)dt −

∫ b

x

ψ

(
t − a

b − a
z̄i

)
w(t)dt

=
∫ b

a

ψ
[
f (t)

]
w(t)dt −

∫ b

x

ψ

(
t − a

b − a
z̄i

)
w(t)dt

�
∫ b

a

ψ
[
f (t)

]
w(t)dt −

∫ b

x

ψ
[
f (t)

]
w(t)dt

=
∫ x

a

ψ
[
f (t)

]
w(t)dt. (1.8.28)

According to inequalities (1.8.27) and (1.8.28), the assumption thatφ ◦ ψ−1 is
convex and Lemma 1.8.2(ii), we find that

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ b

a

φ

(
t − a

b − a
z̄i

)
w(t)dt.

Moreover,

1

b − a

∫ b

a

φ

(
t − a

b − a
z̄i

)
w(t)dt = 1

z̄i

∫ z̄i

0
φ(y)w

(
a + b − a

z̄i

y

)
dy

=
∫ 1

0
φ(sz̄i )w

[
a(1− s) + bs

]
ds,

and inequality (1.8.23) is proved.
(ii) If f is a positive decreasing concave function on[a, b], then there exists

t1 ∈ [a, b] such that[(b − t1)/(b − a)]z̄d = f (t1) and

f (t) � b − t

b − a
z̄d for all t ∈ [a, t1] and

(1.8.29)

f (t) � b − t

b − a
z̄d for all t ∈ [t1, b].



1.8. Some Inequalities Involving Concave Functions 99

Equality (1.8.24) can be written in the following form

∫ b

a

ψ

(
b − t

b − a
z̄d

)
w(t)dt =

∫ b

a

ψ
[
f (t)

]
w(t)dt.

We prove that∫ x

a

ψ
[
f (t)

]
w(t)dt �

∫ x

a

ψ

(
b − t

b − a
z̄d

)
w(t)dt for all x ∈ (a, b). (1.8.30)

If a < x � t1, then inequality (1.8.30) follows immediately from (1.8.29). If
t1 � x < b, then, by using equality (1.8.24) and the second inequality in (1.8.29),
we obtain ∫ x

a

ψ
[
f (t)

]
w(t)dt

=
∫ b

a

ψ
[
f (t)

]
w(t)dt −

∫ b

x

ψ
[
f (t)

]
w(t)dt

=
∫ b

a

ψ

(
b − t

b − a
z̄d

)
w(t)dt −

∫ b

x

ψ
[
f (t)

]
w(t)dt

�
∫ b

a

ψ

(
b − t

b − a
z̄d

)
w(t)dt −

∫ b

x

ψ

(
b − t

b − a
z̄d

)
w(t)dt

=
∫ x

a

ψ

(
b − t

b − a
z̄d

)
w(t)dt.

By using inequality (1.8.30), equality (1.8.24), the assumption thatφ ◦ ψ−1 is
convex and Lemma 1.8.2(i), we obtain

∫ b

a

φ
[
f (t)

]
w(t)dt �

∫ b

a

φ

(
b − t

b − a
z̄d

)
w(t)dt.

Furthermore,

1

b − a

∫ b

a

φ

(
b − t

b − a
z̄d

)
w(t)dt = 1

z̄d

∫ z̄d

a

φ(y)w

(
b − b − a

z̄d

y

)
dy

=
∫ 1

0
φ(sz̄d )w

[
as + b(1− s)

]
ds,

and inequality (1.8.25) is proved. �
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1.9 Miscellaneous Inequalities

1.9.1 Pěcarić and Dragomir [379]

Let f :C → R be a convex (concave) function onC, pi � 0, i = 1, . . . , n, and
Pn =∑n

i=1 pi > 0. Then the following inequality holds

f

(
1

Pn

n∑
i=1

pixi

)
� (�)

1

P k+1
n

n∑
i1,...,ik+1=1

pi1 · · ·pik+1f

(
1

k + 1

k+1∑
j=1

xij

)

� (�)
1

P k
n

n∑
i1,...,ik=1

pi1 · · ·pikf

(
1

k

n∑
j=1

xij

)

� (�) · · · � (�)
1

P 2
n

n∑
i1,i2=1

pi1pi2f

(
xi1 + xi2

2

)

� (�)
1

Pn

n∑
i=1

pif (xi),

wherek is a positive integer such that 1� k � n − 1.

1.9.2 Dragomir [85]

Let f :C → R be a convex mapping,xi ∈ C, pi � 0 andPn = ∑n
i=1 pi > 0,

whereC is a convex subset of real linear spaceX. Then the following inequality
holds

1

Pn

n∑
i=1

pif (xi) − f

(
1

Pn

n∑
i=1

pixi

)

� 1

Pn

n∑
i=1

pif (xi) − 1

P k
n

n∑
i1,...,ik=1

pi1 · · ·pikf

(
1

k

k∑
j=1

xij

)

�
∣∣∣∣∣ 1

kP k
n

n∑
i1,...,ik=1

pi1 · · ·pik

∣∣∣∣∣
k∑

j=1

f (xij )

∣∣∣∣∣
− 1

P k
n

n∑
i1,...,ik=1

pi1 · · ·pik

∣∣∣∣∣f
(

1

k

k∑
j=1

xij

)∣∣∣∣∣
∣∣∣∣∣� 0
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for every positive integerk such that 1� k � n.

1.9.3 Dragomir [83]

Let f : [0,A] → R be a function such that the mappingg(x) = f (x) − f (A − x)

is (convex) concave on[0, 	A], 	A � A. If xi ∈ [0, 	A], pi � 0, i = 1, . . . , n,
xij ∈ {xi}i=1,...,n, pij ∈ {pi}i=1,...,n andPn =∑n

i=1 pi > 0, then

f

(
1

Pn

n∑
i=1

pixi

)
− f

(
1

Pn

n∑
i=1

(A − xi)pi

)

� (�)
1

P k+1
n

n∑
i1,...,ik−1=1

pi1 · · ·pik−1f

(
1

k + 1

k+1∑
j=1

xij

)

− 1

P k+1
n

n∑
i1,...,ik−1=1

pi1 · · ·pik−1f

(
1

k + 1

k+1∑
j=1

(A − xij )

)

� (�)
1

P k
n

n∑
i1,...,ik=1

pi1 · · ·pikf

(
1

k

k∑
j=1

xij

)

− 1

P k
n

n∑
i1,...,ik=1

pi1 · · ·pikf

(
1

k

k∑
j=1

(A − xij )

)

...

� (�)
1

Pn

n∑
i=1

pif (xi) − 1

Pn

n∑
i=1

pi(A − xi).

1.9.4 Pěcarić [373]

Let the linear spacesX andY be endowed with partial orders which are compat-
ible with the linear structures ofX andY , respectively. LetD ⊂ X be a convex
set. A functionf :D → Y is called 1-convex (convex of first order) if and only if
the relation

f

(
x + y

2

)
� f (x) + f (y)

2
(A)

holds for all comparablex, y ∈ D (i.e., such that eitherx � y or y � x). Usually
a partial order inX is generated by a coneC ⊂ X and the functions fulfilling (A)



102 Chapter 1. Inequalities Involving Convex Functions

are called (C–J )-convex. Letf :D → Y be a (C–J )-convex function. If either
x1 � · · · � xn or x1 � · · · � xn hold forn pointsx1, . . . , xn from D, then

f

(
1

n

n∑
i=1

xi

)
� 1

n

n∑
i=1

f (xi).

1.9.5 Pěcarić [373]

Let f :D → Y be a (C–J )-convex function and letxi , i = 1, . . . , n, be points
in D chosen so thatx1 � · · · � xn. Define

fm,n =
(

n

m

)−1 ∑
1�i1<···<im�n

f

(
1

m
(xi1 + · · · + xim)

)

for 1� m � n. Then

fn,n � · · · � fm,n � · · · � f1,n, 1� m � n,

whereD andY are as in Section 1.9.4.

1.9.6 Mond and Pěcarić [219]

A mappingf defined on the setT of rectangular matrices with values in the set
of (rectangular) matrices is said to be increasing ifA � B impliesf (A) � f (B).
It is decreasing, by definition, if the mappingA → −f (A) is increasing. A map-
ping f is said to be semi-convex onT if X,Y ∈ T ; X � Y implies that, for any
0< λ < 1, the convex combinationλX + (1− λ)Y is in T , that is,T is a convex
set, and

f
(
λX + (1− λ)Y

)
� λf (X) + (1− λ)f (Y ).

It is semi-concave, by definition, if the mappingX → −F(X) is semi-convex.
Let f be semi-convex onT , let pi , i = 1, . . . , n, be nonnegative numbers with
Pn =∑n

i=1 pi > 0 and letXi ∈ T , i = 1, . . . , n, satisfy

X1 � X2 � · · · � Xn or X1 � X2 � · · · � Xn.

Then

f

(
1

Pn

n∑
i=1

piXi

)
� 1

Pn

n∑
i=1

pif (Xi).
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1.9.7 Dragomir and Sándor [91]

Let f :C ⊆ X → R be a uniformly-convex function defined on a convex subsetC

of a linear spaceX, pi � 0, Pn =∑n
i=1 pi > 0 andxi ∈ C, i = 1, . . . , n. Then

1

Pn

n∑
i=1

pif (xi) − f

(
1

Pn

n∑
i=1

pixi

)
� 1

Pn

n∑
i=1

pi‖xi‖2 −
∥∥∥∥∥ 1

Pn

n∑
i=1

pixi

∥∥∥∥∥
2

� 0.

1.9.8 Dragomir and Sándor [91]

Let a1 � · · · � as , b1 � · · · � bs andq1, . . . , qs be real numbers such that

k∑
i=1

qiai �
k∑

i=1

qibi, 1� k � s − 1,

s∑
i=1

qiai =
s∑

i=1

qibi .

If f is uniformly-convex on the intervalI (I containsai , bi for i = 1, . . . , n),
then

s∑
i=1

qi

(
f (bi) − f (ai)

)
�

s∑
i=1

qi

(
b2
i − a2

i

)
� 0.

1.9.9 Dragomir and Sándor [91]

Let x andp be twon-tuples of real numbers such thatPn = ∑n
i=1 pi > 0 and

0� Pk � Pn, k = 1, . . . , n − 1, and x is a monotonicn-tuple. Then, for all
uniformly-convex functionsf : I → R, xi ∈ I , i = 1, . . . , n, we have

1

Pn

n∑
i=1

pif (xi) − f

(
1

Pn

n∑
i=1

pixi

)
� 1

Pn

n∑
i=1

pix
2
i −

(
1

Pn

n∑
i=1

pix
2
i

)2

� 0.

1.9.10 Fejér [114]

Let f : [a, b] → R andg : [a, b] → R+ be integrable and symmetric with respect
to the linex = (a + b)/2, that is,g((a + b)/2+ t) = g((a + b)/2− t). Then

f (a) + f (b)

2

∫ b

a

g(t)dt �
∫ b

a

f (t)g(t)dt � f

(
a + b

2

)∫ b

a

g(t)dt.
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1.9.11 Pěcarić [371]

If f : [a, b] → R is a convex function and ift ∈ [0,1], then

0 � 1

b − a

∫ b

a

f (x)dx − 1

(b − a)2

∫ b

a

∫ b

a

f
(
tx + (1− t)y

)
dx dy

� min(t,1− t)

(
f (a) + f (b)

2
− 1

b − a

∫ b

a

f (x)dx

)
.

1.9.12 Pěcarić [371]

Let p,q > 0, f be convex onI ⊃ [a, b], A = (pa + qb)/(p + q) andc be a real
number such that

0< c � b − a

p + q
min(p, q).

If t ∈ [0,1], then

0 � 1

2c

∫ A+c

A−c

f (x)dx − 1

4c2

∫ A+c

A−c

∫ A+c

A−c

f
(
tx + (1− t)y

)
dx dy

� min(t,1− t)

(
pf (a) + qf (b)

p + q
− 1

2c

∫ A+c

A−c

f (x)dx

)
.

1.9.13 Brenner and Alzer [41]

Supposep,q ∈ R
+, let f : [a, b] → R be concave and letg : [a, b] → R

+
0 (where

R
+ and R

+
0 denote the positive and nonnegative real numbers) be integrable

and symmetric with respect to the linex = A = (pa + qb)/(p + q), that is,
g(A + t) = g(A − t). If

0� y � b − a

p + q
min(p, q),

then

pf (a) + qf (b)

p + q

∫ A+y

A−y

g(t)dt �
∫ A+y

A−y

f (t)g(t)dt

� f

(
pa + qb

p + q

)∫ A+y

A−y

g(t)dt.
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1.9.14 Dragomir, Pěcarić and Sándor [94]

Letf : I → R (I ⊂ R is interval) be a continuous convex function and leta, b ∈ I ,
n ∈ N = {1,2, . . . }. Then

f

(
a + b

2

)
� 1

n

n∑
i=1

((
i

n + 1

)
a +

(
1− i

n + 1

)
b

)
� f (a) + f (b)

2
.

1.9.15 Dragomir, Pěcarić and Sándor [94]

Let f : I → R be a continuous convex function anda, b ∈ I , a < b, n ∈ N (N is
the set of natural numbers). Then

f

(
a + b

2

)
� 1

(b − a)n+1

∫ b

a

· · ·
∫ b

a

f

(
n+1∑
i=1

xi

n + 1

)
dx1 · · · dxn+1

� 1

(b − a)n

∫ b

a

· · ·
∫ b

a

f

(
n∑

i=1

xi

n

)
dx1 · · · dxn

�
...

� 1

(b − a)2

∫ b

a

∫ b

a

f

(
x1 + x2

2

)
dx1 dx2

� 1

b − a

∫ b

a

f (x)dx � f (a) + f (b)

2
.

1.9.16 Buşe, Dragomir and Barbu [49]

Let I be an interval witha, b ∈ I0 (I0 is an interior ofI ) anda < b. If f : I → R

is a convex function onI andqi(m) � 0 for all i, m ∈ N (N is the set of natural
numbers) then

f

(
a + b

2

)
� 1

(b − a)m

∫ b

a

· · ·
∫ b

a

f

(
q1(m)x1 + · · · + qm(m)xm

Qm

)
dx1 · · · dxm

� 1

b − a

∫ b

a

f (x)dx,

whereQm = q1(m) + · · · + qm(m) > 0, m ∈ N.
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1.9.17 Buşe, Dragomir and Barbu [49]

Let f : I ⊂ R → R be a convex function onI , a, b ∈ I0 = (a, b) with a < b and
qi(m) � 0 for all i, m ∈ N (N is the set of natural numbers). IfQm = q1(m) +
· · · + qm(m) > 0 and

lim
m→∞

q2
1(m) + · · · + q2

m(m)

Q2
m

= 0,

then

lim
m→∞

1

(b − a)m

∫ b

a

· · ·
∫ b

a

f

(
q1(m)x1 + · · · + qm(m)xm

Qm

)
dx1 · · · dxm

= f

(
a + b

2

)
.

1.9.18 Pearce and Pěcarić [364]

If f : [a, b] → [0,∞) is continuous and concave, then

α + β

α + 2β
max

a�x�b
f β(x)

∫ b

a

f α(t)dt �
∫ b

a

f α+β(t)dt,

holds for all real numbersα andβ with α + β > 0 and 0< β � 1.

1.9.19 Brenner and Alzer [41]

If f : [a, b] → (0,∞) is continuous and concave, then

1� 1

(b − a)2

∫ b

a

f (t)dt

∫ b

a

dt

f (t)
� 1+ log

[
f

(
a + b

2

)/√
f (a)f (b)

]
.

1.9.20 Maligranda, Pěcarić and Persson [203]

Assume thatf andg are nonnegative functions on[0,1] such that the functions
f 1/a andg1/b are concave on[0,1] for somea, b > 0.

(i) If p, q � 1, then

∫ 1

0
f (x)g(x)dx � B(a + 1, b + 1)(pa + 1)1/p(qb + 1)1/q‖f ‖p‖g‖q .
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Equality occurs iff (x) = cxa andg(x) = d(1− x)b with c, d positive constants.
HereB denotes the usual beta functionB(p,q) = ∫ 1

0 xp−1(1− x)q−1 dx.
(ii) If 0 < p, q � 1, then∫ 1

0
f (x)g(x)dx � (pa + 1)1/p(qb + 1)1/q

a + b + 1
‖f ‖p‖g‖q .

Equality occurs if eitherf (x) = cxa andg(x) = dxb or f (x) = c(1 − x)a and
g(x) = d(1− x)b with c, d positive constants.

1.9.21 Brenner and Alzer [41]

For a continuous and concave functionf : [a, b] → R,

1

2
max

a�x�b

[
f (x) + (x − a)f (a) + (b − x)f (b)

b − a

]
� 1

b − a

∫ b

a

f (t)dt.

Further, iff is strictly concave on a nondegenerate interval, then the inequality is
strict.

1.9.22 Brenner and Alzer [41]

If f : [a, b] → R is continuous and concave, then

1

b − a

∫ b

a

f (t)dt � min
a�x�b

[
x − a

b − a
f

(
a + x

2

)
+ b − x

b − a
f

(
x + b

2

)]
.

Strict inequality holds if and only if there is a nondegenerate subinterval on which
f is strictly concave.

1.9.23 Pěcarić, Perić and Persson [383]

Let f , g be real-valued functions defined on the interval(a, b), −∞ � a <

b < ∞. We say thatf is C-decreasing (C-increasing),C � 1, if f (t) � Cf (s)

(f (s) � Cf (t)) whenevers � t , t , s ∈ (a, b).
Let φ : [0,∞) → R be a concave, nonnegative and differentiable function such

thatφ(0) = 0 and let−∞ � a < b < ∞.

(a) If f is C-decreasing andg is increasing, differentiable and such that
g(a + 0) = 0, then

φ

(
C

∫ b

a

f (x)dg(x)

)
� C

∫ b

a

φ′(f (x)g(x)
)
f (x)dg(x).
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(b) If f is C-increasing andg is increasing, differentiable and such that
g(a + 0) = 0, then

φ

(
1

C

∫ b

a

f (x)dg(x)

)
� 1

C

∫ b

a

φ′(f (x)g(x)
)
f (x)dg(x).

(c) If f is C-increasing andg is decreasing, differentiable and such that
g(b − 0) = 0, then

φ

(
C

∫ b

a

f (x)d
[−g(x)

])
� C

∫ b

a

φ′(f (x)g(x)
)
f (x)d

[−g(x)
]
.

(d) If f is C-decreasing andg is decreasing, differentiable and such that
g(b − 0) = 0, then

φ

(
1

C

∫ b

a

f (x)d
[−g(x)

])
� 1

C

∫ b

a

φ′(f (x)g(x)
)
f (x)d

[−g(x)
]
.

(e) If the condition “φ is concave” is replaced by “φ is convex”, then all the
above inequalities in (a)–(d) hold in the reversed direction.

1.9.24 Farwing and Zwick [110]

Let x0, . . . , xn be given real numbers, wherea � x0 � · · · � xn � b. Let f be a
real-valued function defined on[a, b] and let[x0, . . . , xn]f denote thenth divided
difference off at the pointsx0, . . . , xn. Let f (n) be a convex function on(a, b).
Then

f (n)

[
1

n + 1

n∑
i=0

xi

]
� n![x0, . . . , xn]f � 1

n + 1

n∑
i=0

f (n)(xi).

If x0 �= xn, then strict inequalities hold if and only iff /∈ Pn+1 (the space of all
polynomials of degree� n + 1).

1.9.25 Abramovich, Mond and Pěcarić [1]

Let F(x1, . . . , xn) be a complex function inn complex variables and let∣∣F(x1, . . . , xn)
∣∣� ∣∣F (|x1|, . . . , |xn|

)∣∣.
Let also|F(x1, . . . , xn)| be a concave function forx = (x1, . . . , xn) ∈ R

n. If fi(t),
i = 1, . . . , n, w(t) are complex functions of real variables andfi(t)w(t), w(t) are
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integrable on[a, b], then

A(c) =
∣∣∣∣
∫ c

a

w(t)F
(
f1(t), . . . , fn(t)

)
dt

∣∣∣∣
+
∫ b

c

∣∣w(t)
∣∣dt

∣∣∣∣F
(∫ b

c
|w(t)f1(t)|dt∫ b

c
|w(t)|dt

, . . . ,

∫ b

c
|w(t)fn(t)|dt∫ b

c
|w(t)|dt

)∣∣∣∣
is a decreasing function inc, a � c � b.

1.9.26 Grüss [133]

Let f , g be positive concave integrable functions onI = [0, a]. Then∫ a

0
f (s)ds

∫ a

0
g(s)ds � 3

2
a

∫ a

0
f (s)g(s)ds.

1.9.27 Bergh [26]

Let f be a positive and quasi-concave function onR+, that is,f (s) � max(1,
s
t
)f (t). Assume that 0< p � q � ∞ and 0< α < 1. Then

(∫ ∞

0

(
t−αf (t)

)q dt

t

)1/q

� p1/pq−1/q
(
α(1− α)

)1/p−1/q
(∫ ∞

0

(
t−αf (t)

)p dt

t

)1/p

,

where equality holds forf (t) = min(1, t).

1.9.28 Maligranda, Pěcarić and Persson [204]

Let 1� p < ∞ and letv andw be weight functions. Then the inequality

[∫ b

a

f p(t)w(t)dt

]1/p

� C

∫ b

a

f (t)v(t)dt (∗)

holds for all positive concave functionsf on [a, b] if and only if

sup
s∈(a,b)

[∫ b

a
K(t, s)pw(t)dt

]1/p∫ b

a
K(t, s)v(t)dt

� C < ∞,
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whereK is the kernel given by

K(t, s) =
{

(s − a)(b − t) if a � s � t � b,

(t − a)(b − s) if a � t � s � b.

If 0 < p � 1, then the reverse inequality in (∗) is valid if and only if

inf
s∈(a,b)

[∫ b

a
K(t, s)pw(t)dt

]1/p∫ b

a
K(t, s)v(t)dt

� C > 0.

1.9.29 Borell [38]

Let f1, f2, . . . , fn be nonnegative concave functions on[0,1] and letpk � 1,
k = 1, . . . , n. Then

Cn

∫ 1

0

n∏
k=1

fk(x)dx �
n∏

k=1

(pk + 1)1/pk‖fk‖pk
,

where for p > 0 and f � 0 the usual notation‖f ‖p = (
∫ 1

0 f (x)p dx)1/p,
Cn = (n + 1)!/([n

2]![n+1
2 ]!). Equality occurs iffk(x) = x, k ∈ I , andfk(x) =

1 − x, k ∈ I ′, for the sets of indices such thatI ∪ I ′ = {1,2, . . . , n} and one of
them contains[n

2] elements.

1.9.30 Brenner and Alzer [41]

Let f1, f2, . . . , fn be nonnegative concave functions on[0,1] and letpk � 1,
k = 1,2, . . . , n. Then

∫ 1

0

n∏
k=1

fk(x)dx

� Kn

n∏
k=1

(1+ pk)
1/pk‖fk‖pk

+ 1

2(n + 1)

(
n∏

k=1

fk(0) +
n∏

k=1

fk(1)

)
,

where forp > 0 andf � 0 the usual notation‖f ‖p = (
∫ 1

0 f p(x)dx)1/p and
Kn = [n−1

2 ]![n
2]!/(2(n + 1)(n − 1)!).
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1.10 Notes

One of the most fundamental inequalities for convex functions is that associ-
ated with the name of Jensen. Theorem 1.2.1 deals with a well-known Jensen
inequality [164,165] which finds important applications in various branches of
mathematics. Theorem 1.2.2 deals with a Jensen–Steffensen inequality, and its
proof is due to Pěcaríc [367]. Theorem 1.2.3 is due to Pečaríc [375] and The-
orem 1.2.4 is due to Dragomir and Milošević [90]. Theorem 1.2.5 is taken from
Beesack [19]. Theorem 1.3.1 is a generalization of Jensen’s inequality established
by Jessen [166] in 1931. The remaining results in Section 1.3 are taken from
Beesack and Pečaríc [20,376]. The results in Theorems 1.4.1 and 1.4.2 are due to
Pěcaríc [366] and the results in Theorems 1.4.3–1.4.6 are taken from Dragomir
and Ionescu [88].

Theorem 1.5.1 deals with the famous Hadamard inequality discovered in [134].
Theorem 1.5.2 is taken from Beesack and Pečaríc [20]. Theorems 1.5.3–1.5.6 are
due to Dragomir [82,86]. Theorems 1.6.1 and 1.6.2 are taken from Dragomir,
Pěcaríc and Persson [93]. Theorems 1.6.3–1.6.5 are due to Gill, Pearce and
Pěcaríc [128]. Theorems 1.7.1 and 1.7.2 are due to Dragomir [84] and The-
orem 1.7.3 is taken from Dragomir and Ionescu [89] while Theorem 1.7.4
is taken from Dragomir, Cho and Kim [92]. Theorem 1.8.1 is taken from
Maligranda [202] which deals with an important property concerning the con-
cavity and convexity of rearrangement. Theorem 1.8.2 is taken from Maligranda,
Pěcaríc and Persson [203] and Theorem 1.8.3 is due to Maligranda [202]. Theo-
rems 1.8.4 and 1.8.5 are taken from Maligranda, Pečaríc and Persson [204].
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Chapter 2

Inequalities Related to Hardy’s Inequality

2.1 Introduction

In the course of attempts to simplify the proof of Hilbert’s double series theo-
rem, G.H. Hardy [136] first proved in 1920 the most famous inequality which
is now known in the literature as Hardy’s inequality. Hardy’s inequality is re-
markable in terms of its simplicity, the large number of results to which it deals,
and the variety of applications which can be related to it. Since from its dis-
covery Hardy’s inequality has evoked the interest of many mathematicians, and
large number of papers have appeared which deal with new proofs, various ex-
tensions, refinements, generalizations and series analogues. In the past few years,
various investigators have discovered many useful and new inequalities related to
well-known Hardy’s inequality. This chapter presents a number of new and basic
inequalities related to Hardy’s inequality recently investigated in order to achieve
a diversity of desired goals.

2.2 Hardy’s Series Inequality and Its Generalizations

There is a vast and growing literature related to the series inequalities. In this
section we will give some basic inequalities involving series of terms, which find
important applications in analysis.

In an attempt to give a simple proof of Hilbert’s inequality, Hardy [136] (see
also [141, Theorem 315]) establishes the following most fundamental inequality.

THEOREM 2.2.1. If p > 1, an � 0 and An = a1 + a2 + · · · + an, then

∞∑
n=1

(
An

n

)p

<

(
p

p − 1

)p ∞∑
n=1

a
p
n , (2.2.1)

113
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unless all the a are zero. The constant is the best possible.

PROOF. The proof given here is due to Elliott [105] and is also given in [141]. By
relabeling, if necessary, we may assume thata1 > 0 and hence that eachAn > 0.
We writeαn for An/n and agree that any number with suffix 0 is equal to 0. Now,
by making use of the elementary inequality

xn+1 + nyn+1 � (n + 1)xyn, (2.2.2)

x, y � 0 reals, we observe that

α
p
n − p

p − 1
α

p−1
n an = α

p
n − p

p − 1

{
nαn − (n − 1)αn−1

}
α

p−1
n

= α
p
n

(
1− np

p − 1

)
+ (n − 1)p

p − 1
α

p−1
n αn−1

� α
p
n

(
1− np

p − 1

)
+ n − 1

p − 1

{
(p − 1)α

p
n + α

p

n−1

}

= 1

p − 1

{
(n − 1)α

p

n−1 − nα
p
n

}
. (2.2.3)

By substitutingn = 1,2, . . . ,N in (2.2.3) and adding the inequalities we have

N∑
n=1

α
p
n − p

p − 1

N∑
n=1

α
p−1
n an � − Nα

p
N

p − 1
� 0. (2.2.4)

From (2.2.4) we observe that

N∑
n=1

α
p
n � p

p − 1

N∑
n=1

α
p−1
n an. (2.2.5)

Using Hölder’s inequality with indicesp,p/(p − 1) on the right-hand side
of (2.2.5) we have

N∑
n=1

α
p
n � p

p − 1

(
N∑

n=1

a
p
n

)1/p( N∑
n=1

α
p
n

)(p−1)/p

. (2.2.6)

Dividing by the last factor on the right-hand side (which is certainly positive) and
raising the result to thepth power, we get

N∑
n=1

α
p
n �

(
p

p − 1

)p N∑
n=1

a
p
n . (2.2.7)
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When we makeN tend to infinity we obtain (2.2.1), except that we have “less
than or equal to” in place of “less than”. In particular, we see that

∑∞
n=1 α

p
n is

finite.
Returning to (2.2.5), and replacingN by ∞, we obtain

∞∑
n=1

α
p
n � p

p − 1

∞∑
n=1

α
p−1
n an

� p

p − 1

( ∞∑
n=1

a
p
n

)1/p( ∞∑
n=1

α
p
n

)(p−1)/p

. (2.2.8)

There is an inequality in the second place unless(a
p
n ) and(α

p
n ) are proportion, that

is, unlessan = Cαn, whereC is independent ofn. If this is so then(a1 = α1 > 0)

C must be 1, and thenAn = nan for all n. This idea is inconsistent with the
convergence of

∑∞
n=1 a

p
n . Hence

∞∑
n=1

α
p
n <

p

p − 1

( ∞∑
n=1

a
p
n

)1/p( ∞∑
n=1

α
p
n

)(p−1)/p

, (2.2.9)

and (2.2.1) follows from (2.2.9) as (2.2.7) followed from (2.2.6).
To prove the constant factor the best possible, we take

an = n−1/p, n � N, an = 0, n > N.

Then
∞∑

n=1

a
p
n =

N∑
n=1

1

n
,

An =
n∑
1

v−1/p >

∫ n

1
x−1/p dx = p

p − 1

{
n(p−1)/p − 1

}
, n � N,

(
An

n

)p

>

(
p

p − 1

)p(1− εn

n

)
, n � N,

whereεn → 0 whenn → ∞. It follows that

∞∑
n=1

(
An

n

)p

>

N∑
n=1

(
An

n

)p

>

(
p

p − 1

)p

(1− ηN)

∞∑
n=1

a
p
n ,
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whereηN → 0 whenN → ∞. Hence, any inequality of the type

∞∑
n=1

(
An

n

)p

<

(
p

p − 1

)p

(1− ε)

∞∑
n=1

a
p
n

is false ifan is chosen as above andN is sufficiently large. �

The above theorem states the relationship between the arithmetic means of a
sequence and the sequence itself. This theorem along with its integral analogue
was first proved by Hardy, which later went by the name “Hardy’s inequality”.
The constant at the right-hand side of (2.2.1) is determined by Landu in [182],
who showed that it is the best possible for eachp.

There are many generalizations and extensions of Theorem 2.2.1, which have
been proved by different writers in different ways; and we give some of these
results here in the following theorems.

In 1926, Copson [69] generalizes Theorem 2.2.1 by replacing the arithmetic
mean of a sequence by a weighted arithmetic mean. We shall first consider the
following version of Copson’s generalization of Hardy’s inequality.

THEOREM2.2.2. Let p > 1,λn > 0,an > 0,n = 1,2, . . . ,
∑∞

n=1 λna
p
n converge,

and further let Λn =∑n
i=1 λi , An =∑n

i=1 λiai . Then

∞∑
n=1

λn

(
An

Λn

)p

�
(

p

p − 1

)p ∞∑
n=1

λna
p
n . (2.2.10)

PROOF. We writeαn = AnΛ
−1
n and agree that any number with suffix 0 is equal

to 0. Now, by making use of the elementary inequality (2.2.2), we observe that

λnα
p
n − p

p − 1
λnanα

p−1
n

= λnα
p
n − p

p − 1
α

p−1
n [Λnαn − Λn−1αn−1]

=
(

λn − Λn

p

p − 1

)
α

p
n + p

p − 1
Λn−1αn−1α

p−1
n

�
(

λn − Λn

p

p − 1

)
α

p
n + Λn−1

p − 1

[
α

p

n−1 + (p − 1)α
p
n

]

= 1

p − 1

[
(pλn − λn − pΛn + pΛn−1 − Λn−1)α

p
n + Λn−1α

p

n−1

]
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= 1

p − 1

[(
pλn − λn − p(Λn − Λn−1) − Λn−1

)
α

p
n + Λn−1α

p

n−1

]

= 1

p − 1

[
(pλn − λn − pλn − Λn−1)α

p
n + Λn−1α

p

n−1

]

= 1

p − 1

[−Λnα
p
n + Λn−1α

p

n−1

]

= 1

p − 1

[
Λn−1α

p

n−1 − Λnα
p
n

]
. (2.2.11)

By substitutingn = 1, . . . ,N in (2.2.11) and adding the inequalities, we have

N∑
n=1

λnα
p
n − p

p − 1

N∑
n=1

λnanα
p−1
n � − 1

p − 1
Λnα

p
N � 0. (2.2.12)

From (2.2.12) we observe that

N∑
n=1

λnα
p
n � p

p − 1

N∑
n=1

λnanα
p−1
n . (2.2.13)

Using Hölder’s inequality with indicesp, p/(p − 1) on the right-hand side
of (2.2.13) we have

N∑
n=1

λnα
p
n � p

p − 1

(
N∑

n=1

λna
p
n

)1/p( N∑
n=1

λnα
p
n

)(p−1)/p

.

Dividing the above inequality by the last factor on the right-hand side and raising
the result to thepth power, we obtain

N∑
n=1

λnα
p
n �

(
p

p − 1

)p N∑
n=1

λna
p
n . (2.2.14)

When we makeN tend to infinity we obtain (2.2.10). �

A version of the companion inequality proved by Copson [69] can be stated as
follows.
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THEOREM 2.2.3. Let p > 1, λn > 0, an > 0 for n = 1,2, . . . ,
∑∞

n=1 λna
p
n con-

verge, and further let

Λn =
n∑

i=1

λi, An =
∞∑

i=n

λiai

Λi

.

Then
∞∑

n=1

λnA
p
n � pp

∞∑
n=1

λna
p
n . (2.2.15)

As in the proof of Theorem 2.2.1, see also Copson [69, p. 12], the constants in-
volved in (2.2.10) and (2.2.15) are best possible. In 1928, Hardy in his paper [137]
notes that the inequality given in Theorem 2.2.3 does not require a separate proof
but can be derived from Copson’s first inequality given in Theorem 2.2.2. In view
of this remark, here we omit the proof of Theorem 2.2.3. For an independent proof
of Theorem 2.2.3, see Copson [69].

In [139] Hardy and Littlewood generalizes Hardy’s inequality in Theo-
rem 2.2.1 as follows.

THEOREM 2.2.4. Suppose p > 0, c is a real (but not necessarily positive) con-
stant and

∑∞
n=1 an is a series of positive terms. Set

A1n =
n∑

k=1

ak and An∞ =
∞∑

k=n

ak.

If p > 1 we have

∞∑
n=1

n−cA
p

1n � K

∞∑
n=1

n−c(nan)
p with c > 1, (2.2.16)

∞∑
n=1

n−cA
p
n∞ � K

∞∑
n=1

n−c(nan)
p with c < 1, (2.2.17)

and if p < 1 we have

∞∑
n=1

n−cA
p

1n � K

∞∑
n=1

n−c(nan)
p with c > 1, (2.2.18)

∞∑
n=1

n−cA
p
n∞ � K

∞∑
n=1

n−c(nan)
p with c < 1, (2.2.19)
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where K denotes a positive constant, not necessarily the same at each occurrence.

Theorem 2.2.4 was generalized by Leindler in [186], who replaced in
(2.2.16)–(2.2.19) the sequence{n−c} by an arbitrary sequence{λn}: for instance,
he proved the inequality

∞∑
n=1

λnA
p

1n � pp
∞∑

n=1

λ
1−p
n

( ∞∑
m=n

λm

)p

a
p
n (2.2.20)

with p � 1 andλn > 0.
In [226] Nemeth gives further generalizations by combing Hardy’s inequality

in Theorem 2.2.1 and the Hardy and Littlewood inequality in Theorem 2.2.4. In
the following theorem we present the results given in [226]. We use the following
definitions given in [226].

(i) C ∈ M1 denotes that the matrixC = (cm,v) satisfies the conditions:

cm,v > 0, v � m, cm,v = 0, v > m,m,v = 1,2, . . . , and

0<
cm,v

cn,v

� N1, 0� v � n � m. (2.2.21)

(ii) C ∈ M2 denotes thatcm,v > 0 (v � m) and cm,v = 0 (v < m,m,v =
1,2, . . . ),

cm,v

cn,v

� N2, 0� n � m � v. (2.2.22)

(iii) C ∈ M3 denotes thatcv,m > 0 (v � m) and cv,m = 0 (v < m,v,m =
1,2, . . . ),

0<
cv,m

cv,n

� N3, v � n � m � 0. (2.2.23)

(iv) C ∈ M4 denotes thatcv,m > 0 (v � m) and cv,m = 0 (v > m,v,m =
1,2, . . . ),

cv,m

cv,n

� N4, 0� v � m � n, (2.2.24)

whereNi denote positive absolute constants fori = 1,2,3,4.

The main result given by Nemeth in [226] follows.

THEOREM 2.2.5. Let an � 0 and λn > 0, n = 1,2, . . . , be given, and let
C = (cm,k) be a triangular matrix.
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(a) If C ∈ M1 and p � 1, then

∞∑
n=1

λn

(
n∑

m=1

cn,mam

)p

� N
p(p−1)

1 pp
∞∑

n=1

λ
1−p
n

( ∞∑
m=n

λmcm,n

)p

a
p
n . (2.2.25)

(b) If C ∈ M3 and p � 1, then

∞∑
m=1

λm

( ∞∑
n=m

cn,man

)p

� N
p(p−1)

3 pp

∞∑
m=1

λ
1−p
m

(
m∑

n=1

λncm,n

)p

a
p
m. (2.2.26)

(c) If C ∈ M2 and 0< p � 1, then

∞∑
n=1

λn

( ∞∑
v=n

cn,vav

)p

� N
(1−p)p

2 pp

∞∑
n=1

λ
1−p
n

(
n∑

k=1

ck,nλk

)p

a
p
n . (2.2.27)

(d) If C ∈ M4 and 0< p � 1, then

∞∑
m=1

λm

(
m∑

n=1

cn,man

)p

� N
(1−p)p

4 pp
∞∑

m=1

λ
1−p
m

( ∞∑
n=m

λncm,n

)p

a
p
m. (2.2.28)

We note that Theorem 2.2.5 implies Leindler’s theorem in [186], further if
λm = cm,mf

1−p

(m)
and we writecm,nf(m) instead of elements of the matrixC, then

assertion (a) includes Theorem 3 of Izumi, Izumi and Petersen [163], and in the
caseλn = f

−p

(n) andck,n = f (k)ak,n, assertion (d) reduces to Theorem 5 of Davis
and Petersen [78].

In the proof of the above theorem, we require the following lemmas.

LEMMA 2.2.1 [78, Lemma 1].If p > 1 and zn � 0, n = 1,2, . . . , then

(
n∑

k=1

zk

)p

� p

n∑
k=1

zk

(
k∑

v=1

zv

)p−1

.

PROOF. Let λr = z1 + · · · + zr , r = 1,2, . . . , n. Then

(λn)
p = p

∫ λn

0
xp−1 dx

= p

(∫ λ1

0
+
∫ λ2

λ1

+· · · +
∫ λn

λn−1

)
xp−1 dx
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� p
{
λ1λ

p−1
1 + (λ2 − λ1)λ

p−1
2 + · · · + (λn − λn−1)λ

p−1
n

}
= p

{
z
p

1 + z2(z1 + z2)
p−1 + · · · + zn(z1 + · · · + zn)

p−1}.
The proof is complete. �

The proofs of the following lemmas are similar to that of Lemma 2.2.1 (see
[226]).

LEMMA 2.2.2. If 0< p < 1 and z1 > 0, zn � 0, n = 2,3, . . . , then(
n∑

k=1

zk

)p

� p

n∑
k=1

zk

(
k∑

v=1

zv

)p−1

.

LEMMA 2.2.3. If 0 < p < 1 and zn � 0, n = 1,2, . . . , then for every natural
number N , for which zN > 0,(

N∑
k=n

zk

)p

� p

N∑
k=n

zk

(
N∑

v=k

zv

)p−1

.

LEMMA 2.2.4. If p > 1 and zn � 0, n = 1,2, . . . , then for every natural num-
ber N , (

N∑
k=n

zk

)p

� p

N∑
k=n

zk

(
N∑

v=k

zv

)p−1

.

PROOF OF THEOREM 2.2.5. Forp = 1 the assertions are obvious; we have
only to interchange the order of summations. Further we may assume that not
all an vanish (otherwise the theorem is evident).

(a) By Lemma 2.2.1 we obtain, forC = (cm,k) ∈ M1,

N∑
n=1

λn

(
n∑

m=1

cn,mam

)p

� p

N∑
n=1

λn

n∑
m=1

cn,mam

(
m∑

k=1

cn,kak

)p−1

� N
p−1
1 p

N∑
n=1

λn

n∑
m=1

cn,mam

(
m∑

k=1

cm,kak

)p−1

= N
p−1
1 p

N∑
m=1

(
m∑

k=1

cm,kak

)p−1

am

N∑
n=m

λncn,m.
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Hence, using Hölder’s inequality, we have

N∑
n=1

λn

(
n∑

m=1

cn,mam

)p

� N
p−1
1 p

{
N∑

m=1

λm

(
m∑

k=1

cm,kak

)p}1/q{ N∑
m=1

λ
1−p
m

(
N∑

n=m

λncn,m

)p

a
p
m

}1/p

with q = p/(p − 1), which by standard computation gives assertion (a).
(b) By Lemma 2.2.4 we have, forC = (cm,k) ∈ M3,

N∑
m=1

λm

(
N∑

n=m

cn,man

)p

� p

N∑
m=1

λm

N∑
n=m

cn,man

(
N∑

v=n

cv,mav

)p−1

� N
p−1
3 p

N∑
m=1

λm

N∑
n=m

cn,man

(
N∑

v=n

cv,nav

)p−1

= N
p−1
3 p

N∑
n=1

(
N∑

v=n

cv,nav

)p−1

an

n∑
m=1

cn,mλm.

Hence, using Hölder’s inequality, we have

N∑
m=1

λm

(
N∑

n=m

cn,man

)p

� N
p−1
3 p

{
N∑

n=1

λn

(
N∑

v=n

cv,nav

)p}1/q{ N∑
n=1

λ
1−p
n

(
n∑

m=1

cn,mλm

)p

a
p
m

}1/p

,

whereq = p/(p − 1) which by standard computation gives assertion (b).
(c) Using Lemma 2.2.3 with an indexn for whichaN > 0, we obtain

N∑
n=1

λn

(
N∑

v=n

cn,vav

)p

� p

N∑
n=1

λn

N∑
v=n

cn,vav

(
N∑

k=v

cn,kak

)p−1

� N
1−p

2 p

N∑
n=1

λn

N∑
v=n

cn,vav

(
N∑

k=v

cv,kak

)p−1
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= N
1−p

2 p

N∑
v=1

(
N∑

k=v

cv,kak

)p−1

av

v∑
n=1

λncn,v.

Hence, using Hölder’s inequality [16, p. 19], we have

N∑
n=1

λn

(
N∑

v=n

cn,vav

)p

� N
1−p

2 p

{
N∑

v=1

λv

(
N∑

k=v

cv,kak

)p}1/q{ N∑
v=1

λ1−p
v

(
v∑

n=1

λncn,v

)p

ap
v

}1/p

.

This result gives assertion (c) by standard computation.
(d) We may assume thata1 �= 0. Using Lemma 2.2.2, Hölder’s inequality with

indicesp,q = p/(p − 1), we have

N∑
m=1

λm

(
m∑

n=1

cn,man

)p

� p

N∑
m=1

λm

m∑
n=1

cn,man

(
n∑

k=1

ck,mak

)p−1

� N
1−p

4 p

N∑
m=1

λm

m∑
n=1

cn,man

(
n∑

k=1

ck,nak

)p−1

= N
1−p

4 p

N∑
n=1

(
n∑

k=1

ck,nak

)p−1

an

N∑
m=n

λmcn,m

� N
1−p

4 p

{
N∑

n=1

λn

(
n∑

k=1

ck,nak

)p}1/q{ N∑
n=1

λ
1−p
n

(
N∑

m=n

λmcn,m

)p

a
p
n

}1/p

.

By standard computation this result gives assertion (d), and the proof is com-
plete. �

In [196] Love has established generalizations of Hardy’s and Copson’s series
inequalities by replacing means by more general linear transforms. The results
in [196] are based on the following lemma.

LEMMA 2.2.5. If g is a decreasing (equimeasurable) rearrangement of a non-
negative measurable function f on (0, c), h is nonnegative and decreasing
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on (0, b), 0< b < c and p > 0, then

∫ b

0
f (u)h(u)du �

∫ b

0
g(u)h(u)du,

∫ c

0
f (u)p du =

∫ c

0
g(u)p du.

PROOF. The second result is immediate. For the first, letk be a decreasing re-
arrangement off on (0, b) and letk(u) = f (u) for b � u < c. Also, leth(u) = 0
for b � u < c, so thath is decreasing on(0, c). Observing thatg is a decreas-
ing rearrangement ofk on (0, c), two applications of Theorem 378 in [141], one
on (0, b) and the other on(0, c), give

∫ b

0
f hdu �

∫ b

0
khdu =

∫ c

0
khdu �

∫ c

0
ghdu =

∫ b

0
ghdu. �

The following theorems given in [196] generalize Copson’s inequalities in
Theorems 2.2.2 and 2.2.3 (see also [70]), restated perhaps more neatly.

THEOREM 2.2.6. If p > 1, α(t) is nonnegative and decreasing in (0,1],

A =
∫ 1

0
α(t)t−1/p dt < ∞, λn > 0, Λm =

m∑
n=1

λn

and

|amn| � λn

Λm

α

(
Λn

Λm

)
for 0< n � m.

Then ( ∞∑
m=1

λm

∣∣∣∣∣
m∑

n=1

amnxn

∣∣∣∣∣
p)1/p

� A

( ∞∑
m=1

λm|xm|p
)1/p

,

where (xn) is a fixed sequence.

PROOF. It will be enough to prove the inequality with upper terminal∞ of the
outer summations replaced by any positive integerM . Fix suchM and a se-
quence(xn).

Let f (u) = |xn| for Λn−1 < u � Λn and 0< n � M , whereΛ0 = 0. Letg(u)

be a decreasing rearrangement off (u) on (0,ΛM ]. Form such that 0< m � M ,
let

zm = λ
1/p
m

m∑
n=1

|amnxn| and Λm−1 < s � Λm.
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Then

zm

λ
1/p
m

�
m∑

n=1

λn

Λm

α

(
Λn

Λm

)
|xn|

= 1

Λm

m∑
n=1

∫ Λn

Λn−1

α

(
Λn

Λm

)
f (u)du

� 1

Λm

m∑
n=1

∫ Λn

Λn−1

α

(
u

Λm

)
f (u)du

= 1

Λm

∫ Λm

0
α

(
u

Λm

)
f (u)du (2.2.29)

� 1

Λm

∫ Λm

0
α

(
u

Λm

)
g(u)du

=
∫ 1

0
α(t)g(Λmt)dt

�
∫ 1

0
α(t)g(st)dt. (2.2.30)

Lemma 2.2.5 has been used after (2.2.29). From (2.2.30),

(
M∑

m=1

z
p
m

)1/p

=
(

M∑
m=1

1

λm

∫ Λm

Λm−1

z
p
m ds

)1/p

�
(

M∑
m=1

∫ Λm

Λm−1

(∫ 1

0
α(t)g(st)dt

)p

ds

)1/p

=
(∫ ΛM

0

(∫ 1

0
α(t)g(st)dt

)p

ds

)1/p

�
∫ 1

0

(∫ ΛM

0
α(t)pg(st)p ds

)1/p

dt (2.2.31)

=
∫ 1

0
α(t)t−1/p

(∫ ΛM

0
g(st)pt ds

)1/p

dt

=
∫ 1

0
α(t)t−1/p

(∫ ΛMt

0
g(u)p du

)1/p

dt
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� A

(∫ ΛM

0
g(u)p du

)1/p

(2.2.32)

= A

(∫ ΛM

0
f (u)p du

)1/p

(2.2.33)

= A

(
M∑

m=1

∫ Λm

Λm−1

f (u)p du

)1/p

= A

(
M∑

m=1

λm|xm|p
)1/p

.

The “double integral” version of Minkowski’s inequality [141, Theorem 202] has
been used at (2.2.31), and Lemma 2.2.5 at (2.2.33). MakingM → ∞ the inequal-
ity follows. �

COROLLARY 2.2.1 (Copson’s inequality, Theorem 2.2.2).If p � c > 1, (xn), λn

and Λn are as in Theorem 2.2.6,and xn � 0, then

( ∞∑
m=1

λmΛ−c
m

(
m∑

n=1

λnxn

)p)1/p

� p

c − 1

( ∞∑
m=1

λmΛ
p−c
m x

p
m

)1/p

.

PROOF. For 0< t � 1 and 0< n � m, let

α(t) = tc/p−1 and amn = λnΛ
c/p−1
n

Λ
c/p
m

= λn

Λm

α

(
Λn

Λm

)
. (2.2.34)

Theorem 2.2.6 now applies withA = p/(c − 1) which after replacingxn by
Λ

1−c/p
n xn gives Copson’s inequality. �

THEOREM 2.2.7. If p > 1, tα(t) is nonnegative and increasing in [1,∞),

B =
∫ ∞

1
α(t)t−1/p dt < ∞, λn > 0, Λm =

m∑
n=1

λn

and

|amn| � λn

Λm

α

(
Λn

Λm

)
for 0< m � n,
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then ( ∞∑
m=1

λm

∣∣∣∣∣
∞∑

n=m

amnxn

∣∣∣∣∣
p)1/p

� B

( ∞∑
m=1

λm|xn|p
)1/p

,

where (xn) is a fixed sequence.

PROOF. Letq = p′, β(t) = t−1α(t−1) andbmn = λnamnλ
−1
m . Thenq > 1,β(t) is

nonnegative and decreasing in(0,1],
∫ 1

0
β(u)u−1/q du = B < ∞ and |bmn| � λn

Λm

β

(
Λn

Λm

)
,

for 0 < n � m. So Theorem 2.2.6 applies withp, α(t) andamn replaced byq,
β(t) andbmn. Replacingxn by λ

−1/q
n yn, and definingbmn = 0 for 0< m < n, the

strong form of that theorem gives

( ∞∑
m=1

( ∞∑
n=1

∣∣λ1/q
m bmnλ

−1/q
n yn

∣∣)q)1/q

� B

( ∞∑
m=1

|ym|q
)1/q

for all yn. The converse of Hölder’s inequality [141, Theorems 15 and 167] leads
to the conjugate inequality

( ∞∑
m=1

( ∞∑
n=1

∣∣λ1/q
n bmnλ

−1/q
m yn

∣∣)p)1/p

� B

( ∞∑
m=1

|ym|p
)1/p

for all yn. Noting the definitions ofbmn, and puttingyn = λ
1/p
n xn, this result

reduces to (the strong form of ) the stated conclusion. �

COROLLARY 2.2.2 (Copson’s inequality, Theorem 2.2.3).If p > 1 > c � 0,
λn and Λn are as in Theorem 2.2.7,xn � 0 and

∑∞
n=1 λnxn is convergent, then

( ∞∑
m=1

λmΛ−c
m

( ∞∑
n=m

λnxn

)p)1/p

� p

1− c

( ∞∑
m=1

λmΛ
p−c
m x

p
m

)1/p

.

PROOF. This proof follows from Corollary 2.2.1, but witht � 1 and 0< m � n

in (2.2.34) and Theorem 2.2.7 used instead of Theorem 2.2.6. �
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2.3 Series Inequalities Related to Those of Hardy, Copson
and Littlewood

Hardy’s inequality concerning the series of terms given in Theorem 2.2.1 has
received wide attention from the book “Inequalities” written in 1934 by Hardy,
Littlewood and Pólya. In this section we present some basic inequalities due to
Copson and related to those of Hardy, Copson and Littlewood. In what follows,
we assume that all the sums exist on the respective domains of definitions and
agree that the value of any functionu(m,n) or u(n) for m = 0 orn = 0 is zero.

In 1979, Copson [71] proves two series inequalities which in fact are the dis-
crete analogues of the integral inequalities established earlier in 1932 by Hardy
and Littlewood [140].

The first result established by Copson in [71] is given in the following theorem.

THEOREM 2.3.1. Let {an} be a sequence of real numbers such that
∑∞

−∞ a2
n,∑∞

−∞(�2an)
2 are convergent. Then{ ∞∑

−∞
(�an)

2

}
�

∞∑
−∞

a2
n

∞∑
−∞

(
�2an

)2
.

Equality occurs if and only if an = 0 for all n, where �an = an+1 − an and
�2an = �(�an).

PROOF. Since

�(an�an) = an+1�
2an + (�an)

2,

we have

N∑
−M

an+1�
2an +

N∑
−M

(�an)
2 = aN+1�

2aN+1 − a−M�2a−M.

But since
∑∞

−∞ a2
n convergent,an tends to zero asn → ∞ and asn → −∞.

Therefore

lim
M→∞
N→∞

{
N∑

−M

an+1�
2an +

N∑
−M

(�an)
2

}
= 0.

By Cauchy’s inequality,
∞∑

−∞
an+1�

2an
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is absolutely convergent. Hence
∑∞

−∞(�an)
2 is also convergent, and

∞∑
−∞

(�an)
2 = −

∞∑
−∞

an+1�
2an.

Therefore { ∞∑
−∞

(�an)
2

}2

�
∞∑

−∞
a2
n+1

∞∑
−∞

(
�2an

)2
. (2.3.1)

Equality occurs if and only if there exists a real constantλ such that�2an =
λan+1 for all values ofn. The solution of this difference equation is

an = Akn
1 + Bkn

2,

wherek1 andk2 are the roots of the equation

(k − 1)2 = λk

if λ �= 0, but it is

an = A + Bn

if λ = 0. The latter case is impossible since the series
∑∞

−∞ a2
n would diverge.

If λ �= 0, k1 andk2 are unequal andk1k2 = 1. If k1 andk2 are real, one is nu-
merically greater than unity, the other less, and

∑∞
−∞ a2

n diverges. Ifk1 andk2

are complex,an = C cos(nα + β), and
∑∞

−∞ a2
n diverges again. Hence equality

occurs in (2.3.1) if and only ifan = 0 for all values ofn. �

The second result established by Copson in [71] is embodied in the following
theorem.

THEOREM 2.3.2. Let {an} be a sequence of real numbers such that
∑∞

0 a2
n,∑∞

0 (�2an)
2 are convergent. Then

{ ∞∑
0

(�an)
2

}2

� 4
∞∑
0

a2
n

∞∑
0

(
�2an

)2
.

Equality occurs if and only if an = 0 for all n.
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PROOF. The proof depends on a generalization of Cauchy’s inequality, that

D =
∣∣∣∣∣∣
∑

a2
n

∑
anbn

∑
ancn∑

anbn

∑
b2
n

∑
bncn∑

ancn

∑
bncn

∑
c2
n

∣∣∣∣∣∣� 0,

a result stated in [141, p. 16]. Equality occurs if and only if the sequences
{an}, {bn}, {cn} are linearly independent. If we putbn = �an, cn = �2an, we
obtain

D =
∣∣∣∣∣
A H G

H B F

G F C

∣∣∣∣∣� 0,

where

A =
∞∑
0

a2
n, B =

∞∑
0

(�an)
2, C =

∞∑
0

(
�2an

)2
,

F =
∞∑
0

�an�
2an, G =

∞∑
0

an�
2an, H =

∞∑
0

an�an.

The seriesA andC are, by hypotheses, convergent. The seriesG is absolutely
convergent by Cauchy’s inequality. If we putan = 0 for all n < 0, we see that the
seriesB is convergent; see the proof of Theorem 2.3.1. Then, again by Cauchy’s
inequality, the seriesF andH are absolutely convergent. The determinantD van-
ishes if and only if there exist real constantsα,β, γ , not all zero, such that

αan + β�an + γ�2an = 0

for all n. This implies, either thatan = 0 for all n or that

an = rn cos(pr + q),

wherep,q, r are real and 0< r < 1 since
∑

a2
n convergent.

Now

�a2
n = 2an�an + (�an)

2.

Summing fromn = 0 ton = ∞, we find that

2H + B = −a2
0,

using the fact thatan → 0 asn → ∞. Similarly

2F + C = −b2
0,
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whereb0 = �a0. Lastly, from

�(an�an) = an�
2an + �an�

2an + (�an)
2,

we obtain

G + B + F = −a0b0.

Hence

D =

∣∣∣∣∣∣∣
A −1

2(a2
0 + B) G

−1
2(a2

0 + B) B −1
2(b2

0 + C)

G −1
2(b2

0 + C) C

∣∣∣∣∣∣∣
= ABC + 1

2

(
a2

0 + B
)(

b2
0 + C

)
G − 1

4
A
(
b2

0 + C
)2 − BG2 − 1

4
C
(
a2

0 + B
)2

.

Therefore

2ABC + (
a2

0 + B
)(

b2
0 + C

)
G − 2BG2 � 1

2
A
(
b2

0 + C
)2 + 1

2
C
(
a2

0 + B
)2

�
(
a2

0 + B
)(

b2
0 + C

)√
(AC),

by the arithmetic mean–geometric mean inequality. Equality at the last step occurs
only whenA(b2

0 + C)2 = C(a2
0 + B)2. Hence

2ABC − 2BG2 �
{√

(AC) − G
}(

a2
0 + B

)(
b2

0 + C
)
.

By Cauchy’s inequality,G2 � AC. If G2 < AC, we can divide through by√
(AC) − G, to obtain

2B
{√

(AC) + G
}

�
(
a2

0 + B
)(

b2
0 + C

)
.

Therefore

2B
√

(AC) �
(
a2

0 + B
)(

b2
0 + C

)− 2BG

= (
a2

0 + B
)(

b2
0 + C

)− 2B(B + G) + 2B2.

But

B + G = −a0b0 − F = −a0b0 + 1

2
b2

0 + 1

2
C.
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Therefore

2B
√

(AC) �
(
a2

0 + B
)(

b2
0 + C

)− 2B

(
1

2
b2

0 − a0b0 + 1

2
C

)
+ 2B2

= a2
0b2

0 + 2a0b0B + 2B2 + a2
0C

= (a0b0 + B)2 + B2 + a2
0C.

This result gives

2B
√

(AC) − B2 � (a0b0 + B)2 + a2
0C.

Therefore, ifG2 < AC,

B � 2
√

(AC),

the required inequality.
The relationG2 = AC, that is,

{ ∞∑
0

an�
2an

}2

=
∞∑
0

a2
n

∞∑
0

(
�2an

)2

holds if and only if there exists a constantλ such that�2an = λan. If λ = 0,
�an is a constant and so is zero by the convergence condition which again implies
thatan is constant and so is zero. Ifλ = 0, {an} is the null sequence. Ifλ = 0,

an = αkn
1 + βkn

2,

where k1 and k2 are the roots of(k − 1)2 = λ. The roots are different.
If λ = −µ2 < 0,

an = α(1+ iµ)n + β(1− iµ)n

which is impossible by the convergence condition for|1 ± iµ| > 1, andan does
not then tend to zero asn → ∞. If λ = v2 > 0, wherev > 0,

an = α(1+ v)n + β(1− v)n

which tends to zero asn → ∞ if and only if α = 0 and 0< v < 2. Dropping the
factorβ, the only case whenG2 = AC is an = rn, where−1< r < 1. This gives

A = 1

1− r2
, B = (r − 1)2A, C = (r − 1)4A,
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and so

b =√
(AC) < 2

√
AC.

The inequality also holds whenG2 = AC.
It remains to consider the conditions under whichB = 2

√
(AC). Going over

the proof, we see that they are following:

(i) {an}, {�an}, {�2an} are linearly dependent sequences,
(ii) A(b2

0 + C)2 = C(a2
0 + B)2,

(iii) a0b0 + B = 0, a2
0C = 0.

In fact, (iii) implies that{an} is the null-sequence, and (i) and (ii) follow. Ifa0 = 0
thenB = 0, hence�an = 0 andan is zero for alln. If C = 0 then�2an = 0,
hence�an is a constant and so is zero by the convergence condition. This result
implies thatan is zero for alln.

We have thus covered all the cases. We have proved that

{ ∞∑
0

(�an)
2

}2

� 4
∞∑
0

a2
n

∞∑
0

(
�2an

)2
,

with equality if and only ifan is zero for all values ofn. �

REMARK 2.3.1. As observed by Copson in [71] the constants in inequalities
in Theorems 2.3.1 and 2.3.2 are best possible. For detailed discussion, see [71,
pp. 110 and 114].

In [277] Pachpatte establishes some generalizations of Copson’s inequality
given in Theorem 2.2.2. The main result established in [277] is given in the fol-
lowing theorem.

THEOREM 2.3.3. Let f (u) be a real-valued positive convex function defined for
u > 0. Let p > 1 be a constant, λn > 0, an > 0,

∑∞
n=1 λnf

p(an) converge, and
further let Λn =∑n

i=1 λi , An =∑n
i=1 λiai . Then

∞∑
n=1

λnf
p

(
An

Λn

)
�
(

p

p − 1

)p ∞∑
n=1

λnf
p(an). (2.3.2)

PROOF. Sincef is convex, by Jensen’s inequality (see [174, p. 133]), we have

f

(
An

Λn

)
� Fn

Λn

, (2.3.3)
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whereFn = ∑n
i=1 λif (ai). We write αn = FnΛ

−1
n and agree that any number

with suffix 0 is equal to 0. Now, by making use of the elementary inequality

uk+1 + kvk+1 � (k + 1)uvk, u, v � 0, k � 1, (2.3.4)

we observe that

λnα
p
n − p

p − 1
λnf (an)α

p−1
n

= λnα
p
n − p

p − 1
α

p−1
n [αnΛn − αn−1Λn−1]

=
(

λn − p

p − 1
Λn

)
α

p
n + p

p − 1
Λn−1αn−1α

p−1
n

�
(

λn − p

p − 1
Λn

)
α

p
n + Λn−1

p − 1

[
α

p

n−1 + (p − 1)α
p
n

]

= 1

p − 1

[
Λn−1α

p

n−1 − Λnα
p
n

]
. (2.3.5)

By substitutingn = 1, . . . ,m in (2.3.5) and adding the inequalities, we see that

m∑
n=1

[
λnα

p
n − p

p − 1
λnf (an)α

p−1
n

]
� − 1

p − 1
Λmα

p
m � 0. (2.3.6)

From (2.3.6) we observe that

m∑
n=1

λnα
p
n � p

p − 1

m∑
n=1

{
λ

1/p
n f (an)

}{
λ

(p−1)/p
n α

p−1
n

}
. (2.3.7)

Using Hölder’s inequality with indicesp,p/(p − 1) on the right-hand side
of (2.3.7) we have

m∑
n=1

λnα
p
n � p

p − 1

{
m∑

n=1

λnf
p(an)

}1/p{ m∑
n=1

λnα
p
n

}(p−1)/p

.

Dividing the above inequality by the last factor on the right-hand side and raising
the result to thepth power, we obtain

m∑
n=1

λn

(
Fn

Λn

)p

�
(

p

p − 1

)p m∑
n=1

λnf
p(an). (2.3.8)
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Now, from (2.3.3) and (2.3.8), we have

m∑
n=1

λnf
p

(
An

Λn

)
�

m∑
n=1

λn

(
Fn

Λn

)p

�
(

p

p − 1

)p m∑
n=1

λnf
p(an). (2.3.9)

By lettingm tend to infinity in (2.3.9), we obtain the desired inequality in (2.3.2).
The proof is complete. �

The next result established by Pachpatte in [307] deals with the Hardy-type
series inequality in two independent variables.

THEOREM 2.3.4. If p > 1 is a constant, b(m,n) � 0 for m,n ∈ N (the set of
natural numbers) and

B(m,n) = 1

mn

m∑
s=1

n∑
t=1

1

st

s∑
x=1

t∑
y=1

b(x, y) (2.3.10)

for m,n ∈ N , then

∞∑
m=1

∞∑
n=1

Bp(m,n) �
(

p

p − 1

)4p ∞∑
m=1

∞∑
n=1

bp(m,n). (2.3.11)

The equality holds in (2.3.11)if b(m,n) = 0 for m,n ∈ N .

PROOF. If b(m,n) is null, then (2.3.11) is trivially true. Let us suppose that
b(m,n) > 0 for all m,n ∈ N . Let M � 1, L � 1 be any integers, and define

SML =
M∑

m=1

L∑
n=1

Bp(m,n). (2.3.12)

From (2.3.12) we observe that

SML =
M∑

m=1

m−p

L∑
n=1

α
p

1 (m,n), (2.3.13)

where

α1(m,n) = 1

n

n∑
t=1

1

t

m∑
s=1

1

s

s∑
x=1

t∑
y=1

b(x, y). (2.3.14)
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From (2.3.14) and using inequality (2.3.4), we observe that

α
p

1 (m,n) −
(

p

p − 1

)
1

n

{
m∑

s=1

1

s

s∑
x=1

t∑
y=1

b(x, y)

}
α

p

1 (m,n)

= α
p

1 (m,n) −
(

p

p − 1

){
nα1(m,n) − (n − 1)α1(m,n − 1)

}
α

p−1
1 (m,n)

=
{

1−
(

p

p − 1

)
n

}
α

p

1 (m,n) +
(

p

p − 1

)
(n − 1)α1(m,n − 1)α

p−1
1 (m,n)

�
{

1−
(

p

p − 1

)
n

}
α

p

1 (m,n)

+
(

p

p − 1

)
(n − 1)

1

p

{
α

p

1 (m,n − 1) + (p − 1)α
p

1 (m,n)
}

=
(

1

p − 1

){
(n − 1)α

p

1 (m,n − 1) − nα
p

1 (m,n)
}
. (2.3.15)

Now, keepingm fixed in (2.3.15) and lettingn = 1, . . . ,L, and adding the in-
equalities, we have

L∑
n=1

α
p

1 (m,n) −
(

p

p − 1

) L∑
n=1

1

n

{
m∑

s=1

1

s

s∑
x=1

n∑
y=1

b(x, y)

}
α

p

1 (m,n)

�
(

1

p − 1

) L∑
n=1

{
(n − 1)α

p

1 (m,n − 1) − nα
p

1 (m,n)
}

= −
(

1

p − 1

)
Lα

p

1 (m,L)

� 0. (2.3.16)

From (2.3.16) and using Hölder’s inequality with indicesp, p/(p − 1), we ob-
serve that

L∑
n=1

α
p

1 (m,n) �
(

p

p − 1

) L∑
n=1

1

n

{
m∑

s=1

1

s

s∑
x=1

n∑
y=1

b(x, y)

}
α

p−1
1 (m,n)
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�
(

p

p − 1

){ L∑
n=1

{
1

n

{
m∑

s=1

1

s

s∑
x=1

n∑
y=1

b(x, y)

}}p}1/p

×
{

L∑
n=1

α
p

1 (m,n)

}(p−1)/p

. (2.3.17)

Dividing both sides of (2.3.17) by the last factor on the right-hand side and raising
the result to thepth power we get

L∑
n=1

α
p

1 (m,n) �
(

p

p − 1

)p L∑
n=1

{
1

n

{
m∑

s=1

1

s

s∑
x=1

n∑
y=1

b(x, y)

}}p

. (2.3.18)

From (2.3.13) and (2.3.18), we observe that

SML �
(

p

p − 1

)p L∑
n=1

n−p
M∑

s=1

α
p

2 (m,n), (2.3.19)

where

α2(m,n) = 1

m

m∑
s=1

1

s

s∑
x=1

n∑
y=1

b(x, y). (2.3.20)

From (2.3.20) and using inequality (2.3.4), it is easy to observe that

α
p

2 (m,n) −
(

p

p − 1

)
1

m

{
m∑

x=1

n∑
y=1

b(x, y)

}
α

p−1
2 (m,n)

�
(

1

p − 1

){
(m − 1)α

p

2 (m − 1, n) − mα
p

2 (m,n)
}
. (2.3.21)

Keepingn fixed in (2.3.21) and lettingm = 1, . . . ,M , and adding the inequalities,
we have

M∑
m=1

α
p

2 (m,n) −
(

p

p − 1

) M∑
m=1

1

m

{
m∑

x=1

n∑
y=1

b(x, y)

}
α

p−1
2 (m,n)

�
(

1

p − 1

) M∑
m=1

{
(m − 1)α

p

2 (m − 1, n) − mα
p

2 (m,n)
}

= −
(

1

p − 1

)
Mα

p

2 (M,n) � 0. (2.3.22)
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From (2.3.22) and by following the same procedure below (2.3.16) up to (2.3.18),
we get

M∑
m=1

α
p

2 (m,n) �
(

p

p − 1

)p M∑
m=1

{
1

m

m∑
x=1

n∑
y=1

b(x, y)

}p

. (2.3.23)

From (2.3.19) and (2.3.23), we observe that

SML �
(

p

p − 1

)2p M∑
m=1

m−p

L∑
n=1

α
p

3 (m,n), (2.3.24)

where

α3(m,n) = 1

n

n∑
y=1

m∑
x=1

b(x, y). (2.3.25)

From (2.3.25) and using (2.3.4), we observe that

α
p

3 (m,n) −
(

p

p − 1

){ m∑
x=1

b(x,n)

}
α

p−1
3 (m,n)

�
(

1

p − 1

){
(n − 1)α

p

3 (m,n − 1) − nα
p

3 (m,n)
}
. (2.3.26)

Now, by following the same procedure below (2.3.15) up to (2.3.18), we get

L∑
n=1

α
p

3 (m,n) �
(

p

p − 1

)p L∑
n=1

{
m∑

x=1

b(x, y)

}p

. (2.3.27)

From (2.3.24) and (2.3.27), we observe that

SML �
(

p

p − 1

)3p L∑
n=1

M∑
m=1

α
p

4 (m,n), (2.3.28)

where

α4(m,n) = 1

m

m∑
x=1

b(x,n). (2.3.29)

From (2.3.29) and using inequality (2.3.4), we observe that

α
p

4 (m,n) −
(

p

p − 1

)
b(m,n)α

p−1
4 (m,n)
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�
(

1

p − 1

){
(m − 1)α

p

4 (m − 1, n) − mα
p

4 (m,n)
}
. (2.3.30)

Now, following the same procedure below (2.3.21) up to (2.3.23), we get

M∑
m=1

α
p

4 (m,n) �
(

p

p − 1

)p M∑
m=1

b(m,n). (2.3.31)

From (2.3.28) and (2.3.31), we observe that

SML �
(

p

p − 1

)4p M∑
m=1

L∑
n=1

b(m,n). (2.3.32)

By letting M and L tend to infinity in (2.3.32), we get the desired inequality
in (2.3.11). The proof is complete. �

REMARK 2.3.2. If we defineB(m,n) in (2.3.10) by

B(m,n) = 1

mn

m∑
s1=1

n∑
t1=1

1

s1t1

s1∑
s2=1

t1∑
t2=1

· · ·
sr−2∑

sr−1=1

tr−2∑
tr−1=1

1

sr−1tr−1

sr−1∑
sr=1

tr−1∑
tr=1

b(sr , tr )

(2.3.33)

for m,n ∈ N , then in place of inequality (2.3.11) we get

∞∑
m=1

∞∑
n=1

Bp(m,n) �
(

p

p − 1

)2rp ∞∑
m=1

∞∑
n=1

bp(m,n). (2.3.34)

The proof of inequality (2.3.34) is a natural extension of the proof of Theo-
rem 2.3.4 given above. Further, we note that the inequality obtained in (2.3.34)
can be extended to the functions of several independent variables.

In 1967, J.E. Littlewood [195] presents several open problems concerning el-
ementary inequalities for infinite series which have their roots in the theory of
orthogonal series. One of his simplest problem is to decide whether a constantk

exists for which ∑
n

a3
n

n∑
m=1

a2
mAm � k

∑
n

a4
nA

2
n, (2.3.35)

whereAn = a1 + · · · + an, and the inequality is to hold for all nonnegative num-
bersa1, a2, . . . , andk is an absolute constant. An answer to Littlewood’s question
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was published in 1987 by G. Bennett [22–24] who shows that (2.3.35) is valid
with k = 4. Actually, Bennett proves the following more general result.

THEOREM 2.3.5. Let p,q � 1. Then

∑
n

a
p
n A

q
n

[∑
m�n

a
1+p/q
m

]q

�
[

2p − 1

p
q

]q ∑
n

[
a

p
n A

q
n

]2
, (2.3.36)

where a’s are arbitrary nonnegative numbers with partial sum An = a1+· · ·+an.

PROOF. The proof involves just two applications of Hölder’s inequality. We
may assume that only finitely many of thean’s are positive, sayan = 0 when-
ever n > N . To keep the notation manageable, we setbn = anA

q/p
n and cn =∑

m�n a
1+p/q
m . Elementary estimates give

A
1+q/p
n � b1 + · · · + bn (= Bn, say) (2.3.37)

and

c r
n − c r

n+1 � rcr−1
n a

1+p/q
n , (2.3.38)

wherer (� 1) is to be chosen later.
Letting θ = (2p − 1)−1 so that 0< θ � 1, the left-hand side of (2.3.36) may

be rewritten as

L =
∑
n

b
p(1−θ)
n b

pθ
n c

q
n.

Applying Hölder’s inequality with indices 2/(1− θ) and 2/(1+ θ), we have

L �
[∑

n

b
2p
n

](1−θ)/2[∑
n

b
2pθ/(1+θ)
n c

2q/(1+θ)
n

](1+θ)/2

=
[∑

n

b
2p
n

](1−θ)/2[∑
n

bnc
r
n

](1+θ)/2

,

where we have set

r = 2q

1+ θ
= (2p − 1)q

p
� 1. (2.3.39)

Thus, to prove (2.3.36), it suffices to show that∑
n

bnc
r
n � r r

∑
n

b
2p
n . (2.3.40)
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Summing by parts, and then applying (2.3.37) and (2.3.38), we see that

N∑
n=1

bnc
r
n =

N−1∑
n=1

Bn

[
c r
n − c r

n+1

]+ BNc r
N

� r

N∑
n=1

a
1+p/q
n A

1+q/p
n cr−1

n

= r

N∑
n=1

b
1/r∗
n c r−1

n b
2p/r
n ,

wherer∗ = r/(r − 1) is the conjugate ofr (see (2.3.39)). Applying Hölder’s in-
equality once more gives

∑
n

bnc
r
n � r

[∑
n

bnc
r
n

]1/r∗[∑
n

b
2p
n

]1/r

,

which is equivalent to (2.3.40). The proof is complete. �

REMARK 2.3.3. Settingp = 2 andq = 1 in the theorem above, and interchang-
ing the order of summation on the left-hand side of (2.3.36), it shows that (2.3.35)
holds withk = 3/2. Furthermore, settingp = 1 andq = 2 leads to

∑
n

anA
2
n

[∑
m�n

a
3/2
m

]2

� 4
∑
n

a2
nA

4
n. (2.3.41)

For further results related to Littlewood’s problem, see [195].

In [326] Pachpatte has established the inequalities in the following theorem
which are similar to that of Littlewood’s inequality given in (2.3.35).

THEOREM 2.3.6. Let p � 1, q � 1, r � 1 be real constants. If an � 0, n =
1,2, . . . , and An =∑n

m=1 am, then

N∑
n=1

anAn � N + 1

2

N∑
n=1

a2
n, (2.3.42)

N∑
n=1

A
p+q
n �

[
(p + q)(N + 1)

]q N∑
n=1

A
p
na

q
n (2.3.43)
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and

N∑
n=1

A
p+q
n ar

n �
[
(p + q + r)(N + 1)

]q N∑
n=1

A
p
na

q+r
n . (2.3.44)

PROOF. Rewriting the left-hand side of (2.3.42), and using the Schwarz inequal-
ity, interchanging the order of summations, and using the elementary inequality
a1/2b1/2 � (a + b)/2, a � 0, b � 0 reals, we observe that

N∑
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anAn =
N∑
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(√
nan

)( 1√
n

n∑
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)

�
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na2
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(
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)2]1/2

�
[

N∑
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n
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n

(
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1

)(
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m=1

a2
m
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=
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n
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(
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m
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=
[
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n
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m

(
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1

)]1/2

=
[
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n

]1/2[ N∑
m=1

(N − m + 1)a2
m
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� 1

2

[
N∑

n=1

na2
n +

N∑
n=1

(N − n + 1)a2
n

]

= N + 1

2

N∑
n=1

a2
n.

This proves the required inequality in (2.3.42).
By takingzm = am andα = p + q in the following inequality (see [226])(

n∑
m=1

zm

)α

� α

n∑
m=1

zm

(
m∑

k=1

zk

)α−1

,
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whereα > 1 is a constant andzm � 0, m = 1,2, . . . , we have

A
p+q
n � (p + q)

n∑
m=1

amA
p+q−1
m . (2.3.45)

By taking the sum on both sides of (2.3.45) from 1 toN and interchanging the
order of the summation, we observe that

N∑
n=1

A
p+q
n � (p + q)

N∑
n=1

(
n∑

m=1

amA
p+q−1
m

)

= (p + q)

N∑
m=1

amA
p+q−1
m (N − m + 1)

� (p + q)(N + 1)

N∑
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(
anA
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n

)

= (p + q)(N + 1)

N∑
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(
A

p/q
n an

)(
A

p+q−1−p/q
n

)
. (2.3.46)

By using Hölder’s inequality with indicesq, q/(q − 1) on the right-hand side
of (2.3.46), we have

N∑
n=1

A
p+q
n � (p + q)(N + 1)

[
N∑

n=1

A
p
na

q
n

]1/q[ N∑
n=1

A
p+q
n

](q−1)/q

. (2.3.47)

Dividing by the last factor on the right-hand side of (2.3.47) and raising to theqth
power of the resulting inequality, we get the desired inequality in (2.3.43).

By rewriting the left-hand side of (2.3.44) and using Hölder’s inequality with
indices(q + r)/r , (q + r)/q and the inequality (2.3.43), we observe that

N∑
n=1

A
p+q
n ar

n =
N∑

n=1

(
A

pr/(q+r)
n a

p
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)(
A

p+q−pr/(q+r)
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)

�
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A
p
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q+r
n

]r/(q+r)[ N∑
n=1

A
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n

]q/(q+r)
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�
[

N∑
n=1

A
p
na

q+r
n

]r/(q+r)

×
[[

(p + q + r)(N + 1)
]q+r

N∑
n=1

A
p
na

q+r
n

]q/(q+r)

= [
(p + q + r)(N + 1)

]q N∑
n=1

A
p
na

q+r
n .

This result is the required inequality in (2.3.44), and the proof is complete.�

REMARK 2.3.4. By takingp = 1, q = 1 in (2.3.43), we get the lower bound on
the left-hand side of the inequality given in (2.3.42).

2.4 Hardy’s Integral Inequality and Its Generalizations

One of the many fundamental mathematical discoveries of G.H. Hardy is the fol-
lowing integral inequality [141, Theorem 327] discovered in 1920 in the course
of attempts to simplify the proof of Hilbert’s double series theorem.

THEOREM 2.4.1. If p > 1, f (x) � 0 and F(x) = ∫ x

0 f (t)dt , then

∫ ∞

0

(
F

x

)p

dx <

(
p

p − 1

)p ∫ ∞

0
f p dx, (2.4.1)

unless f ≡ 0. The constant is the best possible.

PROOF. The proof given here is due to Hardy [136] and is also given in [141,
pp. 242–243]. We may supposef is not null.

Let n > 0,fn = min(f,n), Fn = ∫ x

0 fn dx and letX0 be so large thatf , and so
fn,Fn are not null in(0,X) whenX > X0. We have

∫ X

0

(
Fn

x

)p

dx = − 1

p − 1

∫ X

0
F

p
n

d

dx

(
x1−p

)
dx

=
[
−x1−pF

p
n (x)

p − 1

]X

0
+ p

p − 1

∫ X

0

(
Fn

x

)p−1

fn dx

� p

p − 1

∫ X

0

(
Fn

x

)p−1

fn dx
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since the integral term vanishes atx = 0 in virtue ofFn = o(x). Using Hölder’s
inequality with indicesp,p/(p − 1) we have

∫ X

0

(
Fn

x

)p

dx � p

p − 1

(∫ X

0

(
Fn

x

)p

dx

)1/p′(∫ X

0
f

p
n

)1/p

, (2.4.2)

wherep′ = p/(p −1). The left-hand side being positive (and finite), this inequal-
ity gives ∫ X

0

(
Fn

x

)p

dx �
(

p

p − 1

)p ∫ X

0
f

p
n dx.

We maken → ∞ in this inequality, the result being to suppress the two suffixesn.
MakingX → ∞ we have

∫ ∞

0

(
F

x

)p

dx �
(

p

p − 1

)p ∫ ∞

0
f p dx,

the desired result with “�” for “ <”. Making n → ∞ and thenX → ∞ in (2.4.2)
we have

∫ ∞

0

(
F

x

)p

dx � p

p − 1

(∫ ∞

0

(
F

x

)p)1/p(∫ ∞

0
f p dx

)1/p

. (2.4.3)

The integrals in this inequality being now known to be all finite and positive,
(2.4.3) gives ∫ ∞

0

(
F

x

)p

dx <

(
p

p − 1

)p ∫ ∞

0
f p dx,

unlessx−pFp andf p are effectively proportional, which is impossible since it
would makef a power ofx, and

∫∞
0 f p is divergent. �

The proof that the constant is the best possible follows the same lines as before
in Theorem 2.2.1: takef (x) = 0 for x < 1, f (x) = x−1/p−ε for x � 1, where
ε > 0 is a constant.

The above inequality is now known in the literature as Hardy’s integral inequal-
ity. In the past few years, a number of generalizations, variants and extensions of
the above inequality have been given by several investigators. Here we give some
of these results in the following theorems.

In a paper [137] published in 1928, Hardy himself proved the following gen-
eralization of the inequality given in Theorem 2.4.1.
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THEOREM 2.4.2. If p > 1, m �= 1, f (x) � 0 and R(x) is defined by

R(x) =
{∫ x

0 f (t)dt, m > 1,∫∞
x

f (t)dt, m < 1,
(2.4.4)

then ∫ ∞

0
x−mRp(x)dx <

{
p

|m − 1|
}p ∫ ∞

0
x−m

(
xf (x)

)p dx, (2.4.5)

unless f ≡ 0. The constant is the best possible.

The proof of this theorem follows by the same arguments as in the proof of
Theorem 2.4.1 with suitable modifications. Here we leave the details to the reader.

In the following two theorems we present the main results given by Copson
in [70] whose proofs are based on the ideas of the proofs of similar results given
by Levinson in [190] and by Pachpatte in [254].

THEOREM 2.4.3. Let p � 1, m > 1 be constants. Let f (x) be a nonnegative
function on (0,∞) and let r(t) be a positive function on (0,∞) and let

R(x) =
∫ x

0
r(t)dt, F (x) =

∫ x

0
r(t)f (t)dt. (2.4.6)

Then ∫ ∞

0
R−m(x)r(x)Fp(x)dx

�
(

p

m − 1

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx. (2.4.7)

PROOF. Let 0< a < b < ∞ and define, form > 1,

Fa(x) =
∫ x

a

r(t)f (t)dt

for x ∈ (a, b) with F0(x) = F(x). Integrating by parts gives∫ b

a

R−m(x)r(x)F
p
a (x)dx

=
[
R−m+1(x)

−m + 1
F

p
a (x)

]b

a

−
∫ b

a

R−m+1(x)

−m + 1
pF

p−1
a (x)r(x)f (x)dx. (2.4.8)
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Sincem > 1, from (2.4.8) we observe that∫ b

a

R−m(x)r(x)F
p
a (x)dx

� p

m − 1

∫ b

a

R−m+1(x)r(x)f (x)F
p−1
a (x)dx

= p

m − 1

∫ b

a

{
R(p−m)/p(x)r1/p(x)f (x)

}
× {

R−m(p−1)/p(x)r(p−1)/p(x)F
p−1
a (x)

}
dx. (2.4.9)

Using Hölder’s inequality with indicesp, p/(p − 1) on the right-hand side
of (2.4.9) we obtain∫ b

a

R−m(x)r(x)F
p
a (x)dx

�
(

p

m − 1

){∫ b

a

Rp−m(x)r(x)f p(x)dx

}1/p

×
{∫ b

a

R−m(x)r(x)F
p
a (x)dx

}(p−1)/p

. (2.4.10)

Dividing both sides of (2.4.10) by the second integral factor on the right-hand side
of (2.4.10), and raising both sides to thepth power, we obtain∫ b

a

R−m(x)r(x)F
p
a (x)dx �

(
p

m − 1

)p ∫ b

a

Rp−m(x)r(x)f p(x)dx. (2.4.11)

From (2.4.11) we have∫ b

a

R−m(x)r(x)F
p
a (x)dx �

(
p

m − 1

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx. (2.4.12)

Let a < c < b. Then from (2.4.12) we have∫ b

c

R−m(x)r(x)F
p
a (x)dx �

(
p

m − 1

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx. (2.4.13)

Lettinga → 0 in (2.4.13) we have∫ b

c

R−m(x)r(x)Fp(x)dx �
(

p

m − 1

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx.
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Since this inequality holds for arbitrary 0< c < b, it follows that∫ ∞

0
R−m(x)r(x)Fp(x)dx �

(
p

m − 1

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx.

The proof is complete. �

THEOREM 2.4.4. Let p � 1, m < 1 be constants. Let f (x), r(x) and R(x) be as
defined in Theorem 2.4.3.If F(x) is defined by

F(x) =
∫ ∞

x

r(t)f (t)dt (2.4.14)

for x ∈ (0,∞), then∫ ∞

0
R−m(x)r(x)Fp(x)dx

�
(

p

1− m

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx. (2.4.15)

PROOF. Let 0< a < b < ∞ and define form < 1,

Fb(x) =
∫ b

x

r(t)f (t)dt

for x ∈ (a, b) with F∞(x) = F(x). Integrating by parts gives∫ b

a

R−m(x)r(x)F
p
b (x)dx

=
[

R−m+1

−m + 1
F

p
b (x)

]b

a

−
∫ b

a

R−m+1(x)

−m + 1
pF

p−1
b (x)

(−r(x)f (x)
)
dx. (2.4.16)

Sincem < 1, from (2.4.16) we observe that∫ b

a

R−m(x)r(x)F
p
b (x)dx

� p

1− m

∫ b

a

R−m+1(x)r(x)f (x)F
p−1
b (x)dx

= p

1− m

∫ b

a

{
R(p−m)/p(x)r1/p(x)f (x)

}
× {

R−m(p−1)/p(x)r(p−1)/p(x)F
p−1
b (x)

}
dx. (2.4.17)
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Using Hölder’s inequality with indicesp, p/(p − 1) on the right-hand side
of (2.4.17) we obtain∫ b

a

R−m(x)r(x)F
p
b (x)dx

� p

1− m

{∫ b

a

Rp−m(x)r(x)f p(x)dx

}1/p

×
{∫ b

a

R−m(x)r(x)F
p
b (x)dx

}(p−1)/p

. (2.4.18)

Dividing both sides of (2.4.18) by the second integral factor on the right-hand side
of (2.4.18), and raising both sides to thepth power, we obtain

∫ b

a

R−m(x)r(x)F
p
b (x)dx �

(
p

1− m

)p ∫ b

a

Rp−m(x)r(x)f p(x)dx. (2.4.19)

From (2.4.19) we have∫ b

a

R−m(x)r(x)F
p
b (x)dx �

(
p

1− m

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx. (2.4.20)

Let a < c < b. Then from (2.4.20) we have∫ c

a

R−m(x)r(x)F
p
b (x)dx �

(
p

1− m

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx. (2.4.21)

Lettingb → ∞ in (2.4.21) gives∫ c

a

R−m(x)r(x)Fp(x)dx �
(

p

1− m

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx.

Since this holds for anya, c,0< a < c, it follows that∫ ∞

0
R−m(x)r(x)Fp(x)dx �

(
p

1− m

)p ∫ ∞

0
Rp−m(x)r(x)f p(x)dx.

The proof is complete. �

REMARK 2.4.1. In [70] Copson has given the two companion results corre-
sponding to Theorems 2.4.3 and 2.4.4 when 0< p � 1 and he also has given
two more companion results corresponding to Theorems 2.4.3 and 2.4.4 when
m = 1. For more details, we refer the interested readers to [70].
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In the next two theorems we give the generalizations of Hardy’s inequality
established by Love in [199]. In what follows, the functions involved have do-
mains in(0,∞) or (0,∞)2 and ranges in[0,∞]. The word “increasing” is used
for “nondecreasing” and similarly for “decreasing”. A functionσ(x) is called
submultiplicative if its values are positive and satisfyσ(xy) � σ(x)σ (y) for all
x andy in (0,∞). The integrals are Lebesgue integrals, and they are said to exist
even if their values are infinite since their integrals are measurable and nonneg-
ative. The words “measurable” and “Measurable” are used to denote linear and
plane measurability respectively. Theqth power of the numberf (x) is denoted
by f (x)q , not byf q(x).

THEOREM 2.4.5. Let 1 � q < ∞, 0 < b � ∞ and b1 = max{b,1}. Let σ(x)

be submultiplicative and measurable on (0,∞), τ(x) be decreasing and positive
on (0, b), H(x,y) be Measurable, nonnegative and homogeneous of degree h− 1
on 0< y � x � b1, and

A =
∫ 1

0
H(1, t)

{
t−1σ

(
t−1)}1/q dt < ∞.

If f (x) is measurable and nonnegative on (0, b) and

‖f ‖ =
(∫ b

0
f (x)qσ (x)τ (x)dx

)1/q

< ∞,

then

Hf (x) = x1/h

∫ x

0
H(x,y)f (y)dy

exists finitely for almost all x in (0, b), and

‖Hf ‖ � A‖f ‖.

PROOF. By Fubini’s theorem, there isξ ∈ (0, b) such thatH(ξ, y) is measurable
on 0< y < ξ . ThereforeH(ξ, ξ t) is measurable on 0< t < 1, hence so is

H(x,xt) =
(

x

ξ

)h−1

H(ξ, ξ t)

for eachx ∈ (0, b1). This result with (2.4.22) below ensures the existence, finite
or infinite, ofHf (x) for eachx ∈ (0, b] and also ofA.

For 0< x < b,

Hf (x) = 1

xh

∫ 1

0
H(x,xt)f (xt)x dt =

∫ 1

0
H(1, t)f (xt)dt. (2.4.22)
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Using the form [141, Theorem 202] of Minkowski’s inequality at (2.4.23),

‖Hf ‖ =
(∫ b

0

(∫ 1

0
H(1, t)f (xt)dt

)q

σ (x)τ (x)dx

)1/q

�
∫ 1

0

(∫ b

0
H(1, t)qf (xt)qσ (x)τ (x)dx

)1/q

dt (2.4.23)

=
∫ 1

0
H(1, t)

(∫ bt

0
f (y)qσ

(
yt−1)τ(yt−1)t−1 dy

)1/q

dt

�
∫ 1

0
H(1, t)

(∫ b

0
f (y)qσ (y)σ

(
t−1)τ(y)t−1 dy

)1/q

dt

= A‖f ‖.
In particular,‖Hf ‖ < ∞ and sinceσ andτ are positive in(0, b), it follows that
Hf (x), which exists for allx in (0, b) as already shown, and also is finite for
almost allx in (0, b). �

REMARK 2.4.2. The first half of Hardy’s inequality in the form of Theorem 330
in [141] is the case of Theorem 2.4.5 in whichb = ∞, r > 1, σ(x) = xq−r ,
τ(x) = 1, H(x,y) = xh−1 andA = q/(r − 1). Hardy’s inequality in its original
form of Theorem 327 in [141] is the caser = q and thusσ(x) = 1.

THEOREM 2.4.6. Let 1 � q < ∞, 0 � a < ∞ and a1 = min{a,1}. Let σ(x)

be submultiplicative and measurable on (0,∞), τ(x) be increasing and pos-
itive on (a,∞), H(x,y) be Measurable, nonnegative and homogeneous of
degree h − 1 on a1 � x � y < ∞, and

B =
∫ ∞

1
H(1, t)

{
t−1σ

(
t−1)}1/q

dt < ∞.

If f (x) is measurable and nonnegative on (0,∞) and

‖f ‖ =
(∫ ∞

a

f (x)qσ (x)τ (x)dx

)1/q

< ∞,

then

Hf (x) = 1

xh

∫ ∞

x

H(x, y)f (y)dy

exists finitely for almost all x in (a,∞), and

‖Hf ‖ � B‖f ‖.
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The proof of this theorem is formally the same as the proof of Theorem 2.4.5
with suitable changes and thus we omit the details.

REMARK 2.4.3. Theorems 2.4.5 and 2.4.6 are generalizations of Theorems
1.1 and 1.3 in [198]. In [199] there are theorems about the best possible constants
and discrete analogues of Theorems 2.4.5 and 2.4.6.

In [221] Muckenhoupt has given the following more general versions of
Hardy’s inequality with weights. In which 0· ∞ is taken to be 0 and the usual
convention is used for the integrals ifp or p′ is ∞.

THEOREM 2.4.7. Let 1� p � ∞, there is a finite C for which

[∫ ∞

0

∣∣∣∣U(x)

∫ x

0
f (t)dt

∣∣∣∣
p

dx

]1/p

� C

[∫ ∞

0

∣∣V (x)f (x)
∣∣p dx

]1/p

(2.4.24)

is true for real f if and only if

B = sup
r>0

[∫ ∞

r

∣∣U(x)
∣∣p dx

]1/p[∫ r

0

∣∣V (x)
∣∣−p′

dx

]1/p′

< ∞, (2.4.25)

where 1/p + 1/p′ = 1 and U(x), V (x) are weight functions. Furthermore, if
C is the least constant for which (2.4.24)holds, then B � C � p1/p(p′)1/p′

B for
1< p < ∞ and B = C if p = 1 or ∞.

THEOREM 2.4.8. If 1� p � ∞, there is a finite C such that

[∫ ∞

0

∣∣∣∣U(x)

∫ ∞

x

f (t)dt

∣∣∣∣
p

dx

]1/p

� C

[∫ ∞

0

∣∣V (x)f (x)
∣∣p dx

]1/p

(2.4.26)

is true for real f if and only if

B = sup
r>0

[∫ r

0

∣∣U(x)
∣∣p dx

]1/p[∫ ∞

r

∣∣V (x)
∣∣−p′

dx

]1/p′

< ∞,

where 1/p +1/p′ = 1 and U(x),V (x) are weight functions. Furthermore, if C is
the least constant for which (2.4.26)is true, then B � C � p1/p(p′)1/p′

B.

PROOFS OFTHEOREMS2.4.7AND 2.4.8. For Theorem 2.4.7 it is sufficient to
prove the asserted inequalities betweenB andC. The new proof is the proof that
C � Bp1/p(p′)1/p′

. The proof given here thatB � C is standard.
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To prove thatC � Bp1/p(p′)1/p′
for 1< p < ∞, it will be shown that[∫ ∞

0

∣∣∣∣U(x)

∫ x

0
f (t)dt

∣∣∣∣
p

dx

]1/p

� Bp1/p
(
p′)1/p′

[∫ ∞

0

∣∣V (x)f (x)
∣∣p dx

]1/p

. (2.4.27)

To do this, leth(x) = [ ∫ x

0 |V (t)|−p′
dt]1/(pp′). By Hölder’s inequality, thepth

power of the left-hand side of (2.4.27) is bounded by

∫ ∞

0

∣∣U(x)
∣∣p[∫ x

0

∣∣f (t)V (t)h(t)
∣∣p dt

][∫ x

0

∣∣V (u)h(u)
∣∣−p′

du

]p/p′

dx.

Simple special arguments justify this expression even ifV (t)h(t) is 0 or∞ on a
set of positive measure provided the right-hand side of (2.4.27) is finite. Fubini’s
theorem shows that this expression equals to∫ ∞

0

∣∣f (t)V (t)h(t)
∣∣p(∫ ∞

t

∣∣U(x)
∣∣p[∫ x

0

∣∣V (u)h(u)−p′ ∣∣dt

]p−1

du

)
dt.

(2.4.28)

Now, by performing the inner integration, it is apparent that∫ ∞

t

∣∣U(x)
∣∣p[∫ x

0

∣∣V (u)h(u)
∣∣−p′

du

]p−1

du (2.4.29)

equals to

(
p′)p−1

∫ ∞

t

∣∣U(x)
∣∣p[∫ x

0

∣∣V (u)
∣∣−p′

du

](p−1)/p′

dx.

By the definition ofB, this expression is bounded above by

(
Bp′)p−1

∫ ∞

t

∣∣U(x)
∣∣p[∫ ∞

x

∣∣U(u)
∣∣p du

]−1/p′

dx. (2.4.30)

Performing the outer integration shows that this expression equals to

p
(
Bp′)p−1

[∫ ∞

t

∣∣U(x)
∣∣p dx

]1/p

. (2.4.31)

By the definition ofB, this expression is bounded by

pBp
(
p′)p−1∣∣h(t)

∣∣−p
. (2.4.32)
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Now in (2.4.28) we use the fact that (2.4.29) is bounded above by (2.4.32). This
shows that (2.4.28) is bounded above by thepth power of the right-hand side
of (2.4.27) and completes the proof of (2.4.27) for 1< p < ∞.

Forp = 1 andp = ∞, the fact thatC � B is proved by showing that

[∫ ∞

0

∣∣∣∣U(x)

∫ x

0
f (t)dt

∣∣∣∣
p

dx

]1/p

� B

[∫ ∞

0

∣∣V (x)f (x)
∣∣p dx

]1/p

. (2.4.33)

For p = 1, inequality (2.4.33) follows just by interchanging the order of integra-
tion on the left-hand side of the inequality.

If p = ∞,∣∣∣∣U(x)

∫ x

0
f (t)dt

∣∣∣∣� [
ess sup
0�t�x

∣∣f (t)V (t)
∣∣]∣∣U(x)

∣∣ ∫ x

0

∣∣V (t)
∣∣−1

dt,

and (2.4.33) follows immediately.
To prove thatB � C, observe that for a nonnegativef , a reduction of the

intervals of integration in (2.4.24) shows that forr > 0,

[∫ ∞

r

∣∣U(x)
∣∣p dx

]1/p∣∣∣∣
∫ r

0
f (t)dt

∣∣∣∣� C

[∫ r

0

∣∣V (x)f (x)
∣∣p dx

]1/p

. (2.4.34)

It is sufficient to show that[∫ ∞

r

∣∣U(x)
∣∣p dx

]1/p[∫ r

0

∣∣V (x)
∣∣−p′

dx

]1/p′

� C. (2.4.35)

If p �= 1 and 0<
∫ r

0 |V (x)|−p′
dx < ∞, inequality (2.4.35) follows immediately

from (2.4.34) by takingf (x) = |V (x)|−p′
. If p = 1 and 0< esssup0<x<r 1/

|V (x)| < ∞, (2.4.35) follows from (2.4.34) by lettingf be the character-
istic function of the set where 1/|V (x)| � −1/n + ess sup0<x<r 1/|V (x)|
and then lettingn → ∞. If [ ∫ r

0 |V (x)|−p′
dx]1/p′ = 0, (2.4.35) is immediate.

If [ ∫ r

0 |1/V (x)|p′
dx]1/p′ = ∞, there exists anf (x) such that[ ∫ r

0 |f (x) ×
V (x)|p dx]1/p < ∞ and

∫ r

0 f (x)dx = ∞. Then if C < ∞, (2.4.34) with this
f shows that[ ∫∞

r
|U(x)|p dx]1/p = 0 so (2.4.35) holds. IfC = ∞, (2.4.35) is

obviously true.
To prove Theorem 2.4.8, assume first that 0< U(x) < ∞ and 0< V (x) < ∞

almost everywhere on[0,∞). Let g be a function inLp′
. By Fubini’s theorem,∫ ∞

0

[
U(x)

∫ ∞

x

f (t)dt

]
g(x)dx (2.4.36)
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equals to ∫ ∞

0
V (t)f (t)

[
1

V (t)

∫ t

0
g(x)U(x)dx

]
dt.

By Hölder’s inequality, this expression is bounded above by

[∫ ∞

0

∣∣f (t)V (t)
∣∣p dt

]1/p[∫ ∞

0

∣∣∣∣ 1

V (t)

∫ t

0
g(x)U(x)dx

∣∣∣∣
p′

dt

]1/p′

.

By Theorem 2.4.7, this expression is bounded by

p1/p
(
p′)1/p′

B

[∫ ∞

0

∣∣f (t)V (t)
∣∣p dt

]1/p[∫ ∞

0

∣∣g(x)
∣∣p′
]1/p′

,

and the converse of Hölder’s inequality shows thatC � p1/p(p′)1/p′
B. Simple

limiting arguments take care of the cases whereU andV are 0 or∞ on a set
of positive measure. The proof thatB � C is most easily done by imitating the
corresponding proof of Theorem 2.4.7. �

In [221] another necessary and sufficient condition is given for (2.4.24) to hold
with a finiteC and also the question of general measures is also considered. For
various other inequalities related to Hardy’s integral inequality, see [17,18,40,65,
146,148,167,168,199,217,221].

2.5 Further Generalizations of Hardy’s Integral Inequality

In the past few years a large number of papers has appeared in the literature which
deal with various generalizations of the Hardy’s integral inequality. In this section
we shall deal with some generalizations of Hardy’s integral inequality established
by Levinson in [190] and Pachpatte in [295,344].

In 1964, Levinson [190] proved the following generalizations of Hardy’s inte-
gral inequality.

THEOREM 2.5.1. On an open interval, finite or infinite, let φ(u) � 0 be defined
and have a second derivative φ′′ � 0. For some p > 1, let

φφ′′ �
(

1− 1

p

)(
φ′)2. (2.5.1)

At the ends of the interval, let φ take its limiting values, finite or infinite. Then, if
for 0 < x < ∞, the range of values of f (x) lie in the closed interval of definition



156 Chapter 2. Inequalities Related to Hardy’s Inequality

of φ and if G is defined by

G(x) = 1

x

∫ x

0
f (t)dt (2.5.2)

for 0 < x < ∞, then∫ ∞

0
φ
(
G(x)

)
dx <

(
p

p − 1

)p ∫ ∞

0
φ
(
f (x)

)
dx, (2.5.3)

unless φ ≡ 0.

PROOF. Let

ψ(u) = (
φ(u)

)1/p � 0.

Then by (2.5.1),ψ ′′(u) � 0 whereψ(u) > 0. Henceψ(u) is convex. Then by
Jensen’s inequality,

ψ

(
1

x

∫ x

0
f (t)dt

)
� 1

x

∫ x

0
ψ
(
f (t)

)
dt. (2.5.4)

Hardy’s inequality in Theorem 2.4.1 applied toψ(f (x)) gives∫ ∞

0

(
1

x

∫ x

0
ψ
(
f (t)

)
dt

)p

dx <

(
p

p − 1

)p ∫ ∞

0

(
ψ
(
f (x)

))p dx.

Using (2.5.4) andψp = φ the proof of the theorem is complete. �

REMARK 2.5.1. We note that in the special case whenφ(u) = up, u � 0, it
shows the constant is the best possible.

Theorem 2.5.1 is essentially a special case of the following theorem given by
Levinson in [190, Theorem 2].

THEOREM 2.5.2. Let φ and f be as in Theorem 2.5.1.For x > 0 let r(x) > 0,
be continuous and monotone nondecreasing and set

R(x) =
∫ x

0
r(t)dt. (2.5.5)

Then∫ ∞

0
φ

(
1

R(x)

∫ x

0
r(t)f (t)dt

)
dx �

(
p

p − 1

)p ∫ ∞

0
φ
(
f (x)

)
dx. (2.5.6)
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PROOF. First we prove the special case corresponding toφ(u) = up , p > 1. The
general form then follows by using Jensen’s inequality and the special case. Let
φ = up, u � 0, and in this part of the proof letf � 0 andf ∈ Lp(0,∞). Let

Fa(x) = 1

R(x)

∫ x

a

r(t)f (t)dt

and let

ga(x) = r−1/p(x)

∫ x

a

r(t)f (t)dt.

For 0< a < b < ∞, integrating by parts gives

∫ b

a

F
p
a (x)dx =

∫ b

a

r(x)R−p(x)g
p
a (x)dx

=
[
− 1

p − 1
R−p+1(x)g

p
a (x)

]b

a

+ p

p − 1

∫ b

a

F
p−1
a (x)f (x)dx

− 1

p − 1

∫ b

a

R−p+1(x)r−1(x)g
p
a (x)r ′(x)dx. (2.5.7)

From (2.5.7) it is easy to observe that

(p − 1)

∫ b

a

F
p
a (x)dx +

∫ b

a

R(x)

r2(x)
r ′(x)F

p
a (x)dx � p

∫ b

a

F
p−1
a (x)f (x)dx.

(2.5.8)

Sincer(x) is nondecreasing,

(p − 1)

∫ b

a

F
p
a (x)dx � p

∫ b

a

F
p−1
a (x)f (x)dx.

Applying Hölder’s inequality with indicesp, p/(p − 1) to the right member and
dividing through gives

(p − 1)

(∫ b

a

F
p
a (x)dx

)1/p

� p

(∫ b

a

f p(x)dx

)1/p

.

Or letting (
p

p − 1

)p

= k (2.5.9)
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gives ∫ b

a

F
p
a (x)dx � k

∫ b

a

f p(x)dx.

Let c > a. Then ∫ b

c

F
p
a (x)dx � k

∫ ∞

0
f p(x)dx.

Now leta → 0 on the left. Then∫ b

c

(
1

R(x)

∫ x

0
r(t)f (t)dt

)p

dx � k

∫ ∞

0
f p(x)dx.

Since this inequality holds for arbitraryb > c > 0, it follows that

∫ ∞

0

(
1

R(x)

∫ x

0
r(t)f (t)dt

)p

dx � k

∫ ∞

0
f p(x)dx.

Next, letψ = φ1/p as in the proof of Theorem 2.5.1. By Jensen’s inequality,

ψ

(
1

R(x)

∫ x

0
r(t)f (t)dt

)
� 1

R(x)

∫ x

0
r(t)ψ

(
f (t)

)
dt. (2.5.10)

Using (2.5.9) and (2.5.8) we get

∫ ∞

0

(
1

R(x)

∫ x

0
r(t)ψ

(
f (t)

)
dt

)p

dx �
(

p

p − 1

)p ∫ ∞

0
ψ
(
f (x)

)p dx.

Combining the above inequality with (2.5.10) and usingψp = φ proves (2.5.6)
and the proof is complete. �

REMARK 2.5.2. In the caser ≡ 1, Theorem 2.5.2 is a slightly weaker version of
Theorem 2.5.1. Ifφ(u) = eu andf (x) is replaced by logf (x), where nowf � 0,
then (2.5.6) becomes, on lettingp → ∞,∫ ∞

0
exp

(
1

R(x)

∫ x

0
r(t) logf (t)dt

)
dx � e

∫ ∞

0
f (x)dx,

which for r ≡ 1 is a consequence of a result of Knopp [141, p. 250]. For anyφ

for whichφφ′′ � φ′2, one can letp → ∞ in (2.5.6) to get for such a case∫ ∞

0

1

R(x)
φ

(∫ x

0
r(t)f (t)dt

)
dx � e

∫ ∞

0
φ
(
f (x)

)
dx.
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If φ is monotone and hence has an inverse, the analogue of introducing the loga-
rithm can be used here.

The following theorem also given by Levinson in [190] is valid and does not
requirer to be monotone.

THEOREM 2.5.3. Let φ and f be as in Theorem 2.5.1.Let r(x) > 0, x > 0, be
absolutely continuous and let R(x) as in (2.5.5)exist. Let there exist λ > 0 such
that for almost all x > 0,

r ′R
r2

+ p − 1� p

λ
. (2.5.11)

Then ∫ ∞

0

1

R(x)
φ

(∫ x

0
r(t)f (t)dt

)
dx � λp

∫ ∞

0
φ
(
f (x)

)
dx. (2.5.12)

PROOF. The proof proceeds as for Theorem 2.5.2 up to (2.5.8). Using (2.5.11)
in (2.5.8) gives ∫ b

a

F
p
a (x)dx � λ

∫ b

a

F
p−1
a (x)f (x)dx.

Proceeding now much as in the proof of Theorem 2.5.2 gives∫ ∞

0

1

R(x)

(∫ x

0
r(t)f (t)dt

)p

dx � λp

∫ ∞

0
f p(x)dx. (2.5.13)

Applying (2.5.13) toψ(f ) instead off and using (2.5.10) completes the proof.
�

REMARK 2.5.3. The caser ≡ 1, φ = up with λ = p/(p − 1) shows the constant
in (2.5.12) to be the best possible.

In 1992, Pachpatte [295] has established the following generalizations of the
certain extensions of well-known Hardy’s inequality given by Chan in [52].

THEOREM 2.5.4. Let p > 1 be a constant and r be a positive and absolutely
continuous function on (1, b) where 1 < b � ∞. Let f be a nonnegative function
on (1, b) and r(t)f (t)/t is integrable on (1, b). Let

1− px(logx)
r ′(x)

r(x)
� 1

α
(2.5.14)
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for almost all x ∈ (1, b) and for some constant α > 0. If F(x) is defined by

F(x) = 1

r(x)

∫ b

x

r(t)f (t)

t
dt

for x ∈ (1, b), then

∫ b

1
x−1Fp(x)dx � (αp)p

∫ b

1
x−1[(logx)f (x)

]p dx. (2.5.15)

THEOREM 2.5.5. Let p > 1 be a constant and r be a positive and absolutely
continuous function on (0,1). Let f be a nonnegative function on (0,1) and
r(t)f (t)/t is integrable on (0,1). Let

1− px(logx)
r ′(x)

r(x)
� 1

β
(2.5.16)

for almost all x ∈ (0,1) and for some constant β > 0. If F(x) is defined by

F(x) = 1

r(x)

∫ x

0

r(t)f (t)

t
dt

for x ∈ (0,1), then

∫ 1

0
x−1Fp(x)dx � (βp)p

∫ 1

0
x−1[| logx|f (x)

]p dx. (2.5.17)

REMARK 2.5.4. We note that in the special cases whenr(x) = 1 andα = β = 1,
and settingf (t) = th(t), the inequalities established in Theorems 2.5.4 and 2.5.5
reduces respectively to inequalities (1a) and (2a) given in Theorems 1 and 2
by Chan in [52]. If we replace the functionr(x) by 1/r(x) in Theorems
2.5.4 and 2.5.5, then we get the corresponding variants of the inequalities in The-
orems 2.5.4 and 2.5.5 which may be of interest in certain situations.

PROOFS OFTHEOREMS2.5.4AND 2.5.5. Iff is null, then inequality (2.5.15)
is trivially true. We assume thatf is not null. Integrating the left-hand side
in (2.5.15) by parts we have

∫ b

1
x−1Fp(x)dx = p

∫ b

1
x−1(logx)f (x)Fp−1(x)dx

+ p

∫ b

1
(logx)

r ′(x)

r(x)
Fp(x)dx. (2.5.18)
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From (2.5.18) we observe that

∫ b

1

[
1− px(logx)

r ′(x)

r(x)

]
x−1Fp(x)dx

= p

∫ b

1
x−1(logx)f (x)Fp−1(x)dx. (2.5.19)

By using (2.5.14) in (2.5.19) and then using Hölder’s inequality with indicesp,
p/(p − 1) on the right-hand side, we obtain

∫ b

1
x−1Fp(x)dx

� αp

∫ b

1

[(
x−1)−(p−1)/p

x−1(logx)f (x)
][(

x−1)(p−1)/p
Fp−1(x)

]
dx

� αp

{∫ b

1

[(
x−1)−(p−1)(

x−1)p((logx)f (x)
)p]dx

}1/p

×
{∫ b

1
x−1Fp(x)dx

}(p−1)/p

. (2.5.20)

Dividing both sides of (2.5.20) by the second integral factor on the right-hand side
of (2.5.20), and then taking thepth power of both sides of the resulting inequality,
we get the desired inequality (2.5.15). This proof completes Theorem 2.5.4.

In order to prove Theorem 2.5.5, we may supposef is not null. Integrating the
left-hand side in (2.5.17) by parts we have

∫ 1

0
x−1Fp(x)dx = −p

∫ 1

0
x−1(logx)f (x)Fp−1(x)dx

+ p

∫ 1

0
(logx)

r ′(x)

r(x)
Fp(x)dx. (2.5.21)

From (2.5.21) we observe that

∫ 1

0

[
1− px(logx)

r ′(x)

r(x)

]
x−1Fp(x)dx

� p

∫ 1

0
x−1| logx|f (x)Fp−1(x)dx. (2.5.22)
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Now, by using (2.5.16) in (2.5.22) and by following the arguments as in the proof
of Theorem 2.5.4 given below inequality (2.5.19), we get the required inequality
in (2.5.17) and the proof of Theorem 2.5.5 is complete. �

In the following theorems, we present the results established by Pachpatte
in [344] by using a uniform treatment based on the idea used first by Levinson
[190] and then by Pachpatte in [252–255,268,295], Pachpatte and Love [278] and
Pěcaríc and Love [382]. These results yield in special cases some of the earlier as
well as recent generalizations of Hardy’s inequality given in [70,162,198,382].

THEOREM 2.5.6. Let p > 1, m �= 1 be constants. Let f (x) be a nonnegative and
integrable function on (0,∞) and let h(x) be a positive continuous function on
(0,∞), and let H(x) = ∫ x

0 h(t)dt . Let w(x) and r(x) be positive and absolutely
continuous functions on (0,∞). Let

1− 1

m − 1

H(x)

h(x)

w′(x)

w(x)
+ p

m − 1

H(x)

h(x)

r ′(x)

r(x)
� 1

α1
for m > 1, (2.5.23)

1− 1

1− m

H(x)

h(x)

w′(x)

w(x)
− p

1− m

H(x)

h(x)

r ′(x)

r(x)
� 1

α2
for m < 1, (2.5.24)

for almost all x ∈ (0,∞) and for some positive constants α1, α2. If F(x) is defined
by

F(x) =
{ 1

r(x)

∫ x

0 r(t)h(t)f (t)dt for m > 1,

1
r(x)

∫∞
x

r(t)h(t)f (t)dt for m < 1,
(2.5.25)

for x ∈ (0,∞), then∫ ∞

0
w(x)H(x)−mh(x)Fp(x)dx

�
[
α

(
p

|m − 1|
)]p ∫ ∞

0
w(x)H(x)p−mh(x)f p(x)dx, (2.5.26)

where α = max{α1, α2}. Equality holds in (2.5.26)if f (x) ≡ 0.

THEOREM 2.5.7. Let 0 � a < b < ∞, p > 0 and q > 0, α > 0 be constants. Let
w(x), r(x) be positive and locally absolutely continuous on (a, b) and f (x) be
almost everywhere nonnegative and measurable on (a, b). Let

F(x) = 1

r(x)

∫ x

0

r(t)f (t)

t log(b/t)
dt (2.5.27)
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for all x in [a, b), and

F(x) = o
(
(b − x)−q/p

)
as x → b−. (2.5.28)

If p > 1 and

1− 1

q
x

w′(x)

w(x)
log

b

x
+ p

q
x

r ′(x)

r(x)
log

b

x
� 1

α
(2.5.29)

for almost all x in (a, b), then∫ b

a

w(x)
1

x

(
log

b

x

)q−1

Fp(x)dx �
(

αp

q

)p ∫ b

a

w(x)
1

x

(
log

b

x

)q−1

f p(x)dx.

(2.5.30)

If 0 < p < 1 and the reverse inequality in (2.5.29)holds, then the reverse inequal-
ity in (2.5.30)also holds.

THEOREM 2.5.8. Let a < b < R, p > 1, q < 1, α > 0 be constants. Let
w(x), r(x) be positive and locally absolutely continuous in (a, b). Let h(x) be
a positive continuous function and let H(x) = ∫ x

a
h(t)dt , for x ∈ (a, b). Let f (x)

be nonnegative and measurable on (a, b). Let

1− 1

1− q

H(x)

h(x)

w′(x)

w(x)
log

(
H(R)

H(x)

)
+ p

1− q

H(x)

h(x)

r ′(x)

r(x)
log

(
H(R)

H(x)

)
� 1

α

(2.5.31)

for almost all x in (a, b). If F(x) is defined by

F(x) = 1

r(x)

∫ x

a

r(t)h(t)f (t)dt (2.5.32)

for all x ∈ (a, b), then∫ b

a

w(x)H−1(x)h(x)

(
log

(
H(R)

H(x)

))−q

Fp(x)dx

�
(

αp

1− q

)p ∫ b

a

w(x)
(
H(x)

)p−1
h(x)

(
log

(
H(R)

H(x)

))p−q

f p(x)dx.

(2.5.33)

PROOFS OF THEOREMS 2.5.6–2.5.8. For the proof of Theorem 2.5.6, let
0< a < b < ∞ and define, form > 1,

Fa(x) = 1

r(x)

∫ x

a

r(t)h(t)f (t)dt,
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with F0(x) = F(x). Integrating by parts gives

∫ b

a

w(x)H(x)−mh(x)F
p
a (x)dx

=
[
w(x)F

p
a (x)

H(x)−m+1

−m + 1

]b

a

−
∫ b

a

H(x)−m+1

−m + 1

[
w′(x)F

p
a (x) + w(x)pF

p−1
a (x)

×
{

r(x)(r(x)h(x)f (x)) − r ′(x)
∫ x

a
r(t)h(t)f (t)dt

r2(t)

}]
dx.

(2.5.34)

Sincem > 1, from (2.5.34) we observe that

∫ b

a

[
1− 1

m − 1

H(x)

h(x)

w′(x)

w(x)
+ p

m − 1

H(x)

h(x)

r ′(x)

r(x)

]
w(x)H(x)−mh(x)F

p
a (x)dx

� p

m − 1

∫ b

a

w(x)H(x)−m+1h(x)f (x)F
p−1
a (x)dx

= p

m − 1

∫ b

a

[
w(x)1/pH(x)(p−m)/ph(x)1/pf (x)

]
× [

w(x)(p−1)/pH(x)−m(p−1)/ph(x)(p−1)/pF
p−1
a (x)

]
dx.

(2.5.35)

Using (2.5.23) and applying Hölder’s inequality with indicesp, p/(p − 1) on the
right-hand side of (2.5.35), we obtain

∫ b

a

w(x)H(x)−mh(x)F
p
a (x)dx

� α1

(
p

m − 1

){∫ b

a

w(x)H(x)p−mh(x)f p(x)dx

}1/p

×
{∫ b

a

w(x)H−m(x)h(x)F
p
a (x)dx

}(p−1)/p

. (2.5.36)
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Dividing both sides of (2.5.36) by the second integral factor on the right-hand side
of (2.5.36), and raising both sides to thepth power, we obtain

∫ b

a

w(x)H−m(x)h(x)F
p
a (x)dx

�
[
α1

(
p

m − 1

)]p ∫ b

a

w(x)Hp−m(x)h(x)f p(x)dx. (2.5.37)

From (2.5.37) we have∫ b

a

w(x)H−m(x)h(x)F
p
a (x)dx

�
[
α1

(
p

m − 1

)]p ∫ ∞

0
w(x)Hp−m(x)h(x)f p(x)dx. (2.5.38)

Let a < c < b. Then, from (2.5.38), we have∫ b

c

w(x)H−m(x)h(x)F
p
a (x)dx

�
[
α1

(
p

m − 1

)]p ∫ ∞

0
w(x)Hp−m(x)h(x)f p(x)dx. (2.5.39)

Lettinga → 0 in (2.5.39) we have

∫ b

c

w(x)H−m(x)h(x)Fp(x)dx

�
[
α1

(
p

m − 1

)]p ∫ ∞

0
w(x)Hp−m(x)h(x)f p(x)dx. (2.5.40)

Since this inequality holds for arbitrary 0< c < b, it follows that∫ ∞

0
w(x)H−m(x)h(x)Fp(x)dx

�
[
α1

(
p

m − 1

)]p ∫ ∞

0
w(x)Hp−m(x)h(x)f p(x)dx. (2.5.41)

Let 0< a < b < ∞ and define, form < 1,

Fb(x) = 1

r(x)

∫ b

x

r(t)h(t)f (t)dt,
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with F∞(x) = F(x). Now, by following the same steps as in the proof of inequal-
ity (2.5.41) with suitable modifications, we obtain

∫ ∞

0
w(x)H−m(x)h(x)Fp(x)dx

�
[
α2

(
p

1− m

)]p ∫ ∞

0
w(x)Hp−m(x)h(x)f p(x)dx. (2.5.42)

From (2.5.41) and (2.5.42), we obtain

∫ ∞

0
w(x)H−m(x)h(x)Fp(x)dx

�
[
α

(
p

|m − 1|
)]p ∫ ∞

0
w(x)Hp−m(x)h(x)f p(x)dx.

The proof of Theorem 2.5.6 is complete.
To prove Theorem 2.5.7, letp > 1 and suppose thata > 0. Integrating by parts

we have

∫ b

a

w(x)
1

x

(
log

(
b

x

))q−1

Fp(x)dx

=
[
−w(x)Fp(x)

1

q

(
log

(
b

x

))q]b

a

+
∫ b

a

1

q

(
log

(
b

x

))q{
w′(x)Fp(x) + w(x)pFp−1(x)

×
[
r(x)

r(x)f (x)

x log(1/x)
− r ′(x)

∫ x

a

r(t)f (t)

t log(b/t)
dt

]
1

r2(x)

}
dx.

(2.5.43)

From (2.5.43) we observe that

∫ b

a

[
1− 1

q
x

w′(x)

w(x)
log

(
b

x

)
+ p

q
x

r ′(x)

r(x)
log

(
b

x

)]

× w(x)
1

x

(
log

(
b

x

))q−1

Fp(x)dx
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= p

q

∫ b

a

[
w1/p(x)

x(p−1)/p(log(b/x))q−(q−1)(p−1)/p

x log(b/x)
f (x)

]

×
[
w(p−1)/px−(p−1)/p

(
log

(
b

x

))(q−1)(p−1)/p

Fp−1(x)

]
dx.

(2.5.44)

Using (2.5.29) and applying Hölder’s inequality with indicesp, p/(p − 1) we
obtain

∫ b

a

w(x)
1

x

(
log

(
b

x

))q−1

Fp(x)dx

� α
p

q

{∫ b

a

w(x)xp−1(log(b/x))q+p−1

xp(log(b/x))p
f p(x)dx

}1/p

×
{∫ b

a

w(x)x−1
(

log

(
b

x

))q−1

Fp(x)dx

}(p−1)/p

. (2.5.45)

Dividing both sides of (2.5.45) by the second integral factor on the right-hand
side of (2.5.45) and taking thepth power on both sides of the resulting inequality
we get the desired inequality in (2.5.30). Similarly, if 0< p < 1 and (2.5.29) is
reversed, the reverse inequality in (2.5.30) is obtained.

Suppose instead thata = 0. If 0 < a′ < b, all the hypotheses hold witha re-
placed bya′, under their respective conditions onp and in (2.5.29). Call these
inequalities(2.5.30′). As a′ ↓ a+, the modifiedF(x) increases toward the value
given in (2.5.27), and both sides of(2.5.30′) tend to the corresponding sides
of (2.5.30), using the monotonic convergence theorem for the left-hand sides.
This fact limits processes thus produces inequality (2.5.30) as required. This re-
sult completes the proof of Theorem 2.5.7.

We next establish the inequality (2.5.33) in Theorem 2.5.8. Integrating by parts
we obtain

∫ b

a

w(x)H(x)−1h(x)

(
log

(
H(R)

H(x)

))−q

Fp(x)dx

= −
{[

w(x)Fp(x)(log(H(R)/H(x)))−q+1

−q + 1

]b

a

−
∫ b

a

(log(H(R)/H(x)))−q+1

−q + 1
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×
{
w′(x)Fp(x) + w(x)pFp−1(x)

× 1

r2(x)

[
r(x)

(
r(x)h(x)f (x)

)− r ′(x)

∫ x

a

r(t)h(t)f (t)dt

]}
dx

}
.

(2.5.46)

From (2.5.46) we observe that

∫ b

a

[
1− 1

1− q

H(x)

h(x)

w′(x)

w(x)
log

(
H(R)

H(x)

)
+ p

1− q

H(x)

h(x)

r ′(x)

r(x)
log

(
H(R)

H(x)

)]

× w(x)H(x)−1h(x)

(
log

(
H(R)

H(x)

))−q

Fp(x)dx

� p

1− q

∫ b

a

w(x)h(x)f (x)

(
log

(
H(R)

H(x)

))−q+1

Fp−1(x)dx

= p

1− q

∫ b

a

{(
log

(
H(R)

H(x)

))−q}1/p

log

(
H(R)

H(x)

)

× w(x)1/p
(
H(x)−1)−(p−1)/p(

h(x)
)1/p

f (x)

×
{(

log

(
H(R)

H(x)

))−q}(p−1)/p

× w(x)(p−1)/pFp−1(x)
(
H(x)−1h(x)

)(p−1)/p dx. (2.5.47)

Using (2.5.31) and applying Hölder’s inequality with indicesp, p/(p − 1) we
obtain

∫ b

a

w(x)H(x)−1h(x)

(
log

(
H(R)

H(x)

))−q

Fp(x)dx

� p

1− q

{∫ b

a

(
log

(
H(R)

H(x)

))−q(
log

(
H(R)

H(x)

))p

× w(x)
(
H(x)−1)−(p−1)

h(x)f p(x)dx

}1/p

×
{∫ b

a

w(x)H(x)−1h(x)

(
log

(
H(R)

H(x)

))−q

Fp(x)dx

}(p−1)/p

. (2.5.48)
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Dividing both sides of (2.5.48) by the second integral factor on the right-hand side
of (2.5.48) and taking thepth power on both sides of the resulting inequality we
get the required inequality in (2.5.33). The proof of Theorem 2.5.8 is complete.�

2.6 Hardy-Type Integral Inequalities

There are many extensions and variants of Hardy’s integral inequality (2.4.1) es-
tablished by different writers in different ways. In this section we give some of
these results established in the literature during the past few years.

In 1968, Izurai and Izumi [162] obtained the following variant of Hardy’s in-
equality in Theorem 2.4.1.

THEOREM2.6.1. Let p > 1 and s < −1 and let f be nonnegative and integrable
on (0, b). If xsf (x)p is integrable, then

∫ b

0
xsG(x)p dx �

(
p

−s − 1

)p ∫ b

0
xs

∣∣∣∣f
(

x

2

)
− f (x)

∣∣∣∣
p

dx, (2.6.1)

where

G(x) =
∫ x

x/2
t−1f (t)dt. (2.6.2)

PROOF. The proof is based on the idea used in [434, p. 20]. First of all we have

G(x) =
∫ x

x/2
t−1f (t)dt =

∫ x

x/2
t−s/(p−1)t s/pf (t)dt

�
(∫ x

x/2
t sf (t)p dt

)1/p(∫ x

x/2
t−(p+s)q/p dt

)1/q

= O
(
x−(s+1)/p

)
asx → 0,

where 1
p

+ 1
q

= 1, and then, ifs �= −1,

∫ b

0
xsG(x)p dx

=
[

xs+1

s + 1
G(x)p

]b

0
− p

s + 1

∫ b

0
xs+1G(x)p−1

(
f (x)

x
− 1

2

f (x/2)

x/2

)
dx.



170 Chapter 2. Inequalities Related to Hardy’s Inequality

If s < −1, then the first term on the right-hand side is negative and hence the
second term is positive, and∫ b

0
xsG(x)p dx

� p

−s − 1

∫ b

0
xsG(x)p−1

(
f (x) − f

(
x

2

))
dx

� p

−s − 1

∫ b

0
xs(p−1)/pG(x)p−1xs−s(p−1)/p

∣∣∣∣f (x) − f

(
x

2

)∣∣∣∣dx

� p

−s − 1

(∫ b

0
xsG(x)p dx

)1/q(∫ b

0
xs

∣∣∣∣f (x) − f

(
x

2

)∣∣∣∣
p

dx

)1/p

.

Dividing both sides of the above inequality by the first integral factor on the right-
hand side and taking thepth power of both sides we get inequality (2.6.1). �

REMARK 2.6.1. We note that in [162] Izumi and Izumi also have given some
other similar variants of Hardy’s inequality so as to use the same in order to estab-
lish some inequalities for Fourier series. For other results, we refer the interested
readers to [162].

In [255] and [337] Pachpatte has established the following variants of Hardy’s
inequality in Theorem 2.4.1.

THEOREM 2.6.2. Let p > 1, m > 1 be constants. Let f be a nonnegative and in-
tegrable function on (0, b), b > 0 is a constant. Let r be a positive and absolutely
continuous function on (0, b). Let

1+ p

m − 1
x

r ′(x)

r(x)
� 1

α
(2.6.3)

for almost all x ∈ (0, b) and for some constant α > 0. Then∫ b

0
x−mFp(x)dx

�
{
α

(
p

m − 1

)}p ∫ b

0
x−m

{
1

r(x)

∣∣∣∣r(x)f (x) − r

(
x

2

)
f

(
x

2

)∣∣∣∣
}p

dx, (2.6.4)

where

F(x) = 1

r(x)

∫ x

x/2

r(t)f (t)

t
dt.
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PROOF. Integrating by parts the left-hand side in (2.6.4) we obtain∫ b

0
x−mFp(x)dx

=
[

x−m+1

−m + 1
Fp(x)

]b

0

+ p

m − 1

∫ b

0
x−m+1 1

xr(x)

{
r(x)f (x) − r

(
x

2

)
f

(
x

2

)}
Fp−1(x)dx

− p

m − 1

∫ b

0
x−m+1 r ′(x)

r(x)
Fp(x)dx. (2.6.5)

From (2.6.5) we observe that∫ b

0

[
1+ p

m − 1
x

r ′(x)

r(x)

]
x−mFp(x)dx

�
(

p

m − 1

)∫ b

0

[(
x−m

)(p−1)/p
Fp−1(x)

]

×
[(

x−m
)−(p−1)/p

x−m 1

r(x)

∣∣∣∣r(x)f (x) − r

(
x

2

)
f

(
x

2

)∣∣∣∣
]

dx.

(2.6.6)

From (2.6.3) and using Hölder’s inequality with indicesp,p/(p−1) on the right-
hand side of (2.6.6), we obtain∫ b

0
x−mFp(x)dx

� α

(
p

m − 1

){∫ b

0
x−mFp(x)dx

}(p−1)/p

×
{∫ b

0
x−m

[
1

r(x)

∣∣∣∣r(x)f (x) − r

(
x

2

)
f

(
x

2

)∣∣∣∣
]p

dx

}1/p

. (2.6.7)

Dividing both sides of (2.6.7) by the first integral factor on the right-hand side
in (2.6.7) and taking thepth power on both sides we get the desired inequality
in (2.6.4). The proof is complete. �

REMARK 2.6.2. If we take in Theorem 2.6.2,r(x) = 1,α = 1 and−m = s where
s < −1 is a constant, then we get the inequality in Theorem 2.6.1 given in [162,
Theorem 2].
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THEOREM 2.6.3. Let p > 1, m > 1 be constants. Let f be a nonnegative and
integrable function on (0, b), 0< b < ∞. If F(x) is defined by

F(x) =
∫ x

x/2

1

t

(∫ t

t/2

f (s)

s
ds

)
dt (2.6.8)

for x ∈ (0, b), then

∫ b

0
x−mFp(x)dx �

(
p

m − 1

)2p ∫ b

0
x−m

∣∣∣∣f (x) − f

(
x

4

)∣∣∣∣
p

dx. (2.6.9)

PROOF. Integrating the left-hand side in (2.6.9) by parts we have

∫ b

0
x−mFp(x)dx

= −b−m+1

m − 1
Fp(b) +

(
p

m − 1

)

×
∫ b

0
x−m+1Fp−1(x)

[
1

x

∫ x

x/2

f (s)

s
ds − 1

2

1

x/2

∫ x/2

x/4

f (s)

s
ds

]
dx.

(2.6.10)

From (2.6.10) and using Hölder’s inequality with indicesp, p/(p−1) we observe
that

∫ b

0
x−mFp(x)dx

�
(

p

m − 1

)∫ b

0
x−mFp−1(x)

∣∣∣∣
∫ x

x/2

f (s)

s
ds −

∫ x/2

x/4

f (s)

s
ds

∣∣∣∣dx

�
(

p

m − 1

)∫ b

0
x−mFp−1(x)

{∫ x

x/4

|f (s)|
s

ds

}
dx

=
(

p

m − 1

)

×
∫ b

0

[(
x−m

)(p−1)/p
Fp−1(x)

][(
x−m

)−(p−1)/p+1
∫ x

x/4

|f (s)|
s

ds

]
dx
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�
(

p

m − 1

)[∫ b

0
x−mFp(x)dx

]−(p−1)/p

×
[∫ b

0
x−m

{∫ x

x/4

|f (s)|
s

ds

}p

dx

]1/p

. (2.6.11)

Dividing both sides of (2.6.11) by the first integral factor on the right-hand side
in (2.6.11) and taking thepth power of both sides we get

∫ b

0
x−mFp(x)dx �

(
p

m − 1

)p ∫ b

0
x−m

{∫ x

x/4

|f (s)|
s

ds

}p

dx. (2.6.12)

Now, integrating by parts the integral on the right-hand side in (2.6.12), we have

∫ b

0
x−m

{∫ x

x/4

|f (s)|
s

ds

}p

dx

= −b−m+1

m − 1

{∫ b

b/4

|f (s)|
s

ds

}
+
(

p

m − 1

)

×
∫ b

0
x−m+1

{∫ x

x/4

|f (s)|
s

ds

}p−1[1

x

∣∣f (x)
∣∣− 1

4

1

x/4

∣∣∣∣f
(

x

4

)∣∣∣∣
]

dx.

(2.6.13)

From (2.6.13) and using Hölder’s inequality with indicesp, p/(p−1) we observe
that

∫ b

0
x−m

{∫ x

x/4

|f (s)|
s

ds

}p

dx

�
(

p

m − 1

)∫ b

0

[(
x−m

)(p−1)/p
{∫ x

x/4

|f (s)|
s

ds

}p−1]

×
[(

x−m
)−(p−1)/p+1

∣∣∣∣f (x) − f

(
x

4

)∣∣∣∣
]

dx

�
(

p

m − 1

)[∫ b

0
x−m

{∫ x

x/4

|f (s)|
s

ds

}p

dx

](p−1)/p

×
[∫ b

0
x−m

∣∣∣∣f (x) − f

(
x

4

)∣∣∣∣
p

dx

]1/p

. (2.6.14)



174 Chapter 2. Inequalities Related to Hardy’s Inequality

Dividing both sides of (2.6.14) by the first integral factor on the right-hand side
in (2.6.14) and taking thepth power of both sides we get

∫ b

0
x−m

(∫ x

x/4

|f (s)|
s

ds

)p

dx

�
(

p

m − 1

)p ∫ b

0
x−m

∣∣∣∣f (x) − f

(
x

4

)∣∣∣∣
p

dx. (2.6.15)

Using (2.6.15) in (2.6.12) we get the desired inequality in (2.6.9). The proof is
complete. �

Motivated by Hardy’s inequality, in 1987, Pachpatte [254] establishes the fol-
lowing inequalities.

THEOREM 2.6.4. Let m �= 1 and pj > 1, j = 1,2,3, be constants. Let fj (x),
j = 1,2,3, be nonnegative and integrable functions on (0,∞) and let rj (x), j =
1,2,3, be positive and absolutely continuous functions on (0,∞). Let

1+
(

2pj

m − 1

)
x

r ′
j (x)

rj (x)
� 1

αj

for m > 1, (2.6.16)

1−
(

2pj

1− m

)
x

r ′
j (x)

rj (x)
� 1

βj

for m < 1, (2.6.17)

for almost all x > 0 and for some positive constants αj ,βj , j = 1,2,3. If Fj (x),
j = 1,2,3, are defined by

Fj (x) =



1
rj (x)

∫ x

0
rj (t)fj (t)

t
dt for m > 1,

1
rj (x)

∫∞
x

rj (t)fj (t)

t
dt for m < 1,

(2.6.18)

then ∫ ∞

0
x−m

[
F

p1
1 (x)F

p2
2 (x) + F

p2
2 (x)F

p3
3 (x) + F

p3
3 (x)F

p1
1 (x)

]
dx

�
3∑

j=1

[{
λ

(
2pj

|m − 1|
)}2pj

∫ ∞

0
x−mf

2pj

j (x)dx

]
, (2.6.19)

where λ = max{αj ,βj } for j = 1,2,3. Equality holds in (2.6.19)if fj (x) ≡ 0,
j = 1,2,3.
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THEOREM 2.6.5. Let m,pj ,fj , rj be as in Theorem 2.6.4.Let

1+
(

4pj

m − 1

)
x

r ′
j (x)

rj (x)
� 1

α·
j

for m > 1, (2.6.20)

1−
(

4pj

1− m

)
x

r ′
j (x)

rj (x)
� 1

β·
j

for m < 1, (2.6.21)

for almost all x > 0 and for some positive constants α·
j , β·

j , j = 1,2,3. If Fj (x),
j = 1,2,3, are defined by (2.6.18),then∫ ∞

0
x−mF

p1
1 (x)F

p2
2 (x)F

p3
3 (x)

[
F

p1
1 (x) + F

p2
2 (x) + F

p3
3 (x)

]
dx

�
3∑

j=1

[{
λ·
(

4pj

|m − 1|
)}4pj

∫ ∞

0
x−mf

4pj

j (x)dx

]
, (2.6.22)

where λ· = max{α·
j , β

·
j } for j = 1,2,3. Equality holds in (2.6.22) if

fj (x) ≡ 0, j = 1,2,3.

REMARK 2.6.3. In the special cases whenpj = p > 1, fj = f , Fj = F , rj = 1,
λ = 1 andλ· = 1, the inequalities established in (2.6.19) and (2.6.22) reduce,
respectively, to the following inequalities∫ ∞

0
x−mF 2p(x)dx �

(
2p

|m − 1|
)2p ∫ ∞

0
x−mf 2p(x)dx (2.6.23)

and ∫ ∞

0
x−mF 4p(x)dx �

(
4p

|m − 1|
)4p ∫ ∞

0
x−mf 4p(x)dx. (2.6.24)

We note that the inequalities obtained in (2.6.23) and (2.6.24) are the slight vari-
ants of Hardy’s inequality in Theorem 2.4.2.

THEOREM 2.6.6. Let m �= 1 and pi > 1, i = 1, . . . , n, be constants. Let gi(x),
i = 1, . . . , n, be nonnegative and integrable functions on (0,∞) and let ki(x),
i = 1, . . . , n, be positive and absolutely continuous functions on (0,∞). Let

1+
(

npi

m − 1

)
x

k′
i (x)

ki(x)
� 1

γi

for m > 1, (2.6.25)

1−
(

npi

1− m

)
x

k′
i (x)

ki(x)
� 1

δi

for m < 1, (2.6.26)
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for almost all x > 0 and for some positive constants γi, δi , i = 1, . . . , n. If Gi(x),
i = 1, . . . , n, are defined by

Gi(x) =



1
ki (x)

∫ x

0
ki (t)gi (t)

t
dt for m > 1,

1
ki (x)

∫∞
x

ki (t)gi (t)
t

dt for m < 1,
(2.6.27)

then

∫ ∞

0
x−m

n∏
i=1

G
pi

i (x)dx

� 1

n

n∑
i=1

[{
µ

(
npi

|m − 1|
)}npi

∫ ∞

0
x−mg

npi

i (x)dx

]
, (2.6.28)

where µ = max{γi, δi} for i = 1, . . . , n. Equality holds in (2.6.28)if gi(x) ≡ 0,
i = 1, . . . , n.

REMARK 2.6.4. In the special case whenpi = p > 1, gi = g, Gi = G, ki = 1
andµ = 1, the inequality established in (2.6.28) reduces to the following inequal-
ity ∫ ∞

0
x−mGnp(x)dx �

(
np

|m − 1|
)np ∫ ∞

0
x−mgnp(x)dx,

which in turn is a variant of Hardy’s inequality in Theorem 2.4.2.

The following inequalities established by Pachpatte in [254] have their origins
in the variant of Hardy’s inequality given by Izumi and Izumi in Theorem 2.6.1.

THEOREM 2.6.7. Let m > 1 and pj > 1, j = 1,2,3, be constants. Let
hj (x), j = 1,2,3,be nonnegative and integrable functions on (0, b) and let zj (x),

j = 1,2,3, be positive and absolutely continuous functions on (0, b). Let

1+
(

2pj

m − 1

)
x

z′
j (x)

zj (x)
� 1

ηj

(2.6.29)

for almost all x ∈ (0, b) and for some positive constants ηj , j = 1,2,3. If Hj(x),
j = 1,2,3, are defined by

Hj(x) = 1

zj (x)

∫ x

x/2

zj (t)hj (t)

t
dt, (2.6.30)
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then∫ b

0
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[
H

p1
1 (x)H

p2
2 (x) + H

p2
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p3
3 (x) + H

p3
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�
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×
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0
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(
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2

)
hj

(
x

2

)∣∣∣∣
}2pj

dx

]
. (2.6.31)

THEOREM 2.6.8. Let m,pj ,hj , zj be as defined in Theorem 2.6.7.Let

1+
(

4pj

m − 1

)
x

z′
j (x)

zj (x)
� 1

ξj

(2.6.32)

for almost all x ∈ (0, b) and for some positive constants ξj , j = 1,2,3. If Hj(x),
j = 1,2,3, defined by (2.6.30),then∫ b

0
x−mH

p1
1 (x)H
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2 (x)H

p3
3 (x)

[
H

p1
1 (x) + H

p2
2 (x) + H

p3
3 (x)

]
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�
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(
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)}4pj

×
∫ b

0
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{
1

zj (x)

∣∣∣∣zj (x)hj (x) − zj

(
x

2

)
hj

(
x

2

)∣∣∣∣
}4pj

dx

]
. (2.6.33)

REMARK 2.6.5. In the special cases whenpj = p > 1, hj = h,Hj = H,

zj = 1, ηj = 1 andξj = 1, the inequalities established in (2.6.31) and (2.6.33)
reduce, respectively, to the inequalities∫ b

0
x−mH 2p(x)dx �

(
2p

m − 1

)2p ∫ b

0
x−m

∣∣∣∣h(x) − h

(
x

2

)∣∣∣∣
2p

dx, (2.6.34)

and∫ b

0
x−mH 4p(x)dx �

(
4p

m − 1

)4p ∫ b

0
x−m

∣∣∣∣h(x) − h

(
x

2

)∣∣∣∣
4p

dx. (2.6.35)

We note that, by setting−m = s and 2p = p· > 1 in (2.6.34) and 4p = p· > 1
in (2.6.35), the inequalities obtained in (2.6.34) and (2.6.35) reduce to the inequal-
ity established by Izumi and Izumi in Theorem 2.6.1.
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THEOREM 2.6.9. Let m > 1 and pi > 1, i = 1, . . . , n, be constants. Let qi(t),
i = 1, . . . , n, be nonnegative and integrable functions on (0, b) and let wi(x), i =
1, . . . , n, be positive and absolutely continuous functions on (0, b). Let

1+
(

npi

m − 1

)
x

w′
i (x)

wi(x)
� 1

γi

(2.6.36)

for almost all x ∈ (0, b) and for some positive constants γi , i = 1, . . . , n. If Qi(x),
i = 1, . . . , n, are defined by

Qi(x) = 1

wi(x)

∫ x

x/2

wi(t)qi(t)

t
dt, (2.6.37)

then

∫ b

0
x−m

n∏
i=1

Q
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� 1
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(
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)}npi

×
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}npi
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]
.

(2.6.38)

REMARK 2.6.6. We note that in the special case whenpi = p > 1, qi = q,
Qi = Q, wi = 1 andγi = 1, the inequality established in (2.6.38) reduces to the
following inequality

∫ b

0
x−mQnp(x)dx �

(
np

m − 1

)np ∫ b

0
x−m

∣∣∣∣q(x) − q

(
x

2

)∣∣∣∣
np

dx,

which in turn, by setting−m = s andnp = p· > 1, reduces to the inequality of
Izumi and Izumi given in Theorem 2.6.1.

PROOFS OF THEOREMS 2.6.4–2.6.9. Let 0< a < b < ∞ and define, for
m > 1,

Fja(x) = 1

rj (x)

∫ x

a

rj (t)fj (t)

t
dt, (2.6.39)
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with Fj0(x) = Fj (x) for j = 1,2,3. From (2.6.39) and using the elementary in-
equalitiesc1c2 + c2c3 + c3c1 � c2

1 + c2
2 + c2

3 (for c1, c2, c3 real), we observe that

F
p1
1a (x)F

p2
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2a (x)F

p3
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3a (x)F
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1a (x)

� F
2p1
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2p2
2a (x) + F

2p3
3a (x). (2.6.40)

Multiplying both sides of (2.6.40) byx−m and integrating froma to b we have

∫ b

a
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(2.6.41)

Integrating by parts we have

∫ b
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−
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)]}
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(2.6.42)

for j = 1,2,3. Sincem > 1, from (2.6.42) we observe that

∫ b

a

[
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)
x
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�
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fj (x)
][(
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(2.6.43)

From (2.6.16) and applying Hölder’s inequality with indices 2pj , 2pj/(2pj − 1)
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on the right-hand side of (2.6.43), we obtain

∫ b

a

x−mF
2pj

ja (x)dx

� αj

(
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){∫ b
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x−mf
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}(2pj −1)/(2pj )

. (2.6.44)

Dividing both sides of (2.6.44) by the second integral factor on the right-hand side
of (2.6.44) and raising both sides to the 2pj th power we obtain

∫ b

a

x−mF
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ja (x)dx �
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)}2pj
∫ b
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x−mf
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for j = 1,2,3. Using (2.6.45) in (2.6.41) we have

∫ b
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]
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From (2.6.46) we have
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]
. (2.6.47)

Let a < c < b. Then, from (2.6.47), we have

∫ b
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]
. (2.6.48)
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Lettinga → 0 on the left-hand side of (2.6.48) we have∫ b

c
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]
.

Since this inequality holds for arbitrary 0< c < b, it follows that∫ ∞

0
x−m

[
F

p1
1 (x)F

p2
2 (x) + F

p2
2 (x)F

p3
3 (x) + F

p3
3 (x)F

p1
1 (x)

]
dx

�
3∑

j=1

[{
αj

(
2pj

m − 1

)}2pj
∫ ∞

0
x−mf

2pj

j (x)dx

]
. (2.6.49)

Let 0< a < b < ∞ and define, form < 1,

Fjb(x) = 1

rj (x)

∫ b

x

rj (t)fj (t)

t
dt, (2.6.50)

with Fj∞(x) = Fj (x) for j = 1,2,3. Now, by following the same steps as in the
proof of inequality (2.6.49) with suitable modifications, we obtain∫ ∞
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[
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]
. (2.6.51)

From (2.6.49) and (2.6.51), we obtain∫ ∞

0
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]
.

The proof of Theorem 2.6.4 is complete.
In order to establish inequality (2.6.22) in Theorem 2.6.5, let 0< a < b < ∞

and defineFja(x) by (2.6.39). From (2.6.39) and using the elementary inequal-
ities c1c2c3(c1 + c2 + c3) � 1

3(c1c2 + c2c3 + c3c1)
2, (c1c2 + c2c3 + c3c1) �
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c2
1 + c2

2 + c2
3 and(c1 + c2 + c3)

2 � 3(c2
1 + c2

2 + c2
3) (for c1, c2, c3 real) (see [211,

pp. 201, 203]), we observe that
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]
� F
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4p3
3a (x). (2.6.52)

Multiplying both sides of (2.6.52) byx−m and integrating froma to b we have
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∫ b
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x−mF
4p3
3a (x)dx.

(2.6.53)

The rest of the proof of Theorem 2.6.5 follows exactly the same steps as in
the proof of Theorem 2.6.4 below inequality (2.6.41) with suitable changes, and
hence we omit the further details.

Let 0< a < b < ∞ and define, form > 1,

Gia(x) = 1

ki(x)

∫ x

a

ki(t)gi(t)

t
dt, (2.6.54)

with Gi0(x) = Gi(x), i = 1, . . . , n. From (2.6.54) and using the elementary
inequalities (

∏n
i=1 ci)

1/n � 1
n

∑n
i=1 ci and (

∑n
i=1 ci)

n � nn−1∑n
i=1 cn

i (for
c1, . . . , cn � 0 real forn � 1) (see [211]), we observe that
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G
pi
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G
pi

ia (x)

}1/n]n
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G
npi

ia (x). (2.6.55)

Multiplying both sides of (2.6.55) byx−m and integrating froma to b we have

∫ b

a

x−m
n∏

i=1

G
pi

ia (x)dx � 1

n

∫ b

a

x−m

{
n∑

i=1

G
npi

ia (x)

}
dx.

Now, by following the same steps as in the proof of Theorem 2.6.4 below in-
equality (2.6.41) with suitable modifications, we obtain the desired inequality
in (2.6.28). The proof of Theorem 2.6.6 is complete.
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From (2.6.30) and using the elementary inequalityc1c2 + c2c3 + c3c1 � c2
1 +

c2
2 + c2

3 (for c1, c2, c3 real), we observe that
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3 (x)H

p1
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3 (x). (2.6.56)

Multiplying both sides of (2.6.56) byx−m and integrating from 0 tob we have
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Integrating by parts we obtain
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From (2.6.58) we observe that
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From (2.6.29) and using Hölder’s inequality with indices 2pj ,2pj/(2pj − 1) we
obtain

∫ b

0
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2pj

j (x)dx
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)∣∣∣∣
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×
{∫ b

0
x−mH

2pj

j (x)dx
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. (2.6.60)

Dividing both sides of (2.6.60) by the second integral factor on the right-hand side
of (2.6.60) and taking the 2pj th power on both sides of the resulting inequality,
we obtain

∫ b
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�
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(
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×
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(
x
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)
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(
x

2

)∣∣∣∣
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dx (2.6.61)

for j = 1,2,3. Using (2.6.61) in (2.6.57) we obtain the desired inequality
in (2.6.31). The proof of Theorem 2.6.7 is complete. �

The proofs of Theorems 2.6.8 and 2.6.9 follow from the proof of Theo-
rem 2.6.7 and by similar arguments as in the proofs of Theorems 2.6.5 and 2.6.6
and with suitable modification. Here we omit the details.

2.7 Multidimensional Hardy-Type Inequalities

In view of wider applications, Hardy’s integral inequality has been generalized in
various directions. The present section is devoted to the multidimensional Hardy-
type inequalities investigated by Pachpatte in [293,315,333,341]. The analysis
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used in the proofs is based on the applications of well-known Fubini’s theorem
and Jensen’s integral inequality.

In [315] Pachpatte established the following Hardy-type integral inequalities
involving functions of two independent variables.

THEOREM 2.7.1. Let f be a nonnegative integrable function on ∆ = (0, a) ×
(0, b), where a, b are positive constants, and r1, r2 be positive and absolutely
continuous functions on (0,∞) such that

1+ p

p − 1
x

r ′
1(x)

r1(x)
� 1

α
, (2.7.1)

1+ p

p − 1
y

r ′
2(y)

r2(y)
� 1

β
, (2.7.2)

for almost all x, y ∈ (0,∞) and some constants α > 0, β > 0,p > 1. If F is
defined by

F(x, y) = 1

r1(x)r2(y)

∫ x

x/2

∫ y

y/2

r1(s)r2(t)f (s, t)

st
dt ds (2.7.3)

for (x, y) ∈ ∆, then
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)(
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y

2

)
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(
x

2

)
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(
x

2
,
y

2

))∣∣∣∣
}p

dy dx.

(2.7.4)

THEOREM 2.7.2. Let g be a nonnegative integrable function on ∆ and the func-
tions r1, r2 and the constant p be as defined in Theorem 2.7.1 satisfying the
conditions (2.7.1)and (2.7.2).If G is defined by

G(x,y) = 1

r1(x)r2(y)

∫ x

x/2

∫ y

0

r1(s)r2(t)g(s, t)

st
dt ds (2.7.5)
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for (x, y) ∈ ∆, then

∫ a

0

∫ b

0

{
G(x,y)

xy

}p

dy dx

� (αβ)p
(

p

p − 1

)2p

×
∫ a

0

∫ b

0

{
1

xyr1(x)

∣∣∣∣r1(x)g(x, y) − r1

(
x

2

)
g

(
x

2
, y

)∣∣∣∣
}p

dy dx. (2.7.6)

THEOREM 2.7.3. Let h be a nonnegative integrable function on ∆ and the
functions r1, r2 and the constant p be as in Theorem 2.7.1 satisfying (2.7.1)
and (2.7.2).If H is defined by

H(x,y) = 1

r1(x)r2(y)

∫ x

0

∫ y

y/2

r1(s)r2(t)h(s, t)

st
dt ds (2.7.7)

for (x, y) ∈ ∆, then

∫ a

0

∫ b

0

{
H(x,y)

xy

}p

dy dx

� (αβ)p
(

p

p − 1

)2p

×
∫ a

0

∫ b

0

{
1

xyr2(y)

∣∣∣∣r2(y)h(x, y) − r2

(
y

2

)
h

(
x,

y

2

)∣∣∣∣
}p

dy dx. (2.7.8)

REMARK 2.7.1. The inequalities (2.7.4), (2.7.6) and (2.7.8) extend the result
provided in [255, Theorem 1, withp = m therein] to the case of two independent
variables. In the special case ofr1(x) = r2(y) = 1,α = β = 1, inequalities (2.7.4),
(2.7.6) and (2.7.8) reduce to

∫ a

0

∫ b

0

{
F(x, y)

xy

}p

dy dx

�
(

p

p − 1

)2p

×
∫ a

0

∫ b

0

{
1

xy

∣∣∣∣f (x, y) − f

(
x

2
, y

)
− f

(
x,

y

2

)
+ f

(
x

2
,
y

2

)∣∣∣∣
}p

dy dx,

(2.7.9)
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∫ a

0

∫ b

0

{
G(x,y)

xy

}p

dy dx

�
(

p

p − 1

)2p ∫ a

0

∫ b

0

{
1

xy

∣∣∣∣g(x, y) − g

(
x

2
, y

)∣∣∣∣
}p

dy dx, (2.7.10)

∫ a

0

∫ b

0

{
H(x,y)

xy

}p

dy dx

�
(

p

p − 1

)2p ∫ a

0

∫ b

0

{
1

xy

∣∣∣∣h(x, y) − h

(
x,

y

2

)∣∣∣∣
}p

dy dx, (2.7.11)

respectively. Inequalities (2.7.9)–(2.7.11) can be considered as the two indepen-
dent variables generalizations of the slight variant of Hardy’s inequality given in
Theorem 2.6.1.

PROOFS OFTHEOREMS 2.7.1–2.7.3. Forf = 0 inequality (2.7.4) is trivially
true. We assume thatf is positive and denote byI the integral on the left-hand
side of (2.7.4). By using Fubini’s theorem (see [3, p. 18]), we observe that

I =
∫ a

0

(
xr1(x)

)−p
I1(x)dx, (2.7.12)

where

I1(x) =
∫ b

0
y−p

{
1

r2(y)

∫ y

y/2

r2(t)

t

(∫ x

x/2

r1(s)f (s, t)

s
ds

)
dt

}p

dy. (2.7.13)

By keepingx fixed in (2.7.13) and integrating by parts, we have the relation

I1(x) = −b−p+1

p − 1

{
1

r2(b)

∫ b

b/2

r2(t)

t

[∫ x

x/2

r1(s)f (s, t)

s
ds

]
dt

}p

+ p

p − 1

∫ b

0
y−p+1

{
1

r2(y)

∫ y

y/2

r2(t)

t

[∫ x

x/2

r1(s)f (s, t)

s
ds

]
dt

}p−1

× 1

r2
2(y)

[
r2(y)

(
r2(y)

y

∫ x

x/2

r1(s)f (s, y)

s
ds

− 1

2

r2(y/2)

y/2

∫ x

x/2

r1(s)f (s, y/2)

s
ds

)

− r ′
2(y)

∫ y

y/2

r2(t)

t

(∫ x

x/2

r1(s)f (s, t)

s
ds

)
dt

]
dy,

(2.7.14)
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implying

∫ b

0

(
1+ p

p − 1
y

r ′
2(y)

r2(y)

)
y−p

{
1

r2(y)

∫ y

y/2

r2(t)

t

[∫ x

x/2

r1(s)f (s, t)

s
ds

]
dt

}p

dy

� p

p − 1

∫ b

0

{
y−p+1

[
1

r2(y)

∫ y

y/2

r2(t)

t

(∫ x

x/2

r1(s)f (s, t)

s
ds

)
dt

]p−1

× 1

yr2(y)

∣∣∣∣r2(y)

∫ x

x/2

r1(s)f (s, y)

s
ds

− r2

(
y

2

)∫ x

x/2

r1(s)f (s, y/2)

s
ds

∣∣∣∣
}

dy.

(2.7.15)

From (2.7.1), (2.7.15), using Hölder’s integral inequality with indicesp,

p/(p − 1) we get

I1(x) � αp

p − 1
I

(p−1)/p

1 (x)

×
[∫ b

0

{
1

yr2(y)

∣∣∣∣r2(y)

∫ x

x/2

r1(s)f (s, y)

s
ds

− r2

(
y

2

)∫ x

x/2

r1(s)f (s, y/2)

s
ds

∣∣∣∣
}p]1/p

.

(2.7.16)

Dividing both sides of (2.7.16) byI (p−1)/p

1 (x) and raising the result to thepth
power we get

I1(x) �
(

αp

p − 1

)p ∫ b

0
y−p

{
1

r2(y)

∣∣∣∣r2(y)

∫ x

x/2

r1(s)f (s, y)

s
ds

− r2

(
y

2

)∫ x

x/2

r1(s)f (s, y/2)

s
ds

∣∣∣∣
}p

dy.

(2.7.17)

Substituting (2.7.17) in (2.7.12) and using Fubini’s theorem, we obtain

I �
(

αp

p − 1

)p ∫ b

0
y−pI2(y)dy, (2.7.18)
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where

I2(y) =
∫ a

0
x−p

{ |m(x,y)|
r1(x)r2(y)

}p

dx, (2.7.19)

m(x,y) = r2(y)

∫ x

x/2

r1(s)f (s, y)

s
ds − r2

(
y

2

)∫ x

x/2

r1(s)f (s, y/2)

s
ds.

(2.7.20)

Now, keepingy fixed in (2.7.19), using the relation|m(x,y)| = m(x,y) ×
sgnm(x,y) and integrating by parts, we have the equality

I2(y) = a−p+1

−p + 1

{ |m(a,y)|
r1(a)r2(y)

}p

+ p

p − 1

∫ a

0
x−p+1

{ |m(x,y)|
r1(x)r2(y)

}p−1

× sgnm(x,y)

xr1(x)r2(y)

[
r2(y)

(
r1(x)f (x, y) − r1

(
x

2

)
f

(
x

2
, y

))

− r2

(
y

2

)(
r1(x)f

(
x,

y

2

)
− r1

(
x

2

)
f

(
x

2
,
y

2

))]
dx

− p

p − 1

∫ a

0
x−p+1

{ |m(x,y)|
r1(x)r2(y)

}p−1 r ′
1(x)

r1(x)

m(x, y)sgnm(x,y)

r1(x)r2(y)
dx,

(2.7.21)

which implies

∫ a

0

(
1+ p

p − 1
x

r ′
1(x)

r1(x)

)
x−p

{ |m(x,y)|
r1(x)r2(y)

}p

dx

� p

p − 1

∫ a

0

[
x−p+1

{ |m(x,y)|
r1(x)r2(y)

}p−1]

×
[

1

xr1(x)r2(y)

∣∣∣∣r2(y)

(
r1(x)f (x, y) − r1

(
x

2

)
f

(
x

2
, y

))

− r2

(
y

2

)(
r1(x)f

(
x,

y

2

)
− r1

(
x

2

)
f

(
x

2
,
y

2

))∣∣∣∣
]

dx.

(2.7.22)
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From (2.7.2), (2.7.22), using Hölder’s inequality with indicesp, p/(p − 1), we
get

I2(y) � βp

p − 1
I

(p−1)/p

2 (y)

×
[∫ a

0
x−p

{
1

r1(x)r2(y)

∣∣∣∣r2(y)

(
r1(x)f (x, y) − r1

(
x

2

)
f

(
x

2
, y

))

− r2

(
y

2

)(
r1(x)f

(
x,

y

2

)
− r1

(
x

2

)
f

(
x

2
,
y

2

))∣∣∣∣
}p

dx

]1/p

.

(2.7.23)

Dividing both sides of (2.7.23) byI (p−1)/p

2 (y), and raising to thepth power, we
get

I2(y) �
(

βp

p − 1

)p

×
∫ a

0
x−p

{
1

r1(x)r2(y)

∣∣∣∣r2(y)

(
r1(x)f (x, y) − r1

(
x

2

)
f

(
x

2
, y

))

− r2

(
y

2

)(
r1(x)f

(
x,

y

2

)
− r1

(
x

2

)
f

(
x

2
,
y

2

))∣∣∣∣
}p

dx.

(2.7.24)

Substituting (2.7.24) in (2.7.18) and using Fubini’s theorem we get (2.7.4), which
completes the proof of Theorem 2.7.1.

The proofs of Theorems 2.7.2 and 2.7.3 follow by the similar arguments as
in the proof of Theorem 2.7.1 with suitable modifications. Here we omit the de-
tails. �

In the following theorems we present Hardy-type integral inequalities involv-
ing functions of several independent variables. In what follows, letB andH be
subsets of then-dimensional Euclidean spaceRn defined byB = {x ∈ R

n: 0 <

x < ∞} and H = {x ∈ R
n: a < x < b}, where 0, a, b ∈ R

n and a > 0. For
the functionsu(z) and v(z) defined onB and H , respectively, we denote by∫
B

u(z)dz,
∫
Bx,y

u(z)dz and
∫
H

v(z)dz,
∫
Hx,y

v(z)dz then-fold integrals

∫ ∞

0
· · ·
∫ ∞

0
u(z1, . . . , zn)dzn · · · dz1,

∫ y1

x1

· · ·
∫ yn

xn

u(z1, . . . , zn)dzn · · · dz1
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and∫ b1

a1

· · ·
∫ bn

an

v(z1, . . . , zn)dzn · · · dz1,

∫ y1

x1

· · ·
∫ yn

xn

v(z1, . . . , zn)dzn · · · dz1,

respectively, wherexi < yi andai < bi . Hereafter, in this section without further
mention, we assume that all inequalities between vectors are componentwise and
all the integrals exists on the respective domains of their definitions.

In 1992, Pachpatte [293] has established the following multivariate version of
Hardy’s integral inequality given in Theorem 2.4.1.

THEOREM 2.7.4. Let p > 1 be a constant. Let f (x) be a nonnegative and inte-
grable function on B, and define

F(x) =
∫

B0,x

f (y)dy, x ∈ B, (2.7.25)

then ∫
B

(
n∏

i=1

xi

)−p

Fp(x)dx �
(

p

p − 1

)np ∫
B

f p(x)dx. (2.7.26)

Equality holds in (2.7.26)if f (x) ≡ 0.

PROOF. Let a = (a1, . . . , an) ∈ B, b = (b1, . . . , bn) ∈ B, 0 < a < b < ∞, and
define

Fa(x) =
∫

Ba,x

f (y)dy, x ∈ B. (2.7.27)

From (2.7.27) and by Fubini’s theorem [3, p. 18], we have

∫
Ba,b

(
n∏

i=1

xi

)−p

F
p
a (x)dx

=
∫ b1

a1

· · ·
∫ bn−1

an−1

(x1x2 · · ·xn−1)
−p

×
{∫ bn

an

x
−p
n

(∫ xn

an

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, sn)dsn−1 · · · ds1

)
dsn

)p

dxn

}
dxn−1 · · · dx1.

(2.7.28)
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By keepingx1, . . . , xn−1 fixed and integrating by parts, and using the fact that
p > 1 and Hölder’s inequality with indicesp,p/(p − 1), we see that

∫ bn

an

x
−p
n

{∫ xn

an

(∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, sn)dsn−1 · · · ds1

)
dsn

}p

dxn

= b
−p+1
n

−p + 1

{∫ bn

an

(∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, sn)dsn−1 · · · ds1

)
dsn

}p−1

+ p

p − 1

∫ bn

an

x
−p+1
n

{∫ xn

an

(∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, sn)

× dsn−1 · · · ds1

)
dsn

}p−1

×
{∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, xn)dsn−1 · · · ds1

}
dxn

� p

p − 1

∫ bn

an

x
−p+1
n

{∫ xn

an

(∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, sn)

× dsn−1 · · · ds1

)
dsn

}p−1

×
{∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, xn)dsn−1 · · · ds1

}
dxn

� p

p − 1

{∫ bn

an

x
−p
n

{∫ xn

an

(∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, sn)

× dsn−1 · · · ds1

)
dsn

}p

dxn

}(p−1)/p

×
{∫ bn

an

{∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, xn)dsn−1 · · · ds1

}p

dxn

}1/p

.

(2.7.29)

Dividing both sides of (2.7.29) by the first integral factor on the right-hand side
of (2.7.29), and raising both sides to thepth power, we get

∫ bn

an

x
−p
n

{∫ xn

an

(∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, sn)dsn−1 · · · ds1

)
dsn

}p

dxn
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�
(

p

p − 1

)p ∫ bn

an

{∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, xn)dsn−1 · · · ds1

}p

dxn.

(2.7.30)

Substituting (2.7.30) in (2.7.28) and using Fubini’s theorem we have

∫
Ba,b

(
n∏

i=1

xi

)−p

F
p
a (x)dx

�
(

p

p − 1

)p ∫ b1

a1

· · ·
∫ bn−1

an−1

(x1x2 · · ·xn−1)
−p

×
{∫ bn

an

{∫ x1

a1

· · ·
∫ xn−1

an−1

f (s1, . . . , sn−1, xn)dsn−1 · · · ds1

}p

dxn

}

× dxn−1 · · · dx1

=
(

p

p − 1

)p ∫ b1

a1

· · ·
∫ bn−2

an−2

∫ bn

an

(x1x2 · · ·xn−2)
−p

×
{∫ bn−1

an−1

x
−p

n−1

{∫ xn−1

an−1

{∫ x1

a1

· · ·

· · ·
∫ xn−2

an−2

f (s1, . . . , sn−2, sn−1, xn)dsn−2 · · · ds1

}
dsn−1

}p

dxn−1

}

× dxn dxn−2 · · · dx1. (2.7.31)

Now, by following exactly the same arguments as above, we obtain

∫ bn−1

an−1

x
−p

n−1

{∫ xn−1

an−1

(∫ x1

a1

· · ·

· · ·
∫ xn−2

an−2

f (s1, . . . , sn−2, sn−1, xn)dsn−2 · · · ds1

)
dsn−1

}p

dxn−1

�
(

p

p − 1

)p ∫ xn−1

an−1

{∫ x1

a1

· · ·

· · ·
∫ xn−2

an−2

f (s1, . . . , sn−2, xn−1, xn)dsn−2 · · · ds1

}p

dxn−1.

(2.7.32)
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Substituting (2.7.32) in (2.7.31) we have

∫
Ba,b

(
n∏

i=1

xi

)−p

F
p
a (x)dx

�
(

p

p − 1

)2p

×
∫ b1

a1

· · ·
∫ bn−2

an−2

∫ bn

an

(x1· · ·xn−2)
−p

×
{∫ bn−1

an−1

{∫ x1

a1

· · ·
∫ xn−2

an−2

f (s1, . . . , sn−2, xn−1, xn)dsn−2 · · · ds1

}p

dxn−1

}

× dxn dxn−2 · · · dx1. (2.7.33)

Continuing in this way we finally get

∫
Ba,b

(
n∏

i=1

xi

)−p

F
p
a (x)dx �

(
p

p − 1

)np ∫
Ba,b

f p(x)dx. (2.7.34)

Let c = (c1, . . . , cn) ∈ B anda < c < b. Then, from (2.7.34), we have

∫
Bc,b

(
n∏

i=1

xi

)−p

F
p
a (x)dx �

(
p

p − 1

)np ∫
B

f p(x)dx. (2.7.35)

Lettinga → 0, that is,ai → 0 on the left-hand side of (2.7.35) we have

∫
Bc,b

(
n∏

i=1

xi

)−p

Fp(x)dx �
(

p

p − 1

)np ∫
B

f p(x)dx. (2.7.36)

Since this inequality holds for arbitrary 0< c < b, it follows that

∫
B

(
n∏

i=1

xi

)−p

Fp(x)dx �
(

p

p − 1

)np ∫
B

f p(x)dx. (2.7.37)

The proof is complete. �

The following theorem established by Pachpatte [293] is a multivariate version
of a slight variant of Levinson’s inequality given in [190, Theorem 1].
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THEOREM 2.7.5. Let φ(u) � 0 be defined on an open interval, finite or infinite,
and at the ends of the intervals, let φ take its limiting values, finite or infinite. For
some p > 1, let φ1/p(u) be convex. If, for x ∈ B, the range of values of f (x) lies
in the closed interval of definition of φ and φ(f (x)) is integrable on B and if
F(x) is as defined in Theorem 2.7.4,then

∫
B

φ

((
n∏

i=1

xi

)−1

F(x)

)
dx �

(
p

p − 1

)np ∫
B

φ
(
f (x)

)
dx. (2.7.38)

Equality holds in (2.7.38)if φ(f (x)) ≡ 0.

PROOF. Letψ(u) = {φ(u)}1/p � 0. Thenψ(u) is convex. By Jensen’s inequality
(see [174, p. 133]), we have

ψ

((
n∏

i=1

xi

)−1

F(x)

)
�
(

n∏
i=1

xi

)−1∫
B0,x

ψ
(
f (y)

)
dy. (2.7.39)

Applying (2.7.26) withf (x) replaced byψ(f (x)) we have

∫
B

{(
n∏

i=1

xi

)−1∫
B0,x

ψ
(
f (y)

)
dy

}p

�
(

p

p − 1

)np ∫
B

{
ψ
(
f (x)

)}p dx.

(2.7.40)

Usingφ = ψp and (2.7.39) we have

φ

((
n∏

i=1

xi

)−1

F(x)

)
=
{

ψ

((
n∏

i=1

xi

)−1)∫
B0,x

f (y)dy

}p

�
{(

n∏
i=1

xi

)−1∫
B0,x

ψ
(
f (y)

)
dy

}p

. (2.7.41)

From (2.7.41) and (2.7.40), we observe that

∫
B

φ

((
n∏

i=1

xi

)−1

F(x)

)
dx �

∫
B

{(
n∏

i=1

xi

)−1∫
B0,x

ψ
(
f (y)

)
dy

}p

dx

�
(

p

p − 1

)np ∫
B

{
ψ
(
f (x)

)}p dx

=
(

p

p − 1

)np ∫
B

φ
(
f (x)

)
dx.
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The proof is complete. �

REMARK 2.7.2. We note that in [33, p. 465] Boas and Imoru have obtained a
two-dimensional version of Hardy’s inequality in Theorem 2.4.1 by using differ-
ent analysis. Here the approach to obtain a multivariate version of a slight variant
of Hardy’s inequality is more direct and quite elementary.

In [341] Pachpatte has established the following multivariate variants of
Hardy’s inequality.

THEOREM 2.7.6. Let p > 1 be a constant and f (x) be a nonnegative and inte-
grable function on B1,a . If

F(x) =
∫

Bx,a

f (y)dy, x ∈ B1,a, (2.7.42)

then

∫
B1,a

(
n∏

i=1

x−1
i

)
Fp(x)dx � pnp

∫
B1,a

(
n∏

i=1

x−1
i

)[(
n∏

i=1

xi logxi

)
f (x)

]p

dx.

(2.7.43)

PROOF. If f is null, inequality (2.7.43) is trivially true. We assume thatf is
not null. Denote byI the integral on the left-hand side of (2.7.43). By Fubini’s
theorem [3, p. 18] we observe that

I =
∫ a1

1
· · ·
∫ an−1

1

(
n∏

i=1

x−1
i

)
In dxn−1 · · · dx1, (2.7.44)

where

In =
∫ an

1
x−1
n

(∫ an

xn

(∫ a1

x1

· · ·

· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

)p

dxn. (2.7.45)

By keepingx1, . . . , xn−1 fixed in (2.7.45) and integrating by parts, we have

In =
[
(logxn)

(∫ an

xn

(∫ a1

x1

· · ·
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· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

)p]an

1

−
∫ an

1

(
(logxn)p

[∫ an

xn

(∫ a1

x1

· · ·

· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p−1

×
(

−
∫ a1

x1

· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

)
dyn

)
dxn.

(2.7.46)

From (2.7.46) we observe that

In = p

∫ an

1

[
x

(p−1)/p
n (logxn)

×
(∫ a1

x1

· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

)]

×
[
x

−(p−1)/p
n

∫ an

xn

(∫ a1

x1

· · ·

· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p−1

dxn.

(2.7.47)

Now, applying Hölder’s inequality with indicesp, p/(p − 1) on the right-hand
side of (2.7.47), we obtain

In � p

[∫ an

1

(
x

(p−1)/p
n (logxn)

(∫ a1

x1

· · ·

· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

))p

dxn

]1/p

I
(p−1)/p
n .

(2.7.48)

Dividing both sides of (2.7.48) by the second factor on the right-hand side
of (2.7.48), and then raising both sides to thepth power, we obtain

In � pp

∫ an

1
x

p−1
n (logxn)

p

×
(∫ a1

x1

· · ·
∫ an−1

xn−1

f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

)p

dxn.

(2.7.49)
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Substituting (2.7.49) in (2.7.44) and using Fubini’s theorem we observe that

I � pp

∫ a1

1
· · ·
∫ an−2

1

(
n−2∏
i=1

x−1
i

)∫ an

1
x

p−1
n (logxn)

pIn−1 dxn dxn−2 · · · dx1,

(2.7.50)

where

In−1 =
∫ an−1

1
x−1
n−1

(∫ an−1

xn−1

(∫ a1

x1

· · ·

· · ·
∫ an−2

xn−2

f (y1, . . . , yn−2, yn−1, xn)dyn−2 · · · dy1

)
dyn−1

)p

dxn−1.

(2.7.51)

Now, by following exactly the same arguments as above with suitable modifica-
tions, we obtain

In−1 � pp

∫ an−1

1
x

p−1
n−1 (logxn−1)

p

(∫ a1

x1

· · ·

· · ·
∫ an−2

xn−2

f (y1, . . . , yn−2, xn−1, xn)dyn−2 · · · dy1

)p

dxn−1.

(2.7.52)

Substituting (2.7.52) in (5.7.50) and again using Fubini’s theorem we have

I � p2p

∫ a1

1

∫ an−3

1

(
n−3∏
i=1

x−1
i

)

×
∫ an−1

1
x

p−1
n−1 (logxn−1)

p

∫ an

1
x

p−1
n (logxn)

pIn−2 dxn dxn−1 dxn−3 · · · dx1,

where

In−2 =
∫ an−2

1
x−1
n−2

(∫ an−2

xn−2

(∫ a1

x1

· · ·

· · ·
∫ an−3

xn−3

f (y1, . . . , yn−3, yn−2, xn−1, xn)dyn−3 · · · dy1

)
dyn−2

)p

dxn−2.
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Continuing in this way we finally get

I � pnp

∫
B1,a

(
n∏

i=1

x−1
i

)[(
n∏

i=1

xi logxi

)
f (x)

]p

dx.

This is the required inequality in (2.7.43) and the proof is complete. �

THEOREM 2.7.7. Let p > 1 be a constant and f (x) be a nonnegative and inte-
grable function on B0,1. If

F(x) =
∫

B0,x

f (y)dy, x ∈ B0,1, (2.7.53)

then

∫
B0,1

(
n∏

i=1

x−1
i

)
Fp(x)dx

� pnp

∫
B0,1

(
n∏

i=1

x−1
i

)[(
n∏

i=1

xi | logxi |
)

f (x)

]p

dx. (2.7.54)

The proof of this theorem follows by the same arguments as in the proof of
Theorem 2.7.6 given above with suitable modifications. We omit the details.

REMARK 2.7.3. In the special case whenn = 1, the inequalities established in
Theorems 2.7.6 and 2.7.7 reduce respectively to inequalities (1a) and (2a) given
by Chan in [52] in Theorems 1 and 2, respectively. In [52] the results are ob-
tained by using the method of Banson [25]. Here our proofs are more direct and
elementary.

In [333] Pachpatte establishes the following Hardy-type inequalities involving
functions of several variables.

THEOREM 2.7.8. Let p > 1 be a constant. Let f (x) be a nonnegative and in-
tegrable function on B and let ri(xi), i = 1, . . . , n, be positive and absolutely
continuous functions on (0,∞) and let

Ri(xi) =
∫ xi

0
ri(yi)dyi (2.7.55)



200 Chapter 2. Inequalities Related to Hardy’s Inequality

exist. Let

1+
(

1

p − 1

)
Ri(xi)r

′
i (xi)

r2
i (xi)

� 1

αi

(2.7.56)

for all xi > 0 and for some positive constants αi , i = 1, . . . , n. If F(x) is defined
by

F(x) = 1∏n
i=1 Ri(xi)

∫
B0,x

(
n∏

i=1

ri(yi)f (y)dy

)
(2.7.57)

for x ∈ B, then

∫
B

Fp(x)dx �
n∏

i=1

(
pαi

p − 1

)p ∫
B

f p(x)dx. (2.7.58)

Equality holds in (2.7.58)if f (x) ≡ 0.

THEOREM 2.7.9. Let p and f be as in Theorem 2.7.8.Let ri(xi), i = 1, . . . , n,
be positive, continuous and monotone nondecreasing functions on (0,∞). If
Ri(xi) and F(x) be as defined in (2.7.55)and (2.7.57),respectively, where ri(xi)

are as defined above, then∫
B

Fp(x)dx �
(

p

p − 1

)np ∫
B

f p(x)dx. (2.7.59)

Equality holds in (2.7.59)if f (x) ≡ 0.

THEOREM 2.7.10. Let p, f , ri , i = 1, . . . , n, be as defined in Theorem 2.7.8.Let

1+
(

p

p − 1

)
xir

′
i (xi)

ri(xi)
� 1

βi

(2.7.60)

for all xi > 0 and for some positive constants βi , i = 1, . . . , n. If G(x) is defined
by

G(x) = 1∏n
i=1 xiri(xi)

∫
B0,x

(
n∏

i=1

ri(yi)

)
f (y)dy (2.7.61)

for x ∈ B, then

∫
B

Gp(x)dx �
n∏

i=1

(
pβi

p − 1

)p ∫
B

f p(x)dx. (2.7.62)
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Equality holds in (2.7.62)if f (x) ≡ 0.

THEOREM 2.7.11. Let p, f , ri , i = 1, . . . , n, be as defined in Theorem 2.7.8.Let

1−
(

p

p − 1

)
xir

′
i (xi)

ri(xi)
� 1

γi

(2.7.63)

for all xi > 0 and for some positive constants γi , i = 1, . . . , n. If H(x) is defined
by

H(x) =
n∏

i=1

(
ri(xi)

xi

)∫
B0,x

(
1∏n

i=1 ri(yi)

)
f (y)dy (2.7.64)

for x ∈ B, then

∫
B

Hp(x)dx �
n∏

i=1

(
pγi

p − 1

)p ∫
B

f p(x)dx. (2.7.65)

Equality holds in (2.7.65)if f (x) ≡ 0.

REMARK 2.7.4. We note that (i) in the special cases whenri(xi) = 1 andαi = 1
in (2.7.56) andn = 1, the inequalities established in Theorems 2.7.8 and 2.7.9
reduce to the slight variant of Hardy’s inequality given in Theorem 2.4.1,
(ii) in the special case whenn = 1, the inequalities established in Theorems
2.7.10 and 2.7.11 reduce to the inequalities established by Levinson in [190, The-
orems 4 and 5].

THEOREM 2.7.12. Let φ(u) � 0 be defined on an open interval, finite or infinite,
and at the ends of the interval, let φ take its limiting values, finite or infinite.
For some p > 1, let φ1/p(u) be convex. Let ri(xi) and Ri(xi) be as defined in
Theorem 2.7.8satisfying the condition (2.7.56).If, for x ∈ B, the range of values
of f (x) lie in the closed interval of definition of φ and φ(f (x)) is integrable on B,
and if F(x) is defined by (2.7.57),then

∫
B

φ
(
F(x)

)
dx �

n∏
i=1

(
pαi

p − 1

)p ∫
B

φ
(
f (x)

)
dx. (2.7.66)

Equality holds in (2.7.66)if φ(f (x)) ≡ 0.

THEOREM 2.7.13. Let φ,p,φ1/p, f,φ(f ) be as defined in Theorem 2.7.12.
Let ri(xi) and Ri(xi) be as defined in Theorem 2.7.9. If F(x) is defined as in
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Theorem 2.7.9,then

∫
B

φ
(
F(x)

)
dx �

(
p

p − 1

)np ∫
B

φ
(
f (x)

)
dx. (2.7.67)

Equality holds in (2.7.67)if φ(f (x)) ≡ 0.

REMARK 2.7.5. The inequalities established in Theorems 2.7.12 and 2.7.13 can
be considered as the multivariate versions of the inequalities given by Levinson
in [190, Theorems 3 and 2]. However, our hypotheses onφ(u) differs slightly
from those used by Levinson in [190]. Here the conditionφ′′(u) � 0 used in [190,
p. 389] is not needed and the condition

φφ′′ �
(

1− 1

p

)(
φ′)2, p > 1,

used in [190, p. 389] is replaced byφ1/p being convex, since this fact is all re-
quired for the application of Jensen’s inequality in the proofs.

PROOFS OF THEOREMS 2.7.8–2.7.13. Leta = (a1, . . . , an) ∈ B, b = (b1,

. . . , bn) ∈ B, 0= (0, . . . ,0) ∈ R
n be such that 0< a < b < ∞, and define

Fa(x) = 1∏n
i=1 Ri(xi)

∫
Ba,x

(
n∏

i=1

ri(yi)

)
f (y)dy (2.7.68)

for x ∈ B. From (2.7.68) and by Fubini’s theorem (see [3, p. 18]), we have

∫
Ba,b

F
p
a (x)dx

=
∫ b1

a1

· · ·
∫ bn−1

an−1

1

(
∏n−1

i=1 Ri(xi))p

×
[∫ bn

an

R
−p
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn

]

× dxn−1 · · · dx1. (2.7.69)
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By keepingx1, . . . , xn−1 fixed and integrating by parts, we have∫ bn

an

R
−p
n (xn)

×
[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn

=
∫ bn

an

R
−p
n (xn)rn(xn)

1

rn(xn)

×
[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

)
dyn

]p

dxn

= R
−p+1
n (bn)

−p + 1

1

rn(bn)

[∫ bn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

+
(

p

p − 1

)∫ bn

an

R
−p+1
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p−1

×
(∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

)
dxn

−
(

1

p − 1

)∫ bn

an

R
−p+1
n (xn)r

′
n(xn)

r2
n(xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn.

(2.7.70)
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Sincep > 1, from (2.7.70) we observe that

∫ bn

an

[
1+

(
1

p − 1

)
Rn(xn)r

′
n(xn)

r2
n(xn)

]
R

−p
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn

�
(

p

p − 1

)∫ bn

an

R
−p+1
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p−1

×
(∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

)
dxn.

(2.7.71)

From (2.7.56) and applying Hölder’s inequality with indicesp, p/(p − 1) on the
right-hand side of (2.7.71), we obtain

∫ bn

an

R
−p
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)

× f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn

�
(

pαn

p − 1

)[∫ bn

an

R
−p
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)

× f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn

](p−1)/p

×
[∫ bn

an

[∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)

× f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

]p

dxn

]1/p

.

(2.7.72)
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Dividing both sides of (2.7.72) by the first integral factor on the right-hand side
of (2.7.72) and then raising both sides to thepth power we obtain

∫ bn

an

R
−p
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)

× f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn

�
(

pαn

p − 1

)p ∫ bn

an

[∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)

× f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

]p

dxn.

(2.7.73)

Substituting (2.7.73) in (2.7.69) and using Fubini’s theorem we have

∫
Ba,b

F
p
a (x)dx

�
(

pαn

p − 1

)∫ b1

a1

· · ·
∫ bn−1

an−1

1

(
∏n−1

i=1 Ri(xi))p

[∫ bn

an

[∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

]p

dxn

]

× dxn−1 · · · dx1

=
(

pαn

p − 1

)p ∫ b1

a1

· · ·
∫ bn−2

an−2

∫ bn

an

1

(
∏n−2

i=1 Ri(xi))p

×
[∫ bn−1

an−1

R
−p

n−1(xn−1)

[∫ xn−1

an−1

rn−1(yn−1)

(∫ x1

a1

· · ·
∫ xn−2

an−2

(
n−2∏
i=1

ri(yi)

)

× f (y1, . . . , yn−2, yn−1, xn)dyn−2 · · · dy1

)
dyn−1

]p

dxn−1

]

× dxn dxn−2 · · · dx1. (2.7.74)
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Now, by following exactly the same arguments as above, we obtain

∫ bn−1

an−1

R
−p

n−1(xn−1)

×
[∫ xn−1

an−1

rn−1(yn−1)

(∫ x1

a1

· · ·
∫ xn−2

an−2

(
n−2∏
i=1

ri(yi)

)

× f (y1, . . . , yn−2, yn−1, xn)dyn−2 · · · dy1

)
dyn−1

]p

dxn−1

�
(

pαn−1

p − 1

)p ∫ bn−1

an−1

[∫ x1

a1

· · ·
∫ xn−2

an−2

(
n−2∏
i=1

ri(yi)

)

× f (y1, . . . , yn−2, xn−1, xn)dyn−2 · · · dy1

]p

dxn−1.

(2.7.75)

Substituting (2.7.75) in (2.7.74) we have

∫
Ba,b

F
p
a (x)dx

�
(

pαn

p − 1

)p(
pαn−1

p − 1

)p

×
∫ b1

a1

· · ·
∫ bn−2

an−2

∫ bn

an

1

(
∏n−2

i=1 Ri(xi))p

[∫ bn−1

an−1

[∫ x1

a1

· · ·

· · ·
∫ xn−2

an−2

(
n−2∏
i=1

ri(yi)

)
f (y1, . . . , yn−2, xn−1, xn)dyn−2 · · · dy1

]p

dxn−1

]

× dxn dxn−2 · · · dx1. (2.7.76)

Continuing in this way we finally get

∫
Ba,b

F
p
a (x)dx �

n∏
i=1

(
pαi

p − 1

)p ∫
Ba,b

f p(x)dx. (2.7.77)
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Let c = (c1, . . . , cn) ∈ B anda < c < b. Then, from (2.7.77), we have

∫
Bc,b

F
p
a (x)dx �

n∏
i=1

(
pαi

p − 1

)p ∫
B

f p(x)dx. (2.7.78)

Lettinga → 0, that is,ai → 0 on the left-hand side of (2.7.78) we have

∫
Bc,b

Fp(x)dx �
n∏

i=1

(
pαi

p − 1

)p ∫
B

f p(x)dx. (2.7.79)

Since this holds for arbitrary 0< c < b, it follows that

∫
B

Fp(x)dx �
n∏

i=1

(
pαi

p − 1

)p ∫
B

f p(x)dx. (2.7.80)

The proof of Theorem 2.7.8 is complete.
The proof of Theorem 2.7.9 proceeds in the same way as the proof of

Theorem 2.7.8. By following the same arguments as in Theorem 2.7.8 we ob-
tain (2.7.70). �

Since ri(xi) are monotone nondecreasing, from (2.7.70) we observe that
(see [190, p. 391])∫ bn

an

R
−p
n (xn)

×
[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p

dxn

�
(

p

p − 1

)∫ bn

an

R
−p+1
n (xn)

[∫ xn

an

rn(yn)

(∫ x1

a1

· · ·

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, yn)dyn−1 · · · dy1

)
dyn

]p−1

×
(∫ x1

a1

· · ·
∫ xn−1

an−1

(
n−1∏
i=1

ri(yi)

)
f (y1, . . . , yn−1, xn)dyn−1 · · · dy1

)
dxn.
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The rest of the proof of Theorem 2.7.9 follows the same steps as in the proof of
Theorem 2.7.8 below inequality (2.7.71) with suitable changes and hence we omit
the further details.

The proofs of Theorems 2.7.10 and 2.7.11 can be completed by following the
similar arguments as in the proof of Theorem 2.7.8 (see also [190, p. 393]) with
suitable modifications. We leave the details to the reader.

Let ψ(u) = (φ(u))1/p � 0. Thenψ(u) is convex. By repeated application of
Jensen’s inequality (see [174, p. 133]), we have

ψ
(
F(x)

)
� 1∏n

i=1 Ri(xi)

∫
B0,x

n∏
i=1

ri(yi)ψ
(
f (y)

)
dy (2.7.81)

for x ∈ B. Applying (2.7.58) toψ(f (x)) instead off (x) we have

∫
B

[
1∏n

i=1 Ri(xi)

∫
B0,x

(
n∏

i=1

ri(yi)

)
ψ
(
f (y)

)
dy

]p

dx

�
n∏

i=1

(
pαi

p − 1

)p ∫
B

(
ψ
(
f (x)

))p dx. (2.7.82)

Usingφ(u) = ψp(u) and (2.7.81) we have

φ
(
F(x)

) = (
ψ
(
F(x)

))p
�
[

1∏n
i=1 Ri(xi)

∫
B0,x

(
n∏

i=1

ri(yi)

)
ψ
(
f (y)

)
dy

]p

. (2.7.83)

From (2.7.83) and (2.7.82), we observe that

∫
B

φ
(
F(x)

)
dx �

∫
B

[
1∏n

i=1 Ri(xi)

∫
B0,x

(
n∏

i=1

ri(yi)

)
ψ
(
f (y)

)
dy

]p

dx

�
n∏

i=1

(
pαi

p − 1

)p ∫
B

(
ψ
(
f (x)

))p dx

=
n∏

i=1

(
pαi

p − 1

)p ∫
B

φ
(
f (x)

)
dx.

The proof of Theorem 2.7.12 is complete.
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The proof of Theorem 2.7.13 proceeds in the same way as in the proof of
Theorem 2.7.12 with suitable changes and hence we omit the details. �

REMARK 2.7.6. The multidimensional variants of Hardy’s inequality are re-
cently given by other investigators by using different techniques. Here we note
that the above results are established by using elementary analysis and the in-
equalities obtained in Theorems 2.7.8–2.7.13 are of independent interest.

2.8 Inequalities Similar to Hilbert’s Inequality

The well-known inequality due to Hilbert and its integral analogue can be stated
as follows (see [141, p. 226]).

THEOREM A. If p > 1, p′ = p/(p − 1) and
∑

a
p
m � A,

∑
b

p′
n � B, the summa-

tions running from 1 to ∞, then

∑∑ ambn

m + n
<

π

sin(π/p)
A1/pB1/p′

,

unless the sequence {am} or {bn} is null.

THEOREM B. If p > 1, p′ = p/(p − 1) and
∫∞

0 f p(x)dx � F ,
∫∞

0 gp′
(y) ×

dy � G, then ∫ ∞

0

∫ ∞

0

f (x)g(y)

x + y
dx dy <

π

sin(π/p)
F 1/pG1/p′

,

unless f ≡ 0 or g ≡ 0.

The inequalities in Theorems A and B were studied extensively and numerous
variants, generalizations and extensions appear in the literature, see [141,210,213,
424] and the references cited therein. Recently in a series of papers [334,335,342,
343,350,352,353] Pachpatte has established a number of new inequalities similar
to the inequalities given in Theorems A and B. In this section we present some of
these results.

In [334] Pachpatte has given the following inequality similar to that of Hilbert’s
inequality in Theorem A.

THEOREM 2.8.1. Let p � 1, q � 1 be constants and {am} and {bn} be
two nonnegative sequences of real numbers defined for m = 1,2, . . . , k and
n = 1,2, . . . , r , where k, r are natural numbers and define Am = ∑m

s=1 as and
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Bn =∑n
t=1 bt . Then

k∑
m=1

r∑
n=1

A
p
mB

q
n

m + n
� C(p,q, k, r)

(
k∑

m=1

(k − m + 1)
(
A

p−1
m am

)2)1/2

×
(

r∑
n=1

(r − n + 1)
(
B

q−1
n bn

)2)1/2

, (2.8.1)

unless {am} or {bn} is null, where

C(p,q, k, r) = 1

2
pq

√
kr. (2.8.2)

PROOF. By using the following inequality (see [78,226])(
n∑

m=1

zm

)α

� α

n∑
m=1

zm

(
m∑

k=1

zk

)α−1

,

whereα � 1 is a constant andzm � 0, m = 1,2, . . . , it is easy to observe that

A
p
m � p

m∑
s=1

asA
p−1
s , m = 1,2, . . . , k, (2.8.3)

B
q
n � q

n∑
t=1

btB
q−1
t , n = 1,2, . . . , r. (2.8.4)

From (2.8.3), (2.8.4) and using the Schwarz inequality and the elementary in-
equalityc1/2d1/2 � (c + d)/2 (for c, d nonnegative reals), we observe that

A
p
mB

q
n � pq

(
m∑

s=1

asA
p−1
s

)(
n∑

t=1

btB
q−1
t

)

� pq(m)1/2

(
m∑

s=1

(
asA

p−1
s

)2)1/2

(n)1/2

(
n∑

t=1

(
btB

q−1
t

)2)1/2

� 1

2
pq(m + n)

(
m∑

s=1

(
asA

p−1
s

)2)1/2( n∑
t=1

(
btB

q−1
t

)2)1/2

. (2.8.5)

Dividing both sides of (2.8.5) bym + n and then taking the sum overn from 1
to r , first, and then the sum overn from 1 tok, and using the Schwarz inequality
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and then interchanging the order of the summations (see [226,326]) we observe
that

k∑
m=1

r∑
n=1

A
p
mB

q
n

m + n

� 1

2
pq

{
k∑

m=1

(
m∑

s=1

(
asA

p−1
s

)2)1/2}{ r∑
n=1

(
n∑

t=1

(
btB

q−1
t

)2)1/2}

� 1

2
pq(k)1/2

{
k∑

m=1

(
m∑

s=1

(
asA

p−1
s

)2)}1/2

(r)1/2

{
r∑

n=1

(
n∑

t=1

(
btB

q−1
t

)2)}1/2

= pq
√

kr

{
k∑

s=1

(
asA

p−1
s

)2( k∑
m=s

1

)}1/2{ r∑
t=1

(
btB

q−1
t

)2( r∑
n=t

1

)}1/2

= C(p,q, k, r)

(
k∑

s=1

(
asA

p−1
s

)2
(k − s − 1)

)1/2

×
(

r∑
t=1

(
btB

q−1
t

)2
(r − t + 1)

)1/2

= C(p,q, k, r)

(
k∑

m=1

(k − m + 1)
(
amA

p−1
m

)2)1/2

×
(

r∑
n=1

(r − n + 1)
(
bnB

q−1
n

)2)1/2

.

The proof is complete. �

REMARK 2.8.1. If we takep = q = 1 in Theorem 2.8.1, then inequality (2.8.1)
reduces to the following inequality

k∑
m=1

r∑
n=1

AmBn

m + n

� C(1,1, k, r)

(
k∑

m=1

(k − m + 1)(am)2

)1/2( r∑
n=1

(r − n + 1)(bn)
2

)1/2

,

(2.8.6)
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whereC(1,1, k, r) is obtained by takingp = q = 1 in (2.8.2).

The next result established by Pachpatte in [334] deals with the further gener-
alization of the inequality obtained in (2.8.6).

THEOREM 2.8.2. Let {am}, {bn}, Am, Bn be as in Theorem 2.8.1. Let {pm}
and {qn} be two positive sequences for m = 1,2, . . . k and n = 1,2, . . . , r , and
define Pm =∑m

s=1 ps and Qn =∑n
t=1 qt . Let φ and ψ be two real-valued, non-

negative, convex and submultiplicative functions defined on R+ = [0,∞). Then

k∑
m=1

r∑
n=1

φ(Am)ψ(Bn)

m + n
� M(k, r)

(
k∑

m=1

(k − m + 1)

[
pmφ

(
am

pm

)]2
)1/2

×
(

r∑
n=1

(r − n + 1)

[
qnψ

(
bn

qn

)]2
)1/2

, (2.8.7)

where

M(k, r) = 1

2

(
k∑

m=1

[
φ(Pm)

Pm

]2
)1/2( r∑

n=1

[
ψ(Qn)

Qn

]2
)1/2

. (2.8.8)

PROOF. From the hypotheses and by using Jensen’s inequality and Schwarz in-
equality (see [211]), it is easy to observe that

φ(Am) = φ

(
Pm

m∑
s=1

psas

ps

/ m∑
s=1

ps

)

� φ(Pm)φ

(
m∑

s=1

psas

ps

/ m∑
s=1

ps

)

� φ(Pm)

Pm

m∑
s=1

psφ

(
as

ps

)

� φ(Pm)

Pm

(m)1/2

{
m∑

s=1

[
psφ

(
as

ps

)]2
}1/2

(2.8.9)
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and similarly,

ψ(Bn) � ψ(Qn)

Qn

(n)1/2

{
n∑

t=1

[
qtψ

(
bt

qt

)]2
}1/2

. (2.8.10)

From (2.8.9) and (2.8.10) and using the elementary inequalityc1/2d1/2 �
(c + d)/2 (c, d nonnegative reals), we observe that

φ(Am)ψ(Bn) � 1

2
(m + n)

[
φ(Pm)

Pm

{
m∑

s=1

[
psφ

(
as

ps

)]2
}1/2]

×
[

ψ(Qn)

Qn

{
n∑

t=1

[
qtψ

(
bt

qt

)]2
}1/2]

. (2.8.11)

Dividing both sides of (2.8.11) bym + n and then taking the sum overn from 1
to r , first, and then the sum overm from 1 tok, and using the Schwarz inequality
and then interchanging the order of the summations we observe that

k∑
m=1

r∑
n=1

φ(Am)ψ(Bn)

m + n

� 1

2

{
k∑

m=1

[
φ(Pm)

Pm

{
m∑

s=1

[
psφ

(
as

ps

)]2
}1/2]}

×
{

r∑
n=1

[
ψ(Qn)

Qn

{
n∑

t=1

[
qtψ

(
bt

qt

)]2
}1/2]}

� 1

2

(
k∑

m=1

[
φ(Pm)

Pm

]2
)1/2( k∑

m=1

(
m∑

s=1

[
psφ

(
as

ps

)]2
))1/2

×
(

r∑
n=1

[
ψ(Qn)

Qn

]2
)1/2( r∑

n=1

(
n∑

t=1

[
qtψ

(
bt

qt

)]2
))1/2

= M(k, r)

(
k∑

s=1

[
psφ

(
as

ps

)]2
(

k∑
m=s

1

))1/2

×
(

r∑
t=1

[
qtψ

(
bt

qt

)]2
(

r∑
n=t

1

))1/2
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= M(k, r)

(
k∑

s=1

[
psφ

(
as

ps

)]2

(k − s + 1)

)1/2

×
(

r∑
t=1

[
qtψ

(
bt

qt

)]2

(r − t + 1)

)1/2

= M(k, r)

(
k∑

m=1

(k − m + 1)

[
pmφ

(
am

pm

)]2
)1/2

×
(

r∑
n=1

(r − n + 1)

[
qnψ

(
bn

qn

)]2
)1/2

.

The proof is complete. �

REMARK 2.8.2. By applying the elementary inequalityc1/2d1/2 � (c + d)/2
(for c, d nonnegative reals) on the right-hand sides of (2.8.1) and (2.8.7), we get
respectively the following inequalities

k∑
m=1

r∑
n=1

A
p
mB

q
n

m + n
� 1

2
C(p,q, k, r)

[
k∑

m=1

(k − m + 1)
(
A

p−1
m am

)2

+
r∑

n=1

(r − n + 1)
(
B

q−1
n bn

)2]

(2.8.12)

and

k∑
m=1

r∑
n=1

φ(Am)ψ(Bn)

m + n
� 1

2
M(k, r)

[
k∑

m=1

(k − m + 1)

[
pmφ

(
am

pm

)]2

+
r∑

n=1

(r − n + 1)

[
qnψ

(
bn

qn

)]2
]
.

(2.8.13)

The following two theorems established by Pachpatte in [334] deal with slight
variants of the inequality given in Theorem 2.8.2.
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THEOREM 2.8.3. Let {am} and {bn} be as in Theorem 2.8.1,and define Am =
1
m

∑m
s=1 as and Bn = 1

n

∑n
t=1 bt , for m = 1,2, . . . , k and n = 1,2, . . . , r , where

k, r are natural numbers. Let φ and ψ be two real-valued, nonnegative and convex
functions defined on R+. Then

k∑
m=1

r∑
n=1

mn

m + n
φ(Am)ψ(Bn) � C(1,1, k, r)

(
k∑

m=1

(k − m + 1)
[
φ(am)

]2)1/2

×
(

r∑
n=1

(r − n + 1)
[
ψ(bn)

]2)1/2

, (2.8.14)

where C(1,1, k, r) is defined by taking p = q = 1 in (2.8.2).

PROOF. From the hypotheses and by using Jensen’s inequality and Schwarz in-
equality, it is easy to observe that

φ(Am) = φ

(
1

m

m∑
s=1

as

)

� 1

m

m∑
s=1

φ(as)

� 1

m
(m)1/2

{
m∑

s=1

[
φ(as)

]2}1/2

(2.8.15)

and similarly,

ψ(Bn) � 1

n
(n)1/2

{
n∑

t=1

[
ψ(bt )

]2}1/2

. (2.8.16)

The rest of the proof can be completed by following the same steps as in the proof
of Theorems 2.8.1 and 2.8.2 with suitable changes, and hence we omit the de-
tails. �

THEOREM 2.8.4. Let {am}, {bn}, {pm}, {qn}, Pm, Qn be as in Theorem 2.8.2
and define Am = 1

Pm

∑m
s=1 psas and Bn = 1

Qn

∑n
t=1 qtbt for m = 1,2, . . . , k and

n = 1,2, . . . , r , where k, r are the natural numbers. Let φ and ψ be as in Theo-
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rem 2.8.3.Then

k∑
m=1

r∑
n=1

PmQn

φ(Am)ψ(Bn)

m + n

� C(1,1, k, r)

(
k∑

m=1

(k − m + 1)
[
pmφ(am)

]2)1/2

×
(

r∑
n=1

(r − n + 1)
[
qnψ(bn)

]2)1/2

, (2.8.17)

where C(1,1, k, r) is defined by taking p = q = 1 in (2.8.2).

PROOF. From the hypotheses and using Jensen’s inequality and Schwarz inequal-
ity, it is easy to observe that

φ(Am) = φ

(
1

Pm

m∑
s=1

psas

)

� 1

Pm

m∑
s=1

psφ(as)

� 1

Pm

(m)1/2

{
m∑

s=1

[
psφ(as)

]2}1/2

(2.8.18)

and similarly,

ψ(Bn) � 1

Qn

(n)1/2

{
n∑

t=1

[
qtψ(bt )

]2}1/2

. (2.8.19)

Proceeding as in the proofs of Theorems 2.8.1 and 2.8.2 given above with suitable
modifications we get the required inequality in (2.8.17). �

In [350] Pachpatte has established the following theorem.

THEOREM 2.8.5. Let {am} and {bn} be two nonnegative sequences of real num-
bers defined for m = 0,1,2, . . . , k and n = 0,1,2, . . . , r and a0 = b0 = 0, where
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k, r are natural numbers. Then

k∑
m=1

r∑
n=1

ambn

m + n

�
√

kr

2

(
k∑

m=1

(k − m + 1)(∇am)2

)1/2( r∑
n=1

(r − n + 1)(∇bn)
2

)1/2

,

(2.8.20)

where ∇am = am − am−1 and ∇bn = bn − bn−1.

PROOF. From the hypotheses, it is easy to observe that the following identities
hold

am =
m∑

s=1

∇as, m = 1,2, . . . , k, (2.8.21)

and

bn =
n∑

t=1

∇bt , n = 1,2, . . . , r. (2.8.22)

From (2.8.21) and (2.8.22) and using Schwarz inequality and the elementary in-
equalityc1/2d1/2 � (c + d)/2 (for c, d nonnegative reals), we observe that

ambn =
(

m∑
s=1

∇as

)(
n∑

t=1

∇bt

)

� (m)1/2

(
m∑

s=1

(∇as)
2

)1/2

(n)1/2

(
n∑

t=1

(∇bt )
2

)1/2

� 1

2
(m + n)

(
m∑

s=1

(∇as)
2

)1/2( n∑
t=1

(∇bt )
2

)1/2

.

Rewriting the above inequality and taking the sum overn from 1 to r , first, and
then the sum overm of the resulting inequality from 1 tok and using Schwarz
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inequality and then interchanging the order of the summations we observe that

k∑
m=1

r∑
n=1

ambn

m + n

� 1

2

k∑
m=1

(
m∑

s=1

(∇as)
2

)1/2 r∑
n=1

(
n∑

t=1

(∇bt )
2

)1/2

� 1

2
(k)1/2

(
k∑

m=1

(
m∑

s=1

(∇as)
2

))1/2

(r)1/2

(
r∑

n=1

(
n∑

t=1

(∇bt )
2

))1/2

= 1

2

√
kr

(
k∑

s=1

(∇as)
2

(
k∑

m=s

1

))1/2( r∑
t=1

(∇bt )
2

(
r∑

n=t

1

))1/2

= 1

2

√
kr

(
k∑

s=1

(∇as)
2(k − s + 1)

)1/2( r∑
t=1

(∇bt )
2(r − t + 1)

)1/2

= 1

2

√
kr

(
k∑

m=1

(k − m + 1)(∇am)2

)1/2( r∑
n=1

(r − n + 1)(∇bn)
2

)1/2

.

The proof is complete. �

The next theorem deals with the further generalization of Theorem 2.8.5 and
is established by Pachpatte in [335].

THEOREM 2.8.6. Let {am} and {bn} be two nonnegative sequences of real
numbers defined for m = 1,2, . . . , k and n = 1,2, . . . , r with a0 = b0 = 0
and let {pm} and {qn} be two positive sequences of real numbers defined for
m = 1,2, . . . , k and n = 1,2, . . . , r , where k, r are natural numbers, and define
Pm =∑m

s=1 ps and Qn =∑n
t=1 qt . Let φ and ψ be two real-valued nonnegative,

convex and submultiplicative functions defined on R+ = [0,∞). Then

k∑
m=1

r∑
n=1

φ(am)ψ(bn)

m + n
� M(k, r)

(
k∑

m=1

(k − m + 1)

[
pmφ

(∇am

pm

)]2
)1/2

×
(

r∑
n=1

(r − n + 1)

[
qnψ

(∇bn

qn

)]2
)1/2

, (2.8.23)



2.8. Inequalities Similar to Hilbert’s Inequality 219

where

M(k, r) = 1

2

(
k∑

m=1

[
φ(Pm)

Pm

]2
)1/2( r∑

n=1

[
ψ(Qn)

Qn

]2
)1/2

(2.8.24)

and ∇am = am − am−1, ∇bn = bn − bn−1.

PROOF. From the hypotheses, it is easy to observe that the following identities
hold

am =
m∑

s=1

∇as, m = 1,2, . . . , k, (2.8.25)

bn =
n∑

t=1

∇bt , n = 1,2, . . . , r. (2.8.26)

From (2.8.25) and (2.8.26) and using Jensen’s inequality (see [211]), we observe
that

φ(am) = φ

(
Pm

m∑
s=1

ps

∇as

ps

/ m∑
s=1

ps

)

� φ(Pm)φ

(
m∑

s=1

ps

∇as

ps

/ m∑
s=1

ps

)

� φ(Pm)

m∑
s=1

psφ

(∇as

ps

)/
Pm (2.8.27)

and similarly,

ψ(bn) � ψ(Qn)

n∑
t=1

qtψ

(∇bt

qt

)/
Qn. (2.8.28)

The rest of the proof can be completed by following the same arguments as in the
proof of Theorem 2.8.2 with suitable modifications and here we omit the further
details. �

REMARK 2.8.3. If we apply the elementary inequalityc1/2d1/2 � (c + d)/2 (for
c, d nonnegative reals) on the right-hand sides of (2.8.20) and (2.8.23) then we
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get respectively the following inequalities

k∑
m=1

r∑
n=1

ambn

m + n

� 1

4

√
kr

[
k∑

m=1

(k − m + 1)(∇am)2 +
r∑

n=1

(r − n + 1)(∇bn)
2

]
(2.8.29)

and

k∑
m=1

r∑
n=1

φ(am)ψ(bn)

m + n

� 1

2
M(k, r)

[
k∑

m=1

(k − m + 1)

[
pmφ

(∇am

pm

)]2

+
r∑

n=1

(r − n + 1)

[
qnψ

(∇bn

qn

)]2
]
. (2.8.30)

In [353] Pachpatte has established the following inequality similar to that of
the extension of Hilbert’s inequality given in [141, p. 253].

THEOREM 2.8.7. Let p > 1, q > 1 be constants and 1
p

+ 1
q

= 1. Let {am}
and {bn} be two sequences of real numbers defined for m = 1,2, . . . , k and
n = 1,2, . . . , r , where k, r are natural numbers with a0 = b0 = 0. Then

k∑
m=1

r∑
n=1

|am||bn|
qmp−1 + pnq−1

� M(p,q, k, r)

(
k∑

m=1

(k − m + 1)|∇am|p
)1/p( r∑

n=1

(r − n + 1)|∇bn|q
)1/q

,

(2.8.31)

where

M(p,q, k, r) = 1

pq
k(p−1)/pr(q−1)/q (2.8.32)

and ∇am = am − am−1, ∇bn = bn − bn−1.
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PROOF. From the hypotheses, it is easy to observe that the following identities
hold:

am =
m∑

s=1

∇as, (2.8.33)

bn =
n∑

t=1

∇bt , (2.8.34)

for m = 1,2, . . . , k, n = 1,2, . . . , r . From (2.8.33) and (2.8,34) and using
Hölder’s inequality with indicesp,p/(p − 1) and q, q/(q − 1), respectively,
we have

|am| � (m)(p−1)/p

(
m∑

s=1

|∇as |p
)1/p

, (2.8.35)

|bn| � (n)(q−1)/q

(
n∑

t=1

|∇bt |q
)1/q

, (2.8.36)

for m = 1,2, . . . , k, n = 1,2, . . . , r . From (2.8.35), (2.8.36) and using the elemen-
tary inequality

z1z2 �
z
p

1

p
+ z

q

2

q
, z1 � 0, z2 � 0,

1

p
+ 1

q
= 1,p > 1, (2.8.37)

we observe that

|am||bn| � (m)(p−1)/p(n)(q−1)/q

(
m∑

s=1

|∇as |p
)1/p( n∑

t=1

|∇bt |q
)1/q

�
[
mp−1

p
+ nq−1

q

]( m∑
s=1

|∇as |p
)1/p( n∑

t=1

|∇bt |q
)1/q

(2.8.38)

for m = 1,2, . . . , k, n = 1,2, . . . , r . From (2.8.38) we observe that

|am||bn|
qmp−1 + pnq−1

� 1

pq

(
m∑

s=1

|∇as |p
)1/p( n∑

t=1

|∇bt |q
)1/q

(2.8.39)

for m = 1,2, . . . , k, n = 1,2, . . . , r . Taking the sum on both sides of (2.8.39) first
overn from 1 tor and then the sum overm from 1 tok of the resulting inequality
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and using Hölder’s inequality with indicesp,p/(p − 1) andq, q/(q − 1) and
interchanging the order of summations we observe that

k∑
m=1

r∑
n=1

|am||bn|
qmp−1 + pnq−1

� 1

pq

{
k∑

m=1

(
m∑

s=1

|∇as |p
)1/p}{ r∑

n=1

(
n∑

t=1

|∇bt |q
)1/q}

� 1

pq
(k)(p−1)/p

{
k∑

m=1

(
m∑

s=1

|∇as |p
)}1/p

(r)(q−1)/q

{
r∑

n=1

(
n∑

t=1

|∇bt |q
)}1/q

= M(p,q, k, r)

(
k∑

m=1

(k − m + 1)|∇am|p
)1/p( r∑

n=1

(r − n + 1)|∇bn|q
)1/q

.

The proof is complete. �

The following two independent variable version of the inequality given in
Theorem 2.8.7 is also established by Pachpatte in [353]. In what follows, we
denote byR the set of real numbers. LetN = {1,2, . . . }, N0 = {0,1,2, . . . },
Nα = {0,1,2, . . . , α}, α ∈ N. For a functionv(s, t) :N0 × N0 → R, we define
the operators∇1v(s, t) = v(s, t) − v(s − 1, t), ∇2v(s, t) = v(s, t) − v(s, t − 1)

and∇2∇1v(s, t) = ∇2(∇1v(s, t)) = ∇1(∇2v(s, t)).

THEOREM2.8.8. Let p > 1, q > 1 be constants and 1
p

+ 1
q

= 1.Let a(s, t) :Nx ×
Ny → R, b(k, r) :Nz × Nw → R and a(0, t) = b(0, t) = 0, a(s,0) = b(s,0) = 0.
Then

x∑
s=1

y∑
t=1

(
z∑

k=1

w∑
r=1

|a(s, t)||b(k, r)|
q(st)p−1 + p(kr)q−1

)

� L(p,q, x, y, z,w)

(
x∑

s=1

y∑
t=1

(x − s + 1)(y − t + 1)
∣∣∇2∇1a(s, t)

∣∣p)1/p

×
(

z∑
k=1

w∑
r=1

(z − k + 1)(w − r + 1)
∣∣∇2∇1b(k, r)

∣∣q)1/q

(2.8.40)
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for x, y, z,w in N, where

L(p,q, x, y, z,w) = 1

pq
(xy)(p−1)/p(zw)(q−1)/q (2.8.41)

for x, y, z,w in N.

PROOF. From the hypotheses, it is easy to observe that the following identities
hold:

a(s, t) =
s∑

ξ=1

t∑
η=1

∇2∇1a(ξ, η), (2.8.42)

b(k, r) =
k∑

σ=1

r∑
τ=1

∇2∇1b(σ, τ ) (2.8.43)

for (s, t) ∈ Nx ×Ny , (k, r) ∈ Nz ×Nw. From (2.8.42), (2.8.43) and using Hölder’s
inequality with indicesp,p/(p − 1) andq, q/(q − 1), respectively, we have

∣∣a(s, t)
∣∣ � (st)(p−1)/p

(
s∑

ξ=1

t∑
η=1

∣∣∇2∇1a(ξ, η)
∣∣p)1/p

, (2.8.44)

∣∣b(k, r)
∣∣ � (kr)(q−1)/q

(
k∑

σ=1

r∑
τ=1

∣∣∇2∇1b(σ, τ )
∣∣q)1/q

, (2.8.45)

for (s, t) ∈ Nx × Ny , (k, r) ∈ Nz × Nw. From (2.8.44), (2.8.45) and using the
elementary inequality (2.8.37), it is easy to observe that

|a(s, t)||b(k, r)|
q(st)p−1 + p(kr)q−1

� 1

pq

(
s∑

ξ=1

t∑
η=1

∣∣∇2∇1a(ξ, η)
∣∣p)1/p( k∑

σ=1

r∑
τ=1

∣∣∇2∇1b(σ, τ )
∣∣q)1/q

(2.8.46)

for (s, t) ∈ Nx × Ny , (k, r) ∈ Nz × Nw. Taking the sum on both sides of (2.8.46)
first overr from 1 tow and overk from 1 toz and then taking the sum on both
sides of the resulting inequality first overt from 1 toy and overs from 1 tox and
then using Hölder’s inequality with indicesp,p/(p − 1) andq, q/(q − 1) and
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interchanging the order of the summation we observe that

x∑
s=1

y∑
t=1

(
z∑

k=1

w∑
r=1

|a(s, t)||b(k, r)|
q(st)p−1 + p(kr)q−1

)

� 1

pq

{
x∑

s=1

y∑
t=1

(
s∑

ξ=1

t∑
η=1

∣∣∇2∇1a(ξ, η)
∣∣p)1/p}

×
{

z∑
k=1

w∑
r=1

(
k∑

σ=1

r∑
τ=1

∣∣∇2∇1b(σ, τ )
∣∣q)1/q}

� 1

pq
(xy)(p−1)/p

{
x∑

s=1

y∑
t=1

(
s∑

ξ=1

t∑
η=1

∣∣∇2∇1a(ξ, η)
∣∣p)}1/p

× (zw)(q−1)/q

{
z∑

k=1

w∑
r=1

(
k∑

σ=1

r∑
τ=1

∣∣∇2∇1b(σ, τ )
∣∣q)}1/q

= L(p,q, x, y, z,w)

(
x∑

s=1

y∑
t=1

(x − s + 1)(y − t + 1)
∣∣∇2∇1a(s, t)

∣∣p)1/p

×
(

z∑
k=1

w∑
r=1

(z − k + 1)(w − r + 1)
∣∣∇2∇1b(k, r)

∣∣q)1/q

.

The proof is complete. �

REMARK 2.8.4. If we apply the elementary inequality (2.8.37) on the right-hand
sides of (2.8.31) and (2.8.40), then we get respectively the following inequalities

k∑
m=1

r∑
n=1

|am||bn|
qmp−1 + pnq−1

� M(p,q, k, r)

[
1

p

k∑
m=1

(k − m + 1)|∇am|p + 1

q

r∑
n=1

(r − n + 1)|∇bn|q
]

(2.8.47)
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and

x∑
s=1

y∑
t=1

(
z∑

k=1

w∑
r=1

|a(s, t)||b(k, r)|
q(st)p−1 + p(kr)q−1

)

� L(p,q, x, y, z,w)

[
1

p

x∑
s=1

y∑
t=1

(x − s + 1)(y − t + 1)
∣∣∇2∇1a(s, t)

∣∣p

+ 1

q

z∑
k=1

w∑
r=1

(z − k + 1)(w − r + 1)
∣∣∇2∇1b(k, r)

∣∣q].

(2.8.48)

The following theorems deals with the integral analogues of the inequalities in
Theorems 2.8.1–2.8.4 established by Pachpatte in [334].

THEOREM 2.8.9. Let p � 1, q � 1 and f (σ ) � 0, g(τ) � 0 for σ ∈ (0, x), τ ∈
(0, y), where x, y are positive real numbers, and define F(s) = ∫ s

0 f (σ )dσ and

G(t) = ∫ t

0 g(τ)dτ , for s ∈ (0, x), t ∈ (0, y). Then

∫ x

0

∫ y

0

Fp(s)Gq(t)

s + t
ds dt � D(p,q, x, y)

(∫ x

0
(x − s)

(
Fp−1(s)f (s)

)2 ds

)1/2

×
(∫ y

0
(y − t)

(
Gq−1(t)

)2 dt

)1/2

, (2.8.49)

unless f ≡ 0 or g ≡ 0, where

D(p,q, x, y) = 1

2
pq

√
xy. (2.8.50)

PROOF. From the hypotheses, it is easy to observe that

Fp(s) = p

∫ s

0
Fp−1(σ )f (σ )dσ, s ∈ (0, x), (2.8.51)

Gq(t) = q

∫ t

0
Gq−1(τ )g(τ )dτ, t ∈ (0, y). (2.8.52)
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From (2.8.51) and (2.8.52) and using Schwarz inequality and the elementary in-
equalityc1/2d1/2 � (c + d)/2 (for c, d nonnegative reals), we observe that

Fp(s)Gq(t)

= pq

(∫ s

0
Fp−1(σ )f (σ )dσ

)(∫ t

0
Gq−1(τ )g(τ )dτ

)

� pq(s)1/2
(∫ s

0

(
Fp−1(σ )f (σ )

)2 dσ

)1/2

(t)1/2
(∫ t

0

(
Gq−1(τ )g(τ )

)2 dτ

)1/2

� 1

2
pq(s + t)

(∫ s

0

(
Fp−1(σ )f (σ )

)2 dσ

)1/2(∫ t

0

(
Gq−1(τ )g(τ )

)2 dτ

)1/2

.

(2.8.53)

Dividing both sides of (2.8.53) bys + t and then integrating overt from 0 toy,
first, and then integrating the resulting inequality overs from 0 to x and using
Schwarz inequality we observe that

∫ x

0

∫ y

0

Fp(s)Gq(t)

s + t
ds dt

� 1

2
pq

{∫ x

0

(∫ s

0

(
Fp−1(σ )f (σ )

)2 dσ

)1/2}

×
{∫ y

0

(∫ t

0

(
Gq−1(τ )g(τ )

)2 dτ

)1/2}

� 1

2
pq(x)1/2

{∫ x

0

(∫ s

0

(
Fp−1(σ )f (σ )

)2 dσ

)
ds

}1/2

× (y)1/2
{∫ y

0

(∫ t

0

(
Gq−1(τ )g(τ )

)2 dτ

)
dt

}1/2

= D(p,q, x, y)

(∫ x

0
(x − s)

(
Fp−1(s)f (s)

)2 ds

)1/2

×
(∫ y

0
(y − t)

(
Gq−1(t)g(t)

)2 dt

)1/2

.

The proof is complete. �
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REMARK 2.8.5. In the special case whenp = q = 1, inequality (2.8.49) reduces
to the following inequality

∫ x

0

∫ y

0

F(s)G(t)

s + t
ds dt

� D(1,1, x, y)

(∫ x

0
(x − s)f 2(s)ds

)1/2(∫ y

0
(y − t)g2(t)dt

)1/2

,

(2.8.54)

whereD(1,1, x, y) is obtained by takingp = q = 1 in (2.8.50).

THEOREM 2.8.10. Let f,g,F,G be as in Theorem 2.8.9.Let p(σ) and q(τ)

be two positive functions defined for σ ∈ (0, x), τ ∈ (0, y), and define P(s) =∫ s

0 p(σ)dσ and Q(t) = ∫ t

0 q(τ)dτ , for s ∈ (0, x), t ∈ (0, y), where x, y are posi-
tive real numbers. Let φ and ψ be as in Theorem 2.8.2.Then

∫ x

0

∫ y

0

φ(F (s))ψ(G(t))

s + t
ds dt

� L(x, y)

(∫ x

0
(x − s)

[
p(s)φ

(
f (s)

p(s)

)]2

ds

)1/2

×
(∫ y

0
(y − t)

[
q(t)ψ

(
g(t)

q(t)

)]2

dt

)1/2

, (2.8.55)

where

L(x, y) = 1

2

(∫ x

0

[
φ(P (s))

P (s)

]2

ds

)1/2(∫ y

0

[
ψ(Q(t))

Q(t)

]2

dt

)1/2

. (2.8.56)

PROOF. From the hypotheses and by using Jensen’s inequality and the Schwarz
inequality, it is easy to observe that

φ(F (s)) = φ

(
P(s)

∫ s

0
p(σ)

f (σ )

p(σ )
dσ

/∫ s

0
p(σ)dσ

)

� φ(P (s))

P (s)

∫ s

0
p(σ)φ

(
f (σ )

p(σ )

)
dσ

�
[
φ(P (s))

P (s)

]
(s)1/2

{∫ s

0

[
p(σ)φ

(
f (σ )

p(σ )

)]2

dσ

}1/2

(2.8.57)
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and similarly,

ψ
(
G(t)

)
�
[
ψ(Q(t))

Q(t)

]
(t)1/2

{∫ t

0

[
q(τ)ψ

(
g(τ)

q(τ )

)]2

dτ

}1/2

. (2.8.58)

From (2.8.57) and (2.8.58) and using the elementary inequalityc1/2d1/2 � (c +
d)/2 (for c, d nonnegative reals), we observe that

φ
(
F(s)

)
ψ
(
G(t)

)
� 1

2
(s + t)

[
φ(P (s))

P (s)

{∫ s

0

[
p(σ)φ

(
f (σ )

p(σ )

)]2

dσ

}1/2]

×
[
ψ(Q(t))

Q(t)

{∫ t

0

[
q(τ)ψ

(
g(τ)

q(τ )

)]2

dτ

}1/2]
. (2.8.59)

The rest of the proof can be completed by following the same steps as in the proof
of Theorem 2.8.9 and closely looking at the proof of Theorem 2.8.2, hence we
omit the details. �

THEOREM 2.8.11. Let f,g be as in Theorem 2.8.9, and define F(s) =
1
s

∫ s

0 f (σ )dσ and G(t) = 1
t

∫ t

0 g(τ)dτ , for s ∈ (0, x), t ∈ (0, y), where x, y are
positive real numbers. Let φ and ψ be as in Theorem 2.8.3.Then∫ x

0

∫ y

0

st

s + t
φ
(
F(s)

)
ψ
(
G(t)

)
ds dt

� D(1,1, x, y)

(∫ x

0
(x − s)

[
φ
(
f (s)

)]2 ds

)1/2

×
(∫ y

0
(y − t)

[
ψ
(
g(t)

)]2 dt

)1/2

, (2.8.60)

where D(1,1, x, y) is obtained by taking p = q = 1 in (2.8.50).

THEOREM 2.8.12. Let f,g,p, q,P,Q be as in Theorem 2.8.10, and define
F(s) = 1

P(s)

∫ s

0 p(σ)f (σ )dσ and G(t) = 1
Q(t)

∫ t

0 q(τ)g(τ )dτ , for s ∈ (0, x), t ∈
(0, y), where x, y are positive real numbers. Let φ and ψ be as defined in Theo-
rem 2.8.3.Then∫ x

0

∫ y

0

P(s)Q(t)φ(F (s))ψ(G(t))

s + t
ds dt

� D(1,1, x, y)

(∫ x

0
(x − s)

[
p(s)φ

(
f (s)

)]2 ds

)1/2
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×
(∫ y

0
(y − t)

[
q(t)ψ

(
g(t)

)]2 dt

)1/2

, (2.8.61)

where D(1,1, x, y) is defined by taking p = q = 1 in (2.8.50).

The proofs of Theorems 2.8.11 and 2.8.12 can be completed by following
the proof of Theorem 2.8.10 and closely looking at the proofs of Theorems
2.8.3 and 2.8.4 and by making use of the integral versions of Jensen’s and the
Schwarz inequalities. Here we omit the details.

The integral analogues of Theorems 2.8.5 and 2.8.6 established by Pachpatte
in [335,350] are given in the following theorems.

THEOREM 2.8.13. Let f ∈ C1([0, x),R+), g ∈ C1([0, y),R+) and f (0) =
g(0) = 0, where R+ = [0,∞), x, y ∈ R, the set of real numbers. Then∫ x

0

∫ y

0

f (s)g(t)

s + t
ds dt

� 1

2
√

xy

(∫ x

0
(x − s)f ′(s)2 ds

)1/2(∫ y

0
(y − t)g′(t)2 dt

)1/2

, (2.8.62)

where “ ′ ” denotes the derivative of a function.

PROOF. From the hypotheses we have the following identities

f (s) =
∫ s

0
f ′(σ )dσ, s ∈ [0, x), (2.8.63)

g(t) =
∫ t

0
g′(τ )dτ, t ∈ [0, y). (2.8.64)

From (2.8.63), (2.8.64) and using the Schwarz inequality and the elementary in-
equalityc1/2d1/2 � (c + d)/2 (for c, d nonnegative reals), we observe that

f (s)g(t) =
(∫ s

0
f ′(σ )dσ

)(∫ t

0
g′(τ )dτ

)

� (s)1/2
(∫ s

0
f ′2(σ )dσ

)1/2

(t)1/2
(∫ t

0
g′2(τ )dτ

)1/2

� 1

2
(s + t)

(∫ s

0
f ′2(σ )dσ

)1/2(∫ t

0
g′2(τ )dτ

)1/2

. (2.8.65)
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Rewriting (2.8.65) and then integrating overt from 0 toy, first, and then integrat-
ing the resulting inequality overs from 0 tox and using the Schwarz inequality
we observe that∫ x

0

∫ y

0

f (s)g(t)

s + t
ds dt

� 1

2

(∫ x

0

(∫ s

0
f ′2(σ )dσ

)1/2

ds

)(∫ y

0

(∫ t

0
g′2(τ )dτ

)1/2

dt

)

� 1

2
(x)1/2

(∫ x

0

(∫ s

0
f ′2(σ )dσ

)
ds

)1/2

× (y)1/2
(∫ y

0

(∫ t

0
g′2(τ )dτ

)
dt

)1/2

= 1

2
√

xy

(∫ x

0
(x − s)f ′2(s)ds

)1/2(∫ y

0
(y − t)g′2(t)dt

)1/2

.

The proof is complete. �

THEOREM 2.8.14. Let f ∈ C1([0, x),R+), g ∈ C1([0, y),R+) with f (0) =
g(0) = 0 and let p(σ) and q(τ) be two positive functions defined for σ ∈ [0, x)

and τ ∈ [0, y), and P(s) = ∫ s

0 p(σ)dσ and Q(t) = ∫ t

0 q(τ)dτ , for s ∈ [0, x) and
t ∈ [0, y), where x, y are positive real numbers. Let φ and ψ be as in Theo-
rem 2.8.6.Then∫ x

0

∫ y

0

φ(f (s))ψ(g(t))

s + t
ds dt

� L(x, y)

(∫ x

0
(x − s)

[
p(s)φ

(
f ′(s)
p(s)

)]2

ds

)1/2

×
(∫ y

0
(y − t)

[
q(t)ψ

(
g′(t)
q(t)

)]2

dt

)1/2

, (2.8.66)

where

L(x, y) = 1

2

(∫ x

0

[
φ(P (s))

P (s)

]2

ds

)1/2(∫ y

0

[
ψ(Q(t))

Q(t)

]2

dt

)1/2

(2.8.67)

and “ ′ ” denotes the derivative of a function.

PROOF. From the hypotheses we have identities (2.8.63) and (2.8.64). From
(2.8.63) and (2.8.64) and using Jensen’s integral inequality (see [211]), we
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observe that

φ
(
f (s)

) = φ

(
P(s)

∫ s

0
p(σ)

f ′(σ )

p(σ )
dσ

/∫ s

0
p(σ)dσ

)

� φ
(
P(s)

)
φ

(∫ s

0
p(σ)

f ′(σ )

p(σ )
dσ

/∫ s

0
p(σ)dσ

)

�
[
φ(P (s))

P (s)

]∫ s

0
p(σ)φ

(
f ′(σ )

p(σ )

)
dσ (2.8.68)

and similarly,

ψ
(
g(t)

)
�
[
ψ(Q(t))

Q(t)

]∫ t

0
q(τ)ψ

(
g′(τ )

q(τ )

)
dτ. (2.8.69)

From (2.8.68) and (2.8.69) and using the elementary inequalityc1/2d1/2 � (c +
d)/2 (for c, d nonnegative reals), we observe that

φ
(
f (s)

)
ψ
(
g(t)

)
�
[[

φ(P (s))

P (s)

]∫ s

0
p(σ)φ

(
f ′(σ )

p(σ )

)
dσ

]

×
[[

ψ(Q(t))

Q(t)

]∫ t

0
q(τ)ψ

(
g′(τ )

q(τ )

)
dτ

]

�
[[

φ(P (s))

P (s)

]
(s)1/2

{∫ s

0

[
p(s)φ

(
f ′(σ )

p(σ )

)]2

dσ

}1/2]

×
[[

ψ(Q(t))

Q(t)

]
(t)1/2

{∫ t

0

[
q(τ)ψ

(
g′(τ )

q(τ )

)]2

dτ

}1/2]

� 1

2
(s + t)

[[
φ(P (s))

P (s)

]{∫ s

0

[
p(σ)φ

(
f ′(σ )

p(σ )

)]2

dσ

}1/2]

×
[[

ψ(Q(t))

Q(t)

]{∫ t

0

[
q(τ)ψ

(
g′(τ )

q(τ )

)]2

dτ

}1/2]
. (2.8.70)

The rest of the proof can be completed by following the same steps as in the proof
of Theorem 2.8.13, and hence we omit it here. �

REMARK 2.8.6. If we apply the elementary inequalityc1/2d1/2 � (c + d)/2 (for
c, d nonnegative reals) on the right-hand sides of (2.8.62) and (2.8.66), we get
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respectively the following inequalities∫ x

0

∫ y

0

f (s)g(t)

s + t
ds dt

� 1

4
√

xy

[∫ x

0
(x − s)f ′2(s)ds +

∫ y

0
(y − t)g′2(t)dt

]
(2.8.71)

and ∫ x

0

∫ y

0

φ(f (s))ψ(g(t))

s + t
ds dt

� 1

2
L(x, y)

[∫ x

0
(x − s)

[
p(s)φ

(
f ′(s)
p(s)

)]2

ds

+
∫ y

0
(y − t)

[
q(t)ψ

(
g′(t)
q(t)

)]2

dt

]
. (2.8.72)

The integral analogue of Theorem 2.8.7 established by Pachpatte in [353] is
given in the following theorem.

THEOREM 2.8.15. Let p > 1, q > 1 be constants and 1
p

+ 1
q

= 1. Let f (s)

and g(t) be real-valued continuous functions defined on Ix = [0, x) and Iy =
[0, y), respectively, and f (0) = g(0) = 0. Then∫ x

0

∫ y

0

|f (s)||g(t)|
qsp−1 + ptq−1

ds dt

� K(p,q, x, y)

(∫ x

0
(x − s)

∣∣f ′(s)
∣∣p ds

)1/p(∫ y

0
(y − t)

∣∣g′(t)
∣∣q dt

)1/q

(2.8.73)

for x, y ∈ I0 = (0,∞), where

K(p,q, x, y) = 1

pq
x(p−1)/py(q−1)/q (2.8.74)

for x, y ∈ I0.

PROOF. From the hypotheses we have the following identities

f (s) =
∫ s

0
f ′(σ )dσ (2.8.75)
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and

g(t) =
∫ t

0
g′(τ )dτ, (2.8.76)

for s ∈ Ix, t ∈ Iy . From (2.8.75) and (2.8.76) and using Hölder’s integral inequal-
ity with indicesp,p/(p − 1) andq, q/(q − 1), respectively, we have

∣∣f (s)
∣∣ � (s)(p−1)/p

(∫ s

0

∣∣f ′(σ )
∣∣p dσ

)1/p

, (2.8.77)

∣∣g(t)
∣∣ � (t)(q−1)/q

(∫ t

0

∣∣g′(τ )
∣∣dτ

)1/q

(2.8.78)

for s ∈ Ix, t ∈ Iy . From (2.8.77), (2.8.78) and using the elementary inequal-
ity (2.8.37), we observe that

∣∣f (s)
∣∣∣∣g(t)

∣∣ � (s)(p−1)/p(t)(q−1)/q

(∫ s

0

∣∣f ′(σ )
∣∣p dσ

)1/p(∫ t

0

∣∣g′(τ )
∣∣q dτ

)1/q

�
[

sp−1

p
+ tq−1

q

](∫ s

0

∣∣f ′(σ )
∣∣p dσ

)1/p(∫ t

0

∣∣g′(τ )
∣∣q dτ

)1/q

for s ∈ Ix, t ∈ Iy . From the above inequality we observe that

|f (s)||g(t)|
qsp−1 + ptq−1

� 1

pq

(∫ s

0

∣∣f ′(σ )
∣∣p dσ

)1/p(∫ t

0

∣∣g′(τ )
∣∣q dτ

)1/q

(2.8.79)

for s ∈ Ix, t ∈ Iy . Integrating both sides of (2.8.79) overt from 0 toy, first, and
then integrating the resulting inequality overs from 0 to x and using Hölder’s
integral inequality with indicesp,p/(p − 1) andq, q/(q − 1) we observe that∫ x

0

∫ y

0

|f (s)||g(t)|
qsp−1 + ptq−1

ds dt

� 1

pq

{∫ x

0

(∫ s

0

∣∣f ′(σ )
∣∣p)1/p

ds

}{∫ y

0

(∫ t

0

∣∣g′(τ )
∣∣q)1/q

dt

}

� 1

pq
(x)(p−1)/p

{∫ x

0

(∫ s

0

∣∣f ′(σ )
∣∣p dσ

)
ds

}1/p

× (y)(q−1)/q

{∫ y

0

(∫ t

0

∣∣g′(τ )
∣∣q dτ

)
dt

}1/q

= K(p,q, x, y)

(∫ x

0
(x − s)

∣∣f ′(s)
∣∣p ds

)1/p(∫ y

0
(y − t)

∣∣g′(t)
∣∣q dt

)1/q

.



234 Chapter 2. Inequalities Related to Hardy’s Inequality

The proof is complete. �

REMARK 2.8.7. If we apply the elementary inequality (2.8.37) on the right-hand
side of (2.8.73), then we get the following inequality

∫ x

0

∫ y

0

|f (s)||g(t)|
qsp−1 + ptq−1

ds dt

� K(p,q, x, y)

[
1

p

∫ x

0
(x − s)

∣∣f ′(s)
∣∣p ds + 1

q

∫ y

0
(y − t)

∣∣g′(t)
∣∣q dt

]
.

(2.8.80)

In [342] Pachpatte establishes the following inequality similar to the integral
analogue of Hilbert’s inequality.

THEOREM 2.8.16. Let n � 1 be an integer. Let u ∈ Cn(Ix,R), v ∈ Cn(Iy,R)

and u(i)(0) = v(i)(0) = 0 for i = 0,1,2, . . . , n−1, where Ix = [0, x), Iy = [0, y).
Then

∫ x

0

∫ y

0

|u(k)(s)||v(k)(t)|
s2n−2k−1 + t2n−2k−1

ds dt

� M1(n, k, x, y)

(∫ x

0
(x − s)

∣∣u(n)(s)
∣∣2 ds

)1/2

×
(∫ y

0
(y − t)

∣∣v(n)(t)
∣∣2 dt

)1/2

, (2.8.81)

where

M1(n, k, x, y) = 1

2

√
xy

[(n − k − 1)!]2(2n − 2k − 1)
. (2.8.82)

PROOF. From the hypotheses and Taylor expansion, we have

u(k)(s) = 1

(n − k − 1)!
∫ s

0
(s − σ)n−k−1u(n)(σ )dσ, (2.8.83)

v(k)(t) = 1

(n − k − 1)!
∫ t

0
(t − τ)n−k−1v(n)(τ )dτ, (2.8.84)
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for s ∈ Ix, t ∈ Iy . From (2.8.83) and using the Schwarz integral inequality, we
have

∣∣u(k)(s)
∣∣ � 1

(n − k − 1)!
∫ s

0
(s − σ)n−k−1

∣∣u(n)(σ )
∣∣dσ

� 1

(n − k − 1)!
(∫ s

0
(s − σ)2(n−k−1) dσ

)1/2(∫ s

0

∣∣u(n)(σ )
∣∣2 dσ

)1/2

= 1

(n − k − 1)!
s(2n−2k−1)/2

(2n − 2k − 1)1/2

(∫ s

0

∣∣u(n)(σ )
∣∣2 dσ

)1/2

(2.8.85)

for s ∈ Ix . Similarly, from (2.8.84) and using the Schwarz integral inequality, we
have

∣∣v(k)(t)
∣∣� 1

(n − k − 1)!
t (2n−2k−1)/2

(2n − 2k − 1)1/2

(∫ t

0

∣∣v(n)(τ )
∣∣2 dτ

)1/2

(2.8.86)

for t ∈ Iy . From (2.8.85), (2.8.86) and using the elementary inequalityc1/2d1/2 �
(c + d)/2 (for c, d nonnegative reals), we have

∣∣u(k)(s)
∣∣∣∣v(k)(t)

∣∣ � 1

2

1

[(n − k − 1)!]2(2n − 2k − 1)

[
s2n−2k−1 + t2n−2k−1]

×
(∫ s

0

∣∣u(n)(σ )
∣∣2 dσ

)1/2(∫ t

0

∣∣v(n)(τ )
∣∣2 dτ

)1/2

(2.8.87)

for s ∈ Ix, t ∈ Iy . Rewriting (2.8.87) and then integrating overt from 0 toy, first,
and then integrating the resulting inequality overs from 0 to x and using the
Schwarz integral inequality we have

∫ x

0

∫ y

0

|u(k)(s)||v(k)(t)|
s2n−2k−1 + t2n−2k−1

ds dt

� 1

2

1

[(n − k − 1)!]2(2n − 2k − 1)

×
(∫ x

0

(∫ s

0

∣∣u(n)(σ )
∣∣2 dσ

)1/2

ds

)(∫ y

0

(∫ t

0

∣∣v(n)(τ )
∣∣2 dτ

)1/2

dt

)
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� 1

2

1

[(n − k − 1)!]2(2n − 2k − 1)

√
x

(∫ x

0

(∫ s

0

∣∣u(n)(σ )
∣∣2 dσ

)
ds

)1/2

× √
y

(∫ y

0

(∫ t

0

∣∣v(n)(τ )
∣∣2 dτ

)
dt

)1/2

= M1(n, x, y)

(∫ x

0
(x − s)

∣∣u(n)(s)
∣∣2 ds

)1/2(∫ y

0
(y − t)

∣∣v(n)(t)
∣∣2 dt

)1/2

.

The proof is complete. �

REMARK 2.8.8. In the special case whenk = 0, inequality (2.8.81) reduces to
the following inequality∫ x

0

∫ y

0

|u(s)||v(t)|
s2n−1 + t2n−1

ds dt

� M1(n,0, x, y)

(∫ x

0
(x − s)

∣∣u(n)(s)
∣∣2 ds

)1/2(∫ y

0
(y − t)

∣∣v(n)(t)
∣∣2 dt

)1/2

,

(2.8.88)

and, by takingn = 1, inequality (2.8.88) reduces to the slight variant of the
inequality given in Theorem 2.8.13. If we apply the elementary inequality
c1/2d1/2 � (c + d)/2 (for c, d nonnegative reals) on the right-hand side of
(2.8.81), then we get the following inequality∫ x

0

∫ y

0

|u(k)(s)||v(k)(t)|
s2n−2k−1 + t2n−2k−1

ds dt

� 1

2
M1(n, k, x, y)

[∫ x

0
(x − s)

∣∣u(n)(s)
∣∣2 ds +

∫ y

0
(y − t)

∣∣v(n)(t)
∣∣2 dt

]
.

(2.8.89)

The integral analogue of the inequality in Theorem 2.8.8 established by
Pachpatte in [353] is given in the following theorem.

In what follows, we use the notationsI = [0,∞), I0 = (0,∞), Iβ = [0, β),
β ∈ I0, denotes the subintervals ofR. For any functionu : I × I → R we denote

the partial derivatives∂
∂s

u(s, t), ∂
∂t

u(s, t) and ∂2

∂s ∂t
u(s, t) by D1u(s, t),D2u(s, t)

andD2D1u(s, t) = D1D2u(s, t), respectively.

THEOREM 2.8.17. Let p > 1, q > 1 be constants and 1
p

+ 1
q

= 1. Let f (s, t)

and g(s, t) be real-valued continuous functions defined on Ix × Iy and Iz × Iw,
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respectively, and f (0, t) = g(0, t) = 0, f (s,0) = g(s,0) = 0. Then∫ x

0

∫ y

0

(∫ z

0

∫ w

0

|f (s, t)||g(k, r)|
q(st)p−1 + p(kr)q−1

dk dr

)
ds dt

� C(p,q, x, y, z,w)

(∫ x

0

∫ y

0
(x − s)(y − t)

∣∣D2D1f (s, t)
∣∣p ds dt

)1/p

×
(∫ z

0

∫ w

0
(z − k)(w − r)

∣∣D2D1g(k, r)
∣∣q dk dr

)1/q

(2.8.90)

for x, y, z,w ∈ I0, where

C(p,q, x, y, z,w) = 1

pq
(xy)(p−1)/p(zw)(q−1)/q (2.8.91)

for x, y, z,w ∈ I0.

PROOF. From the hypotheses we have the following identities

f (s, t) =
∫ s

0

∫ t

0
D2D1f (ξ, η)dξ dη, (2.8.92)

g(k, r) =
∫ k

0

∫ r

0
D2D1g(σ, τ )dσ dτ, (2.8.93)

for (s, t) ∈ Ix × Iy , (k, r) ∈ Iz × Iw. From (2.8.92), (2.8.93) and using Hölder’s
integral inequality with indicesp,p/(p − 1) andq, q/(q − 1), respectively, we
observe that

∣∣f (s, t)
∣∣ � (st)(p−1)/p

(∫ s

0

∫ t

0

∣∣D2D1f (ξ, η)
∣∣p dξ dη

)1/p

, (2.8.94)

∣∣g(k, r)
∣∣ � (kr)(q−1)/q

(∫ k

0

∫ r

0

∣∣D2D1g(σ, τ )
∣∣q dσ dτ

)1/q

, (2.8.95)

for (s, t) ∈ Ix × Iy, (k, r) ∈ Iz × Iw. From (2.8.94) and (2.8.95) and using the
elementary inequality (2.8.37), it is easy to observe that

|f (s, t)||g(k, r)|
q(st)p−1 + p(kr)q−1

� 1

pq

(∫ s

0

∫ t

0

∣∣D2D1f (ξ, η)
∣∣p dξ dη

)1/p

×
(∫ k

0

∫ r

0

∣∣D2D1g(σ, τ )
∣∣q dσ dτ

)1/q

(2.8.96)
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for (s, t) ∈ Ix × Iy, (k, r) ∈ Iz × Iw. Integrating both sides of (2.8.96) first overr

from 0 tow and overk from 0 toz and then integrating both sides of the resulting
inequality overt from 0 toy and overs from 0 tox and using Hölder’s inequality
with indicesp,p/(p − 1) andq, q/(q − 1) and Fubini’s theorem we observe that

∫ x

0

∫ y

0

(∫ z

0

∫ w

0

|f (s, t)||g(k, r)|
q(st)p−1 + p(kr)q−1

dk dr

)
ds dt

� 1

pq

[∫ x

0

∫ y

0

(∫ s

0

∫ t

0

∣∣D2D1f (ξ, η)
∣∣p dξ dη

)1/p

ds dt

]

×
[∫ z

0

∫ w

0

(∫ k

0

∫ r

0

∣∣D2D1g(σ, τ )
∣∣q dσ dτ

)1/q

dk dr

]

� (xy)(p−1)/p

pq

(∫ x

0

∫ y

0

(∫ s

0

∫ t

0

∣∣D2D1f (ξ, η)
∣∣p dξ dη

)
ds dt

)1/p

× (zw)(q−1)/q

(∫ z

0

∫ w

0

(∫ k

0

∫ r

0

∣∣D2D1g(σ, τ )
∣∣q dσ dτ

)
dk dr

)1/q

= C(p,q, x, y, z,w)

(∫ x

0

∫ y

0
(x − s)(y − t)

∣∣D2D1f (s, t)
∣∣p ds dt

)1/p

×
(∫ z

0

∫ w

0
(z − k)(w − r)

∣∣D2D1g(k, r)
∣∣q dk dr

)1/q

.

The proof is complete. �

REMARK 2.8.9. By using the elementary inequality (2.8.37) on the right-hand
side of (2.8.90), we get the following inequality

∫ x

0

∫ y

0

(∫ z

0

∫ w

0

|f (s, t)||g(k, r)|
q(st)p−1 + p(kr)q−1

dk dr

)
ds dt

� C(p,q, x, y, z,w)

[
1

p

∫ x

0

∫ y

0
(x − s)(y − t)

∣∣D2D1f (s, t)
∣∣p ds dt

+ 1

q

∫ z

0

∫ w

0
(z − k)(w − r)

∣∣D2D1g(k, r)
∣∣q dk dr

]
.

(2.8.97)
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2.9 Miscellaneous Inequalities

2.9.1 Hardy and Littlewood [139]

Suppose thatan � 0, n = 1,2, . . . , andc is a real number. Set

Am,n =
n∑

v=m

av.

If p > 1 we have

∞∑
n=1

n−cA
p

1,n � K

∞∑
n=1

n−c(nan)
p with c > 1,

∞∑
n=1

n−cA
p
n,∞ � K

∞∑
n=1

n−c(nan)
p with c < 1,

and if 0< p < 1 we have

∞∑
n=1

n−cA
p

1,n � K

∞∑
n=1

n−c(nan)
p with c > 1,

∞∑
n=1

n−cA
p
n,∞ � K

∞∑
n=1

n−c(nan)
p with c < 1,

whereK denotes a positive absolute constant, not necessary the same at each
occurrence.

2.9.2 Leindler [186]

Let an � 0 andλn � 0, n = 1,2, . . . , be given. Letv1 < · · · < vn < · · · denote the
indices for whichλvn > 0. Let N denote the number of the positive terms of the
sequenceλn provided this number is finite; in the contrary case, setN = ∞. Set
v0 = 0, and ifN < ∞ thenvN+1 = ∞. Using the notations

Am,n =
n∑

i=m

ai and Λm,n =
n∑

i=m

λi, 1� m � n � ∞,
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we have the following inequalities

∞∑
n=1

λnA
p

1,n � pp

N∑
n=1

λ1−p
vn

Λp
vn,∞A

p

vn−1+1,vn
,

∞∑
n=1

λnA
p
n,∞ � pp

N∑
n=1

λ1−p
vn

Λ
p

1,vn
A

p

vn,vn+1−1,

for p � 1 (the constantpp being the best possible one), and

N∑
n=1

λ1−p
vn

Λp
vn,∞A

p

vn−1+1,vn
� 8

∞∑
n=1

λnA
p

1,n,

N∑
n=1

λ1−p
vn

Λ
p

1,vn
A

p

vn,vn+1−1 � 9
∞∑

n=1

λnA
p
n,∞,

for 0< p < 1.

2.9.3 Izumi, Izumi and Petersen [163]

Let p > 1, am � 0, m = 1,2, . . . , g(m) > 0, m = 1,2, . . . , andC = (cm,k) be
a positive triangular matrix (i.e.,cm,k = 0 for k > m and cm,k > 0 for k � m,
m = 1,2, . . . ). If

∞∑
m=1

cm,m < ∞

and

∞∑
m=n

g(m)c
p
m,n � A1g(n)c

p−1
n,n for all n � 1,

then

∞∑
m=1

g(m)

(
m∑

n=1

cm,nan

)p

� A2

∞∑
m=1

g(m)a
p
m,

whereA1,A2 are constants independent of the terms under the summation sign.



2.9. Miscellaneous Inequalities 241

2.9.4 Izumi, Izumi and Petersen [163]

Let am � 0, m = 1,2, . . . , g(m) > 0, m = 1,2, . . . , andC = (cm,k) be a positive
triangular matrix which satisfies the conditions

∞∑
m=v

g(m)cm,µcm,v � A1g(v)cv,µ for all µ � v,

then
∞∑

m=1

g(m)

(
m∑

v=1

cm,vav

)2

� A2

∞∑
m=1

g(m)a2
m,

whereA1,A2 are constants independent of the terms under the summation sign.

2.9.5 Love [196]

If p > 1, α(t) � 0, α(t) is decreasing in(0,1], tα(t) is increasing in[1,∞),

c =
∫ t

0
α(t)t−1/p dt < ∞, λn > 0, Λm =

m∑
n=1

λn,

|amn| � λn

Λm

α

(
Λn

Λm

)
for m �= n, |ann| � 2

λn

Λn

α(1),

then ( ∞∑
m=1

∣∣∣∣∣
∞∑

n=1

amnxn

∣∣∣∣∣
p)1/p

� c

( ∞∑
m=1

λm|xm|p
)1/p

,

where{xn} is an arbitrary fixed sequence.

2.9.6 Love [196]

If q � p > 1, 1− (p−1 − q−1) � r−1 � 1, α(t) is nonnegative and decreasing
in (0,1],

L =
(∫ 1

0
α(t)r t−r/q dt

)1/r

< ∞, λn > 0, Λm =
m∑

n=1

λn

and

|amn| � λ
1/p−1/q+1/r
n

λ
1/r
m

α

(
Λn

Λm

)
for 0< n � m,
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then ( ∞∑
m=1

λm

∣∣∣∣∣
m∑

n=1

amnxn

∣∣∣∣∣
q)1/q

� L

( ∞∑
n=1

λm|xm|p
)1/p

,

where{xn} is a fixed sequence.

2.9.7 Pachpatte [307]

If p > 1 is a constant,a(n) � 0 for n ∈ N, the set of natural numbers, and

A(n) = 1

n

n∑
m1=1

1

m1

m1∑
m2=1

· · ·
mr−2∑

mr−1=1

1

mr−1

mr−1∑
mr=1

a(mr)

for n ∈ N with m0 = n, then

∞∑
n=1

Ap(n) �
(

p

p − 1

)rp ∞∑
n=1

ap(n). (2.9.1)

Equality holds in (2.9.1) ifa(n) = 0 for n ∈ N.

2.9.8 Pachpatte [292]

Let R denote the set of real numbers andB be a subset ofRn defined byB = {x ∈
R

n: 1� x < ∞} where1= (1, . . . ,1) ∈ R
n. For a functionu :B → R denote

∑
B

u(y) =
∞∑

y1=1

· · ·
∞∑

yn=1

u(y1, . . . , yn)

and ∑
B1,x

u( y) =
x1∑

y1=1

· · ·
xn∑

yn=1

u(y1, . . . , yn),

where1 = (1, . . . ,1) ∈ B, x = (x1, . . . , xn) ∈ B such that1 � x, that is, 1� xi .
Assume that all inequalities between vectors are componentwise and all the sums
exist on the respective domains of their definitions and the value of any function
u(x1, . . . , xn) with any of its component zero is equal to 0. Ifp > 1 is a constant,
f (x) � 0 for x ∈ B and

A(x) =
∑
B1,x

f ( y), x ∈ B, (2.9.2)
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then ∑
B

(
A(x)∏n
i=1 xi

)
�
(

p

p − 1

)np∑
B

f p(x). (2.9.3)

Equality holds in (2.9.3) iff (x) = 0 for all xi, i = 1,2, . . . , n.

2.9.9 Pachpatte [277]

Let fj (u), j = 1,2, be real-valued positive convex functions defined foru > 0.

Let pj � 1, j = 1,2, be constants,λn > 0, a
(j)
n > 0, j = 1,2,

∑∞
n=1 λn ×

f
p1+p2
j (a

j
n), j = 1,2, converge, and further letΛn =∑n

i=1 λi , A
(j)
n =∑n

i=1 λi ×
a

(j)
i , j = 1,2. Then

∞∑
n=1

λnf
p1
1

(
A

(1)
n

Λn

)
f

p2
2

(
A

(2)
n

Λn

)

�
(

p1 + p2

p1 + p2 − 1

)p1+p2

×
[(

p1

p1 + p2

) ∞∑
n=1

λnf
p1+p2
1

(
a(1)
n

)+
(

p2

p1 + p2

) ∞∑
n=1

λnf
p1+p2
2

(
a(2)
n

)]
.

2.9.10 Pachpatte [277]

(i) Let fj (u), j = 1,2,3, be real-valued positive convex functions defined

for u > 0. Let pj � 1, j = 1,2,3, be constants,λn > 0, a
(j)
n > 0, j = 1,2,3,∑∞

n=1 λnf
2pj

j (a
(j)
n ), j = 1,2,3, converge, and further letΛn =∑n

i=1 λi , A
(j)
n =∑n

i=1 λia
(j)
i , j = 1,2,3. Then

∞∑
n=1

λn

[
f

p1
1

(
A

(1)
n

Λn

)
f

p2
2

(
A

(2)
n

Λn

)

+ f
p2
2

(
A

(2)
n

Λn

)
f

p3
3

(
A

(3)
n

Λn

)
+ f

p3
3

(
A

(3)
n

Λn

)
f

p1
1

(
A

(1)
n

Λn

)]

�
3∑

j=1

(
2pj

2pj − 1

)2pj ∞∑
n=1

λnf
2pj

j

(
a

(j)
n

)
.
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(ii) Let fj ,pj ,Λn,A
(j)
n be as in (i) and

∑∞
n=1 λnf

4pj

j (a
(j)
n ), j = 1,2,3, con-

verge. Then

∞∑
n=1

λnf
p1
1

(
A

(1)
n

Λn

)
f

p2
2

(
A

(2)
n

Λn

)
f

p3
3

(
A

(3)
n

Λn

)

×
[
f

p1
1

(
A

(1)
n

Λn

)
+ f

p2
2

(
A

(2)
n

Λn

)
+ f

p3
3

(
A

(3)
n

Λn

)]

�
3∑

j=1

(
4pj

4pj − 1

)4pj ∞∑
n=1

λnf
4pj

j

(
a

(j)
n

)
.

2.9.11 Pachpatte [277]

Let fj (u), j = 1, . . . ,m, be real-valued positive convex functions defined for

u > 0. Let pj > 1, j = 1, . . . ,m, be constants,λn > 0, a
(j)
n > 0, j = 1, . . . ,m,∑∞

n=1 λnf
mpj

j (a
(j)
n ), j = 1, . . . ,m, converge, and further letΛn = ∑n

i=1 λi,

A
(j)
n =∑n

i=1 λia
(j)
i , j = 1, . . . ,m. Then

∞∑
n=1

λn

m∏
j=1

f
pj

j

(
A

(j)
n

Λn

)
� 1

m

m∑
j=1

(
mpj

mpj − 1

)mpj ∞∑
n=1

λnf
mpj

j

(
a

(j)
n

)
.

2.9.12 Pachpatte [305]

Let H(u) be a real-valued nonnegative convex function defined foru > 0. Let
λn > 0, an � 0 and

Λn =
n∑

i=1

λi, An =
n∑

i=1

λiai, Qn =
n∑

i=1

λiH(ai).

(i) If p � 0, q > 1 be real constants and
∑∞

n=1 λn[Qn/Λn]p[H(an)]q < ∞,
then

∞∑
n=1

λn

[
H

(
An

Λn

)]p+q

� Mq

∞∑
n=1

λn

[
Qn

Λn

]p[
H(an)

]q
,

whereM = (p + q)/(p + q − 1).
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(ii) If p,q, r be nonnegative real constants such thatq + r > 1 and
∑∞

n=1 λn ×
[Qn/Λn]p[H(an)]q+r < ∞, then

∞∑
n=1

λn

[
H

(
An

Λn

)]p+q[
H(an)

]r � Bq
∞∑

n=1

λn

[
Qn

Λn

]p[
H(an)

]q+r
,

whereB = (p + q + r)/(p + q + r − 1).

2.9.13 Bennett [23]

Letp,q, r � 1. If {an}∞n=1 is a sequence of nonnegative numbers with partial sums
An = a1 + a2 + · · · + an, then

∑
n

a
p
n A

q
n

(∑
m�n

a
1+p/q
m

)r

�
(

p(q + r) − q

p

)r ∑
n

(
a

p
n A

q
n

)1+r/q
.

2.9.14 Alzer [9]

Let a1, . . . , aN be nonnegative real numbers such thata1 � a2 � · · · � aN and let
An =∑n

i=1 ai . If p � 1, q > 0, r > 0 are real numbers such that

d = p(q + r) − q

p
� k,

wherek � 1 is an integer, then

N∑
n=1

a
p
n A

q
n

[
N∑

m=n

a
1+p/q
m

]r

�
k−1∏
i=0

(d − i)r/k
N∑

n=1

(
a

p
n A

q
n

)1+r/q
.

If k = 1 then assumptiona1 � a2 � · · · � aN can be dropped.

2.9.15 Cochran and Lee [65]

If γ andp are constants withγ � 0 andp � 1, and 0� xn � 1, then

∞∑
m=1

mγ

(
m∏

n=1

xnp−1

n

)p/mp

� e(γ+1)p

∞∑
m=1

mγ xm.
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2.9.16 Andersen and Heinig [14]

Let {K(m,n)} be a nonnegative double sequence defined inD = {(m,n) ∈ Z ×
Z: n � m} such thatK(m,n) is nonincreasing inm and nondecreasing inn where
Z denote the set of integers.

(i) If 1 � p � q < ∞ and{un}, {vn} are nonnegative sequences such that, for
someβ,0� β � 1, and all integersγ ,

( ∞∑
n=r

{
K(n, r)

}βq
u

q
n

)1/q( r∑
n=−∞

{
K(r,n)

}(1−β)p′
v

−p′
n

)1/p′

� C < ∞,

(2.9.4)

wherep′ denotes the conjugate index ofp, then for all sequences{an},(
β∑

n=−∞

∣∣∣∣∣un

n∑
m=−∞

K(n,m)am

∣∣∣∣∣
q)1/q

� AC

( ∞∑
n=−∞

|vnan|p
)1/p

.

In casep = 1, the second sum in (2.9.4) is replaced in the usual way by the
supremum forn � r .

(ii) If 1 � p � q � ∞ and{un}, {vn} are nonnegative sequences such that, for
someβ, 0� β � 1, and all integersr ,

(
r∑

n=−∞

{
K(r,n)

}βq
u

q
n

)1/q( ∞∑
n=r

{
K(n, r)

}(1−β)p′
v

−p′
n

)1/p′

� C· < ∞,

wherep′ denotes the conjugate index ofp, then for all sequences{an},( ∞∑
n=−∞

∣∣∣∣∣un

∞∑
m=n

K(m,n)am

∣∣∣∣∣
q)1/q

� AC·
( ∞∑

n=−∞
|vnan|p

)1/p

.

2.9.17 Pachpatte [309]

Let α � 0, p � 0, q � 1 be real constants. LetN = {1,2, . . . }, N0 = {0,1,2, . . . },
N0,m = {0,1,2, . . . ,m} for some fixedm ∈ N and� is the forward difference
operator. Let{un}, n ∈ N0,m, be a sequence of real numbers. Then

m−1∑
n=0

nα|un|p+q � M

{
m−1∑
n=0

(n + 1)α+q |un|p
( |un|

m
+ |�un|

)q
}1/q
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×
{

m−1∑
n=0

(n + 1)α|un|p+q

}1/q ′

,

m−1∑
n=0

nα|un|p+q � M

{
m−1∑
n=0

(n + 1)α+1|un|p
( |un|

m
+ |�un|

)q
}1/q

×
{

m−1∑
n=0

(n + 1)α+1|un|p+q

}1/q ′

,

m−1∑
n=0

nα|un|p+q � M

{
m−1∑
n=0

(n + 1)(α+1)q |un|p
( |un|

m
+ |�un|

)q
}1/q

×
{

m−1∑
n=0

|un|p+q

}1/q ′

,

m−1∑
n=0

nα|un|p+q � M

{
m−1∑
n=0

(n + 1)α(q−1)|un|p
( |un|

m
+ |�un|

)q
}1/q

×
{

m−1∑
n=0

(n + 1)α(q ′−1)+q ′ |un|p+q

}1/q ′

,

where

M = max

{
α + 2

α + 1
,
p + q

α + 1

}
and q ′ = q

q − 1
.

2.9.18 Pachpatte [303]

Let p > 1, λn > 0, an > 0, n = 1,2, . . . , An = ∑n
i=1 λiai , Λn = ∑n

i=1 λi and
that

∑∞
n=1 λna

p
n converges. Then

∞∑
n=1

λn

( ∇A
p
n

Λ
p−1
n

)
� p

(
p

p − 1

)p−1 ∞∑
n=1

λna
p
n ,

where∇A
p
n = A

p
n − A

p

n−1 and that any number with suffix zero is equal to 0.
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2.9.19 Andersen [13]

Let λ � 0, 1� p � q � ∞ and suppose{un}∞1 , {vm}∞1 are nonnegative extended
real-valued sequences. There is a constantC independent of{am}∞1 , {bn}∞1 such
that

∣∣∣∣∣
∞∑

n=1

∞∑
m=1

ambn

(m + n)λ

∣∣∣∣∣� C

( ∞∑
m=1

|am|pvm

)1/p( ∞∑
n=1

|bn|q ′
un

)1/q ′

if and only if there is a finite constantK such that

rλ

( ∞∑
n=1

un

(n + r)λq

)1/q( ∞∑
m=1

v
−1/(p−1)
m

(m + r)λp
′

)1/p′

� K

for all positive integersr , wherep′ andq ′ denote the conjugate index ofp andq,
respectively.

2.9.20 Izumi and Izumi [162]

Let p > 1 ands > −1 and letf be a nonnegative, nonincreasing and integrable
function on(0, b). If xsf (x)p is integrable, then

∫ b

0
xsG(x)p dx � A

∫ b

0
xs

(
f

(
x

2

)
− f (x)

)p

dx + A

(∫ b

b/2
f (x)dx

)p

,

whereG(x) = ∫ x

x/2
f (t)

t
dt andA is a constant depending only onp ands.

2.9.21 Shum [407]

Let p > 1, r �= 1 andf (x) ∈ L[0, b] or f (x) ∈ L[a,∞] according asr > 1 or
r < 1, wherea > 0, b > 0. If F(x) is defined by

F(x) =
{∫ x

0 f (t)dt, r > 1,∫∞
x

f (t)dt, r < 1,
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and if
∫ b

0 x−r (xf )p dx < ∞ in (i) and
∫∞
a

x−r (xf )p dx < ∞ in (ii), then

(i)
∫ b

0
x−rFp dx + p

r − 1
b1−rFp(b)

�
(

p

r − 1

)p ∫ b

0
x−r (xf )p dx for r > 1,

(ii)
∫ ∞

a

x−rFp dx + p

1− r
Fp(a)

�
(

p

1− r

)p ∫ ∞

a

x−r (xf )p dx for r < 1,

with equality in (i) or (ii) only for f ≡ 0, where the constant(p/(r − 1))p or
(p/(1− r))p is the best possible when the left-hand side of (i) or (ii) is un-
changed, respectively.

2.9.22 Mohapatra and Russell [217]

Suppose thata(·, ·) is defined onR+ × R+, with a(x, t) � 0 for 0 < t < x,
a(x, t) = 0 for t > x, and suppose that, for some constantK1 � 1,

a(x, t) � K1a(y, t) for x > y > t. (2.9.5)

Let g(x) � 0, x ∈ R+, andg(·)a(·, t) ∈ L(0, t) for eacht > 0, and write

G2(t) =
∫ t

0
g(x)a(x, t)dx, t > 0.

Let f (t) � 0, t ∈ R+, anda(x, ·)f (·) ∈ L(0, x) for eachx > 0, and write

F1(x) =
∫ x

0
a(x, t)f (t)dt, x > 0.

(a1) If 1 < p < ∞, 0< m � ∞, g(x) > 0 on(0,m), then∫ m

0
gF

p

1 dx �
(
pK

p−1
1

)p ∫ m

0
g1−p(G2f )p dx. (2.9.6)

(a2) If 0 < p < 1, 0� r < ∞, F1(x) > 0 onR+, then∫ ∞

r

gF
p

1 dx �
(
pK

p−1
1

)p ∫ ∞

r

g1−p(G2f )p dx. (2.9.7)
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(a3) If p = 1 then hypothesis (2.9.5) is not required and (2.9.6) for 0< m < ∞
and (2.9.7) for 0< r < ∞ hold, with equality in (2.9.6) form = ∞ and (2.9.7)
for r = 0.

2.9.23 Mohapatra and Russell [217]

Assume thata(·, ·) is defined onR+ × R+ with a(x, t) � 0 for 0 < x < t ,
a(x, t) = 0 for x > t , and suppose that, for some constantK2 � 1,

a(x, t) � K2a(y, t) for x < y < t. (2.9.8)

Let g(x) � 0, x ∈ R+, andg(·)a(·, t) ∈ L(0, t) for eacht > 0, and write

G1(t) =
∫ t

0
g(x)a(x, t)dx, t > 0.

Let f (t) � 0, t ∈ R+, anda(x, ·)f (·) ∈ L(x,∞) for eachx > 0, and write

F2(x) =
∫ ∞

x

a(x, t)f (t)dt, x > 0.

(b1) If 1 < p < ∞, 0� r < ∞, g(x) � 0 on(r,∞), then∫ ∞

r

gF
p

2 dx �
(
pK

p−1
2

)p ∫ ∞

r

g1−p(G1f )p dx. (2.9.9)

(b2) If 0 < p < 1, 0< m � ∞, F2(x) > 0 onR+, then∫ m

0
gF

p

2 dx �
(
pK

p−1
2

)p ∫ m

0
g1−p(G1f )p dx. (2.9.10)

(b3) If p = 1 then hypothesis (2.9.8) is not required and (2.9.9) for 0< r < ∞
and (2.9.10) for 0< m < ∞ hold, with equality in (2.9.9) forr = 0 and (2.9.10)
for m = ∞.

2.9.24 Levinson [190]

Let p > 1, f (x) � 0 andr(x) > 0, x > 0, be absolutely continuous. Let

xr ′

r
− p − 1

p
� 1

λ
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for almost allx > 0 and for someλ > 0. If

J (x) = r(x)

x

∫ ∞

x

f (t)

r(t)
dt,

then ∫ ∞

0
Jp(x)dx � λp

∫ ∞

0
f p(x)dx.

2.9.25 Pachpatte [255]

Let p > 1, m > 1 be constants. Letf be a nonnegative and integrable function
on (0, b), b > 0 is a constant. Letr be a positive and absolutely continuous func-
tion on(0, b). Let

1− p

m − 1
x

r ′(x)

r(x)
� 1

α

for almost allx ∈ (0, b) and for some constantα > 0. Then

∫ b

0
x−mFp(x)dx �

(
α

(
p

m − 1

))p ∫ b

0
x−m

(
r(x)

∣∣∣∣f (x)

r(x)
− f (x/2)

r(x/2)

∣∣∣∣
)p

dx,

where

F(x) = r(x)

∫ x

x/2

(
f (t)

tr(t)

)
dt.

2.9.26 Pachpatte [255]

Let p,f, r be as in Section 2.9.25 andR(x) = ∫ x

0 r(t)dt . Let q be a positive and
absolutely continuous function on(0, b). Let

1− 1

p − 1

R(x)

r(x)

q ′(x)

q(x)
+ 1

p − 1

R(x)r ′(x)

r2(x)
� 1

α

for almost allx ∈ (0, b) for some constantα > 0. Then

∫ b

0
q(x)Fp(x)dx

�
(

α

(
p

p − 1

))p ∫ b

0
q(x)

{
1

xr(x)

∣∣∣∣r(x)f (x) − r

(
x

2

)
f

(
x

2

)∣∣∣∣
}p

dx,
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where

F(x) = 1

R(x)

∫ x

x/2

r(t)f (t)

t
dt.

2.9.27 Pachpatte [268]

Let m �= 1 andpj > 1, j = 1,2, be constants such that1
p1

+ 1
p2

= 1. Let fj (x),
j = 1,2, be nonnegative and integrable functions on(0,∞) and letrj (x), j =
1,2, be positive and absolutely continuous functions on(0,∞). Let

1+
(

pj

m − 1

)
x

r ′
j (x)

rj (x)
� 1

αj

for m > 1,

1−
(

pj

1− m

)
x

r ′
j (x)

rj (x)
� 1

βj

for m < 1,

for almost allx > 0 and for some positive constantsαj ,βj , j = 1,2. If Fj (x),
j = 1,2, are defined by

Fj (x) =



1
rj (x)

∫ x

0
rj (t)fj (t)

t
dt for m > 1,

1
rj (x)

∫∞
x

rj (t)fj (t)

t
dt for m < 1,

(2.9.11)

then∫ ∞

0
x−mF1(x)F2(x)dx � 1

p1

(
λ1

(
p1

|m − 1|
))p1 ∫ ∞

0
x−mf

p1
1 (x)dx

+ 1

p2

(
λ2

(
p2

|m − 1|
))p2 ∫ ∞

0
x−mf

p2
2 (x)dx,

(2.9.12)

whereλj = max{αj ,βj } for j = 1,2. Equality holds in (2.9.12) iffj (x) ≡ 0.

2.9.28 Pachpatte [268]

Let m,fj , rj be as in Section 2.9.27 andpj � 1, j = 1,2, be constants. Let

1+
(

p1 + p2

m − 1

)
x

r ′
j (x)

rj (x)
� 1

α∗
j

for m > 1,

1−
(

p1 + p2

1− m

)
x

r ′
j (x)

rj (x)
� 1

β∗
j

for m > 1,
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for almost allx > 0 and for some positive constantsα∗
j , β∗

j , j = 1,2. If Fj (x),
j = 1,2, are defined by (2.9.11), then∫ ∞

0
x−mF

p1
1 (x)F

p2
2 (x)dx

�
(

p1

p1 + p2

)(
λ∗

1

(
p1 + p2

|m − 1|
))p1+p2 ∫ ∞

0
x−mf

p1+p2
1 (x)dx

+
(

p1

p1 + p2

)(
λ∗

2

(
p1 + p2

|m − 1|
))p1+p2 ∫ ∞

0
x−mf

p1+p2
2 (x)dx,

(2.9.13)

whereλ∗
j = max{α∗

j , β∗
j } for j = 1,2. Equality holds in (2.9.13) iff (x) ≡ 0.

2.9.29 Pachpatte [268]

Let m > 1 andpj > 1, j = 1,2, be constants such that1
p1

+ 1
p2

= 1. Let hj (x),

j = 1,2, be nonnegative and integrable functions on(0, b) and letzj (x), j = 1,2,
be positive and absolutely continuous functions on(0, b). Let

1+
(

pj

m − 1

)
x

z′
j (x)

zj (x)
� 1

γj

for almost allx ∈ (0, b) and for some positive constantsγj , j = 1,2. If Hj(x),
j = 1,2, defined by

Hj(x) = 1

zj (x)

∫ x

x/2

zj (t)hj (t)

t
dt, (2.9.14)

then∫ b

0
x−mH1(x)H2(x)dx

� 1

p1

(
γ1

(
p1

m − 1

))p1∫ b

0
x−m

{
1

z1(x)

∣∣∣∣z1(x)h1(x) − z1

(
x

2

)
h1

(
x

2

)∣∣∣∣
}p1

dx

+ 1

p2

(
γ2

(
p2

m − 1

))p2

×
∫ b

0
x−m

{
1

z2(x)

∣∣∣∣z2(x)h2(x) − z2

(
x

2

)
h2

(
x

2

)∣∣∣∣
}p2

dx.
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2.9.30 Pachpatte [268]

Let m,hj , zj be as in Section 2.9.29 andpj � 1, j = 1,2, be constants. Let

1+
(

p1 + p2

m − 1

)
x

z′
j (x)

zj (x)
� 1

δj

for almost allx ∈ (0, b) and for some positive constantsδj , j = 1,2. If Hj(x),
j = 1,2, are defined by (2.9.14), then∫ b

0
x−mH

p1
1 (x)H

p2
2 (x)dx

�
(

p1

p1 + p2

)(
δ1

(
p1 + p2

m − 1

))p1+p2

×
∫ b

0
x−m

{
1

z1(x)

∣∣∣∣z1(x)h1(x) − z1

(
x

2

)
h1

(
x

2

)∣∣∣∣
}p1+p2

dx

+
(

p2

p1 + p2

)(
δ2

(
p1 + p2

m − 1

))p1+p2

×
∫ b

0
x−m

{
1

z2(x)

∣∣∣∣z2(x)h2(x) − z2

(
x

2

)
h2

(
x

2

)∣∣∣∣
}p1+p2

dx.

2.9.31 Pachpatte [337]

Let p > 1, m > 1 be constants. Letf be a nonnegative and integrable function
on (0, b), 0< b < ∞. If F(x) is defined by

F(x) =
∫ x

0

1

t

(∫ t

t/2

f (s)

s
ds

)
dt

for x ∈ (0, b), then∫ b

0
x−mFp(x)dx �

(
p

m − 1

)2p ∫ b

0
x−m

∣∣∣∣f (x) − f

(
x

2

)∣∣∣∣
p

dx.

2.9.32 Pachpatte [337]

Let p,m andf be as in Section 2.9.31. IfF(x) is defined by

F(x) =
∫ x

x/2

1

t

(∫ t

0

f (s)

s
ds

)
dt
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for x ∈ (0, b), then

∫ b

0
x−mFp(x)dx �

(
p

m − 1

)2p ∫ b

0
x−m

∣∣∣∣f (x) − f

(
x

2

)∣∣∣∣
p

dx.

2.9.33 Pachpatte [255]

Let p > 1, m > 1 be constants. Letf be a nonnegative and integrable function
on (0, b). Let r be a positive and absolutely continuous function on(0, b). Let

1+ p

m − 1
x

r ′(x)

r(x)
+ p

m − 1
� 1

α

for almost allx ∈ (0, b) and for some constantα > 0. Then

∫ b

0
x−mFp(x)dx

�
{
α

(
p

m − 1

)}p ∫ b

0
x−m

{
1

r(x)

∣∣∣∣r(x)f (x) − 1

2
r

(
x

2

)
f

(
x

2

)∣∣∣∣
}p

dx,

where

F(x) = 1

xr(x)

∫ x

x/2
r(t)f (t)dt.

2.9.34 Pachpatte [255]

Let p,m,f andr be as in Section 2.9.33. Let

1− p

m − 1
x

r ′(x)

r(x)
+ p

m − 1
� 1

α

for almost allx ∈ (0, b) and for some constantα > 0. Then

∫ b

0
x−mFp(x)dx �

(
α

(
p

m − 1

))p ∫ b

0
x−m

{
r(x)

∣∣∣∣f (x)

r(x)
− 1

2

f (x/2)

r(x/2)

∣∣∣∣
}p

dx,

where

F(x) = r(x)

x

∫ x

x/2

f (t)

r(t)
dt.
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2.9.35 Pachpatte [253]

Assume that:

(H1) Let p > 1 be a constant. Letf (x) be a nonnegative and integrable func-
tion on (0,∞). Let ri(x), i = 1, . . . , n, be positive and absolutely continuous
functions on(0,∞).

(H2) There exist positive constantsαi,βi such that for almost allx > 0,

1+
(

p

m − 1

)
x

r ′
i (x)

ri(x)
� 1

αi

for m > 1,

1−
(

p

1− m

)
x

r ′
i (x)

ri(x)
� 1

βi

for m < 1,

for i = 1, . . . , n hold. If m �= 1 and
∫∞

0 x−mf p(x)dx < ∞ andE(x) defined by

E(x) =




1
r1(x)

∫ x

0
r1(t1)

t1

1
r2(t1)

∫ t1
0

r2(t2)
t2

1
r3(t2)

· · · ∫ tn−2
0

rn−1(tn−1)

tn−1

1
rn(tn−1)

× ∫ tn−1
0

rn(tn)
tn

f (tn)dtn dtn−1 · · · dt2 dt1, m > 1,

1
r1(x)

∫∞
x

r1(t1)
t1

1
r2(t1)

∫∞
t1

r2(t2)
t2

1
r3(t2)

· · · ∫∞
tn−2

rn−1(tn−1)

tn−1

1
rn−1(tn−1)

× ∫∞
tn−1

rn(tn)
tn

f (tn)dtn dtn−1 · · · dt2 dt1, m < 1,

then

∫ ∞

0
x−mEp(x)dx �

[(
n∏

i=1

αi

)(
p

m − 1

)n
]p ∫ ∞

0
x−mf p(x)dx for m > 1,

∫ ∞

0
x−mEp(x)dx �

[(
n∏

i=1

βi

)(
p

1− m

)n
]p ∫ ∞

0
x−mf p(x)dx for m < 1.

2.9.36 Pachpatte [253]

Assume that (H1) in Section 2.9.35 and following hypothesis (H3) hold.

(H3) There exist positive constantski such that, for almost allx > 0,

1+
(

1

p − 1

)
1

r2
i (x)

Ri(x)r ′
i (x) � 1

ki
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for i = 1, . . . , n and

Ri(x) =
∫ x

0
ri(t)dt, i = 1, . . . , n,

holds. Letφ(u) � 0 be defined on an open interval, finite or infinite, have a second
derivativeφ′′ � 0 and

φφ′′ �
(

1− 1

p

)
φ′2,

and at the ends of the intervalφ take its limiting values, finite or infinite, and for
0 < x < ∞, the range of values off (x) lie in the closed interval of definition
of φ. If

∫∞
0 φ(f (x))dx < ∞ andJ (x) is defined by

J (x) = 1

R1(x)

∫ x

0
r1(t1)

1

R2(t1)

∫ t1

0
r2(t2)

1

R3(t2)
· · ·
∫ tn−2

0
rn−1(tn−1)

× 1

Rn(tn−1)

∫ tn−1

0
rn(tn)f (tn)dtn dtn−1 · · · dt2 dt1,

then ∫ ∞

0
φ
(
J (x)

)
dx �

[(
n∏

i=1

ki

)(
p

p − 1

)n
]p ∫ ∞

0
φ
(
f (x)

)
dx.

2.9.37 Pachpatte [310]

Let B be a subset of then-dimensional Euclidean spaceRn defined byB =
{x ∈ R

n: 0 < x < ∞} for 0 ∈ R
n. For the functionu(z) defined onB, denote

by
∫
B

u(z)dz,
∫
Bx,y

u(z)dz then-fold integrals

∫ ∞

0
· · ·
∫ ∞

0
u(z1, . . . , zn)dzn · · · dz1,

∫ y1

x1

· · ·
∫ yn

xn

u(z1, . . . , zn)dzn · · · dz1,

respectively, wherexi < yi .

(i) Let p � 1 andc > 1 be constants. Letf (x) be a nonnegative and in-
tegrable function onB and let ri(xi), i = 1, . . . , n, be nonnegative continuous
functions on(0,∞) and let

Ri(xi) =
∫ xi

0
ri(yi)dyi, 0< xi < ∞.
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If F(x) is defined by

F(x) =
∫

B0,x

(
n∏

i=1

ri(yi)

)
f (y)dy, x ∈ B,

then

∫
B

(
n∏

i=1

R−c
i (xi)ri(xi)

)
Fp(x)dx

�
(

p

c − 1

)np ∫
B

(
n∏

i=1

R
p−c
i (xi)ri(xi)

)
f p(x)dx. (2.9.15)

Equality holds in (2.9.15) iff (x) ≡ 0.
(ii) Let p,f, ri,Ri be defined as in (i) andc < 1 be a constant. IfF(x) is

defined by

F(x) =
∫

Bx,∞

(
n∏

i=1

ri(yi)

)
f (y)dy, x ∈ B,

then

∫
B

(
n∏

i=1

R−c
i (xi)ri(xi)

)
Fp(x)dx

�
(

p

1− c

)np ∫
B

(
n∏

i=1

R
p−c
i (xi)ri(xi)

)
f p(x)dx. (2.9.16)

Equality holds in (2.9.16) iff (x) ≡ 0.

2.9.38 Pachpatte [310]

Let H be a subset of then-dimensional Euclidean spaceR
n defined byH = {x ∈

R
n: a < x < b}, wherea, b ∈ R

n anda > 0. For a functionu(z) defined onH ,
we denote by

∫
H

u(z)dz,
∫
Hx,y

u(z)dz then-fold integrals

∫ b1

a1

· · ·
∫ bn

an

u(z1, . . . , zn)dzn · · · dz1,

∫ y1

x1

· · ·
∫ yn

xn

u(z1, . . . , zn)dzn · · · dz1,

respectively, whereai < bi, xi < yi .



2.9. Miscellaneous Inequalities 259

(i) Let p � 1, µ < 1 be constants and 0< a < b � M , where 0, a, b,M are
in R

n. Let g(x) be a nonnegative and integrable function onH and letri(xi),
i = 1, . . . , n, be nonnegative continuous functions onai < xi � Mi and let

Ri(xi) =
∫ xi

ai

ri(yi)dyi, ai < xi � Mi.

If G(x) is defined by

G(x) =
∫

Ha,x

(
n∏

i=1

ri(yi)

)
g(y)dy, a < x < b,

then

∫
H

(
n∏

i=1

{
log

(
Ri(Mi)

Ri(xi)

)}−µ

R−1
i (xi)ri(xi)

)
Gp(x)dx

�
(

p

1− µ

)np ∫
H

(
n∏

i=1

{
log

(
Ri(Mi)

Ri(xi)

)}p−µ

R
p−1
i (xi)ri(xi)

)
gp(x)dx.

(2.9.17)

Equality holds in (2.9.17) ifg(x) ≡ 0.
(ii) Let p,a, b,M,g, ri,Ri be as in part (i) above andµ > 1 be a constant. If

G(x) is defined by

G(x) =
∫

Hx,b

(
n∏

i=1

ri(yi)

)
g(y)dy, a < x < b,

then

∫
H

(
n∏

i=1

{
log

(
Ri(Mi)

Ri(xi)

)}−µ

R−1
i (xi)ri(xi)

)
Gp(x)dx

�
(

p

µ − 1

)np ∫
H

(
n∏

i=1

{
log

(
Ri(Mi)

Ri(xi)

)}p−µ

R
p−1
i (xi)ri(xi)

)
gp(x)dx.

(2.9.18)

Equality holds in (2.9.18) ifg(x) ≡ 0.
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2.9.39 Pachpatte [342]

Let n � 2, 0 � k � n − 2 be integers. Letr ∈ C1(I,R+), u ∈ Cn(Ix,R),
v ∈ Cn(Iy,R) and u(i−1)(0) = v(i−1)(0) = 0, i = 1, . . . , n, whereIx = [0, x),
Iy = [0, y). Then

∫ x

0

∫ y

0

|u(k)(s)||v(k)(t)|
s2n−2k−3 + t2n−2k−3

ds dt

� M(n,k, x, y)

(∫ x

0
(x − s)

s

r2(s)

(∫ s

0

∣∣(r(σ )u(n−1)(σ )
)′∣∣2 dσ

)
ds

)1/2

×
(∫ y

0
(y − t)

t

r2(t)

(∫ t

0

∣∣(r(ξ)v(n−1)(ξ)
)′∣∣2 dξ

)
dt

)1/2

,

where

M(n,k, x, y) = 1

2

√
xy

[(n − k − 2)!]2(2n − 2k − 3)
.

2.9.40 Pachpatte [342]

Let n � 1, 0 � k � n − 1 be integers. Letr ∈ Cn(I,R+), u ∈ C2n(Ix,R),
v ∈ C2n(Iy,R) and u(i−1)(0) = v(i−1)(0) = 0, (r(0)u(n)(0))(i−1) = (r(0) ×
v(n)(0))(i−1) = 0, i = 1, . . . , n, whereIx = [0, x), Iy = [0, y). Then

∫ x

0

∫ y

0

|u(k)(s)||v(k)(t)|
s2n−2k−1 + t2n−2k−1

ds dt

� M(n,k, x, y)

(∫ x

0
(x − s)

s2n−1

r2(s)

(∫ s

0

∣∣(r(σ )u(n)(σ )
)(n)∣∣2 dσ

)
ds

)1/2

×
(∫ y

0
(y − t)

t2n−1

r2(t)

(∫ t

0

∣∣(r(ξ)v(n)(ξ)
)(n)∣∣2 dξ

)
dt

)1/2

,

where

M(n,k, x, y) = 1

2

√
xy

[(n − 1)!(n − k − 1)!(2n − 1)]2(2n − 2k − 1)
.

2.10 Notes

In 1920, G.H. Hardy proved the inequality given in Theorem 2.2.1. He deduced
inequality (2.2.1) from the corresponding inequality for integrals. Theorems
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2.2.2 and 2.2.3 are due to Copson [69]. Theorem 2.2.4 deals with a generalization
of Hardy’s inequality in Theorem 2.2.1 and is established by Hardy and Little-
wood in [139]. Theorem 2.2.5 is due to Nemeth [226] which deals with gener-
alizations of the Hardy–Littlewood inequality given in Theorem 2.2.4. Theorems
2.2.6 and 2.2.7 are taken from Love [196].

The results in Theorems 2.3.1 and 2.3.2 are due to Copson [71]. Theorems
2.3.3 and 2.3.4 are taken from Pachpatte [277] and [307]. The result in The-
orem 2.3.5 is due to Bennett [22] which, in fact, is motivated by Littlewood’s
problem [195]. The inequalities in Theorem 2.3.6 are taken from Pachpatte [326].
Theorem 2.4.1 deals with the famous integral inequality first discovered by Hardy
in [136]. Theorem 2.4.2 is a further generalization of the inequality in Theo-
rem 2.4.1 and also established by Hardy in [137]. The inequalities in Theorems
2.4.3 and 2.4.4 are due to Copson [70]. Theorems 2.4.5 and 2.4.6 are taken from
Love [199]. Theorems 2.4.7 and 2.4.8 deal with the general versions of Hardy’s
integral inequality with weights and are taken from Muckenhoupt [221].

Theorems 2.5.1–2.5.3 deal with certain generalizations of well-known Hardy’s
integral inequality established by Levinson in [190]. The results given in
Theorems 2.5.4–2.5.8 deal with some basic generalizations of Hardy’s integral
inequality established by Pachpatte [295,344]. Theorem 2.6.1 deals with the vari-
ant of Hardy’s integral inequality and is proved by Izumi and Izumi in [162].
The results in Theorems 2.6.2–2.6.9 deal with some extensions and variants
of Hardy’s integral inequality established by Pachpatte [254,255,337] (see also
[266,305,306]). The results given in Section 2.7 deal with certain multidimen-
sional generalizations and variants of Hardy’s integral inequality established by
Pachpatte in [293,315,333,341]. Section 2.8 contains some new results on in-
equalities similar to Hilbert’s inequality established by Pachpatte in [334,335,
342,343,350,352,353]. Section 2.9 deals with miscellaneous inequalities which
claim their origin in well-known Hardy’s inequalities.
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Chapter 3

Opial-Type Inequalities

3.1 Introduction

In 1960, Z. Opial [231] discovered one of the most fundamental integral inequal-
ities involving a function and its derivative, which is now known in the literature
as Opial’s inequality. In the same year, C. Olech [230] published a note which
addresses a simpler proof of Opial’s inequality under weaker conditions. Starting
from the pioneer papers [230,231], the result of Opial has received considerable
attention and many papers have appeared, which provides with the simple proofs,
various generalizations, extensions and discrete analogues of Opial’s inequality
and its generalizations. The importance of Opial’s inequality and its generaliza-
tions and extensions lies in successful utilization to many interesting applications
in the theory of differential equations. Good surveys of the work on such inequal-
ities together with many references are contained in monographs [4,211,215].
In the past few years, numerous variants, generalizations and extensions of Opial’s
inequality which involves functions of one and many independent variables have
been found in various directions. This chapter deals with important fundamental
results on Opial-type inequalities recently investigated in the literature by various
investigators.

3.2 Opial-Type Integral Inequalities

In [231] Opial established the following interesting integral inequality

∫ h

0

∣∣u(t)u′(t)
∣∣dt � h

4

∫ h

0

∣∣u′(t)
∣∣2 dt, (3.2.1)

263
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whereu(t) ∈ C1[0, h], u(t) > 0 in (0, h) such thatu(0) = u(h) = 0. In (3.2.1) the
constanth4 is the best possible. The first simple proof of inequality (3.2.1) is given
by Olech [230] in his paper published along with Opial’s paper [231]. In the years
thereafter, numerous variants, generalizations and extensions of inequality (3.2.1)
have appeared in the literature; see [4,211,215] and the references given therein.
In this section we present a weaker form of (3.2.1) and its simplified proof based
on Olech [230] as well as variants established by various investigators during the
past few years.

We begin with the following weaker form of Opial’s inequality (3.2.1) which
Olech establishes in [230].

THEOREM 3.2.1. Let u be an absolutely continuous function on [0, h] and let
u(0) = u(h) = 0. Then inequality (3.2.1)holds. Equality holds in (3.2.1) if and
only if

u(t) =
{

cx for 0� x � h
2,

c(h − x) for h
2 � x � h,

(3.2.2)

where c is a constant.

PROOF. Let y(t) = ∫ t

0 |u′(s)|ds andz(t) = ∫ h

t
|u′(s)|ds. Then we have the fol-

lowing relations

y′(t) = ∣∣u′(t)
∣∣= −z′(t) (3.2.3)

and ∣∣u(t)
∣∣� y(t),

∣∣u(t)
∣∣� z(t), (3.2.4)

for t ∈ [0, h]. From (3.2.3) and (3.2.4), we get

∫ h/2

0

∣∣u(t)u′(t)
∣∣dt �

∫ h/2

0
y(t)y′(t)dt = 1

2
y2
(

h

2

)
(3.2.5)

and ∫ h

h/2

∣∣u(t)u′(t)
∣∣dt � −

∫ h

h/2
z(t)z′(t)dt = 1

2
z2
(

h

2

)
. (3.2.6)

From (3.2.5) and (3.2.6), we find that

∫ h

0

∣∣u(t)u′(t)
∣∣dt � 1

2

[
y2
(

h

2

)
+ z2

(
h

2

)]
. (3.2.7)
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On the other hand, using the Cauchy–Schwarz inequality, we have

y2
(

h

2

)
=
(∫ h/2

0

∣∣u′(t)
∣∣dt

)2

� h

2

∫ h/2

0

∣∣u′(t)
∣∣2 dt, (3.2.8)

z2
(

h

2

)
=
(∫ h

h/2

∣∣u′(t)
∣∣dt

)2

� h

2

∫ h

h/2

∣∣u′(t)
∣∣2 dt. (3.2.9)

Now the desired inequality in (3.2.1) follows from (3.2.7)–(3.2.9).
Now suppose that the equality holds in (3.2.1), that is,∫ h

0

∣∣u(t)u′(t)
∣∣dt = h

4

∫ h

0

∣∣u′(t)
∣∣2 dt. (3.2.10)

Then from (3.2.7)–(3.2.9), we get(∫ h/2

0

∣∣u′(t)
∣∣dt

)2

= h

2

∫ h/2

0

∣∣u′(t)
∣∣2 dt, (3.2.11)

(∫ h

h/2

∣∣u′(t)
∣∣dt

)2

= h

2

∫ h

h/2

∣∣u′(t)
∣∣2 dt. (3.2.12)

It is easy to see that equalities (3.2.11) and (3.2.12) are possible if and only if
|u′(t)| = constant almost everywhere in[0, h

2] and in [h
2 , h]. Hencey(t) and

z(t) are linear. Further, it follows from (3.2.10), (3.2.7), (3.2.11) and (3.2.12)
that |u(t)| = y(t) for 0 � t � h

2 and|u(t)| = z(t) for h
2 � t � h. These facts im-

ply (3.2.2). The proof is complete. �

In [419] Traple has given the inequalities in the following theorem.

THEOREM 3.2.2. Let p be a nonnegative and continuous function on [0, h]. Let
u be an absolutely continuous function on [0, h] with u(0) = u(h) = 0. Then the
following inequalities hold∫ h

0
p(t)

∣∣u(t)
∣∣2 dt � h

4

(∫ h

0
p(t)dt

)(∫ h

0

∣∣u′(t)
∣∣2 dt

)
, (3.2.13)

∫ h

0
p(t)

∣∣u(t)
∣∣∣∣u′(t)

∣∣dt �
(

h

4

∫ h

0
p2(t)dt

)1/2(∫ h

0

∣∣u′(t)
∣∣2 dt

)
. (3.2.14)

PROOF. For t ∈ [0, h], we have

∣∣u(t)
∣∣� ∫ t

0

∣∣u′(s)
∣∣ds,

∣∣u(t)
∣∣� ∫ h

t

∣∣u′(s)
∣∣ds. (3.2.15)
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From (3.2.15) we observe that

∣∣u(t)
∣∣� 1

2

∫ h

0

∣∣u′(t)
∣∣dt.

From the above inequality and using the Schwarz inequality, we have

∫ h

0
p(t)

∣∣u(t)
∣∣2 dt � 1

4

∫ h

0
p(t)

(∫ h

0

∣∣u′(t)
∣∣2 dt

)2

� h

4

(∫ h

0
p(t)dt

)(∫ h

0

∣∣u′(t)
∣∣2 dt

)
,

which is the required inequality in (3.2.13).
By using inequality (3.2.13) and the Schwarz inequality, we observe that

∫ h

0
p(t)

∣∣u(t)
∣∣∣∣u′(t)

∣∣dt

�
(∫ h

0
p2(t)

∣∣u(t)
∣∣2 dt

)1/2(∫ h

0

∣∣u′(t)
∣∣2 dt

)1/2

�
(

h

4

∫ h

0
p2(t)dt

∫ h

0

∣∣u′(t)
∣∣2 dt

)1/2(∫ h

0

∣∣u′(t)
∣∣2 dt

)1/2

=
(

h

4

∫ h

0
p2(t)dt

)1/2(∫ h

0

∣∣u′(t)
∣∣2 dt

)
.

The proof is complete. �

In the following two theorems we present the inequalities of the Opial type
established by Pachpatte in [348].

THEOREM 3.2.3. Let p � 0, q � 1, m � 1 be real numbers. If u ∈ C1([0, h],R)

satisfies u(0) = u(h) = 0, then

∫ h

0

∣∣u(t)
∣∣m(p+q) dt �

[
(p + q)mI (m)

]q ∫ h

0

∣∣u(t)
∣∣mp∣∣u′(t)

∣∣mq dt, (3.2.16)

∫ h

0

∣∣u(t)
∣∣m(p+q) dt �

[
(p + q)mI (m)

]p+q
∫ h

0

∣∣u′(t)
∣∣m(p+q) dt, (3.2.17)
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where

I (m) =
∫ h

0

[
t1−m + (h − t)1−m

]−1 dt. (3.2.18)

PROOF. From the hypotheses, we have the following identities

up+q(t) = (p + q)

∫ t

0
up+q−1(s)u′(s)ds, (3.2.19)

up+q(t) = −(p + q)

∫ h

t

up+q−1(s)u′(s)ds, (3.2.20)

for t ∈ [0, h]. From (3.2.19), (3.2.20) and using Hölder’s inequality with indices
m,m/(m − 1), we obtain

∣∣u(t)
∣∣m(p+q)

� (p + q)mtm−1
∫ t

0

∣∣u(s)
∣∣p+q−1∣∣u′(s)

∣∣m ds, (3.2.21)

∣∣u(t)
∣∣m(p+q)

� (p + q)m(h − t)m−1
∫ h

t

∣∣u(s)
∣∣m(p+q−1)∣∣u′(s)

∣∣m ds, (3.2.22)

for t ∈ [0, h]. Multiplying (3.2.21) byt1−m and (3.2.22) by(h− t)1−m and adding
these inequalities we obtain

[
t1−m + (h − t)1−m

]∣∣u(t)
∣∣m(p+q)

� (p + q)m
∫ h

0

∣∣u(s)
∣∣m(p+q−1)∣∣u′(s)

∣∣m ds. (3.2.23)

From (3.2.23) we get

∣∣u(t)
∣∣m(p+q)

� (p + q)m
[
t1−m + (h − t)1−m

]−1

×
∫ h

0

[∣∣u(s)
∣∣mp/q ∣∣u′(s)

∣∣m][∣∣u(s)
∣∣m(p+q−1)−mp/q]ds (3.2.24)
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for t ∈ [0, h]. Integrating (3.2.24) on[0, h] and using Hölder’s inequality with
indicesq, q/(q − 1), we obtain

∫ h

0

∣∣u(t)
∣∣m(p+q) dt

� (p + q)mI (m)

∫ h

0

[∣∣u(t)
∣∣mp/q ∣∣u′(t)

∣∣m][∣∣u(t)
∣∣m(p+q−1)−mp/q]dt

� (p + q)mI (m)

×
(∫ h

0

∣∣u(t)
∣∣mp∣∣u′(t)

∣∣mq dt

)1/q(∫ h

0

∣∣u(t)
∣∣m(p+q) dt

)(q−1)/q

.

(3.2.25)

If
∫ h

0 |u(t)|m(p+q) dt = 0 then (3.2.16) is trivially true, otherwise, dividing both

sides of (3.2.25) by(
∫ h

0 |u(t)|m(p+q) dt)(q−1)/q and then taking theqth power on
both sides of the resulting inequality we get the required inequality in (3.2.16).

By using Hölder’s inequality with indices(p + q)/p, (p + q)/q to the inte-
gral on the right-hand side of (3.2.16) and following the arguments as in the last
part of the proof of inequality (3.2.16) with suitable changes, we get the required
inequality in (3.2.17). The proof is complete. �

THEOREM 3.2.4. Let p � 0, q � 1, r � 0, m � 1 be real numbers. If u ∈
C1([0, h],R) satisfies u(0) = u(h) = 0, then

∫ h

0

∣∣u(t)
∣∣m(p+q)∣∣u′(t)

∣∣mr dt

�
[
(p + q + r)mI (m)

]q ∫ h

0

∣∣u(t)
∣∣mp∣∣u′(t)

∣∣m(q+r) dt, (3.2.26)

∫ h

0

∣∣u(t)
∣∣m(p+q)∣∣u′(t)

∣∣mr dt

�
[
(p + q + r)mI (m)

]p+q
∫ h

0

∣∣u′(t)
∣∣m(p+q+r) dt, (3.2.27)

where I (m) is defined by (3.2.18).

PROOF. Rewriting the integral on the left-hand side of (3.2.26) and using
Hölder’s inequality with indices(q + r)/r , (q + r)/q and inequality (3.2.16),
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we observe that∫ h

0

∣∣u(t)
∣∣m(p+q)∣∣u′(t)

∣∣mr dt

=
∫ h

0

[∣∣u(t)
∣∣m(pr/(q+r))∣∣u′(t)

∣∣mr][∣∣u(t)
∣∣m(p+q)−m(pr/(q+r))]dt

�
[∫ h

0

∣∣u(t)
∣∣mp∣∣u′(t)

∣∣m(q+r) dt

]r/(q+r)[∫ h

0

∣∣u(t)
∣∣m(p+q+r) dt

]q/(q+r)

�
[∫ h

0

∣∣u(t)
∣∣mp∣∣u′(t)

∣∣m(q+r) dt

]r/(q+r)

×
[[

(p + q + r)mI (m)
]q+r

∫ h

0

∣∣u(t)
∣∣mp∣∣u′(t)

∣∣m(q+r) dt

]q/(q+r)

= [
(p + q + r)mI (m)

]q ∫ h

0

∣∣u(t)
∣∣mp∣∣u′(t)

∣∣m(q+r) dt.

This result is the required inequality in (3.2.26).
From (3.2.26) and using Hölder’s inequality with indices(p + q)/p,

(p + q)/q, we observe that

∫ h

0

∣∣u(t)
∣∣m(p+q)∣∣u′(t)

∣∣mr dt

�
[
(p + q + r)mI (m)

]q
×
∫ h

0

[∣∣u(t)
∣∣mp∣∣u′(t)

∣∣m(rp/(p+q))][∣∣u′(t)
∣∣m(q+r)−m(rp/(p+q))]dt

�
[
(p + q + r)mI (m)

]q
×
[∫ h

0

∣∣u(t)
∣∣m(p+q)∣∣u′(t)

∣∣mr dt

]p/(p+q)[∫ h

0

∣∣u′(t)
∣∣m(p+q+r) dt

]q/(p+q)

.

Now, by following the arguments as in the last part of the proof of inequality
(3.2.16) with suitable modifications, we get the required inequality in (3.2.27).
The proof is complete. �

REMARK 3.2.1. We note that the inequalities in (3.2.16) and (3.2.27) are similar
to that of Opial’s inequality given in (3.2.1) which in turn yield respectively the
lower and upper bounds on the integral of the form involved on the left-hand side
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of (3.2.1) while the inequalities obtained in (3.2.17) and (3.2.26) are different
from those of (3.2.1).

In [304] Pachpatte has established the inequalities in the following theorems
which can be considered as their origin to well-known Weyl’s inequality [423],
see also [141, p. 165] and Opial’s inequality in (3.2.1).

THEOREM 3.2.5. Let α � 0, p � 0, q � 1 be real constants and f be a real-
valued continuously differentiable function defined on (0, b) for a fixed real num-
ber b > 0. Then the following inequalities hold

∫ b

0
tα
∣∣f (t)

∣∣p+q dt � M

(∫ b

0
tα+1

∣∣f (t)
∣∣p( |f (t)|

b
+ ∣∣f ′(t)

∣∣)q

dt

)1/q

×
(∫ b

0
tα+1

∣∣f (t)
∣∣p+q dt

)(q−1)/q

, (3.2.28)

∫ b

0
tα
∣∣f (t)

∣∣p+q dt � M

(∫ b

0
t (α+1)q

∣∣f (t)
∣∣p( |f (t)|

b
+ ∣∣f ′(t)

∣∣)q

dt

)1/q

×
(∫ b

0

∣∣f (t)
∣∣p+q dt

)(q−1)/q

, (3.2.29)

where M = {α+2
α+1,

2(p+q)
α+1 }.

REMARK 3.2.2. It is interesting to note that, if the functionf is continuously
differentiable on(0,∞), then lettingb → ∞ in (3.2.28) and (3.2.29) we get re-
spectively the following inequalities

∫ ∞

0
tα
∣∣f (t)

∣∣p+q
dt � M

(∫ ∞

0
tα+1

∣∣f (t)
∣∣p∣∣f ′(t)

∣∣q dt

)1/q

×
(∫ ∞

0
tα+1

∣∣f (t)
∣∣p+q dt

)(q−1)/q

, (3.2.30)

∫ ∞

0
tα
∣∣f (t)

∣∣p+q
dt � M

(∫ ∞

0
t (α+1)q

∣∣f (t)
∣∣p∣∣f ′(t)

∣∣q dt

)1/q

×
(∫ ∞

0

∣∣f (t)
∣∣p+q dt

)(q−1)/q

. (3.2.31)
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In particular, if we takeα = 0, p = 0, q = 2, then the inequalities obtained in
(3.2.30), (3.2.31) reduce to the slight variants of Weyl’s inequality given in [141,
p. 165].

THEOREM 3.2.6. Let α,p,q,f be as defined in Theorem 3.2.5.Then the follow-
ing inequalities hold∫ b

0
tα
∣∣f (t)

∣∣p+q dt

� Mq

∫ b

0
tα+q

∣∣f (t)
∣∣p( |f (t)|

b
+ ∣∣f ′(t)

∣∣)q

dt, (3.2.32)

∫ b

0
tα
∣∣f (t)

∣∣p+q dt

� Mp+q

∫ b

0
tα+p+q

( |f (t)|
b

+ ∣∣f ′(t)
∣∣)p+q

dt, (3.2.33)

where M is as defined in Theorem 3.2.5.

REMARK 3.2.3. If the functionf is continuously differentiable on(0,∞), then
lettingb → ∞ in (3.2.32) and (3.2.33) we get respectively the following inequal-
ities ∫ ∞

0
tα
∣∣f (t)

∣∣p+q dt � Mq

∫ ∞

0
tα+q

∣∣f (t)
∣∣p∣∣f ′(t)

∣∣q dt, (3.2.34)

∫ ∞

0
tα
∣∣f (t)

∣∣p+q dt � Mp+q

∫ ∞

0
tα+p+q

∣∣f ′(t)
∣∣p+q dt. (3.2.35)

Here we note that the inequalities obtained in (3.2.34) and (3.2.35) are similar to
that of the Opial-type inequality (3.2.1) and those of well-known Hardy’s inequal-
ity (2.4.1).

THEOREM 3.2.7. Let α,p,q be as defined in Theorem 3.2.5and let f be a real-
valued continuously differentiable function defined on (a, b) for fixed real num-
bers a < b. Then the following inequalities hold

∫ b

a

|t |α∣∣f (t)
∣∣p+q

dt � |H | +
(

p + q

α + 1

)(∫ b

a

|t |α+1
∣∣f (t)

∣∣p∣∣f ′(t)
∣∣q dt

)1/q

×
(∫ b

a

|t |α+1
∣∣f (t)

∣∣p+q dt

)(q−1)/q

, (3.2.36)
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∫ b

a

|t |α∣∣f (t)
∣∣p+q dt � |H | +

(
p + q

α + 1

)(∫ b

a

|t |(α+1)q
∣∣f (t)

∣∣p∣∣f ′(t)
∣∣q dt

)1/q

×
(∫ b

a

∣∣f (t)
∣∣p+q dt

)(q−1)/q

, (3.2.37)

where

H = 1

α + 1

[
bα+1(sgnb)α

∣∣f (b)
∣∣p+q − aα+1(sgna)α

∣∣f (a)
∣∣p+q]

. (3.2.38)

REMARK 3.2.4. We note that, in the special case whenq = 1, the inequalities
obtained in (3.2.36) and (3.2.37) reduces to the following inequality

∫ b

a

|t |α∣∣f (t)
∣∣p+1 dt

� |H0| +
(

p + 1

α + 1

)∫ b

a

|t |α+1
∣∣f (t)

∣∣p∣∣f ′(t)
∣∣dt, (3.2.39)

whereH0 is defined by the right-hand side of (3.2.38) takingq = 1.

PROOFS OFTHEOREMS3.2.5–3.5.7. Integrating by parts we have the following
identity

∫ b

0

[
tα+1 − 1

b
tα+2

]∣∣f (t)
∣∣p+q−1∣∣f ′(t)

∣∣sgnf (t)dt

= −
∫ b

0

[
(α + 1)tα − 1

b
(α + 2)tα+1

] |f (t)|p+q

p + q
dt. (3.2.40)

From (3.2.40) we observe that

(α + 1)

∫ b

0
tα
∣∣f (t)

∣∣p+q dt

= (α + 2)

∫ b

0
tα+1 1

b

∣∣f (t)
∣∣p+q dt

− (p + q)

∫ b

0
tα+1

[
1− 1

b
t

]∣∣f (t)
∣∣p+q−1∣∣f ′(t)

∣∣sgnf (t)dt
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� (α + 2)

∫ b

0
tα+1 1

b

∣∣f (t)
∣∣p+q dt

+ (p + q)

∫ b

0
tα+1

[
1+ 1

b
t

]∣∣f (t)
∣∣p+q−1∣∣f ′(t)

∣∣dt. (3.2.41)

From (3.2.41) we observe that

∫ b

0
tα
∣∣f (t)

∣∣p+q dt

�
(

α + 2

α + 1

)∫ b

0
tα+1 1

b

∣∣f (t)
∣∣p+q dt

+ 2(p + q)

α + 1

∫ b

0
tα+1

∣∣f (t)
∣∣p+q−1∣∣f ′(t)

∣∣dt

� M

∫ b

0
tα+1

∣∣f (t)
∣∣p+q−1

[ |f (t)|
b

+ ∣∣f ′(t)
∣∣]dt

= M

∫ b

0

[
t (α+1)/q

∣∣f (t)
∣∣p/q

( |f (t)|
b

+ ∣∣f ′(t)
∣∣)]

×
[
t (α+1)((q−1)/q)

∣∣f (t)
∣∣p+q−1−p/q

]
dt. (3.2.42)

Now, by using Hölder’s inequality with indicesq, q/(q − 1), we get the required
inequality in (3.2.28).

In order to establish inequality (3.2.29), we rewrite the last inequality
in (3.2.42) in the following form

∫ b

0
tα
∣∣f (t)

∣∣p+q dt � M

∫ b

0

[
tα+1

∣∣f (t)
∣∣p/q

( |f (t)|
b

+ ∣∣f ′(t)
∣∣)]

× [∣∣f (t)
∣∣p+q−1−p/q]dt. (3.2.43)

By using Hölder’s inequality with indicesq, q/(q − 1) on the right-hand side
of (3.2.43), we get the desired inequality in (3.2.29). The proof of Theorem 3.2.5
is complete.

By following the same arguments as in the proof of Theorem 3.2.5, we have
the inequality (3.2.42). Rewriting the inequality (3.2.42) and using Hölder’s
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inequality with indicesq, q/(q − 1), we have∫ b

0
tα
∣∣f (t)

∣∣p+q dt � M

∫ b

0

[
tα+1−α((q−1)/q)

∣∣f (t)
∣∣p/q

( |f (t)|
b

+ ∣∣f ′(t)
∣∣)]

× [
tα((q−1)/q)

∣∣f (t)
∣∣p+q−1−p/q]dt

� M

(∫ b

0
tα+q

∣∣f (t)
∣∣p( |f (t)|

b
+ ∣∣f ′(t)

∣∣)q

dt

)1/q

×
(∫ b

0
tα
∣∣f (t)

∣∣p+q dt

)(q−1)/q

. (3.2.44)

If
∫ b

0 tα|f (t)|p+q dt = 0 then (3.2.32) is trivially true; otherwise, dividing both
sides of (3.2.44) by(

∫ b

0 tα|f (t)|p+q dt)(q−1)/q and then taking theqth power on
both sides of the resulting inequality, we get the required inequality in (3.2.32).

Rewriting inequality (3.2.42) and using Hölder’s inequality with indicesp+q,
(p + q)/(p + q − 1), we have∫ b

0
tα
∣∣f (t)

∣∣p+q dt � M

∫ b

0

[
tα+1−α((p+q−1)/(p+q))

( |f (t)|
b

+ ∣∣f ′(t)
∣∣)]

× [
tα((p+q−1)/(p+q))

∣∣f (t)
∣∣p+q−1]dt

� M

(∫ b

0
tα+p+q

( |f (t)|
b

+ ∣∣f ′(t)
∣∣)p+q

dt

)1/(p+q)

×
(∫ b

0
tα
∣∣f (t)

∣∣p+q dt

)(p+q−1)/(p+q)

. (3.2.45)

Now, by following the arguments as in the last part of the proof of inequal-
ity (3.2.32) with suitable modifications, we get the required inequality in (3.2.33).
The proof of Theorem 3.2.6 is complete.

By rewriting and integrating by parts the integral on the left-hand side
of (3.2.36), we have∫ b

a

|t |α∣∣f (t)
∣∣p+q

dt =
∫ b

a

tα(sgnt)α
∣∣f (t)

∣∣p+q
dt

= H −
(

p + q

α + 1

)∫ b

a

tα+1
∣∣f (t)

∣∣p+q−1
f ′(t)(sgnt)α dt.

(3.2.46)
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From (3.2.46) we observe that∫ b

a

|t |α∣∣f (t)
∣∣p+q dt

� |H | +
(

p + q

α + 1

)∫ b

a

|t |α+1
∣∣f (t)

∣∣p+q−1∣∣f ′(t)
∣∣dt

� |H | +
(

p + q

α + 1

)∫ b

a

[|t |(α+1)/q
∣∣f (t)

∣∣p/q ∣∣f ′(t)
∣∣]

× [|t |(α+1)((q−1)/q)
∣∣f (t)

∣∣p+q−1−p/q]dt. (3.2.47)

Now, by using Hölder’s inequality with indicesq, q/(q − 1) to the integral on the
right-hand side of (3.2.47), we get the required inequality in (3.2.36).

The proof of inequality (3.2.37) is similar to that of the proof of inequal-
ity (3.2.36) given above with suitable modifications, so we omit it here. The proof
of Theorem 3.2.7 is complete. �

3.3 Wirtinger–Opial-Type Integral Inequalities

There is extensive literature on integral inequalities involving functions and their
derivatives which claim their origin to the well-known Wirtinger- and Opial-type
integral inequalities (see [141,211]). In this section we present some results es-
tablished in [51,238,241,283].

In [238] Pachpatte has established the Wirtinger- and Opial-type integral in-
equalities in the following three theorems. In what follows, the symbolDku(x)

denotes thekth derivative ofu(x) with D0u(x) = u(x) for x ∈ [a, b] = I and we
write D1u(x) = Du(x) for x ∈ I .

THEOREM 3.3.1. Let pi−1, i = 1, . . . , n, be real-valued nonnegative continuous
functions defined on I . Let f,g ∈ C(n−1)(I ) and Dn−1f (x), Dn−1g(x) are ab-
solutely continuous on I with Dkf (a) = Dkf (b) = 0, Dkg(a) = Dkg(b) = 0 for
0� k � n − 1. Then the following inequalities hold∫ b

a

n∑
i=1

pi−1(t)
∣∣Di−1f (t)

∣∣∣∣Di−1g(t)
∣∣dt

� 1

2

(
b − a

4

)

×
n∑

i=1

[(∫ b

a

pi−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)]
, (3.3.1)
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(∫ b

a

n∑
i=1

pi−1(t)
∣∣Di−1f (t)

∣∣∣∣Di−1g(t)
∣∣dt

)2

� n

2

(
1

4

)2

(b − a)4

×
n∑

i=1

[(∫ b

a

p2
i−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣4 + ∣∣Dig(t)

∣∣4]dt

)]
, (3.3.2)

n∏
i=1

(∫ b

a

pi−1(t)
∣∣Di−1f (t)

∣∣∣∣Di−1g(t)
∣∣dt

)

�
(

1

2

)n(
b − a

4

)n

×
n∏

i=1

[(∫ b

a

pi−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)]
. (3.3.3)

REMARK 3.3.1. In the special case whenDif = Dig, the inequalities estab-
lished in Theorem 3.3.1 reduce to the new integral inequalities of the Wirtinger
type studied by many authors in the literature (see [211]). In this special case, it
is easy to observe from the inequalities in (3.3.1) and (3.3.3) that the following
inequality ∫ b

a

pi−1(t)
∣∣Di−1f (t)

∣∣2 dt

�
(

b − a

4

)(∫ b

a

pi−1(t)dt

)(∫ b

a

∣∣Dif (t)
∣∣2 dt

)
(3.3.4)

holds for i = 1, . . . , n, which in turn is a further generalization of the integral
inequality established by Traple in [419, p. 160]. Further if we takeDig = Dif

andn = 2, then inequality (3.3.2) reduces to the following integral inequality∫ b

a

[
p0(t)

∣∣f (t)
∣∣2 + p1(t)

∣∣Df (t)
∣∣2]dt

�
(

1

4

)2

(b − a)42

[(∫ b

a

p2
0(t)dt

)(∫ b

a

∣∣Df (t)
∣∣4 dt

)

+
(∫ b

a

p2
1(t)dt

)(∫ b

a

∣∣D2f (t)
∣∣4 dt

)]
. (3.3.5)
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The inequalities of the type (3.3.5) are considered by the authors in [18,211] by
using a different technique. However, the bounds obtained on the right-hand side
in (3.3.5) cannot be compared with the bound obtained in [18,211].

THEOREM 3.3.2. Let pi−1, f, g be as in Theorem 3.3.1.Then the following in-
equalities hold

∫ b

a

n∑
i=1

pi−1(t)
∣∣Di−1f (t)

∣∣2∣∣Di−1g(t)
∣∣2 dt

� 1

2

(
1

4

)2

(b − a)3

×
n∑

i=1

[(∫ b

a

pi−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣4 + ∣∣Dig(t)

∣∣4]dt

)]
, (3.3.6)

(∫ b

a

n∑
i=1

pi−1(t)
∣∣Di−1f (t)

∣∣2∣∣Di−1g(t)
∣∣2 dt

)2

� n

2

(
1

4

)4

(b − a)8

×
n∑

i=1

[(∫ b

a

p2
i−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣8 + ∣∣Dig(t)

∣∣8]dt

)]
, (3.3.7)

n∏
i=1

(∫ b

a

pi−1(t)
∣∣Di−1f (t)

∣∣2∣∣Di−1g(t)
∣∣2 dt

)

�
(

1

2

)n(1

4

)2n

(b − a)3n

×
n∏

i=1

[(∫ b

a

pi−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣4 + ∣∣Dig(t)

∣∣4]dt

)]
. (3.3.8)

REMARK 3.3.2. In the special case whenDig = Dif , the inequalities
in (3.3.6)–(3.3.8) reduce to the new inequalities. In this special case, it is easy
to observe from inequalities (3.3.6) and (3.3.8) that the following inequality

∫ b

a

pi−1(t)
∣∣Di−1f (t)

∣∣4 dt �
(

1

4

)2

(b − a)3
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×
(∫ b

a

pi−1(t)dt

)(∫ b

a

∣∣Dif (t)
∣∣4 dt

)
(3.3.9)

holds fori = 1, . . . , n.

THEOREM 3.3.3. Let pi−1, f, g be as in Theorem 3.3.1.Then the following in-
equalities hold

∫ b

a

n∑
i=1

pi−1(t)
[∣∣Di−1f (t)

∣∣∣∣Dig(t)
∣∣+ ∣∣Di−1g(t)

∣∣∣∣Dif (t)
∣∣]dt

�
n∑

i=1

[((
b − a

4

)∫ b

a

p2
i−1(t)dt

)1/2

×
(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)]
, (3.3.10)

∫ b

a

n∑
i=1

pi−1(t)
[∣∣Di−1f (t)

∣∣2∣∣Dig(t)
∣∣2 + ∣∣Di−1g(t)

∣∣2∣∣Dif (t)
∣∣2]dt

�
n∑

i=1

[((
1

4

)2

(b − a)3
(∫ b

a

p2
i−1(t)dt

))1/2

×
(∫ b

a

[∣∣Dif (t)
∣∣4 + ∣∣Dig(t)

∣∣4]dt

)]
. (3.3.11)

REMARK 3.3.3. We note that, forn = 1, the inequality established in (3.3.10)
reduces to the inequality established by Pachpatte in [243]. In the special case
whenDif = Dig, the inequalities established in (3.3.10) and (3.3.11) reduce to
the Opial-type integral inequalities.

PROOFS OFTHEOREMS3.3.1–3.3.3. From the hypotheses, for everyt ∈ I and
i = 1, . . . , n, we have

Di−1f (t) =
∫ t

a

Dif (s)ds, Di−1f (t) = −
∫ b

t

Dif (s)ds, (3.3.12)

Di−1g(t) =
∫ t

a

Dig(s)ds, Di−1g(t) = −
∫ b

t

Dig(s)ds. (3.3.13)
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From (3.3.12) and (3.3.13), we observe that

∣∣Di−1f (t)
∣∣ � 1

2

∫ b

a

∣∣Dif (t)
∣∣dt, (3.3.14)

∣∣Di−1g(t)
∣∣ � 1

2

∫ b

a

∣∣Dig(t)
∣∣dt, (3.3.15)

for i = 1, . . . , n. From (3.3.14) and (3.3.15), and using the elementary inequality
cd � 1

2(c2 + d2) (for c, d reals) and Schwarz inequality, we obtain

n∑
i=1

pi−1(t)
∣∣Di−1f (t)

∣∣∣∣Di−1g(t)
∣∣

� 1

4

n∑
i=1

pi−1(t)

(∫ b

a

∣∣Dif (t)
∣∣dt

)(∫ b

a

∣∣Dig(t)
∣∣dt

)

� 1

4

n∑
i=1

pi−1(t)
1

2

[(∫ b

a

∣∣Dif (t)
∣∣dt

)2

+
(∫ b

a

∣∣Dig(t)
∣∣dt

)2]

� 1

2

(
b − a

4

)

×
n∑

i=1

pi−1(t)

(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)
. (3.3.16)

Integrating both sides of (3.3.16) froma to b we obtain the desired inequality
in (3.3.1).

Taking the square on both sides of inequality (3.3.1) and using the elementary
inequality(c1 + · · · + cn)

2 � n(c2
1 + · · · + c2

n) (for c1, . . . , cn reals), Schwarz in-
equality, and the elementary inequality(c + d)2 � 2(c2 + d2) (for c, d reals), we
obtain(∫ b

a

n∑
i=1

pi−1(t)
∣∣Di−1f (t)

∣∣∣∣Di−1g(t)
∣∣dt

)2

� n

(
1

2

)2(1

4

)2

(b − a)2

×
n∑

i=1

[(∫ b

a

pi−1(t)dt

)2(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)2]
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� n

(
1

2

)2(1

4

)2

(b − a)4

×
n∑

i=1

[(∫ b

a

p2
i−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]2 dt

)]

� n

2

(
1

4

)2

(b − a)4

×
n∑

i=1

[(∫ b

a

p2
i−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣4 + ∣∣Dig(t)

∣∣4]dt

)]
.

The proof of inequality (3.3.20) is complete.
From (3.3.14) and (3.3.15), and using the elementary inequalitycd � 1

2(c2 +
d2) (for c, d reals) and Schwarz inequality, we obtain, fori = 1, . . . , n,

∫ b

a

pi−1(t)
∣∣Di−1f (t)

∣∣∣∣Di−1g(t)
∣∣dt

� 1

4

(∫ b

a

pi−1(t)dt

)(∫ b

a

∣∣Dif (t)
∣∣dt

)(∫ b

a

∣∣Dig(t)
∣∣dt

)

� 1

4

(∫ b

a

pi−1(t)dt

)
1

2

[(∫ b

a

∣∣Dif (t)
∣∣dt

)2

+
(∫ b

a

∣∣Dig(t)
∣∣dt

)2]

� 1

2

(
b − a

4

)(∫ b

a

pi−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)
.

(3.3.17)

From (3.3.17) we have

n∏
i=1

(∫ b

a

pi−1(t)
∣∣Di−1f (t)

∣∣∣∣Di−1g(t)
∣∣dt

)

�
(

1

2

)n(
b − a

4

)n

×
n∏

i=1

[(∫ b

a

pi−1(t)dt

)(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)]
,

which is the desired inequality in (3.3.3) and the proof of Theorem 3.3.1 is com-
plete. �
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From (3.3.14), (3.3.15) and using Schwarz inequality, we observe that

∣∣Di−1f (t)
∣∣2 �

(
1

4

)
(b − a)

∫ b

a

∣∣Dif (t)
∣∣2 dt, (3.3.18)

∣∣Di−1g(t)
∣∣2 �

(
1

4

)
(b − a)

∫ b

a

∣∣Dig(t)
∣∣2 dt, (3.3.19)

for i = 1, . . . , n. Now, from (3.3.18) and (3.3.19), and following exactly the same
arguments as in the proof of inequality (3.3.1) in Theorem 3.3.1, we obtain the
desired inequality in (3.3.6).

The details of the proofs of inequalities (3.3.7) and (3.3.8) follow from
(3.3.18) and (3.3.19), and following exactly the same arguments as in the proofs of
inequalities (3.3.2) and (3.3.3) given in Theorem 3.3.1 and hence we omit further
details.

By virtue of Schwarz inequality, the inequality (3.3.4) and the elementary in-
equalityc1/2d1/2 � 1

2(c + d) (for c, d � 0, reals), we observe that

∫ b

a

n∑
i=1

pi−1(t)
[∣∣Di−1f (t)

∣∣∣∣Dig(t)
∣∣+ ∣∣Di−1g(t)

∣∣∣∣Dif (t)
∣∣]dt

�
n∑

i=1

[(∫ b

a

p2
i−1(t)

∣∣Di−1f (t)
∣∣2 dt

)1/2(∫ b

a

∣∣Dig(t)
∣∣2 dt

)1/2]

+
n∑

i=1

[(∫ b

a

p2
i−1(t)

∣∣Di−1g(t)
∣∣2 dt

)1/2(∫ b

a

∣∣Dif (t)
∣∣2 dt

)1/2]

�
n∑

i=1

[((
b − a

4

)(∫ b

a

p2
i−1(t)dt

)(∫ b

a

∣∣Dif (t)
∣∣2 dt

))1/2

×
(∫ b

a

∣∣Dig(t)
∣∣2 dt

)1/2]

+
n∑

i=1

[((
b − a

4

)(∫ b

a

p2
i−1(t)dt

)(∫ b

a

∣∣Dig(t)
∣∣2 dt

))1/2

×
(∫ b

a

∣∣Dif (t)
∣∣2 dt

)1/2]



282 Chapter 3. Opial-Type Inequalities

= 2
n∑

i=1

[((
b − a

4

)∫ b

a

p2
i−1(t)dt

)1/2

×
(∫ b

a

∣∣Dif (t)
∣∣2 dt

)1/2(∫ b

a

∣∣Dig(t)
∣∣2 dt

)1/2]

�
n∑

i=1

[((
b − a

4

)∫ b

a

p2
i−1(t)dt

)1/2(∫ b

a

[∣∣Dif (t)
∣∣2 + ∣∣Dig(t)

∣∣2]dt

)]
,

which is the desired inequality in (3.3.10).
The details of the proof of inequality (3.3.11) follow by the same argument as

in the proof of inequality (3.3.10) given above by using inequality (3.3.9) in place
of inequality (3.3.4). We omit the details.

In [241] Pachpatte has established the inequalities in the following theorem.

THEOREM 3.3.4. Let p(t) be a real-valued nonnegative continuous function de-
fined on I = [0, b]. Let f ∈ C(n−1)(I ) with Dr−1f (t) absolutely continuous for
t ∈ I and Dr−1f (0) = Dr−1f (b) = 0, for r = 1, . . . , n. Then the following in-
equalities hold

∫ b

0
p(t)

(
n∏

r=1

∣∣Dr−1f (t)
∣∣)2/n

dt

� b

4n

(∫ b

0
p(t)dt

)(∫ b

0

(
n∑

r=1

∣∣Drf (t)
∣∣2)dt

)
, (3.3.20)

∫ b

0
p(t)

(
n∏

r=1

∣∣Dr−1f (t)
∣∣2)2/n

dt

� 1

n

(∫ b

0
p(t)dt

)

×
(

n∑
r=1

[(∫ b

0

∣∣Dr−1f (t)
∣∣2 dt

)(∫ b

0

∣∣Drf (t)
∣∣2 dt

)])
, (3.3.21)

∫ b

0
p(t)

(
n∏

r=1

∣∣Dr−1f (t)
∣∣)1/n( n∑

r=1

∣∣Drf (t)
∣∣)dt

�
(

b

4

∫ b

0
p2(t)dt

)1/2
(∫ b

0

(
n∑

r=1

∣∣Drf (t)
∣∣2)dt

)
. (3.3.22)
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REMARK 3.3.4. In the special cases whenn = 1 andn = 2, the inequalities
established in Theorem 3.3.4 reduces to Wirtinger- and Opial-type inequalities,
see [241].

PROOF OFTHEOREM 3.3.4. From the hypotheses we have the following identi-
ties

Dr−1f (t) =
∫ t

0
Drf (s)ds, (3.3.23)

Dr−1f (t) = −
∫ b

t

Drf (s)ds, (3.3.24)

for t ∈ I andr = 1, . . . , n. From (3.3.23) and (3.3.24), we obtain

∣∣Dr−1f (t)
∣∣� 1

2

∫ b

0

∣∣Drf (t)
∣∣dt (3.3.25)

for t ∈ I andr = 1, . . . , n. From (3.3.25) and using the elementary inequalities

(
n∏

i=1

ai

)1/n

� 1

n

n∑
i=1

ai (3.3.26)

(for a1, . . . , an � 0 reals andn � 1) and(
n∑

i=1

ai

)2

� n

n∑
i=1

a2
i (3.3.27)

(for a1, . . . , an reals) and Schwarz inequality, we obtain

(
n∏

r=1

∣∣Dr−1f (t)
∣∣)2/n

�
[(

1

2

)n]2/n
[(

n∏
r=1

(∫ b

0

∣∣Drf (t)
∣∣dt

))1/n]2

� 1

4

[
1

n

(
n∑

r=1

∫ b

0

∣∣Drf (t)
∣∣dt

)]2

� 1

4n2

[
n

n∑
r=1

(∫ b

0

∣∣Drf (t)
∣∣dt

)2
]

� b

4n

∫ b

0

(
n∑

r=1

∣∣Drf (t)
∣∣2)dt. (3.3.28)
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Multiplying (3.3.28) byp(t) and integrating the resulting inequality from 0 tob

we obtain the desired inequality in (3.3.20).
From the hypotheses, we have the following identities

[
Dr−1f (t)

]2 = 2
∫ t

0
Dr−1f (s)Drf (s)ds, (3.3.29)

[
Dr−1f (t)

]2 = −2
∫ b

t

Dr−1f (s)Drf (s)ds, (3.3.30)

for t ∈ I andr = 1, . . . , n. From (3.3.29) and (3.3.30), we obtain

∣∣Dr−1f (t)
∣∣2 �

∫ b

0

∣∣Dr−1f (t)
∣∣∣∣Drf (t)

∣∣dt (3.3.31)

for t ∈ I andr = 1, . . . , n. From (3.3.31) and using inequalities (3.3.26), (3.3.27)
and Schwarz inequality, we obtain(

n∏
r=1

∣∣Dr−1f (t)
∣∣2)2/n

�
[(

n∏
r=1

(∫ b

0

∣∣Dr−1f (t)
∣∣∣∣Drf (t)

∣∣dt

))1/n]2

�
[

1

n

n∑
r=1

∫ b

0

∣∣Dr−1f (t)
∣∣∣∣Drf (t)

∣∣dt

]2

� 1

n2

[
n

n∑
r=1

(∫ b

0

∣∣Dr−1f (t)
∣∣∣∣Drf (t)

∣∣dt

)2
]

� 1

n

n∑
r=1

[(∫ b

0

∣∣Dr−1f (t)
∣∣2 dt

)(∫ b

0

∣∣Drf (t)
∣∣2 dt

)]
.

(3.3.32)

Multiplying both sides of (3.3.32) byp(t) and integrating the resulting inequality
from 0 tob we obtain the desired inequality in (3.3.21).

By using Schwarz inequality and inequalities (3.3.20) and (3.3.27), we observe
that

∫ b

0
p(t)

(
n∏

r=1

∣∣Dr−1f (t)
∣∣)1/n( n∑

r=1

∣∣Drf (t)
∣∣)dt

�
(∫ b

0
p2(t)

(
n∏

r=1

∣∣Dr−1f (t)
∣∣)2/n

dt

)1/2(∫ b

0

(
n∑

r=1

∣∣Drf (t)
∣∣)2

dt

)1/2
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�
(

b

4n

(∫ b

0
p2(t)dt

)(∫ b

0

(
n∑

r=1

∣∣Drf (t)
∣∣2)dt

))1/2

×
(∫ b

0
n

(
n∑

r=1

∣∣Drf (t)
∣∣2)dt

)1/2

=
(

b

4

∫ b

0
p2(t)dt

)1/2
(∫ b

0

(
n∑

r=1

∣∣Drf (t)
∣∣2)dt

)
.

This result is the desired inequality in (3.3.22). The proof is complete. �

In [51] Calvert established the following inequalities by using the method of
Olech [230].

THEOREM 3.3.5. Let u be absolutely continuous on (a, b) with u(a) = 0, where
−∞ � a < b < ∞. Let f (t) be a continuous complex-valued function defined for
all t in the range of u and for all real t of the form t (s) = ∫ s

a
|u′(s)|ds. Suppose

that |f (t)| � f (|t |) for all t , and that f (t1) � f (t2) for 0 � t1 � t2. Let r be
positive, continuous, and

∫ b

a
r1−q(t)dt < ∞, where 1/p + 1/q = 1, p > 1. Let

F(s) = ∫ s

0 f (σ )dσ , s > 0. Then the following inequality holds

∫ b

a

∣∣f (u(t)
)
u′(t)

∣∣dt

� F

((∫ b

a

r1−q(t)dt

)1/q(∫ b

a

r(t)
∣∣u′(t)

∣∣p dt

)1/p)
, (3.3.33)

with equality if and only if u(t) = A
∫ t

a
r1−q(s)ds. The same result (but with

equality for u(t) = ∫ b

t
r1−q(s)ds) holds if u(b) = 0 and −∞ < a < b � ∞,

where A is a constant.

PROOF. Let z(t) = ∫ t

a
|u′(s)|ds, t ∈ (a, b). Thenz′(t) = |u′(t)|, and it follows

that

∫ b

a

∣∣f (u(t)
)
u′(t)

∣∣dt =
∫ b

a

∣∣∣∣f
(∫ t

a

u′(s)ds

)
u′(t)

∣∣∣∣dt

�
∫ b

a

f

(∣∣∣∣
∫ t

a

u′(s)ds

∣∣∣∣
)∣∣u′(t)

∣∣dt
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�
∫ b

a

f

(∫ t

a

∣∣u′(s)
∣∣ds

)∣∣u′(t)
∣∣dt

=
∫ b

a

f
(
z(t)

)
z′(t)dt = F

(
z(b)

)
. (3.3.34)

Now, using Hölder’s inequality with indicesp,q, we get

z(b) =
∫ b

a

∣∣u′(t)
∣∣dt

=
∫ b

a

r−1/p(t)r1/p(t)z′(t)dt

�
(∫ b

a

r1−q(t)dt

)1/q(∫ b

a

r(t)z′(t)p dt

)1/p

. (3.3.35)

Inequality (3.3.33) now follows from (3.3.34) and (3.3.35) and the fact thatF is
nondecreasing. �

REMARK 3.3.5. Letf (t) = tp−1, p > 1, u(a) = 0, −∞ � a < b < ∞. Then

∫ b

a

∣∣up−1(t)u′(t)
∣∣dt � 1

p

(∫ b

a

r1−q(t)dt

)p−1∫ b

a

r(t)
∣∣u′(t)

∣∣p dt.

THEOREM 3.3.6. Let u and v be absolutely continuous functions on (a, b) with
u(a) = v(a) = 0, where −∞ � a < b < ∞. Let r(t) and s(t) be positive, con-
tinuous functions on (a, b) and

∫ b

a
(r(t))−2 dt < ∞,

∫ b

a
(s(t))−2 dt < ∞. Then the

following inequality holds

∫ b

a

[∣∣u(t)v′(t)
∣∣+ ∣∣v(t)u′(t)

∣∣]dt

�
[∫ b

a

(
r(t)

)−2 dt

∫ b

a

(
s(t)

)−2 dt

∫ b

a

r2(t)
∣∣u′(t)

∣∣2 dt

∫ b

a

s2(t)
∣∣v′(t)

∣∣2 dt

]1/2

,

(3.3.36)

with equality if and only if u(t) = A
∫ b

a
(r(t))−2 dt and v(t) = B

∫ b

a
(s(t))−2 dt ,

where A,B are constants.

PROOF. Let x(t) = ∫ t

a
|u′(σ )|dσ andy(t) = ∫ t

a
|v′(σ )|dσ , thenx′(t) = |u′(t)|

and y′(t) = |v′(t)|. It is easy to observe that|u(t)| = | ∫ t

a
u′(σ )dσ | �
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∫ b

a
|u′(σ )|dσ = x(t) and|v(t)| � y(t). Thus, it follows that

∫ b

a

[∣∣u(t)v′(t)
∣∣+ ∣∣v(t)u′(t)

∣∣]dt �
∫ b

a

(
x(t)y′(t) + y(t)x′(t)

)
dt

=
∫ b

a

d

dt

(
x(t)y(t)

)
dt

= x(b)y(b),

where

x(b) =
∫ b

a

(
r(t)

)−1
r(t)

∣∣u′(t)
∣∣dt

�
(∫ b

a

(
r(t)

)−2 dt

)1/2(∫ b

a

(
r(t)

)2∣∣u′(t)
∣∣2 dt

)1/2

and

y(b) =
∫ b

a

(
s(t)

)−1
s(t)

∣∣v′(t)
∣∣dt

�
(∫ b

a

(
s(t)

)−2 dt

)1/2(∫ b

a

(
s(t)

)2∣∣v′(t)
∣∣2 dt

)1/2

.

Inequality (3.3.36) now follows immediately from the above obtained inequali-
ties. �

REMARK 3.3.6. If we takev(t) = u(t) andr(t) = s(t) = 1 in (3.3.36), then we
get the following inequality

∫ b

a

∣∣u(t)u′(t)
∣∣dt � b − a

2

∫ b

a

∣∣u′(t)
∣∣2 dt.

In [283] Pachpatte has established the following inequality.

THEOREM 3.3.7. Let ur , r = 1, . . . ,m, be absolutely continuous functions de-
fined on [a, b] with ur(a) = ur(b) = 0. Let gr(u), r = 1, . . . ,m, be continuous
functions defined for all u in the range of ur and for all real t of the form
t (s) = ∫ s

a
|u′

r (σ )|dσ or t (s) = ∫ s

b
|u′

r (σ )|dσ ; |gr(u)| � gr(|u|) for all u and
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gr(u1) � gr(u2) for 0 � u1 � u2. Then for every c ∈ (a, b), the following in-
equality holds

∫ b

a

{
m∏

r=1

∣∣gr

(
ur(t)

)
u′

r (t)
∣∣}1/m

dt

� 1

m

m∑
i=1

[
Gr

(∫ c

a

∣∣u′
r (t)

∣∣dt

)
+ Gr

(∫ b

c

∣∣u′
r (t)

∣∣dt

)]
, (3.3.37)

where Gr(u) = ∫ u

0 gr(t)dt for u > 0 and r = 1, . . . ,m.

PROOF. Let c ∈ [a, b] and define

zr(t) =
∫ t

0

∣∣u′
r (s)

∣∣ds (3.3.38)

for a � t � c andr = 1, . . . ,m and

vr(t) =
∫ b

t

∣∣u′
r (s)

∣∣ds (3.3.39)

for c � t � b andr = 1, . . . ,m. From (3.3.38) and (3.3.39), we have

z′
r (t) = ∣∣u′

r (t)
∣∣ (3.3.40)

for a � t � c andr = 1, . . . ,m and

v′
r (t) = −∣∣u′

r (t)
∣∣ (3.3.41)

for c � t � b andr = 1, . . . ,m. We note that

ur(t) =
∫ t

a

u′
r (s)ds (3.3.42)

for a � t � c andr = 1, . . . ,m and

ur(t) = −
∫ b

t

u′
r (s)ds (3.3.43)

for c � t � b and r = 1, . . . ,m. From the hypotheses, the arithmetic mean–
geometric mean inequalities (3.3.26), (3.3.42), (3.3.40) and (3.3.38) we observe
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that

∫ c

a

{
m∏

r=1

∣∣gr

(
ur(t)

)
u′

r (t)
∣∣}1/m

dt

� 1

m

m∑
r=1

∫ c

a

∣∣gr

(
ur(t)

)
u′

r (t)
∣∣dt

� 1

m

m∑
r=1

∫ c

a

gr

(∫ t

a

∣∣u′
r (s)

∣∣ds

)∣∣u′
r (t)

∣∣dt

= 1

m

m∑
r=1

∫ c

a

gr

(
zr (t)

)
z′
r (t)dt

= 1

m

m∑
r=1

∫ zr (c)

0
gr(t)dt

= 1

m

m∑
r=1

Gr

(
zr(c)

)

= 1

m

m∑
r=1

Gr

(∫ c

a

∣∣u′
r (t)

∣∣dt

)
. (3.3.44)

Similarly, from the hypotheses and inequalities (3.3.26), (3.3.43), (3.3.41)
and (3.3.39), we have

∫ b

c

{
m∏

r=1

∣∣gr

(
ur(t)

)
u′

r (t)
∣∣}1/m

dt � 1

m

m∑
r=1

Gr

(∫ b

c

∣∣u′
r (t)

∣∣dt

)
. (3.3.45)

The desired inequality in (3.3.37) follows from (3.3.44) and (3.3.45) and the proof
is complete. �

REMARK 3.3.7. In the special case whenm = 1, inequality (3.3.37) reduces to

∫ b

a

∣∣g1
(
u1(t)

)
u′

1(t)
∣∣dt � G1

(∫ c

a

∣∣u′
1(t)

∣∣dt

)
+ G1

(∫ b

c

∣∣u′
1(t)

∣∣dt

)
(3.3.46)

for c ∈ [a, b]. Inequality (3.3.46) is a variant of the inequality due to Calvert given
in Theorem 3.3.5. On takingg1(t) = t and henceG1(u) = ∫ u

0 σ dσ = u2/2 and
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c = (a + b)/2 in (3.3.46) and using Schwarz inequality on the right-hand side of
the resulting inequality, we obtain Opial’s inequality given in (3.2.1).

3.4 Inequalities Related to Opial’s Inequality

Opial’s inequality given in (3.2.1) or its generalizations and variants have many
important applications in the theory of differential equations. In the past few
years many authors have obtained various useful generalizations and extensions
of this inequality. In this section we offer some basic inequalities established by
Pachpatte in [239,303], which claim their origin in Opial’s inequality.

In [239] Pachpatte has established the inequalities in the following theorems
which deal with the Opial-type integral inequalities involving two functions and
their first-order derivatives.

THEOREM 3.4.1. Let p(t) be positive and continuous function on a finite or infi-
nite interval a < t < b such that

∫ b

a
p−1(t)dt < ∞. If u(t) and v(t) are absolutely

continuous functions on (a, b) and u(a) = u(b) = 0, v(a) = v(b) = 0, then

∫ b

a

[∣∣u(t)v′(t)
∣∣+ ∣∣v(t)u′(t)

∣∣]dt � 1

2
A

∫ b

a

p(t)
[∣∣u′(t)

∣∣2 + ∣∣v′(t)
∣∣2]dt, (3.4.1)

where

A =
∫ c

a

p−1(t)dt =
∫ b

c

p−1(t)dt, a � c � b. (3.4.2)

Equality holds in (3.4.1)if and only if

u(t) = v(t) = M

∫ t

a

p−1(s)ds, a � t � c,

u(t) = v(t) = M

∫ b

t

p−1(s)ds, c � t � b,

where M is a constant.

REMARK 3.4.1. In the special case whenu(t) = v(t), Theorem 3.4.1 reduces to
the inequality established by Yang [428, Theorem 1] which in turn contains as a
special case Opial’s inequality given in Theorem 3.2.1.

THEOREM3.4.2. Let p(t) be positive and continuous function on an interval a �
t � c with

∫ c

a
p−1(t)dt < ∞, and let q(t) be bounded, positive, continuous and
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nonincreasing function on a � t � c. If u(t) and v(t) are absolutely continuous
functions on a � t � c and u(a) = v(a) = 0, then∫ c

a

q(t)
[∣∣u(t)v′(t)

∣∣+ ∣∣v(t)u′(t)
∣∣]dt

� 1

2

∫ c

a

p−1(t)dt

∫ c

a

p(t)q(t)
[∣∣u′(t)

∣∣2 + ∣∣v′(t)
∣∣2]dt, (3.4.3)

with equality if and only if q(t) = constantand u(t) = v(t) = M
∫ t

a
p−1(s)ds for

a � t � c, where M is a constant.

THEOREM 3.4.3. Let p(t) be positive and continuous function on an interval
c � t � b with

∫ b

c
p−1(t)dt < ∞, and let q(t) be bounded, positive, continuous

and nondecreasing function on c � t � b. If u(t) and v(t) are absolutely contin-
uous functions on c � t � b and u(b) = v(b) = 0, then∫ b

c

q(t)
[∣∣u(t)v′(t)

∣∣+ ∣∣v(t)u′(t)
∣∣]dt

� 1

2

∫ b

c

p−1(t)dt

∫ b

c

p(t)q(t)
[∣∣u′(t)

∣∣2 + ∣∣v′(t)
∣∣2]dt, (3.4.4)

with equality if and only if q(t) = constantand u(t) = v(t) = M
∫ b

t
p−1(s)ds for

c � t � b, where M is a constant.

REMARK 3.4.2. In the special case whenu(t) = v(t), Theorems 3.4.2 and 3.4.3
reduce to Theorems 3 and 3′ given in [428].

THEOREM 3.4.4. If u(t) and v(t) are absolutely continuous functions on a �
t � b with u(a) = u(b) = 0, v(a) = v(b) = 0, then∫ b

a

∣∣u(t)v(t)
∣∣m[∣∣u(t)v′(t)

∣∣+ ∣∣v(t)u′(t)
∣∣]dt

� (b − a)2m+1

22(m+1)(m + 1)

∫ b

a

[∣∣u′(t)
∣∣2(m+1) + ∣∣v′(t)

∣∣2(m+1)]dt, (3.4.5)

where m � 0 is a constant. Equality holds in (3.4.5)if and only if

u(t) = v(t) = M(t − a), a � t � c,

u(t) = v(t) = M(b − t), c � t � b,

where M is a constant.
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REMARK 3.4.3. It is interesting to note that, in the special case whenu(t) = v(t)

and 2m + 1 = n, Theorem 3.4.4 reduces to the inequality established by Yang
[428, Theorem 4] which in itself contains as a special case Opial’s inequality
whenn = 1, a = 0 andb = h.

PROOFS OFTHEOREMS3.4.1–3.4.4. Letc ∈ [a, b] and define

y(t) =
∫ t

a

∣∣u′(s)
∣∣ds, z(t) =

∫ t

a

∣∣v′(s)
∣∣ds (3.4.6)

for a � t � c and

r(t) = −
∫ b

t

∣∣u′(s)
∣∣ds, w(t) = −

∫ b

t

∣∣v′(s)
∣∣ds (3.4.7)

for c � t � b, then we have

y′(t) = ∣∣u′(t)
∣∣, z′(t) = ∣∣v′(t)

∣∣ (3.4.8)

for a � t � c and

r ′(t) = ∣∣u′(t)
∣∣, w′(t) = ∣∣v′(t)

∣∣ (3.4.9)

for c � t � b. We note that

u(t) =
∫ t

a

u′(s)ds, v(t) =
∫ t

a

v′(s)ds (3.4.10)

for a � t � c and

u(t) = −
∫ b

t

u′(s)ds, v(t) = −
∫ b

t

v′(s)ds (3.4.11)

for c � t � b. From (3.4.10) and (3.4.6) and (3.4.11) and (3.4.7), we observe that∣∣u(t)
∣∣� y(t),

∣∣v(t)
∣∣� z(t) (3.4.12)

for a � t � c and ∣∣u(t)
∣∣� −r(t),

∣∣v(t)
∣∣� −w(t) (3.4.13)

for c � t � b. Now, from (3.4.12), (3.4.8), and upon using the elementary inequal-
ity

αβ � 1

2

[
α2 + β2] for α, β reals, (3.4.14)
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the definitions ofy(t) andz(t) given in (3.4.6) and Schwarz inequality, we have∫ c

a

[∣∣u(t)v′(t)
∣∣+ ∣∣v(t)u′(t)

∣∣]dt

�
∫ c

a

[
y(t)z′(t) + z(t)y′(t)

]
dt

=
∫ c

a

d

dt

[
y(t)z(t)

]
dt

= y(c)z(c)

� 1

2

[
y2(c) + z2(c)

]

= 1

2

[(∫ c

a

(
1√
p(t)

)√
p(t)

∣∣u′(t)
∣∣dt

)2

+
(∫ c

a

(
1√
p(t)

)√
p(t)

∣∣v′(t)
∣∣dt

)2]

� 1

2

∫ c

a

p−1(t)dt

∫ c

a

p(t)
[∣∣u′(t)

∣∣2 + ∣∣v′(t)
∣∣2]dt. (3.4.15)

Similarly, from (3.4.13), (3.4.9) and upon using the elementary inequality (3.4.14),
the definitions ofr(t) andw(t) given in (3.4.7) and Schwarz inequality, we have

∫ b

c

[∣∣u(t)v′(t)
∣∣+ ∣∣v(t)u′(t)

∣∣]dt

� 1

2

∫ b

c

p−1(t)dt

∫ b

c

p(t)
[∣∣u′(t)

∣∣2 + ∣∣v′(t)
∣∣2]dt. (3.4.16)

From (3.4.15), (3.4.16) and the definition ofA given in (3.4.2), the desired in-
equality in (3.4.1) follows. The proof of Theorem 3.4.1 is complete.

Let c ∈ [a, b] and define

y(t) =
∫ t

a

√
q(s)

∣∣u′(s)
∣∣ds, z(t) =

∫ t

a

√
q(s)

∣∣v′(s)
∣∣ds (3.4.17)

for a � t � c and

r(t) = −
∫ b

t

√
q(s)

∣∣u′(s)
∣∣ds, w(t) = −

∫ b

t

√
q(s)

∣∣v′(s)
∣∣ds (3.4.18)

for c � t � b, then we have

y′(t) =√
q(t)

∣∣u′(t)
∣∣, z′(t) =√

q(t)
∣∣v′(t)

∣∣ (3.4.19)
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for a � t � c and

r ′(t) =√
q(t)

∣∣u′(t)
∣∣, w′(t) =√

q(t)
∣∣v′(t)

∣∣ (3.4.20)

for c � t � b. Now, from (3.4.10), (3.4.17), nonincreasing character ofq(t) on
a � t � c, in Theorem 3.4.2 and (3.4.11), (3.4.18), nondecreasing character of
q(t) on c � t � b, in Theorem 3.4.3, we observe that

∣∣u(t)
∣∣� (

1√
q(t)

)
y(t),

∣∣v(t)
∣∣� (

1√
q(t)

)
z(t) (3.4.21)

for a � t � c and

∣∣u(t)
∣∣� −

(
1√
q(t)

)
r(t),

∣∣v(t)
∣∣� −

(
1√
q(t)

)
w(t) (3.4.22)

for c � t � b, respectively. Now the proofs of Theorems 3.4.2 and 3.4.3 follow by
closely looking at the proof of Theorem 3.4.1 given above with suitable modifi-
cations. We omit the details.

From (3.4.8) and (3.4.12) and using the elementary inequality (3.4.14), the
definitions ofy(t) andz(t) given in (3.4.6), Schwarz inequality and Hölder’s in-
equality, we have∫ c

a

∣∣u(t)v(t)
∣∣m[∣∣u(t)v′(t)

∣∣+ ∣∣v(t)u′(t)
∣∣]dt

�
∫ c

a

ym(t)zm(t)
[
y(t)z′(t) + z(t)y′(t)

]
dt

=
∫ c

a

d

dt

(
1

m + 1
ym+1(t)zm+1(t)dt

)

= 1

m + 1
ym+1(c)zm+1(c)

� 1

2(m + 1)

[(
ym+1(c)

)2 + (
zm+1(c)

)2]

= 1

2(m + 1)

[{(∫ c

a

∣∣u′(t)
∣∣dt

)2}m+1

+
{(∫ c

a

∣∣v′(t)
∣∣dt

)2}m+1]

� (c − a)2m+1

2(m + 1)

∫ c

a

[∣∣u′(t)
∣∣2(m+1) + ∣∣v′(t)

∣∣2(m+1)]dt. (3.4.23)

Similarly, from (3.4.9), (3.4.13) and upon using the elementary inequal-
ity (3.4.14), the definitions ofr(t) andw(t) given in (3.4.7), Schwarz inequality
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and Hölder’s inequality, we obtain

∫ b

c

∣∣u(t)v(t)
∣∣m[∣∣u(t)v′(t)

∣∣+ ∣∣v(t)u′(t)
∣∣]dt

� (b − c)2m+1

2(m + 1)

∫ b

c

[∣∣u′(t)
∣∣2(m+1) + ∣∣v′(t)

∣∣2(m+1)]dt. (3.4.24)

Now taking c = (a + b)/2, we obtain the desired inequality in (3.4.5) from
(3.4.23) and (3.4.24).

In the following theorems we present some general inequalities similar to
Opial’s inequality established by Pachpatte in [303]. In what follows, for the
sake of brevity we writefi for fi(|ui(t)|), f ′

i for f ′
i (|ui(t)|), u′

i for u′
i (t), with

t ∈ [a, b] and use the notation

L
[
f1, . . . , fn, f

′
1, . . . , f

′
n,u

′
1, . . . , u

′
n

]
= f1 · · ·fn−1f

′
n

∣∣u′
n

∣∣
+ f1 · · ·fn−2f

′
n−1

∣∣u′
n−1

∣∣fn + · · · + f ′
1

∣∣u′
1

∣∣f2 · · ·fn, n � 2.

THEOREM 3.4.5. Let ui(t), i = 1, . . . , n, be real-valued absolutely continuous
functions on [a, b] with ui(a) = 0. Let fi(r), i = 1, . . . , n, be real-valued nonneg-
ative continuous nondecreasing functions for r � 0 and fi(0) = 0 such that f ′

i (r)

exist, nonnegative, continuous and nondecreasing for r � 0. Then, the following
inequality holds

∫ b

a

L
[
f1, . . . , fn, f

′
1, . . . , f

′
n,u

′
1, . . . , u

′
n

]
dt �

n∏
i=1

fi

(∫ b

a

∣∣u′
i (t)

∣∣dt

)
.

(3.4.25)

Inequality (3.4.25)also holds if we replace the condition ui(a) = 0 by ui(b) = 0.

As an immediate consequence of Theorem 3.4.5 we have the following result.

THEOREM3.4.6. Assume that in the hypotheses of Theorem 3.4.5we have ui = u

and fi = f . Then

∫ b

a

{
f
(∣∣u(t)

∣∣)}n−1
f ′(∣∣u(t)

∣∣)∣∣u′(t)
∣∣dt � 1

n

{
f

(∫ b

a

∣∣u′(t)
∣∣dt

)}n

. (3.4.26)

Inequality (3.4.26)also holds if we replace the condition u(a) = 0 by u(b) = 0.
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REMARK 3.4.4. If we taken = 2 in (3.4.26), then we get the following inequality

∫ b

a

f
(∣∣u(t)

∣∣)f ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt � 1

2

{
f

(∫ b

a

∣∣u′(t)
∣∣dt

)}2

, (3.4.27)

which is analogous to the inequality given in [130]. Further, by takingf (r) =
rm+1 in (3.4.27),m � 0 is a constant, and using Hölder’s inequality with indices
2(m + 1) and 2(m + 1)/(2m + 1) to the resulting integral on the right-hand side,
we see that (3.4.27) reduces to the following inequality∫ b

a

∣∣u(t)
∣∣2m+1∣∣u′(t)

∣∣dt � (b − a)2m+1

2(m + 1)

∫ b

a

∣∣u′(t)
∣∣2(m+1)

dt, (3.4.28)

which reduces to the form of Opial’s inequality given in [211, Theorem 2′, p. 154]
whenm = 0.

A slightly different version of the inequality given in Theorem 3.4.5 is embod-
ied in the following theorem.

THEOREM 3.4.7. Let ui, fi, f
′
i be as in Theorem 3.4.5.Let pi(t) > 0 be defined

on [a, b] and
∫ b

a
pi(t)dt = 1, i = 1, . . . , n. If h(r) is a positive, convex and in-

creasing function for r > 0, then∫ b

a

L
[
f1, . . . , fn, f

′
1, . . . , f

′
n,u

′
1, . . . , u

′
n

]
dt

�
n∏

i=1

fi

(
h−1

(∫ b

a

pi(t)h

( |u′
i (t)|

pi(t)

)
dt

))
. (3.4.29)

Inequality (3.4.29)also holds if we replace the condition ui(a) = 0 by ui(b) = 0.

The following result is an easy consequence of Theorem 3.4.7.

THEOREM 3.4.8. Assume that in the hypotheses of Theorem 3.4.7 we have
ui = u, fi = f and pi = p. Then∫ b

a

{
f
(∣∣u(t)

∣∣)}n−1
f ′(∣∣u(t)

∣∣)∣∣u′(t)
∣∣dt

� 1

n

{
f

(
h−1

(∫ b

a

p(t)h

( |u′(t)|
p(t)

)
dt

))}n

. (3.4.30)

Inequality (3.4.30)also holds if we replace the condition u(a) = 0 by u(b) = 0.



3.4. Inequalities Related to Opial’s Inequality 297

REMARK 3.4.5. If we taken = 2 in (3.4.30), then we get the following inequality

∫ b

a

f
(∣∣u(t)

∣∣)f ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt

� 1

2

{
f

(
h−1

(∫ b

a

p(t)h

( |u′(t)|
p(t)

)
dt

))}2

. (3.4.31)

We also note that in the special cases inequality (3.4.31) yields the various in-
equalities as discussed in Remark 3.4.4.

PROOFS OFTHEOREMS3.4.5–3.4.8. Lett ∈ [a, b] and define

zi(t) =
∫ t

a

∣∣u′(s)
∣∣ds, i = 1, . . . , n, (3.4.32)

implying

z′
i (t) = ∣∣ui(t)

∣∣, t ∈ [a, b], i = 1, . . . , n. (3.4.33)

For t ∈ [a, b] we have the following identities

ui(t) =
∫ t

a

u′
i (s)ds, i = 1, . . . , n. (3.4.34)

From (3.4.34) and (3.4.32), we observe that∣∣ui(t)
∣∣� zi(t), i = 1, . . . , n. (3.4.35)

Using (3.4.35), (3.4.33) and (3.4.32) we get

∫ b

a

L
[
f1, . . . , fn, f

′
1, . . . , f

′
n,u

′
1, . . . , u

′
n

]
dt

�
∫ b

a

[
f1
(
z1(t)

) · · ·fn−1
(
zn−1(t)

)
f ′

n

(
zn(t)

)
z′
n(t)

+ f1
(
z1(t)

) · · ·fn−2
(
zn−2(t)

)
f ′

n−1

(
zn−1(t)

)
z′
n−1(t)fn

(
zn(t)

)

+ · · · + f ′
1

(
z1(t)

)
z′

1(t)f2
(
z2(t)

) · · ·fn

(
zn(t)

)]
dt

=
∫ b

a

d

dt

[
n∏

i=1

fi

(
zi(t)

)]
dt
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=
n∏

i=1

fi

(
zi(b)

)

=
n∏

i=1

fi

(∫ b

a

∣∣u′
i (t)

∣∣dt

)
,

being the required inequality in (3.4.25). Definingzi(t) = ∫ b

t
u′

i (s)ds in case of
ui(b) = 0, then observing that|ui(t)| � zi(t), similarly as above, we get (3.4.25).
The proof of Theorem 3.4.5 is complete. �

From the hypotheses of Theorem 3.4.7, we observe that

∫ b

a

∣∣u′
i (t)

∣∣dt =
{∫ b

a

pi(t)
|u′

i (t)|
pi(t)

dt

}{∫ b

a

pi(t)dt

}−1

, i = 1, . . . , n.

(3.4.36)

Sinceh is convex, from (3.4.36) and using Jensen’s inequality [174, p. 113], we
obtain

h

(∫ b

a

∣∣u′
i (t)

∣∣dt

)
�
∫ b

a

pi(t)h

( |u′
i (t)|

pi(t)

)
dt (3.4.37)

which implies ∫ b

a

∣∣u′
i (t)

∣∣dt � h−1
(∫ b

a

pi(t)h

( |u′
i (t)|

pi(t)

)
dt

)
. (3.4.38)

All the hypotheses of Theorem 3.4.5 being satisfied we get (3.4.25). Using
(3.4.38) in (3.4.25), we obtain the required inequality in (3.4.29). The proof of
Theorem 3.4.7 is complete. �

We omit the proofs of Theorems 3.4.6 and 3.4.8 being immediate from those
of Theorems 3.4.5 and 3.4.7.

3.5 General Opial-Type Integral Inequalities

Since its discovery in 1960, Opial’s integral inequality has been generalized in
various directions by several authors. In this section we shall give the inequalities
established by Godunova and Levin [130], Rozanova [399] and Pachpatte [346]
which contain as special cases many known generalizations of Opial’s integral
inequality given by other investigators.

In 1967, Godunova and Levin [130] established the following inequalities.
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THEOREM 3.5.1. Let u(t) be real-valued absolutely continuous function defined
on [a, b] with u(a) = 0. Let F be real-valued convex, increasing function on
[0,∞) with F(0) = 0. Then the following inequality holds

∫ b

a

F ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt � F

(∫ b

a

∣∣u′(t)
∣∣dt

)
. (3.5.1)

PROOF. Definez(t) = ∫ t

a
|u′(s)|ds, t ∈ [a, b]. Thenz′(t) = |u′(t)| and |u(t)| �

z(t). Thus, it follows that

∫ b

a

F ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt �
∫ b

a

F ′(z(t))z′(t)dt

=
∫ b

a

d

dt
F
(
z(t)

)
dt

= F
(
z(b)

)
= F

(∫ b

a

∣∣u′(t)
∣∣dt

)
.

The proof is complete. �

REMARK 3.5.1. By takingF(r) = r2 and henceF ′(r) = 2r in (3.5.1) and us-
ing Hölder’s inequality on the right-hand side of the resulting inequality, we get
Opial’s inequality given in [211, Theorem 2′, p. 154].

THEOREM 3.5.2. Let u(t) be real-valued absolutely continuous function defined
on [a, b] with u(a) = u(b) = 0. Let F,g be real-valued convex and increasing
functions on [0,∞) with F(0) = 0. Further, let p(t) be real-valued positive on
[a, b] and

∫ b

a
p(t)dt = 1. Then the following inequality holds

∫ b

a

F ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt � 2F

(
g−1

(∫ b

a

p(t)g

( |u′(t)|
2p(t)

)
dt

))
. (3.5.2)

PROOF. Let c ∈ (a, b), so that in the interval[a, c] the functionu(t) satisfies the
hypotheses of Theorem 3.5.1 and the following inequality holds

∫ c

a

F ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt � F

(∫ c

a

∣∣u′(t)
∣∣dt

)
. (3.5.3)
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Next, in the interval[c, b] the functionu(t) is absolutely continuous andu(b) = 0.
By following the similar argument as in the proof of Theorem 3.5.1, we obtain

∫ b

c

F ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt � F

(∫ b

c

∣∣u′(t)
∣∣dt

)
. (3.5.4)

If we choosec so that∫ c

a

∣∣u′(t)
∣∣dt =

∫ b

c

∣∣u′(t)
∣∣dt = 1

2

∫ b

a

∣∣u′(t)
∣∣dt, (3.5.5)

then a combination of (3.5.4) and (3.5.5) gives

∫ b

a

F ′(∣∣u(t)
∣∣)∣∣u′(t)

∣∣dt � 2F

(
1

2

∫ b

a

∣∣u′(t)
∣∣dt

)
. (3.5.6)

Sinceg(t) is convex, by using Jensen’s inequality (see [174, p. 133]), we have

g

(∫ b

a

( |u′(t)|
2p(t)

)
p(t)dt

/∫ b

a

p(t)dt

)
�
∫ b

a

g

( |u′(t)|
2p(t)

)
p(t)dt

/∫ b

a

p(t)dt

which in view of
∫ b

a
p(t)dt = 1 and the increasing nature ofg, implies

1

2

∫ b

a

∣∣u′(t)
∣∣dt � g−1

(∫ b

a

p(t)g

( |u′(t)|
2p(t)

)
dt

)
. (3.5.7)

Using the increasing behavior ofF and (3.5.7) in (3.5.6), inequality (3.5.2) fol-
lows. �

In 1972, Rozanova [399] obtained the following extension of the inequality
given in Theorem 3.5.1.

THEOREM 3.5.3. Let u(t) be absolutely continuous on [a, b] and u(a) = 0. Let
F,g be as in Theorem 3.5.2and let p(t) � 0, p′(t) > 0, t ∈ [a, b], with p(a) = 0.
Then∫ b

a

p′(t)F ′
(

p(t)g

( |u(t)|
p(t)

))
g

( |u′(t)|
p′(t)

)
dt � F

(∫ b

a

p′(t)g
( |u′(t)|

p′(t)

)
dt

)
.

(3.5.8)

Moreover, equality holds in (3.5.8) for the function u(t) = cp(t), where c is a
constant.
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PROOF. Definez(t) = ∫ t

a
|u′(s)|ds, t ∈ [a, b]. Thenz′(t) = |u′(t)| and |u(t)| �

z(t). Let t ∈ (a, b), then by using Jensen’s inequality (see [174, p. 133]), it follows
that

g

( |u(t)|
p(t)

)
� g

(
z(t)

p(t)

)

� g

(∫ t

a

p′(s) |u
′(s)|

p′(s)
ds

/∫ t

a

p′(s)ds

)

� 1

p(t)

∫ t

a

p′(s)g
(

z′(s)
p′(s)

)
ds.

Using the above inequality we obtain

∫ b

a

p′(t)g
( |u′(t)|

p′(t)

)
F ′
(

p(t)g

( |u(t)|
p(t)

))
dt

�
∫ b

a

p′(t)g
(

z′(t)
p′(t)

)
F ′
(∫ t

a

p′(s)g
(

z′(s)
p′(s)

)
ds

)
dt

=
∫ b

a

d

dt

[
F

(∫ t

a

p′(s)g
(

z′(s)
p′(s)

)
ds

)]
dt

= F

(∫ b

a

p′(t)g
(

z′(t)
p′(t)

)
dt

)

= F

(∫ b

a

p′(t)g
( |u′(t)|

p′(t)

)
dt

)
,

which is the same as (3.5.8). The proof is complete. �

The following theorems deal with the generalized Opial-type integral inequal-
ities established by Pachpatte in [346].

THEOREM 3.5.4. Let ui , vi , i = 1, . . . , n, be real-valued absolutely continuous
functions on I = [a, b], a, b ∈ R+ = [0,∞), with ui(a) = vi(a) = 0, i = 1, . . . , n.
Let F,G be real-valued nonnegative, continuous and nondecreasing functions
on R

n+ with F(0, . . . ,0) = 0,G(0, . . . ,0) = 0 such that all their first-order partial
derivatives F ′

i , G′
i , i = 1, . . . , n, are nonnegative, continuous and nondecreasing

on R
n+. Let φi , ψi , i = 1, . . . , n, be real-valued positive, convex and increasing

functions on (0,∞). Let ri(t) � 0, r ′
i (t) > 0, ri(a) = 0, ei(t) � 0, e′

i (t) > 0,
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ei(a) = 0, i = 1, . . . , n. Then the following integral inequality holds

∫ b

a

[
F

(
r1(t)φ1

( |u1(t)|
r1(t)

)
, . . . , rn(t)φn

( |un(t)|
rn(t)

))

×
n∑

i=1

G′
i

(
e1(t)ψ1

( |v1(t)|
e1(t)

)
, . . . , en(t)ψn

( |vn(t)|
en(t)

))
e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)

+ G

(
e1(t)ψ1

( |v1(t)|
e1(t)

)
, . . . , en(t)ψn

( |vn(t)|
en(t)

))

×
n∑

i=1

F ′
i

(
r1(t)φ1

( |u1(t)|
r1(t)

)
, . . . , rn(t)φn

( |un(t)|
rn(t)

))
r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)]
dt

� F

(∫ b

a

r ′
1(t)φ1

( |u′
1(t)|

r ′
1(t)

)
dt, . . . ,

∫ b

a

r ′
n(t)φn

( |u′
n(t)|

r ′
n(t)

)
dt

)

× G

(∫ b

a

e′
1(t)ψ1

( |v′
1(t)|

e′
1(t)

)
dt, . . . ,

∫ b

a

e′
n(t)ψn

( |v′
n(t)|

e′
n(t)

)
dt

)
. (3.5.9)

PROOF. From the hypotheses onui , vi , ri , ei , i = 1, . . . , n, we have

∣∣ui(t)
∣∣ = ∣∣∣∣

∫ t

a

u′
i (s)ds

∣∣∣∣�
∫ t

a

∣∣u′
i (s)

∣∣ds, (3.5.10)

∣∣vi(t)
∣∣ = ∣∣∣∣

∫ t

a

v′
i (s)ds

∣∣∣∣�
∫ t

a

∣∣v′
i (s)

∣∣ds, (3.5.11)

ri(t) =
∫ t

a

r ′
i (s)ds, (3.5.12)

ei(t) =
∫ t

a

e′
i (s)ds, (3.5.13)

for t ∈ I . From (3.5.10)–(3.5.13) and using the hypotheses onφi , ψi , i = 1, . . . , n,
and Jensen’s inequality [174, p. 133], we obtain

φi

( |ui(t)|
ri(t)

)
� φi

(∫ t

a

r ′
i (s)|u′

i (s)|
r ′
i (s)

ds

/∫ t

a

r ′
i (s)ds

)

� 1

ri(t)

∫ t

a

r ′
i (s)φi

( |u′
i (s)|

r ′
i (s)

)
ds (3.5.14)
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and

ψi

( |vi(t)|
ei(t)

)
� ψi

(∫ t

a

e′
i (s)|v′

i (s)|
e′
i (s)

ds

/∫ t

a

e′
i (s)ds

)

� 1

ei(t)

∫ t

a

e′
i (s)ψi

( |v′
i (s)|

e′
i (s)

)
ds, (3.5.15)

for t ∈ I . From (3.5.14), (3.5.15) and using the hypothesesF , F ′
i , G, G′

i , i =
1, . . . , n, we observe that

∫ b

a

[
F

(
r1(t)φ1

( |u1(t)|
r1(t)

)
, . . . , rn(t)φn

( |un(t)|
rn(t)

))

×
n∑

i=1

G′
i

(
e1(t)ψ1

( |v1(t)|
e1(t)

)
, . . . , en(t)ψn

( |vn(t)|
en(t)

))
e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)

+ G

(
e1(t)ψ1

( |v1(t)|
e1(t)

)
, . . . , en(t)ψn

( |vn(t)|
en(t)

))

×
n∑

i=1

F ′
i

(
r1(t)φ1

( |u1(t)|
r1(t)

)
, . . . , rn(t)φn

( |un(t)|
rn(t)

))
r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)]
dt

�
∫ b

a

[
F

(∫ t

a

r ′
1(s)φ1

( |u′
1(s)|

r ′
1(s)

)
ds, . . . ,

∫ t

a

r ′
n(s)φn

( |u′
n(s)|

r ′
n(s)

)
ds

)

×
n∑

i=1

G′
i

(∫ t

a

e′
1(s)ψ1

( |v′
1(s)|

e′
1(s)

)
ds, . . . ,

∫ t

a

e′
n(s)ψn

( |v′
n(s)|

e′
n(s)

)
ds

)

× e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)

+ G

(∫ t

a

e′
1(s)ψ1

( |v′
1(s)|

e′
1(s)

)
ds, . . . ,

∫ t

a

e′
n(s)ψn

( |v′
n(s)|

e′
n(s)

)
ds

)

×
n∑

i=1

F ′
i

(∫ t

a

r ′
1(s)φ1

( |u′
1(s)|

r ′
1(s)

)
ds, . . . ,

∫ t

a

r ′
n(s)φn

( |u′
n(s)|

r ′
n(s)

)
ds

)

× r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)]
dt
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=
∫ b

a

d

dt

[
F

(∫ t

a

r ′
1(s)φ1

( |u′
1(s)|

r ′
1(s)

)
ds, . . . ,

∫ t

a

r ′
n(s)φn

( |u′
n(s)|

r ′
n(s)

)
ds

)

× G

(∫ t

a

e′
1(s)ψ1

( |v′
1(s)|

e′
1(s)

)
ds, . . . ,

∫ t

a

e′
n(s)ψn

( |v′
n(s)|

e′
n(s)

)
ds

)]
dt

= F

(∫ b

a

r ′
1(t)φ1

( |u′
1(t)|

r ′
1(t)

)
dt, . . . ,

∫ b

a

r ′
n(t)φn

( |u′
n(t)|

r ′
n(t)

)
dt

)

× G

(∫ b

a

e′
1(t)ψ1

( |v′
1(t)|

e′
1(t)

)
dt, . . . ,

∫ b

a

e′
n(t)ψn

( |v′
n(t)|

e′
n(t)

)
dt

)
.

The proof of inequality (3.5.9) is complete. �

THEOREM 3.5.5. Let ui , vi , F , F ′
i , G, G′

i , φi , ψi , i = 1, . . . , n, be as in The-
orem 3.5.4.Let pi , qi , i = 1, . . . , n, be real-valued positive functions defined on
I and

∫ b

a
pi(t)dt = 1,

∫ b

a
qi(t)dt = 1, i = 1, . . . , n. Let hi , wi , i = 1, . . . , n, be

real-valued positive, convex, and increasing functions on (0,∞). Then the follow-
ing integral inequality holds

∫ b

a

[
F

(
r1(t)φ1

( |u1(t)|
r1(t)

)
, . . . , rn(t)φn

( |un(t)|
rn(t)

))

×
n∑

i=1

G′
i

(
e1(t)ψ1

( |v1(t)|
e1(t)

)
, . . . , en(t)ψn

( |vn(t)|
en(t)

))
e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)

+ G

(
e1(t)ψ1

( |v1(t)|
e1(t)

)
, . . . , en(t)ψn

( |vn(t)|
en(t)

))

×
n∑

i=1

F ′
i

(
r1(t)φ1

( |u1(t)|
r1(t)

)
, . . . , rn(t)φn

( |un(t)|
rn(t)

))
r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)]
dt

� F

(
h−1

1

(∫ b

a

p1(t)h1

(
r ′
1(t)φ1

( |u′
1(t)|

r1(t)

)/
p1(t)

)
dt

)
,

. . . , h−1
n

(∫ b

a

pn(t)hn

(
r ′
n(t)φn

( |u′
n(t)|

rn(t)

)/
pn(t)

)
dt

))

× G

(
w−1

1

(∫ b

a

q1(t)w1

(
e′

1(t)ψ1

( |v′
1(t)|

e′
1(t)

)/
q1(t)

)
dt

)
,

. . . ,w−1
n

(∫ b

a

qn(t)wn

(
e′
n(t)ψn

( |v′
n(t)|

e′
n(t)

)/
qn(t)

)
dt

))
. (3.5.16)
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PROOF. From the assumptions, we write∫ b

a

r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)
dt

=
∫ b

a

(
pi(t)r

′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)/
pi(t)

)
dt

/∫ b

a

pi(t)dt, (3.5.17)

∫ b

a

e′
i (t)ψi

( |u′
i (t)|

r ′
i (t)

)
dt

=
∫ b

a

(
qi(t)e

′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)/
qi(t)

)
dt

/∫ b

a

qi(t)dt, (3.5.18)

for i = 1, . . . , n. From (3.5.17), (3.5.18) and using the hypotheses onhi , wi ,
i = 1, . . . , n, and Jensen’s inequality [174, p. 133], we obtain

hi

(∫ b

a

r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)
dt

)

�
∫ b

a

pi(t)hi

(
r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)/
pi(t)

)
dt, (3.5.19)

wi

(∫ b

a

e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)
dt

)

�
∫ b

a

qi(t)wi

(
e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)/
qi(t)

)
dt, (3.5.20)

for i = 1, . . . , n. From (3.5.19) and (3.5.20), we observe that∫ b

a

r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)
dt

� h−1
i

(∫ b

a

pi(t)hi

(
r ′
i (t)φi

( |u′
i (t)|

r ′
i (t)

)/
pi(t)

)
dt

)
, (3.5.21)

∫ b

a

e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)
dt

� w−1
i

(∫ b

a

qi(t)wi

(
e′
i (t)ψi

( |v′
i (t)|

e′
i (t)

)/
qi(t)

)
dt

)
, (3.5.22)

for i = 1, . . . , n. Since all the hypotheses of Theorem 3.5.4 are among those of
Theorem 3.5.5, we see that inequality (3.5.9) holds. Now using (3.5.21), (3.5.22)
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on the right-hand side of (3.5.9) we get the desired inequality in (3.5.16) and the
proof is complete. �

REMARK 3.5.2. (i) In the special case whenn = 1, the inequalities estab-
lished in Theorems 3.5.4 and 3.5.5 reduce to the inequalities established by
Pachpatte in [302]. (ii) If we takeG = 1 and henceG′

i = 0, i = 1, . . . , n, in
(3.5.9) and (3.5.16), then we get the inequalities established by Pečaríc and
Brnetíc in [377]. For a detailed discussion on the further special versions of the
inequalities given in (3.5.9) and (3.5.16), see [302,346,399].

In [30] Bloom has established some Opial-type inequalities involving general-
ized Hardy operators. The results given in [30] are based on the observation made
by Sinnamon in [409] and also as discussed by Bloom in [30, p. 28].

An operatorT acting onR is called a Hardy operator, ifT has the form

Tf (t) =
∫ t

a

f (s)ds (3.5.23)

for t ∈ I = [a, b], a, b ∈ R+ = [0,∞), wheref (t) is real-valued continuous func-
tion defined onI . We say that the functionf (t) belongs to the classU if it can be
represented in the form (3.5.23). We note that the results given below also hold,
if the Hardy operatorT has the form

Tf (t) =
∫ b

t

f (s)ds (3.5.24)

for t ∈ I , wheref (t) is continuous function onI .
The following theorems deal with the inequalities established by Pachpatte

in [346].

THEOREM 3.5.6. Let fi , gi ∈ U , i = 1, . . . , n, and F , F ′
i , G, G′

i , i = 1, . . . , n,
be as in Theorem 3.5.4.Then the following integral inequality holds

∫ b

a

[
F
(∣∣Tf1(t)

∣∣, . . . , ∣∣Tfn(t)
∣∣) n∑

i=1

G′
i

(∣∣T g1(t)
∣∣, . . . , ∣∣T gn(t)

∣∣)∣∣gi(t)
∣∣

+ G
(∣∣T g1(t)

∣∣, . . . , ∣∣T gn(t)
∣∣) n∑

i=1

F ′
i

(∣∣Tf1(t)
∣∣, . . . , ∣∣Tfn(t)

∣∣)∣∣fi(t)
∣∣]dt

� F

(∫ b

a

∣∣f1(t)
∣∣dt, . . . ,

∫ b

a

∣∣fn(t)
∣∣dt

)
G

(∫ b

a

∣∣g1(t)
∣∣dt, . . . ,

∫ b

a

∣∣gn(t)
∣∣dt

)
.

(3.5.25)
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PROOF. From the hypotheses, it is easy to observe that

∣∣Tfi(t)
∣∣ = ∣∣∣∣

∫ t

a

fi(s)ds

∣∣∣∣�
∫ t

a

∣∣fi(s)
∣∣ds, (3.5.26)

∣∣T gi(t)
∣∣ = ∣∣∣∣

∫ t

a

gi(s)ds

∣∣∣∣�
∫ t

a

∣∣gi(s)
∣∣ds, (3.5.27)

for t ∈ I , i = 1, . . . , n. From (3.5.26), (3.5.27) and using the assumptions, we
observe that

∫ b

a

[
F
(∣∣Tf1(t)

∣∣, . . . , ∣∣Tfn(t)
∣∣) n∑

i=1

G′
i

(∣∣T g1(t)
∣∣, . . . , ∣∣T gn(t)

∣∣)∣∣gi(t)
∣∣

+ G
(∣∣T g1(t)

∣∣, . . . , ∣∣T gn(t)
∣∣) n∑

i=1

F ′
i

(∣∣Tf1(t)
∣∣, . . . , ∣∣Tfn(t)

∣∣)∣∣fi(t)
∣∣]dt

�
∫ b

a

[
F

(∫ t

a

∣∣f1(s)
∣∣ds, . . . ,

∫ t

a

∣∣fn(s)
∣∣ds

)

×
n∑

i=1

G′
i

(∫ t

a

∣∣g1(s)
∣∣ds, . . . ,

∫ t

a

∣∣gn(s)
∣∣ds

)∣∣gi(t)
∣∣

+ G

(∫ t

a

∣∣g1(s)
∣∣ds, . . . ,

∫ t

a

∣∣gn(s)
∣∣ds

)

×
n∑

i=1

F ′
i

(∫ t

a

∣∣f1(s)
∣∣ds, . . . ,

∫ t

a

∣∣fn(s)
∣∣ds

)∣∣fi(t)
∣∣]dt

=
∫ b

a

d

dt

[
F

(∫ t

a

∣∣f1(s)
∣∣ds, . . . ,

∫ t

a

∣∣fn(s)
∣∣ds

)

× G

(∫ t

a

∣∣g1(s)
∣∣ds, . . . ,

∫ t

a

∣∣gn(s)
∣∣ds

)]
dt

= F

(∫ b

a

∣∣f1(t)
∣∣dt, . . . ,

∫ b

a

∣∣fn(t)
∣∣dt

)

× G

(∫ b

a

∣∣g1(t)
∣∣dt, . . . ,

∫ b

a

∣∣gn(t)
∣∣dt

)
.

The proof is complete. �
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THEOREM 3.5.7. Let fi , gi , F , F ′
i , G, G′

i be as in Theorem 3.5.6and pi , qi , hi ,
wi for i = 1, . . . , n be as in Theorem 3.5.5.Then, the following integral inequality
holds

∫ b

a

[
F
(∣∣Tf1(t)

∣∣, . . . , ∣∣Tfn(t)
∣∣) n∑

i=1

G′
i

(∣∣T g1(t)
∣∣, . . . , ∣∣T gn(t)

∣∣)∣∣gi(t)
∣∣

+ G
(∣∣T g1(t)

∣∣, . . . , ∣∣T gn(t)
∣∣) n∑

i=1

F ′
i

(∣∣Tf1(t)
∣∣, . . . , ∣∣Tfn(t)

∣∣)∣∣fi(t)
∣∣]dt

� F

(
h−1

1

(∫ b

a

p1(t)h1

( |f1(t)|
p1(t)

)
dt

)
,

. . . , h−1
n

(∫ b

a

pn(t)hn

( |fn(t)|
pn(t)

)
dt

))

× G

(
w−1

1

(∫ b

a

q1(t)w1

( |g1(t)|
q1(t)

)
dt

)
,

. . . ,w−1
n

(∫ b

a

qn(t)wn

( |gn(t)|
qn(t)

)
dt

))
. (3.5.28)

The proof can be completed by following the proof of Theorem 3.5.6 and
closely looking at the proofs of Theorems 3.5.4 and 3.5.5 with suitable modi-
fications. Here we omit the details.

REMARK 3.5.3. In the special cases, the inequalities given in Theorems
3.5.6 and 3.5.7 yield various new inequalities of the Opial type which are different
from those of given by Bloom in [30]. For further generalizations of Theorems
3.5.6 and 3.5.7, see [346].

3.6 Opial-Type Inequalities Involving
Higher-Order Derivatives

In 1968, Willett [425] established the following inequality∫ x

a

∣∣u(t)u(n)(t)
∣∣dt � (x − a)n

2

∫ x

a

∣∣u(n)(t)
∣∣2 dt, (3.6.1)

wherex ∈ [a, b], u ∈ C(n)[a, b] with u(i)(a) = 0 for i = 0,1,2, . . . , n − 1 and
n � 1. Further results on some improvements, variants and generalizations of
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inequality (3.6.1) are given by a number of investigators, see [4] and the refer-
ences given therein. In this section we shall present certain variants and extensions
of inequality (3.6.1) investigated by Pachpatte in [239,296,312,317].

In the year 1986, Pachpatte [239] has proved the following Opial-type integral
inequalities involving two functions and theirnth-order derivatives.

THEOREM 3.6.1. Let u,v ∈ C(n−1)[a, b] such that u(k)(a) = v(k)(a) = 0 for k =
0,1,2, . . . , n − 1, where n � 1. Let u(n−1), v(n−1) be absolutely continuous and∫ b

a
|u(n)(t)|2 dt < ∞,

∫ b

a
|v(n)(t)|2 dt < ∞. Then

∫ b

a

[∣∣u(t)v(n)(t)
∣∣+ ∣∣v(t)u(n)(t)

∣∣]dt

� B(b − a)n
∫ b

a

[∣∣u(n)(t)
∣∣2 + ∣∣v(n)(t)

∣∣2]dt, (3.6.2)

where

B = 1

2n!
(

n

2n − 1

)1/2

. (3.6.3)

Equality holds in (3.6.2) if and only if n = 1 and u(n)(t) = v(n)(t) = M , where
M is a constant.

THEOREM 3.6.2. Let u,v ∈ C[a, b] and u′, . . . , u(n−1), v′, . . . , v(n−1) are piece-
wise continuous, u(n−1), v(n−1) are absolutely continuous with

∫ b

a
|u(n)(t)|2 dt <

∞,
∫ b

a
|v(n)(t)|2 dt < ∞, u(k)(a) = v(k)(a) = 0, u(k)(b) = v(k)(b) = 0 for k =

0,1, . . . , n − 1, where n � 1, then∫ b

a

[∣∣u(t)v(n)(t)
∣∣+ ∣∣v(t)u(n)(t)

∣∣]dt

� B

(
b − a

2

)n ∫ b

a

[∣∣u(n)(t)
∣∣2 + ∣∣v(n)(t)

∣∣2]dt, (3.6.4)

where B is given by (3.6.3). Equality holds in (3.6.4) if and only if n = 1
and u(t) = v(t) = M(t − a)n, a � t � (a + b)/2; u(t) = v(t) = M(b − t)n,
(a + b)/2� t � b, where M is a constant.

REMARK 3.6.1. We note that, in the special case when we takeu(t) = v(t) in
Theorems 3.6.1 and 3.6.2, we get the integral inequalities established by Das in
[77, Theorem 1 and Remark on p. 259] which in turn contains as a special case
the Opial inequality (3.2.1) and the sharper version of the inequality established
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by Willett in (3.6.1). In order to avoid duplication, we omit the detailed discussion
concerning the equalities in (3.6.2) and (3.6.4) and refer the reader to [77, p. 259]
and [4, pp. 130–131].

PROOFS OF THEOREMS 3.6.1 AND 3.6.2. From the hypotheses of Theo-
rem 3.6.1 we have

u(t) = 1

(n − 1)!
∫ t

a

(t − s)n−1u(n)(s)ds, (3.6.5)

v(t) = 1

(n − 1)!
∫ t

a

(t − s)n−1v(n)(s)ds, (3.6.6)

for t ∈ [a, b]. Now, multiplying (3.6.5) and (3.6.6) byv(n)(t) andu(n)(t), respec-
tively, and upon using Schwarz inequality, we obtain

∣∣u(t)v(n)(t)
∣∣ � |v(n)(t)|(t − a)n−1/2

(n − 1)!(2n − 1)1/2

(∫ t

a

∣∣u(n)(s)
∣∣2 ds

)1/2

, (3.6.7)

∣∣v(t)u(n)(t)
∣∣ � |u(n)(t)|(t − a)n−1/2

(n − 1)!(2n − 1)1/2

(∫ t

a

∣∣v(n)(s)
∣∣2 ds

)1/2

. (3.6.8)

From (3.6.7) and (3.6.8), we obtain∫ b

a

[∣∣u(t)v(n)(t)
∣∣+ ∣∣v(t)u(n)(t)

∣∣]dt

� 1

(n − 1)!(2n − 1)1/2

×
∫ b

a

(t − a)n−1/2
[∣∣v(n)(t)

∣∣(∫ t

a

∣∣u(n)(s)
∣∣2 ds

)1/2

+ ∣∣u(n)(t)
∣∣(∫ t

a

∣∣v(n)(t)
∣∣2 dt

)1/2]
dt. (3.6.9)

Now, first applying Schwarz inequality and then upon using the elementary in-
equalities(α + β)2 � 2(α2 + β2) andα1/2β1/2 � 1

2(α + β), α,β � 0 (for α,β

reals) to the right-hand side of (3.6.9), we obtain∫ b

a

[∣∣u(t)v(n)(t)
∣∣+ ∣∣v(t)u(n)(t)

∣∣]dt

� 1

(n − 1)!(2n − 1)1/2

(∫ b

a

(t − a)2(n−1/2) dt

)1/2
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×
(∫ b

a

[∣∣v(n)(t)
∣∣(∫ t

a

∣∣u(n)(s)
∣∣2 ds

)1/2

+ ∣∣u(n)(t)
∣∣(∫ t

a

∣∣v(n)(s)
∣∣2 ds

)1/2]2

dt

)1/2

� (b − a)n

(n − 1)!(2n − 1)1/2(2n)1/2

×
(

2
∫ b

a

[∣∣v(n)(t)
∣∣2(∫ t

a

∣∣u(n)(s)
∣∣2 ds

)

+ ∣∣u(n)(t)
∣∣2(∫ t

a

∣∣v(n)(s)
∣∣2 ds

)]
dt

)1/2

=
√

2(b − a)n

(n − 1)!(2n − 1)1/2(2n)1/2

×
(∫ b

a

d

dt

{(∫ t

a

∣∣u(n)(s)
∣∣2 ds

)(∫ t

a

∣∣v(n)(s)
∣∣2 ds

)}
dt

)1/2

=
√

2(b − a)n

(n − 1)!(2n − 1)1/2(2n)1/2

((∫ b

a

∣∣u(n)(s)
∣∣2 ds

)(∫ b

a

∣∣v(n)(s)
∣∣2 ds

))1/2

� 1

2n!
(

n

2n − 1

)1/2

(b − a)n
∫ b

a

[∣∣u(n)(t)
∣∣2 + ∣∣v(n)(t)

∣∣2]dt.

The proof of Theorem 3.6.1 is complete.
The proof of Theorem 3.6.2 follows immediately on using (3.6.2) once on

[a, a+b
2 ] and again on[ a+b

2 , b], where on the latter interval, in view of the as-
sumptions onu,v, we have

u(t) = (−1)n

(n − 1)!
∫ b

t

(s − t)n−1u(n)(s)ds,

v(t) = (−1)n

(n − 1)!
∫ b

t

(s − t)n−1v(n)(s)ds.

The details are omitted. �

In [296] Pachpatte has established the Opial-type inequalities in the following
theorems, involving functions and their higher-order derivatives. In what follows,
we letI = [a, b] andrk(t) > 0, k = 1, . . . , n − 1, andz(t) be sufficiently smooth
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functions on[a, b]. Ther-derivative of the functionz is defined as follows.




D
(0)
r z = z,

D
(k)
r z = rk

(
D

(k−1)
r z

)′
, k = 1, . . . , n − 1

(
“ ′ ” = d

dt
= D

)
,

D
(n)
r z = (

D
(n−1)
r z

)′
.

(3.6.10)

Further, we set

Rk(a, t) =
{

1, if k = n − 1,∫ t

a
dsk+1

rk+1(sk+1)

∫ sk+1
a

dsk+2
rk+2(sk+2)

· · · ∫ sn−2
a

dsn−1
rn−1(sn−1)

, if 0 � k < n − 1.

(3.6.11)

THEOREM 3.6.3. Let rj > 0, j = 1, . . . , n − 1, u, v be real-valued continuous
functions defined on I and r-derivatives of u, v exist, be continuous on I and such
that D

(i)
r u(a) = D

(i)
r v(a) = 0, i = 0,1, . . . , n − 1, for n � 1 and a ∈ I . Then

∫ b

a

[∣∣(D(k)
r u

)
(t)
∣∣∣∣(D(n)

r v
)
(t)
∣∣+ ∣∣(D(k)

r v
)
(t)
∣∣∣∣(D(n)

r u
)
(t)
∣∣]dt

�
{

(b−a)
2

∫ b

a

[∣∣(D(n)
r u

)
(t)
∣∣2 + ∣∣(D(n)

r v
)
(t)
∣∣2]dt, if k = n − 1,

M
∫ b

a

[∣∣(D(n)
r u

)
(t)
∣∣2 + ∣∣(D(n)

r v
)
(t)
∣∣2]dt, if 0� k < n − 1,

(3.6.12)

where

M =
[

1

2

∫ b

a

(t − a)R2
k (a, t)dt

]1/2

. (3.6.13)

REMARK 3.6.2. (i) If we takek = 0 in inequality (3.6.12), then it reduces to the
following inequality

∫ b

a

[∣∣u(t)
∣∣∣∣(D(n)

r v
)
(t)
∣∣+ ∣∣v(t)

∣∣∣∣(D(n)
r u

)
(t)
∣∣]dt

� M0

∫ b

a

[∣∣(D(n)
r u

)
(t)
∣∣2 + ∣∣(D(n)

r v
)
(t)
∣∣2]dt, (3.6.14)

where

M0 =
[

1

2

∫ b

a

(t − a)R2
0(a, t)dt

]1/2

. (3.6.15)
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(ii) Puttingv = u in (3.6.12) andrj = 1, j = 1, . . . , n − 1, we get

∫ b

a

∣∣u(t)
∣∣∣∣u(n)(t)

∣∣dt � Cn

∫ b

a

∣∣u(n)(t)
∣∣2 dt, (3.6.16)

whereCn = 1
2

√
n

n! (b − a)n. Inequality (3.6.16) contains Opial’s inequality given
in Theorem 2′ in [211, p. 154] withn = 1.

THEOREM 3.6.4. Let p,q be positive constants satisfying p + q > 1 and rj , u

be as in Theorem 3.6.3.Then∫ b

a

∣∣(D(k)
r u

)
(t)
∣∣p∣∣(D(n)

r u
)
(t)
∣∣q dt

�
{

qq/(p+q)(p + q)−1(b − a)p
∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣p+q dt, if k = n − 1,

N
∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣p+q dt, if 0� k < n − 1,

(3.6.17)

where

N =
(

q

p + q

)q/(p+q)[∫ b

a

(t − a)p+q−1R
p+q
k (a, t)dt

]p/(p+q)

. (3.6.18)

REMARK 3.6.3. If we takek = 0 in (3.6.17), we get∫ b

a

∣∣u(t)
∣∣p∣∣(D(n)

r u
)
(t)
∣∣q dt � N0

∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣p+q dt, (3.6.19)

whereN0 is obtained by the right-hand side of (3.6.18) by takingk = 0.

THEOREM 3.6.5. Let rj , u be as in Theorem 3.6.3.Then

∫ b

a

n∏
i=0

∣∣(D(i)
r u

)
(t)
∣∣dt � Q

[∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣2 dt

](n+1)/2

, (3.6.20)

where

Q =
[

1

n + 1

∫ b

a

(t − a)n
n−2∏
i=0

R2
i (a, t)dt

]1/2

. (3.6.21)

REMARK 3.6.4. By settingrj = 1, j = 1, . . . , n−1, then takingn = 1 and using
the usual convention that

∏n2
t=n1

R2
i (a, t) = 1 for n1 � n2, wheren1 andn2 are
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integers, we see that inequality (3.6.20) reduces to Opial’s inequality given in
Theorem 2′ in [211, p. 154].

PROOFS OFTHEOREMS3.6.3–3.6.5. Under the assumptions of Theorem 3.6.3
for any t ∈ I , we have

(
D(k)

r u
)
(t) =




∫ t

a

(
D

(n)
r u

)
(s)ds, if k = n − 1,∫ t

a
dsk+1

rk+1(sk+1)

∫ sk+1
a

dsk+2
rk+2(sk+2)

· · · ∫ sn−2
a

dsn−1
rn−1(sn−1)

∫ sn−1
a

(
D

(n)
r u

)
(s)ds

� Rk(a, t)
∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds, if 0 � k < n − 1.

(3.6.22)

Now, multiplying (3.6.22) by|(D(n)
r v)(t)| and (3.6.22) withu = v by |(D(n)

r u)(t)|,
respectively, and making use of the properties of modulus and Schwarz inequality,
we get the inequalities∣∣(D(k)

r u
)
(t)
∣∣∣∣(D(n)

r v
)
(t)
∣∣

�




∣∣(D(n)
r v

)
(t)
∣∣ ∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds,

if k = n − 1,

(t − a)1/2Rk(a, t)
∣∣(D(n)

r v
)
(t)
∣∣(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)1/2
,

if 0 � k < n − 1,∣∣(D(k)
r v

)
(t)
∣∣∣∣(D(n)

r u
)
(t)
∣∣

�




∣∣(D(n)
r u

)
(t)
∣∣ ∫ t

a

∣∣(D(n)
r v

)
(s)
∣∣ds,

if k = n − 1,

(t − a)1/2Rk(a, t)
∣∣(D(n)

r u
)
(t)
∣∣(∫ t

a

∣∣(D(n)
r v

)
(s)
∣∣2 ds

)1/2
,

if 0 � k < n − 1,

which imply∫ b

a

[∣∣(D(k)
r u

)
(t)
∣∣∣∣(D(n)

r v
)
(t)
∣∣+ ∣∣(D(k)

r v
)
(t)
∣∣∣∣(D(n)

r u
)
(t)
∣∣]dt

�




∫ b

a
d
dt

[(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds

)(∫ t

a

∣∣(D(n)
r v

)
(s)
∣∣ds

)]
dt, if k = n − 1,∫ b

a
(t − a)1/2Rk(a, t)

× [∣∣(D(n)
r v

)
(t)
∣∣(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)1/2

+ ∣∣(D(n)
r u

)
(t)
∣∣(∫ t

a

∣∣(D(n)
r v

)
(s)
∣∣2 ds

)1/2]dt, if 0 � k < n − 1.

(3.6.23)
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In order to prove inequality (3.6.12), we consider the following two cases.

Case I. Let k = n − 1. From (3.6.23), using the elementary inequalityαβ �
1
2(α2 + β2), α,β � 0 (for α,β reals) and the Schwarz inequality, we obtain

∫ b

a

[∣∣(D(k)
r u

)
(t)
∣∣∣∣(D(n)

r v
)
(t)
∣∣+ ∣∣(D(k)

r v
)
(t)
∣∣∣∣(D(n)

r u
)
(t)
∣∣]dt

�
(∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣dt

)(∫ b

a

∣∣(D(n)
r v

)
(t)
∣∣dt

)

� 1

2
(b − a)

∫ b

a

[∣∣(D(n)
r u

)
(t)
∣∣2 + ∣∣(D(n)

r v
)
(t)
∣∣2]dt, (3.6.24)

being the required inequality in (3.6.12) fork = n − 1.

Case II. Let 0 � k < n−1. From (3.6.23), using Schwarz inequality, the elemen-
tary inequality(α+β)2 � 2(α2+β2) and

√
αβ � 1

2(α+β), α,β � 0 (α,β reals),
we get

∫ b

a

[∣∣(D(k)
r u

)
(t)
∣∣∣∣(D(n)

r v
)
(t)
∣∣+ ∣∣(D(k)

r v
)
(t)
∣∣∣∣(D(n)

r u
)
(t)
∣∣]dt

�
(∫ b

a

(t − a)R2
k (a, t)dt

)1/2

×
{∫ b

a

[∣∣(D(n)
r v

)
(t)
∣∣(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)1/2

+ ∣∣(D(n)
r u

)
(t)
∣∣(∫ t

a

∣∣(D(n)
r v

)
(s)
∣∣2 ds

)1/2]2

dt

}1/2

�
(∫ b

a

(t − a)R2
k (a, t)dt

)1/2

×
{

2
∫ b

a

[∣∣(D(n)
r v

)
(t)
∣∣2(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)

+ ∣∣(D(n)
r u

)
(t)
∣∣2(∫ t

a

∣∣(D(n)
r v

)
(s)
∣∣2 ds

)]
dt

}1/2

=
(

2
∫ b

a

(t − a)R2
k (a, t)dt

)1/2
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×
{∫ b

a

d

dt

[(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)(∫ t

a

∣∣(D(n)
r v

)
(s)
∣∣2 ds

)]}1/2

=
(

2
∫ b

a

(t − a)R2
k (a, t)dt

)1/2

×
(∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣2 dt

)1/2(∫ b

a

∣∣(D(n)
r v

)
(t)
∣∣2 dt

)1/2

�
(

1

2

∫ b

a

(t − a)R2
k (a, t)dt

)1/2∫ b

a

[∣∣(D(n)
r u

)
(t)
∣∣2 + ∣∣(D(n)

r v
)
(t)
∣∣2]dt,

(3.6.25)

being the required inequality in (3.6.12) for 0� k < n − 1. Thus the proof of
Theorem 3.6.3 is complete.

To prove Theorem 3.6.4, take modulo andpth power on both sides of (3.6.22)
and use Hölder’s inequality with indicesp + q and(p + q)/(p + q − 1), so we
have∣∣(D(k)

r u
)
(t)
∣∣p

�




(t − a)p(p+q−1)/(p+q)
(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣p+q ds

)p/(p+q)
,

if k = n − 1,

(t − a)p(p+q−1)/(p+q)R
p
k (a, t)

(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣p+q ds

)p/(p+q)
,

if 0 � k < n − 1.
(3.6.26)

Now, multiplying both sides of (3.6.26) by|(D(n)
r u)(t)|q , then integrating froma

to b and applying Hölder’s inequality with indices(p + q)/p, (p + q)/q to the
integrals on the right-hand side, we find∫ b

a

∣∣(D(k)
r u

)
(t)
∣∣p∣∣(D(n)

r u
)
(t)
∣∣q dt

�




(∫ b

a
(t − a)p+q−1 dt

)p/(p+q)

× (∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣p+q(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣p+q ds

)p/q dt
)q/(p+q)

,

if k = n − 1,(∫ b

a
(t − a)p+q−1R

p+q
k (a, t)dt

)p/(p+q)

× (∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣p+q(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣p+q ds

)p/q dt
)q/(p+q)

if 0 � k < n − 1,
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=
{

qq/(p+q)(p + q)−1(b − a)p
∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣p+q dt, if k = n − 1,

N
∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣p+q dt, if 0 � k < n − 1.

(3.6.27)

The proof of Theorem 3.6.4 is complete.
By the hypotheses of Theorem 3.6.5, we have inequality (3.6.22). Takingk =

0,1, . . . , n − 1 in (3.6.22) and modulo, we get

∣∣(D(0)
r u

)
(t)
∣∣ � R0(a, t)

∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds,

∣∣(D(1)
r u

)
(t)
∣∣ � R1(a, t)

∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds,

...∣∣(D(n−2)
r u

)
(t)
∣∣ � Rn−2(a, t)

∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds,

∣∣(D(n−1)
r u

)
(t)
∣∣ � ∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds.

From these inequalities and using Schwarz inequality, we obtain

n∏
i=0

∣∣(D(i)
r u

)
(t)
∣∣ � n−2∏

i=0

Ri(a, t)
∣∣(D(n)

r u
)
(t)
∣∣(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣ds

)n

�
n−2∏
i=0

Ri(a, t)
∣∣(D(n)

r u
)
(t)
∣∣(t − a)n/2

(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)n/2

.

(3.6.28)

Integrating both sides of (3.6.28) froma to b and using again Schwarz inequality,
we find

∫ b

a

n∏
i=0

∣∣(D(i)
r u

)
(t)
∣∣dt

�
∫ b

a

(t − a)n/2
n−2∏
i=0

Ri(a, t)
∣∣(D(n)

r u
)
(t)
∣∣(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)n/2

dt
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�
(∫ b

a

(t − a)n
n−2∏
i=0

R2
i (a, t)dt

)1/2

×
(∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣2(∫ t

a

∣∣(D(n)
r u

)
(s)
∣∣2 ds

)n

dt

)1/2

= Q

(∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣2 dt

)(n+1)/2

.

The proof of Theorem 3.6.5 is complete. �

REMARK 3.6.5. We note that, by following the proof of Theorem 3.6.3 with suit-
able modifications, we can establish inequality (3.6.14) foru = v in the following
useful variant∫ t

a

∣∣u(s)
∣∣∣∣(D(n−1)

r u
)
(s)
∣∣ds � M∗

0(t)

∫ t

a

∣∣(D(n−1)
r u

)
(s)
∣∣2 ds, (3.6.29)

wherea, t ∈ I andrj , u are as defined in Theorem 3.6.3 but withj = 1, . . . , n−2,
i = 0,1, . . . , n − 2 for n � 2,

M∗
0(t) =

[
1

2

∫ t

a

(s − a)R∗2
0 (a, s)ds

]1/2

(3.6.30)

with

R∗
0(a, t) =

∫ t

a

ds1

r1(s1)

∫ s1

a

ds2

r2(s2)
· · ·
∫ sn−3

a

dsn−2

rn−2(sn−2)
. (3.6.31)

Inequality (3.6.29) is formulated in the framework of Willett’s inequality (3.6.1)
which is suitable in certain applications.

It is easy to observe that the constant obtained in (3.6.16) is better than that
in (3.6.1).

Inequality (3.6.16) with sharper constantcn = 1
2n! (

n
2n−1)1/2 is established in

Das [77, Theorem 1]. However, our proof does not yield the better constant as
in [77], because there is a difficulty involved in proving the much more general
result as given in Theorem 3.6.3, that is, proving (3.6.24), (3.6.25). We also note
that the results established in Theorems 3.6.3–3.6.5 can be extended to the case
when we replace the conditions

D(i)
r u(a) = D(i)

r v(a) = 0 by D(i)
r u(b) = D(i)

r v(b) = 0, i = 0,1, . . . , n − 1.
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The following theorem established by Pachpatte in [312] involves a generalization
of Opial’s inequality involving a function and its higher-order derivatives.

THEOREM 3.6.6. Let u ∈ C(n)[a, b] be a real-valued function such that
u(k)(a) = 0 for k = 0,1, . . . , n−1 and n � 1. Let w,v be positive and continuous
functions defined on [a, b]. Let p � 1 and q > 0 be real numbers and rk � 0,
k = 0,1, . . . , n − 1, be real numbers with

∑n−1
k=0 rk = 1. Then

∫ b

a

w(t)

[
n−1∏
k=0

∣∣u(k)(t)
∣∣rk]p∣∣u(n)(t)

∣∣q dt

� C(p,q)

∫ b

a

v(t)
∣∣u(n)(t)

∣∣p+q dt, (3.6.32)

where

C(p,q) =
(

q

p + q

)q/(p+q)
{∫ b

a

w(p+q)/p(t)v−q/p(t)

{
n−1∑
k=0

rk
[
(n − k − 1)!]−p

×
[∫ t

a

v−1/(p+q−1)(s)

× (t − s)(p+q)(n−k−1)/(p+q−1) ds

]p(p+q−1)/(p+q)
}(p+q)/p

dt

}p/(p+q)

(3.6.33)

is finite.

PROOF. From the hypotheses, onu we have

u(k)(t) = 1

(n − k − 1)!
∫ t

a

(t − s)n−k−1u(n)(s)ds (3.6.34)

for k = 0,1, . . . , n − 1. From (3.6.34) and using the elementary inequality

n−1∏
k=0

a
rk
k �

n−1∑
k=0

rkak �
{

n−1∑
k=0

rka
p
k

}1/p

,

whereak � 0, k = 0,1, . . . , n − 1, andp � 1 be any real number andrk as stated
in theorem. By using Hölder’s inequality with indicesp+q, (p+q)/(p+q −1),
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we observe that

[
n−1∏
k=0

∣∣u(k)(t)
∣∣rk]p

�
n−1∑
k=0

rk
∣∣u(k)(t)

∣∣p

�
n−1∑
k=0

rk
[
(n − k − 1)!]−p

×
{∫ t

a

(
v−1/(p+q)(s)(t − s)n−k−1)(v1/(p+q)(s)

∣∣u(n)(s)
∣∣)ds

}p

�
n−1∑
k=0

rk
[
(n − k − 1)!]−p

×
[∫ t

a

v−1/(p+q−1)(s)(t − s)(p+q)(n−k−1)/(p+q−1)

]p(p+q−1)/(p+q)

×
[∫ t

a

v(s)
∣∣u(n)(s)

∣∣p+q ds

]p/(p+q)

. (3.6.35)

Multiplying both sides of (3.6.35) byw(t)|u(n)(t)|q and integrating the resulting
inequality froma to b, rewriting and then using Hölder’s inequality with indices
(p + q)/p, (p + q)/q, we observe that

∫ b

a

w(t)

[
n−1∏
k=0

∣∣u(k)(t)
∣∣rk]p∣∣u(n)(t)

∣∣q dt

�
∫ b

a

[
w(t)v−q/(p+q)(t)

n−1∑
k=0

rk
[
(n − k − 1)!]−p

×
{∫ t

a

v−1/(p+q−1)(s)(t − s)(p+q)(n−k−1)/(p+q−1) ds

}p(p+q−1)/(p+q)
]

×
[
vq/(p+q)(t)

∣∣u(n)(t)
∣∣q{∫ t

a

v(s)
∣∣u(n)(s)

∣∣p+q ds

}p/(p+q)]
dt
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�
{∫ b

a

w(p+q)/p(t)v−q/p(t)

{
n−1∑
k=0

rk
[
(n − k − 1)!]−p

×
[∫ t

a

v−1/(p+q−1)(s)

× (t − s)(p+q)(n−k−1)/(p+q−1) ds

]p(p+q−1)/(p+q)
}(p+q)/p

dt

}p/(p+q)

×
{∫ b

a

v(t)
∣∣u(n)(t)

∣∣p+q
[∫ t

a

v(s)
∣∣u(n)(s)

∣∣p+q ds

]p/q

dt

}q/(p+q)

= C(p,q)

∫ b

a

v(t)
∣∣u(n)(t)

∣∣p+q dt.

The proof is complete. �

REMARK 3.6.6. We note that by specializing inequality (3.6.32) we get the
various inequalities established earlier by different investigators. We also note
that Theorem 3.6.6 can be extended to the case when we replace the conditions
u(k)(a) = 0 byu(k)(b) = 0 for k = 0,1, . . . , n − 1. For more details, see [312].

The inequalities in the following theorems are established by Pachpatte
in [317].

To formulate the results conveniently, we set

M1 = [
(n − i − 1)!]−p1

[
(n − j − 1)!]−p2

×
{∫ b

a

wp/(p−p3)(t)

×
(∫ t

a

(t − s)p(n−i−1)/(p−1)v−1/(p−1)(s)ds

)p1(p−1)/(p−p3)

×
(∫ t

a

(t − s)p(n−j−1)/(p−1)v−1/(p−1)(s)ds

)p2(p−1)/(p−p3)

× v−p3/(p−p3)(t)dt

}(p−p3)/p

(3.6.36)
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and

M2 = [
(n − 1)!]−2p

×
{∫ b

a

w(p+q)/p(t)

(∫ t

a

[∫ t

τ

(t − s)n−1(s − τ)n−1

r(s)
ds

](p+q)/(p+q−1)

× v−1/(p+q−1)(τ )dτ

)p+q−1

v−q/p(t)dt

}p/(p+q)

, (3.6.37)

wherep1,p2,p3, p = p1 + p2 + p3; p,q,n, i, j are suitable constants andw(t),
v(t), r(t) are suitable functions defined onI = [a, b], a < b are real constants,
and

M3 =
{∫ b

a

wp/(p−pn)(t)

(
n−2∏
i=0

R
pi

i (a, t)

)p/(p−pn)

×
(∫ t

a

v−1/(p−1)(s)ds

)p−1

v−pn/(p−pn)(t)

}(p−pn)/p

, (3.6.38)

wherep0,p1, . . . , pn, p =∑n
i=0 pi are suitable constants,w(t) andv(t) are suit-

able functions defined onI andRi is as defined in (3.6.11).

THEOREM 3.6.7. Let p1,p2,p3 be nonnegative real numbers satisfying p =
p1 + p2 + p3 > p3 > 0, p > 1, and let n � 2 and 0 � i � j � n − 1 be integers.
Let f (t) be of class Cn on I satisfying f (a) = f ′(a) = · · · = f (n−1)(a) = 0.
Suppose that w(t) and v(t) are positive and continuous functions defined on I .
Then

∫ b

a

w(t)
∣∣f (i)(t)

∣∣p1
∣∣f (j)(t)

∣∣p2
∣∣f (n)(t)

∣∣p3 dt

�
(

p3

p

)p3/p

M1

∫ b

a

v(t)
∣∣f (n(t)

∣∣p dt, (3.6.39)

where M1 is finite and defined by (3.6.36).

THEOREM 3.6.8. Let p,q be positive real numbers satisfying p + q > 1 and let
n � 1 be an integer. Let r(t) > 0 be of class Cn on I and f (t) be of class C2n

on I satisfying f (i−1)(a) = 0, (r(a)f (n)(a))(i−1) = 0 for i = 1,2, . . . , n. Suppose
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that w(t) and v(t) are positive and continuous functions defined on I . Then∫ b

a

w(t)
∣∣f (t)

∣∣p∣∣(r(t)f (n)(t)
)(n)∣∣q dt

�
(

q

p + q

)q/(p+q)

M2

∫ b

a

v(t)
∣∣(r(t)f (n)(t)

)(n)∣∣p+q dt, (3.6.40)

where M2 is finite and defined by (3.6.37).

The following corollary to Theorem 3.6.8 given by Pachpatte in [317] is of
independent interest.

COROLLARY 3.6.1. Let r(t) > 0 be of class Cn on I and f (t) be of class C2n

on I satisfying f (i−1)(a) = 0, (r(a)f (n)(a))(i−1) = 0 for i = 1,2, . . . , n. Suppose
that M∗

2(t) defined by

M∗
2(t) = [

(n − 1)!]−2
{∫ t

a

(∫ x

a

[∫ x

τ

(x − s)n−1(s − τ)n−1

r(s)
ds

]2

dτ

)
dx

}1/2

is finite, then∫ t

a

∣∣f (s)
∣∣∣∣(r(s)f (n)(s)

)(n)∣∣ds � 1√
2
M∗

2(t)

∫ t

a

∣∣(r(t)f (n)(s)
)(n)∣∣2 ds

for n � 1 and t ∈ I .

This situation is the case of Theorem 3.6.8 in whichp = q = 1 andw(t) =
v(t) = 1 andb is replaced by a variablet andM2 is replaced byM∗

2(t).

THEOREM 3.6.9. Let p0,p1, . . . , pn be nonnegative real numbers satisfying
p = ∑n

i=0 pi > pn, p > 1. Let ri(t) > 0, i = 1, . . . , n − 1, n � 1, and f (t) be
continuous function defined on I . Let r-derivatives of f (t) exist, be continuous
on I and such that D

(i)
r f (a) = 0, i = 0,1, . . . , n − 1. Suppose that w(t) and v(t)

are positive and continuous functions defined on I . Then

∫ b

a

w(t)

n∏
i=0

∣∣(D(i)
r f

)
(t)
∣∣pi dt

�
(

pn

p

)pn/p

M3

∫ b

a

v(t)
∣∣(D(n)

r f
)
(t)
∣∣p dt, (3.6.41)

where M3 is finite and defined by (3.6.38).
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PROOFS OFTHEOREMS 3.6.7–3.6.9. From the hypotheses of Theorem 3.6.7
and Taylor expansion, we have the representation

f (i)(t) = 1

(n − i − 1)!
∫ t

a

(t − s)n−i−1f (n)(s)ds (3.6.42)

for 0 � i � n − 1. From (3.6.42) and using Hölder’s inequality with indices
p/(p − 1), p, we observe that, fort ∈ I ,∣∣f (i)(t)

∣∣p1

�
[
(n − i − 1)!]−p1

{∫ t

a

[
(t − s)n−i−1v−1/p(s)

][
v1/p(s)

∣∣f (n)(s)
∣∣]ds

}p1

�
[
(n − i − 1)!]−p1

(∫ t

a

(t − s)p(n−i−1)/(p−1)v−1/(p−1)(s)ds

)p1(p−1)/p

×
(∫ t

a

v(s)
∣∣f (n)(s)

∣∣p ds

)p1/p

. (3.6.43)

From (3.6.43) and rewriting (3.6.43) by replacingi by j,0 � i � j � n − 1, and
p1 by p2, we observe that

w(t)
∣∣f (i)(t)

∣∣p1
∣∣f (j)(t)

∣∣p2
∣∣f (n)(t)

∣∣p3

�
[
(n − i − 1)!]−p1

[
(n − j − 1)!]−p2

×
[
w(t)

(∫ t

a

(t − s)p(n−i−1)/(p−1)v−1/(p−1)(s)ds

)p1(p−1)/p

×
(∫ t

a

(t − s)p(n−j−1)/(p−1)v−1/(p−1)(s)ds

)p2(p−1)/p

v−p3/p(t)

]

×
[
vp3/p(t)

∣∣f (n)(t)
∣∣p3

(∫ t

a

v(s)
∣∣f (n)(s)

∣∣p ds

)(p−p3)/p
]
. (3.6.44)

Now, integrating both sides of (3.6.44) froma to b and using Hölder’s inequality
with indicesp/(p − p3), p/p3 on the right-hand side of the resulting inequality,
we observe that∫ b

a

w(t)
∣∣f (i)(t)

∣∣p1
∣∣f (j)(t)

∣∣p2
∣∣f (n)(t)

∣∣p3 dt

� M1

{∫ b

a

v(t)
∣∣f (n)(t)

∣∣p(∫ t

a

v(s)
∣∣f (n)(s)

∣∣p ds

)(p−p3)/p3

dt

}p3/p
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=
(

p3

p

)p3/p

M1

∫ b

a

v(t)
∣∣f (n)(t)

∣∣p dt,

whereM1 is defined in (3.6.36). The proof of Theorem 3.6.7 is complete.
From the hypotheses of Theorem 3.6.8 and Taylor expansion, we have the

representations

f (t) = 1

(n − 1)!
∫ t

a

(t − s)n−1f (n)(s)ds (3.6.45)

and

r(s)f (n)(s) = 1

(n − 1)!
∫ s

a

(s − τ)n−1(r(τ )f (n)(τ )
)(n) dτ. (3.6.46)

By substituting (3.6.46) into (3.6.45) and reversing the order of integration on the
double integral, we have the representation formula (see [97, p. 315])

f (t) = 1

[(n − 1)!]2

×
∫ t

a

[∫ t

τ

(t − s)n−1(s − τ)n−1

r(s)
ds

](
r(τ )f (n)(τ )

)(n) dτ (3.6.47)

for a � τ � s � t � b. From (3.6.47) and using Hölder’s inequality with indices
(p + q)/(p + q − 1), p + q, we observe that

∣∣f (t)
∣∣p �

[
(n − 1)!]−2p

×
{∫ t

a

[(∫ t

τ

(t − s)n−1(s − τ)n−1

r(s)
ds

)
v−1/(p+q)(τ )

]

× [
v1/(p+q)(τ )

∣∣(r(τ )f (n)(τ )
)(n)∣∣]dτ

}p

�
[
(n − 1)!]−2p

{∫ t

a

(∫ t

τ

(t − s)n−1(s − τ)n−1

r(s)
ds

)(p+q)/(p+q−1)

× v−1/(p+q−1)(τ )dτ

}p(p+q−1)/(p+q)

×
{∫ t

a

v(τ )
∣∣(r(τ )f (n)(τ )

)(n)∣∣p+q dτ

}p/(p+q)

. (3.6.48)
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From (3.6.48) we observe that

w(t)
∣∣f (t)

∣∣p∣∣(r(t)f (n)(t)
)(n)∣∣q

�
[
(n − 1)!]−2p

[
w(t)

{∫ t

a

(∫ t

τ

(t − s)n−1(s − τ)n−1

r(s)
ds

)(p+q)/(p+q−1)

× v−1/(p+q−1)(τ )dτ

}p(p+q−1)/(p+q)

v−q/(p+q)(t)

]

×
[
vq/(p+q)(t)

∣∣(r(t)f (n)(t)
)(n)∣∣q

×
{∫ t

a

v(τ )
∣∣(r(τ )f (n)(τ )

)(n)∣∣p+q dτ

}p/(p+q)]
. (3.6.49)

Now, integrating both sides of (3.6.49) froma to b and using Hölder’s inequality
with indices(p +q)/p, (p +q)/q on the right-hand side of the resulting inequal-
ity, we observe that

∫ b

a

w(t)
∣∣f (t)

∣∣p∣∣(r(t)f (n)(t)
)(n)∣∣q dt

� M2

{∫ b

a

v(t)
∣∣(r(t)f (n)(t)

)(n)∣∣p+q

×
(∫ t

a

v(τ )
∣∣(r(τ )f (n)(τ )

)(n)∣∣p+q
dτ

)p/q

dt

}q/(p+q)

=
(

q

p + q

)p/(p+q)

M2

∫ b

a

v(t)
∣∣(r(t)f (n)(t)

)(n)∣∣p+q dt,

whereM2 is defined by (3.6.37). This result is the required inequality in (3.6.40)
and the proof of Theorem 3.6.8 is complete.

From the hypotheses of the Theorem 3.6.9, for anyt ∈ I , we have

(
D(i)

r f
)
(t) =




∫ t

a

(
D

(n)
r f

)
(s)ds, if i = n − 1,∫ t

a
dsi+1

ri+1(si+1)

∫ si+1
a

dsi+2
ri+2(si+2)

· · · ∫ sn−2
a

dsn−1
ri−1(sn−1)

× ∫ sn−1
a

(
D

(n)
r f

)
(s)ds, if 0 � i < n − 1.

(3.6.50)
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From (3.6.50) we observe that

∣∣(D(i)
r f

)
(t)
∣∣�

{∫ t

a

∣∣(D(n)
r f

)
(s)
∣∣ds, if i = n − 1,

Ri(a, t)
∫ t

a

∣∣(D(n)
r f

)
(s)
∣∣ds, if 0 � i < n − 1.

(3.6.51)

From (3.6.51) we observe that

∣∣(D(0)
r f

)
(t)
∣∣p0 � R

p0
0 (a, t)

(∫ t

a

∣∣(D(n)
r f

)
(s)
∣∣ds

)p0

,

∣∣(D(1)
r f

)
(t)
∣∣p1 � R

p1
1 (a, t)

(∫ t

a

∣∣(D(n)
r f

)
(s)
∣∣ds

)p1

,

...∣∣(D(n−2)
r f

)
(t)
∣∣pn−2 � R

pn−2
n−2 (a, t)

(∫ t

a

∣∣(D(n)
r f

)
(s)
∣∣ds

)pn−2

,

∣∣(D(n−1)
r f

)
(t)
∣∣pn−1 �

(∫ t

a

∣∣(D(n)
r f

)
(s)
∣∣ds

)pn−1

.

From these inequalities and using Hölder’s inequality with indicesp/(p − 1), p,
we observe that

w(t)

n∏
i=0

∣∣(D(i)
r f

)
(t)
∣∣pi

� w(t)
∣∣(D(n)

r f
)
(t)
∣∣pn

×
n−2∏
i=0

R
pi

i (a, t)

(∫ t

a

v−1/p(s)v1/p(s)
∣∣(D(n)

r f
)
(s)
∣∣ds

)p−pn

�
[
w(t)

n−2∏
i=0

R
pi

i (a, t)

(∫ t

a

v−1/(p−1)(s)ds

)(p−1)(p−pn)/p

v−pn/p(t)

]

×
[
vpn/p(t)

∣∣(D(n)
r f

)
(t)
∣∣pn

(∫ t

a

v(s)
∣∣(D(n)

r f
)
(s)
∣∣p ds

)(p−pn)/p]
.

(3.6.52)

Now, integrating both sides of (3.6.52) froma to b and using Hölder’s inequality
with indicesp/(p − pn), p/pn on the right-hand side of the resulting inequality,
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we observe that

∫ b

a

w(t)

n∏
i=0

∣∣(D(i)
r f

)
(t)
∣∣pi dt

� M3

{∫ b

a

v(t)
∣∣(D(n)

r f
)
(t)
∣∣p(∫ t

a

v(s)
∣∣(D(n)

r f
)
(s)
∣∣p ds

)(p−pn)/pn

dt

}pn/p

=
(

pn

p

)pn/p

M3

∫ b

a

v(t)
∣∣(D(n)

r f
)
(t)
∣∣p dt,

whereM3 is defined by (3.6.38). The proof of Theorem 3.6.9 is complete.�

3.7 Opial-Type Inequalities in Two and Many
Independent Variables

In the past few years, a number of papers have been written dealing with Opial-
type inequalities, involving functions of two and many independent variables and
their partial derivatives. In this section, we offer basic integral inequalities involv-
ing functions of two and many independent variables established by Yang [429]
and Pachpatte [233,261,267,284] which claim their origin in Opial’s inequality.

First we introduce some of the notations used in our subsequent discussion:
Let ∆ = [a, b] × [c, d], ∆1 = [a,X] × [c,Y ], ∆2 = [a,X] × [Y,d],

∆3 = [X,b] × [c,Y ], ∆4 = [X,b] × [Y,d] for a � X � b, c � Y � d ;
a, b, c, d,X,Y ∈ R (R the set of real numbers). Further, letDp(r) = d

dr
p(r),

D1h(s, t) = ∂
∂s

h(s, t), D2h(s, t) = ∂
∂t

h(s, t), D2D1h(s, t) = ∂2

∂s ∂t
h(s, t), for

functionsp(r), h(s, t) defined onR and∆ respectively.
In 1982, Yang [429] has obtained the following analogue of Opial’s inequality

in two independent variables.

THEOREM 3.7.1. If f (s, t), D1f (s, t) and D2D1f (s, t) are continuous func-
tions on ∆ and f (a, t) = f (b, t) = D1f (s, c) = D1f (s, d) = 0 for a � s � b,
c � t � d , then

∫ b

a

∫ d

c

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

� (b − a)(d − c)

8

∫ b

a

∫ d

c

∣∣D2D1f (s, t)
∣∣2 dt ds. (3.7.1)



3.7. Opial-Type Inequalities in Two and Many Independent Variables 329

PROOF. In order to prove (3.7.1), we consider the following four cases.

Case I. Let (s, t) ∈ ∆1 and define

z(s, t) =
∫ s

a

∫ t

c

∣∣D2D1f (u, v)
∣∣dv du. (3.7.2)

Then

D1z(s, t) =
∫ t

c

∣∣D2D1f (s, v)
∣∣dv,

(3.7.3)

D2z(s, t) =
∫ s

a

∣∣D2D1f (u, t)
∣∣du.

From (3.7.3) we observe that, for each fixeds, z(s, t) is nondecreasing fort
on [c,Y ]. Sincef (a, t) = 0 andD1f (s, c) = 0 for (s, t) ∈ ∆1, we have

∣∣f (s, t)
∣∣ � ∫ s

a

∣∣D1f (u, t)
∣∣du, (3.7.4)

∣∣D1f (s, t)
∣∣ � ∫ t

c

∣∣D2D1f (s, v)
∣∣dv = D1z(s, t). (3.7.5)

From (3.7.4) and (3.7.5), we observe that, for(s, t) ∈ ∆1,

∣∣f (s, t)
∣∣� ∫ s

a

∣∣D1z(u, t)
∣∣du = z(s, t). (3.7.6)

From (3.7.6), (3.7.5), (3.7.2) and applying Schwarz inequality, we have

∫ X

a

∫ Y

c

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

�
∫ X

a

∫ Y

c

z(s, t)
∣∣D2D1f (s, t)

∣∣dt ds

�
∫ X

a

z(s, Y )

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

=
∫ X

a

z(s, Y )D1z(s, Y )ds

= 1

2
z2(X,Y )
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= 1

2

(∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

)2

� (X − a)(Y − c)

2

∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣2 dt ds. (3.7.7)

Case II. Let (s, t) ∈ ∆2 and define

z(s, t) =
∫ s

a

∫ d

t

∣∣D2D1f (u, v)
∣∣dv du. (3.7.8)

Case III. Let (s, t) ∈ ∆3 and define

z(s, t) =
∫ b

s

∫ t

c

∣∣D2D1f (u, v)
∣∣dv du. (3.7.9)

Case IV. Let (s, t) ∈ ∆4 and define

z(s, t) =
∫ b

s

∫ d

t

∣∣D2D1f (u, v)
∣∣dv du. (3.7.10)

Now, by following similar arguments to those in the proof of Case I, but with
suitable modifications, we obtain the following estimates in Cases II–IV:∫ X

a

∫ d

Y

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

� (X − a)(d − Y)

2

∫ X

a

∫ d

Y

∣∣D2D1f (s, t)
∣∣2 dt ds, (3.7.11)

∫ b

X

∫ Y

c

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

� (b − X)(Y − c)

2

∫ b

X

∫ Y

c

∣∣D2D1f (s, t)
∣∣2 dt ds (3.7.12)

and ∫ b

X

∫ d

Y

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

� (b − X)(d − Y)

2

∫ b

X

∫ d

Y

∣∣D2D1f (s, t)
∣∣2 dt ds, (3.7.13)

respectively.
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Let X = (a + b)/2,Y = (c + d)/2. ThenX − a = b −X = (b − a)/2,Y − c =
d − Y = (d − c)/2. It follows from (3.7.7), (3.7.11)–(3.7.13) that

∫ b

a

∫ d

c

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

=
∫ X

a

∫ Y

c

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

+
∫ X

a

∫ d

Y

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

+
∫ b

X

∫ Y

c

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

+
∫ b

X

∫ d

Y

∣∣f (s, t)
∣∣∣∣D2D1f (s, t)

∣∣dt ds

� (b − a)(d − c)

8

∫ b

a

∫ d

c

∣∣D2D1f (s, t)
∣∣2 dt ds.

This result is the desired inequality in (3.7.1) and the proof is complete. �

In 1985, Pachpatte [233] has established some integral inequalities of Opial
type in two independent variables. To formulate the results in [233], we list the
following hypotheses.

(H1) Let f (s, t), D1f (s, t), D2D1f (s, t) andg(s, t), D1g(s, t), D2D1g(s, t)

be continuous on∆ and f (a, t) = f (b, t) = D1f (s, c) = D1f (s, d) = 0,
g(a, t) = g(b, t) = D1g(s, c) = D1g(s, d) = 0 for (s, t) ∈ ∆.

(H2) Let h(s, t), D1h(s, t), D2D1h(s, t) be continuous on∆ andh(a, t) =
h(b, t) = D1h(s, c) = D1h(s, d) = 0 for (s, t) ∈ ∆.

Before stating the results in [233], we introduce the following notation for
convenience:

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
= {∣∣f (s, t)

∣∣∣∣g(s, t)
∣∣}m[∣∣f (s, t)

∣∣∣∣D2D1g(s, t)
∣∣+ ∣∣g(s, t)

∣∣∣∣D2D1f (s, t)
∣∣];

D2D1L
[
m,D2D1f (s, t),D2D1g(s, t)

]
= ∣∣D2D1f (s, t)

∣∣2(m+1) + ∣∣D2D1g(s, t)
∣∣2(m+1);
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M
[
m,f (s, t), g(s, t), h(s, t),D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)

]
= {∣∣f (s, t)

∣∣∣∣g(s, t)
∣∣}m[∣∣f (s, t)

∣∣∣∣D2D1g(s, t)
∣∣+ ∣∣g(s, t)

∣∣∣∣D2D1f (s, t)
∣∣]

+ {∣∣g(s, t)
∣∣∣∣h(s, t)

∣∣}m[∣∣g(s, t)
∣∣∣∣D2D1h(s, t)

∣∣+ ∣∣h(s, t)
∣∣∣∣D2D1g(s, t)

∣∣]
+ {∣∣h(s, t)

∣∣∣∣f (s, t)
∣∣}m[∣∣h(s, t)

∣∣∣∣D2D1f (s, t)
∣∣+ ∣∣f (s, t)

∣∣∣∣D2D1h(s, t)
∣∣];

D2D1M
[
m,D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)

]
= ∣∣D2D1f (s, t)

∣∣2(m+1) + ∣∣D2D1g(s, t)
∣∣2(m+1) + ∣∣D2D1h(s, t)

∣∣2(m+1);
N
[
f (s, t), g(s, t), h(s, t),D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)

]
= ∣∣f (s, t)

∣∣∣∣g(s, t)
∣∣∣∣h(s, t)

∣∣[∣∣D2D1f (s, t)
∣∣+ ∣∣D2D1g(s, t)

∣∣+ ∣∣D2D1h(s, t)
∣∣]

+ [∣∣f (s, t)
∣∣+ ∣∣g(s, t)

∣∣+ ∣∣h(s, t)
∣∣]

× [∣∣f (s, t)
∣∣∣∣g(s, t)

∣∣∣∣D2D1h(s, t)
∣∣

+ ∣∣g(s, t)
∣∣∣∣h(s, t)

∣∣∣∣D2D1f (s, t)
∣∣+ ∣∣h(s, t)

∣∣∣∣f (s, t)
∣∣∣∣D2D1g(s, t)

∣∣];
wherem � 0 is a constant.

The results established in [233] are embodied in the following theorems.

THEOREM 3.7.2. Assume that (H1) holds. Then

∫ b

a

∫ d

c

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

� Km

∫ b

a

∫ d

c

D2D1L
[
m,D2D1f (s, t),D2D1g(s, t)

]
dt ds, (3.7.14)

where

Km = 1

2(m + 1)

[
(b − a)(d − c)

4

]2m+1

. (3.7.15)

REMARK 3.7.1. In the special case wheng(s, t) = f (s, t) and 2m + 1 = n, the
inequality established in Theorem 3.7.2 reduces to the following inequality

∫ b

a

∫ d

c

∣∣f (s, t)
∣∣n∣∣D2D1f (s, t)

∣∣dt ds

� 1

n + 1

[
(b − a)(d − c)

4

]n ∫ b

a

∫ d

c

∣∣D2D1f (s, t)
∣∣n+1 dt ds, (3.7.16)



3.7. Opial-Type Inequalities in Two and Many Independent Variables 333

which in turn contains as a special case Yang’s inequality given in (3.7.1) when
n = 1. We also note that the inequality obtained in (3.7.16) is a two independent
variable analogue of Yang’s generalization of the Opial inequality [428, Theo-
rem 4] (see also [430]).

As a consequence of Theorem 3.7.2, we have the following corollary.

COROLLARY 3.7.1. Assume that (H1) and (H2) hold. Then∫ b

a

∫ d

c

M
[
m,f (s, t), g(s, t), h(s, t),

D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)
]
dt ds

� 2Km

∫ b

a

∫ d

c

D2D1M
[
m,D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)

]
dt ds,

(3.7.17)

where Km is as defined in (3.7.15).

THEOREM 3.7.3. Assume that (H1) and (H2) hold. Then∫ b

a

∫ d

c

N
[
f (s, t), g(s, t), h(s, t),D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)

]
dt ds

� 4K1

∫ b

a

∫ d

c

D2D1M
[
1,D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)

]
dt ds,

(3.7.18)

where K1 is obtained by substituting m = 1 in (3.7.15).

REMARK 3.7.2. Note that the inequalities established in Theorems 3.7.2 and
3.7.3 and Corollary 3.7.1 are the two independent variable analogues of the in-
equalities established earlier by Pachpatte in [239,240,256].

PROOFS OFTHEOREMS3.7.2AND 3.7.3. In order to prove Theorem 3.7.2, we
consider the following four cases.

Case I. Let (s, t) ∈ ∆1 and define

z(s, t) =
∫ s

a

∫ t

c

∣∣D2D1f (u, v)
∣∣dv du, (3.7.19)
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and

w(s, t) =
∫ s

a

∫ t

c

∣∣D2D1g(u, v)
∣∣dv du. (3.7.20)

Then

D1z(s, t) =
∫ t

c

∣∣D2D1f (s, v)
∣∣dv, D2z(s, t) =

∫ s

a

∣∣D2D1f (u, t)
∣∣du,

(3.7.21)

and

D1w(s, t) =
∫ t

c

∣∣D2D1g(s, v)
∣∣dv, D2w(s, t) =

∫ s

a

∣∣D2D1g(u, t)
∣∣du.

(3.7.22)

From (3.7.21) and (3.7.22), we observe that for each fixeds, z(s, t) andw(s, t)

are nondecreasing fort on [c,Y ]. Sincef (a, t) = g(a, t) = 0 andD1f (s, c) =
D1g(s, c) = 0, for (s, t) ∈ ∆1, we have

∣∣f (s, t)
∣∣ � ∫ s

a

∣∣D1f (u, t)
∣∣du,

(3.7.23)∣∣g(s, t)
∣∣ � ∫ s

a

∣∣D1g(u, t)
∣∣du,

∣∣D1f (s, t)
∣∣ � ∫ t

c

∣∣D2D1f (s, v)
∣∣dv = D1z(s, t), (3.7.24)

∣∣D1g(s, t)
∣∣ � ∫ t

c

∣∣D2D1g(s, v)
∣∣dv = D1w(s, t). (3.7.25)

From (3.7.23)–(3.7.25), we observe that

∣∣f (s, t)
∣∣ � ∫ s

a

∣∣D1z(u, t)
∣∣du = z(s, t), (3.7.26)

∣∣g(s, t)
∣∣ � ∫ s

a

∣∣D1w(u, t)
∣∣du = w(s, t). (3.7.27)

From (3.7.26), (3.7.27), (3.7.24), (3.7.25) and applying the elementary inequality
αβ � 1

2(α2 + β2) (for α,β reals), (3.7.19), (3.7.20) followed by two applications
each of the Schwarz inequality and the Hölder inequality with indicesm + 1 and
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(m + 1)/m, we obtain

∫ X

a

∫ Y

c

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

�
∫ X

a

∫ Y

c

{
z(s, t)w(s, t)

}m
× [

z(s, t)
∣∣D2D1g(s, t)

∣∣+ w(s, t)
∣∣D2D1f (s, t)

∣∣]dt ds

�
∫ X

a

zm+1(s, Y )wm(s,Y )

(∫ Y

c

∣∣D2D1g(s, t)
∣∣dt

)
ds

+
∫ X

a

zm(s,Y )wm+1(s, Y )

(∫ Y

c

∣∣D2D1f (s, t)
∣∣dt

)
ds

=
∫ X

a

[
zm+1(s, Y )wm(s,Y )D1w(s,Y ) + zm(s,Y )wm+1(s, Y )D1z(s, Y )

]
ds

=
∫ X

a

∂

∂s

[
1

m + 1
zm+1(s, Y )wm+1(s, Y )

]
ds

= 1

m + 1
zm+1(X,Y )wm+1(X,Y )

� 1

2(m + 1)

[(
zm+1(X,Y )

)2 + (
wm+1(X,Y )

)2]

= 1

2(m + 1)

[{(∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

)2}m+1

+
{(∫ X

a

∫ Y

c

∣∣D2D1g(s, t)
∣∣dt ds

)2}m+1]

� {(X − a)(Y − c)}m+1

2(m + 1)

[{∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣2 dt ds

}m+1

+
{∫ X

a

∫ Y

c

∣∣D2D1g(s, t)
∣∣2 dt ds

}m+1]

� {(X − a)(Y − c)}2m+1

2(m + 1)

×
∫ X

a

∫ Y

c

D2D1L
[
m,D2D1f (s, t),D2D1g(s, t)

]
dt ds. (3.7.28)
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Case II. Let (s, t) ∈ ∆2 and define

z(s, t) =
∫ s

a

∫ d

t

∣∣D2D1f (u, v)
∣∣dv du, (3.7.29)

w(s, t) =
∫ s

a

∫ d

t

∣∣D2D1g(u, v)
∣∣dv du. (3.7.30)

Case III. Let (s, t) ∈ ∆3 and define

z(s, t) =
∫ b

s

∫ t

c

∣∣D2D1f (u, v)
∣∣dv du, (3.7.31)

w(s, t) =
∫ b

s

∫ t

c

∣∣D2D1g(u, v)
∣∣dv du. (3.7.32)

Case IV. Let (s, t) ∈ ∆4 and define

z(s, t) =
∫ b

s

∫ d

t

∣∣D2D1f (u, v)
∣∣dv du, (3.7.33)

w(s, t) =
∫ b

s

∫ d

t

∣∣D2D1g(u, v)
∣∣dv du. (3.7.34)

Now, by following similar arguments to those in the proof of Case I, but with
suitable modifications, we obtain the following estimates in Cases II–IV:

∫ X

a

∫ d

Y

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

� {(X − a)(d − Y)}2m+1

2(m + 1)

×
∫ X

a

∫ d

Y

D2D1L
[
m,D2D1f (s, t),D2D1g(s, t)

]
dt ds, (3.7.35)

∫ b

X

∫ Y

c

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

� {(b − X)(Y − c)}2m+1

2(m + 1)

×
∫ b

X

∫ Y

c

D2D1L
[
m,D2D1f (s, t),D2D1g(s, t)

]
dt ds (3.7.36)
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and ∫ b

X

∫ d

Y

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

� {(b − X)(d − Y)}2m+1

2(m + 1)

×
∫ b

X

∫ d

Y

D2D1L
[
m,D2D1f (s, t),D2D1g(s, t)

]
dt ds, (3.7.37)

respectively.
Let X = (a + b)/2,Y = (c + d)/2. ThenX − a = b −X = (b − a)/2,Y − c =

d − Y = (d − c)/2. It follows from (3.7.28) and (3.7.35)–(3.7.37) that

∫ b

a

∫ d

c

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

=
∫ X

a

∫ Y

c

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

+
∫ X

a

∫ d

Y

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

+
∫ b

X

∫ Y

c

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

+
∫ b

X

∫ d

Y

L
[
m,f (s, t), g(s, t),D2D1f (s, t),D2D1g(s, t)

]
dt ds

� Km

∫ b

a

∫ d

c

D2D1L
[
m,D2D1f (s, t),D2D1g(s, t)

]
dt ds.

The proof of Theorem 3.7.2 is complete.
In order to prove Theorem 3.7.3, we make the following definitions in corre-

sponding Cases I–IV considered in the proof of Theorem 3.7.2:

r(s, t) =
∫ s

a

∫ t

c

∣∣D2D1h(u, v)
∣∣dv du for (s, t) ∈ ∆1, (3.7.38)

r(s, t) =
∫ s

a

∫ d

t

∣∣D2D1h(u, v)
∣∣dv du for (s, t) ∈ ∆2, (3.7.39)

r(s, t) =
∫ b

s

∫ t

c

∣∣D2D1h(u, v)
∣∣dv du for (s, t) ∈ ∆3, (3.7.40)
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r(s, t) =
∫ b

s

∫ d

t

∣∣D2D1h(u, v)
∣∣dv du for (s, t) ∈ ∆4. (3.7.41)

Now we consider the details of the proof of the following case corresponding
to Case I in the proof of Theorem 3.7.2.

Case I0. Let (s, t) ∈ ∆1 as in Case I. It is easy to observe that for each fixed
s, r(s, t), (s, t) ∈ ∆1 as in Case I, we have∣∣h(s, t)

∣∣� r(s, t) (3.7.42)

and

∣∣D1h(s, t)
∣∣ � ∫ t

c

∣∣D2D1h(s, v)
∣∣dv

= D1r(s, t). (3.7.43)

From (3.7.26), (3.7.27), (3.7.42), (3.7.24), (3.7.25), (3.7.43) and using the ele-
mentary inequalitiesα1α2α3(α1 + α2 + α3) � 1

3(α1α2 + α2α3 + α3α1)
2, α1α2 +

α2α3 + α3α1 � α2
1 + α2

2 + α2
3, (α1 + α2 + α3)

2 � 3(α2
1 + α2

2 + α2
3) (for α1, α2, α3

reals), (3.7.19), (3.7.20), (3.7.38) and repeated application of Schwarz inequality,
we obtain∫ X

a

∫ Y

c

N
[
f (s, t), g(s, t), h(s, t),

D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)
]
dt ds

�
∫ X

a

[
z(s, Y )w(s,Y )r(s, Y )

[
D1z(s, Y ) + D1w(s,Y ) + D1r(s, Y )

]
+ [

z(s, Y ) + w(s,Y ) + r(s, Y )
]

× [
z(s, Y )w(s,Y )D1r(s, Y )

+ w(s,Y )r(s, Y )D1z(s, Y ) + r(s, Y )z(s, Y )D1w(s,Y )
]]

ds

=
∫ X

a

∂

∂s

[
z(s, Y )w(s,Y )r(s, Y )

[
z(s, Y ) + w(s,Y ) + r(s, Y )

]]
ds

= z(X,Y )w(X,Y )r(X,Y )
[
z(X,Y ) + w(X,Y ) + r(X,Y )

]
� 1

3

[
z(X,Y )w(X,Y ) + w(X,Y )r(X,Y ) + r(X,Y )z(X,Y )

]2
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� 1

3

[
z2(X,Y ) + w2(X,Y ) + r2(X,Y )

]2
�
[
z2(X,Y )

]2 + [
w2(X,Y )

]2 + [
r2(X,Y )

]2
=
{[∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

]2}2

+
{[∫ X

a

∫ Y

c

∣∣D2D1g(s, t)
∣∣dt ds

]2}2

+
{[∫ X

a

∫ Y

c

∣∣D2D1h(s, t)
∣∣dt ds

]2}2

�
{
(X − a)(Y − c)

}3

×
∫ X

a

∫ Y

c

D2D1M
[
1,D2D1f (s, t),D2D1g(s, t),D2D1h(s, t)

]
dt ds.

The proofs of Cases II0–IV0 corresponding to Cases II–IV follow by the same
arguments as those given in the proof of Theorem 3.7.2 in view of the above
proof of Case I0 with suitable modifications. We omit the remaining details of the
proof of Theorem 3.7.3. �

The inequalities in the following two theorems similar to those of Wirtinger-
and Opial-type inequalities are established by Pachpatte [267].

THEOREM 3.7.4. Let p(x, y) be a real-valued nonnegative continuous function
defined on ∆. Let fr(x, y), D1fr(x, y), D2D1fr(x, y) be real-valued continuous
functions defined on ∆ for r = 1, . . . , n with fr(a, y) = fr(b, y) = D1fr(x, c) =
D1fr(x, d) = 0 for a � x � b, c � y � d . Then

∫ b

a

∫ d

c

p(x, y)

(
n∏

r=1

∣∣fr(x, y)
∣∣mr

)2/n

dy dx

� 1

n
K(a, b, c, d,n,m1, . . . ,mn)

(∫ b

a

∫ d

c

p(x, y)dy dx

)

×
(∫ b

a

∫ d

c

n∑
r=1

∣∣D2D1fr(x, y)
∣∣2mr dy dx

)
, (3.7.44)
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where mr � 1, r = 1, . . . , n, are constants and

K(a,b, c, d,n,m1, . . . ,mn)

=
{

1

4

} 2
n

∑n
r=1 mr {

(b − a)(d − c)
}1+ 2

n

∑n
r=1(mr−1) (3.7.45)

is a constant depending on a, b, c, d,n,m1, . . . ,mn.

REMARK 3.7.3. In the special cases when (i)mr = 1 for r = 1, . . . , n, (ii) n = 2,
(iii) n = 1, (iv) n = 2 andm1 = m2 = 1, and (v)n = 1 andm1 = 1, the inequality
established in (3.7.44) reduces to some interesting inequalities of the Wirtinger
type which are similar to the two independent variable analogues of the inequali-
ties given by Pachpatte in [243] and Traple in [419].

THEOREM3.7.5. Let the functions p(x, y), fr(x, y), D1fr(x, y), D2D1fr(x, y)

be as in Theorem 3.7.4.Then

∫ b

a

∫ d

c

p(x, y)

(
n∏

r=1

∣∣fr(x, y)
∣∣mr

)1/n( n∑
r=1

∣∣D2D1fr(x, y)
∣∣mr

)
dy dx

�
(

K(a,b, c, d,n,m1, . . . ,mn)

∫ b

a

∫ d

c

p2(x, y)dy dx

)1/2

×
(∫ b

a

∫ d

c

(
n∑

r=1

∣∣D2D1fr(x, y)
∣∣2mr

)
dy dx

)
, (3.7.46)

where mr � 1 ( for r = 1, . . . , n) are constants and K(a,b, c, d,n,m1, . . . ,mn)

is as defined in (3.7.45).

REMARK 3.7.4. If we take (i)mr = 1 for r = 1, . . . , n, (ii) n = 1, (iii) n = 1 and
m1 = 1 in (3.7.46), then we get Opial-type inequalities similar to that of given by
Traple in [419]. Further, in the special case whenp(x, y) is constant,n = 1 and
m1 = 1, the inequality in (3.7.46) reduces to the following inequality∫ b

a

∫ d

c

∣∣f1(x, y)
∣∣∣∣D2D1f1(x, y)

∣∣dy dx

� (b − a)(d − c)

4

∫ b

a

∫ d

c

∣∣D2D1f1(x, y)
∣∣2 dy dx. (3.7.47)

Here we note that the constant(b−a)(d −c)/4 involved in (3.7.47) is not the best
possible constant. Inequality (3.7.47) with better constant(b−a)(d−c)/(8

√
2) is
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established by Pachpatte in [260]. However, here our proof of inequality (3.7.46)
depends on the inequality established in Theorem 3.7.4 which in turn does not
yield the better constant obtained in [260].

PROOFS OF THEOREMS 3.7.4 AND 3.7.5. From the hypothesis of Theo-
rem 3.7.4, it is easy to observe that the following identities hold:

fr(x, y) =
∫ x

a

∫ y

c

D2D1fr(s, t)dt ds, (3.7.48)

fr(x, y) = −
∫ x

a

∫ d

y

D2D1fr(s, t)dt ds, (3.7.49)

fr(x, y) = −
∫ b

x

∫ y

c

D2D1fr(s, t)dt ds, (3.7.50)

fr(x, y) =
∫ b

x

∫ d

y

D2D1fr(s, t)dt ds, (3.7.51)

for r = 1, . . . , n. From (3.7.48)–(3.7.51), we observe that

∣∣fr(x, y)
∣∣� 1

4

∫ b

a

∫ d

c

∣∣D2D1fr(s, t)
∣∣dt ds. (3.7.52)

From (3.7) and using Hölder’s inequality with indicesmr , mr/(mr − 1) for r =
1, . . . , n, we obtain

∣∣fr(x, y)
∣∣mr �

(
1

4

)mr {
(b − a)(d − c)

}mr−1
∫ b

a

∫ d

c

∣∣D2D1fr(s, t)
∣∣mr dt ds.

(3.7.53)
From (3.7.53) and using the elementary inequalities

(
n∏

i=1

bi

)1/n

� 1

n

n∑
i=1

bi (3.7.54)

(for b1, . . . , bn � 0 reals andn � 1) and

(
n∑

i=1

bi

)2

� n

n∑
i=1

b2
i (3.7.55)
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(for b1, . . . , bn reals), and Schwarz inequality, we obtain

(
n∏

r=1

∣∣fr(x, y)
∣∣mr

)2/n

�
(

1

4

) 2
n

∑n
r=1 mr {

(b − a)(d − c)
} 2

n

∑n
r=1(mr−1)

×
({

n∏
r=1

(∫ b

a

∫ d

c

∣∣D2D1fr(s, t)
∣∣mr dt ds

)}1/n)2

�
(

1

4

) 2
n

∑n
r=1 mr {

(b − a)(d − c)
} 2

n

∑n
r=1(mr−1)

×
(

1

n

n∑
r=1

(∫ b

a

∫ d

c

∣∣D2D1fr(s, t)
∣∣mr dt ds

))2

� 1

n

(
1

4

) 2
n

∑n
r=1 mr {

(b − a)(d − c)
} 2

n

∑n
r=1(mr−1)

×
(

n∑
r=1

(∫ b

a

∫ d

c

∣∣D2D1fr(s, t)
∣∣mr dt ds

)2
)

� 1

n
K(a, b, c, d,n,m1, . . . ,mn)

×
∫ b

a

∫ d

c

(
n∑

r=1

∣∣D2D1fr(s, t)
∣∣2mr

)
dt ds. (3.7.56)

Multiplying both sides of (3.7.56) byp(x, y) and integrating the resulting in-
equality on∆ we have

∫ b

a

∫ d

c

p(x, y)

(
n∏

r=1

∣∣fr(x, y)
∣∣mr

)2/n

dy dx

� 1

n
K(a, b, c, d,n,m1, . . . ,mn)

(∫ b

a

∫ d

c

p(x, y)dy dx

)

×
(∫ b

a

∫ d

c

(
n∑

r=1

∣∣D2D1fr(x, y)
∣∣2mr

)
dy dx

)
.
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This result is the desired inequality in (3.7.44) and the proof of Theorem 3.7.4 is
complete.

From the hypotheses of Theorem 3.7.5 we have inequality (3.7.44). By using
Schwarz inequality and inequalities (3.7.44) and (3.7.55), we observe that

∫ b

a

∫ d

c

p(x, y)

(
n∏

r=1

∣∣fr(x, y)
∣∣mr

)1/n( n∑
r=1

∣∣D2D1fr(x, y)
∣∣mr

)
dy dx

�
(∫ b

a

∫ d

c

p2(x, y)

(
n∏

r=1

∣∣fr(x, y)
∣∣mr

)2/n

dy dx

)1/2

×
(∫ b

a

∫ d

c

(
n∑

r=1

∣∣D2D1fr(x, y)
∣∣mr

)2

dy dx

)1/2

�
{

1

n
K(a, b, c, d,n,m1, . . . ,mn)

(∫ b

a

∫ d

c

p2(x, y)dy dx

)

×
(∫ b

a

∫ d

c

(
n∑

r=1

∣∣D2D1fr(x, y)
∣∣2mr

)
dy dx

)}1/2

×
{∫ b

a

∫ d

c

n

(
n∑

r=1

∣∣D2D1fr(x, y)
∣∣2mr

)
dy dx

}1/2

=
{
K(a,b, c, d,n,m1, . . . ,mn)

(∫ b

a

∫ d

c

p2(x, y)dy dx

)}1/2

×
{∫ b

a

∫ d

c

(
n∑

r=1

∣∣D2D1fr(x, y)
∣∣2mr

)
dy dx

}
,

which is the desired inequality in (3.7.46) and the proof of Theorem 3.7.5 is com-
plete. �

In the following theorems, we shall deal with some Opial-type inequalities
involving functions of several independent variables established by Pachpatte
in [261,284].

First we will introduce some notations which we will use in our discus-
sion. LetR denote the set of real numbers andR

n the n-dimensional Euclid-
ean space. LetB be a bounded domain inRn defined byB = ∏n

i=1[ai, bi].
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Let x = (x1, . . . , xn) denote a variable point inB, Bx = ∏n
i=1[ai, xi] and

dx = dx1 · · · dxn. Let Dh(u) = d
du

h(u), Dkh(x1, . . . , xn) = ∂
∂xk

h(x1, . . . , xn),
1 � k � n, and Dkh(x1, . . . , xn) = ∂k

∂x1··· ∂xn
h(x1, . . . , xn) = D1 · · ·Dkh(x1,

. . . , xn), 1 � k � n. By using the above notation we haveD1h = D1h. For any
real-valued functionu(x) defined onB, we denote by

∫
B

u(x)dx then-fold inte-

gral
∫ bn

an
· · · ∫ b1

a1
u(x1, . . . , xn)dx1 · · · dxn, and forx ∈ B we denote by

∫
Bx

u(y)dy

the n-fold integral
∫ xn

an
· · · ∫ x1

a1
u(y1, . . . , yn)dy1 · · · dyn and |gradu(x)| =

(
∑n

i=1 | ∂
∂xi

|2)1/2. We denote byF(B) the class of continuous functionsu(x) :

B → R for whichDnu(x) = D1 · · ·Dnu(x) (Di = ∂
∂xi

) exists and that, for eachi,
1� i � n, u(x)|xi=ai

= 0.
In [261] Pachpatte has established the following Opial-type integral inequality.

THEOREM 3.7.6. Let p � 1, q � 1 be constants. Let u be a real-valued function
belonging to C1(B) which vanishes on the boundary ∂B of B. Then the following
inequality holds

∫
B

∣∣u(x)
∣∣p∣∣gradu(x)

∣∣q dx � M

∫
B

∣∣gradu(x)
∣∣p+q dx, (3.7.57)

where

M = 1

n

(
1

2

)p
[

n∑
j=1

(bj − aj )
p(p+q)/q

]q/(p+q)

. (3.7.58)

PROOF. From the hypotheses, we have the following identities

nu(x) =
n∑

j=1

∫ xj

aj

∂

∂tj
u(x1, . . . , tj , . . . , xn)dtj , (3.7.59)

nu(x) = −
n∑

j=1

∫ bj

xj

∂

∂tj
u(x1, . . . , tj , . . . , xn)dtj . (3.7.60)

From (3.7.59) and (3.7.60), we observe that

∣∣u(x)
∣∣� 1

2n

n∑
j=1

∫ bj

aj

∣∣∣∣ ∂

∂tj
u(x1, . . . , tj , . . . , xn)

∣∣∣∣dtj . (3.7.61)
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Using Hölder’s inequality with indices(p + q)/(p + q − 1) andp + q to the
integral on the right-hand side of (3.7.61), we obtain

∣∣u(x)
∣∣ � 1

2n

n∑
j=1

[
(bj − aj )

(p+q−1)/(p+q)

×
(∫ bj

aj

∣∣∣∣ ∂

∂tj
u(x1, . . . , tj , . . . , xn)

∣∣∣∣
p+q

dtj

)1/(p+q)]
.

(3.7.62)

Takingpth power on both sides of (3.8.62) and using the elementary inequality(
n∑

i=1

ci

)k

� Mk,n

n∑
i=1

ck
i , (3.7.63)

wherec1, . . . , cn � 0 reals andMk,n = nk−1, k > 1, andMk,n = 1, 0� k � 1, we
obtain∣∣u(x)

∣∣p
�
(

1

2n

)p

np−1
n∑

j=1

[
(bj − aj )

p(p+q−1)/(p+q)

×
(∫ bj

aj

∣∣∣∣ ∂

∂tj
u(x1, . . . , tj , . . . , xn)

∣∣∣∣
p+q

dtj

)p/(p+q)]
.

(3.7.64)

Multiplying both sides of (3.7.64) by|gradu(x)|q we have∣∣u(x)
∣∣p∣∣gradu(x)

∣∣q
� 1

n

(
1

2

)p n∑
j=1

[
(bj − aj )

p(p+q−1)/(p+q)
∣∣gradu(x)

∣∣q

×
(∫ bj

aj

∣∣∣∣ ∂

∂tj
u(x1, . . . , tj , . . . , xn)

∣∣∣∣
p+q

dtj

)p/(p+q)]
.

(3.7.65)

Integrating both sides of (3.7.65) with respect tox1, . . . , xn on B and using
Hölder’s inequality for integrals with indices(p + q)/p and (p + q)/q on the
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right-hand side we get

∫
B

∣∣u(x)
∣∣p∣∣gradu(x)

∣∣q dx

� 1

n

(
1

2

)p n∑
j=1

[
(bj − aj )

p(p+q−1)/(p+q)

{∫
B

∣∣gradu(x)
∣∣p+q dx

}q/(p+q)

×
{∫

B

(∫ bj

aj

∣∣∣∣ ∂

∂tj
u(x1, . . . , tj , . . . , xn)

∣∣∣∣
p+q

dtj

)
dx

}p/(p+q)]

= 1

n

(
1

2

)p n∑
j=1

[
(bj − aj )

p(p+q−1)/(p+q)(bj − aj )
p/(p+q)

×
{∫

B

∣∣gradu(x)
∣∣p+q dx

}q/(p+q)

×
{∫

B

∣∣∣∣ ∂

∂xj

u(x)

∣∣∣∣
p+q

dx

}p/(p+q)]
. (3.7.66)

Now, using Hölder’s inequality for sum with indices(p + q)/p and(p + q)/q on
the right-hand side of (3.7.66) and an application of a suitable version of inequal-
ity (3.7.63), we obtain

∫
B

∣∣u(x)
∣∣p∣∣gradu(x)

∣∣q dx

� 1

n

(
1

2

)p
{

n∑
j=1

(bj − aj )
p(p+q)/q

∫
B

∣∣gradu(x)
∣∣p+q dx

}q/(p+q)

×
{

n∑
j=1

∫
B

∣∣∣∣ ∂

∂xj

u(x)

∣∣∣∣
p+q

dx

}p/(p+q)

= M

{∫
B

∣∣gradu(x)
∣∣p+q dx

}q/(p+q)

×
{∫

B

((
n∑

j=1

∣∣∣∣ ∂

∂xj

u(x)

∣∣∣∣
p+q

)2/(p+q))(p+q)/2

dx

}p/(p+q)
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� M

{∫
B

∣∣gradu(x)
∣∣p+q dx

}q/(p+q){∫
B

∣∣gradu(x)
∣∣p+q dx

}q/(p+q)

= M

∫
B

∣∣gradu(x)
∣∣p+q dx.

This inequality is required in (3.7.57) and the proof is complete. �

A slightly different version of Theorem 3.7.6 also given by Pachpatte in [261]
is embodied in the following theorem.

THEOREM 3.7.7. Let pr � 1, qr � 1, r = 1, . . . ,m, be constants. Let ur ,
r = 1, . . . ,m, be real-valued functions belonging to C1(B) which vanish on the
boundary ∂B of B. Then, the following inequality holds

∫
B

m∏
r=1

∣∣ur(x)
∣∣pr
∣∣gradur(x)

∣∣qr dx � 1

m

m∑
r=1

Mr

∫
B

∣∣gradur(x)
∣∣m(pr+qr ) dx,

(3.7.67)

where

Mr = 1

n

(
1

2

)mpr
[

n∑
j=1

(bj − aj )
mpr (pr+qr )/qr

]qr/(pr+qr )

(3.7.68)

for r = 1, . . . ,m.

PROOF. Using the elementary inequality

(
m∏

i=1

ci

)1/m

� 1

m

m∑
i=1

ci

(for c1, . . . , cn � 0 reals), inequality (3.7.63) and the repeated application of in-
equality (3.7.57) we observe that

∫
B

m∏
r=1

∣∣ur(x)
∣∣pr
∣∣gradur(x)

∣∣qr dx

=
∫

B

[{
m∏

r=1

∣∣ur(x)
∣∣pr
∣∣gradur(x)

∣∣qr

}1/m
]m

dx
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�
∫

B

[
1

m

m∑
r=1

∣∣ur(x)
∣∣pr
∣∣gradur(x)

∣∣qr

]m

dx

� 1

m

m∑
r=1

Mr

∫
B

∣∣gradur(x)
∣∣m(pr+qr ) dx.

This inequality is desired in (3.7.67) and the proof is complete. �

In [284] Pachpatte has established the following Opial-type inequality involv-
ing functions of several variables.

THEOREM 3.7.8. Let u ∈ F(B). Then the following inequality holds∫
B

∣∣u(x)
∣∣∣∣D1 · · ·Dnu(x)

∣∣dx

�
(∫

B

[(
n∏

i=1

(xi − ai)

)∫
Bx

∣∣D1 · · ·Dnu(y)
∣∣2 dy

]
dx

)1/2

×
(∫

B

∣∣D1 · · ·Dnu(x)
∣∣2 dx

)1/2

. (3.7.69)

PROOF. For anyu ∈ F(B) we have the following identity

u(x) =
∫

Bx

D1 · · ·Dnu(y)dy. (3.7.70)

From (3.7.70) and using Schwarz inequality in the integral form, we observe that

∣∣u(x)
∣∣ � ∫

Bx

∣∣D1 · · ·Dnu(y)
∣∣dy

�
(

n∏
i=1

(xi − ai)

)1/2(∫
Bx

∣∣D1 · · ·Dnu(y)
∣∣2 dy

)1/2

. (3.7.71)

Now, by using Schwarz inequality in the integral form, we have∫
B

∣∣u(x)
∣∣∣∣D1 · · ·Dnu(x)

∣∣dx

�
(∫

B

∣∣u(x)
∣∣2 dx

)1/2(∫
B

∣∣D1 · · ·Dnu(x)
∣∣2 dx

)1/2

. (3.7.72)
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Using (3.7.71) on the right-hand side of (3.7.72) we get the required inequality
in (3.7.69) and the proof is complete. �

REMARK 3.7.5. It is easy to observe that

∫
B

[(
n∏

i=1

(xi − ai)

)∫
Bx

∣∣D1 · · ·Dnu(y)
∣∣2 dy

]
dx

�
(∫

B

(
n∏

i=1

(xi − ai)

)
dx

)(∫
B

∣∣D1 · · ·Dnu(y)
∣∣2 dy

)

= 1

2n

n∏
i=1

(bi − ai)
2
∫

B

∣∣D1 · · ·Dnu(x)
∣∣2 dx. (3.7.73)

Now, using (3.7.73) on the right-hand side of (3.7.69), we have the following
inequality ∫

B

∣∣u(x)
∣∣∣∣D1 · · ·Dnu(x)

∣∣dx

� 1

(
√

2)n

n∏
i=1

(bi − ai)

∫
B

∣∣D1 · · ·Dnu(x)
∣∣2 dx. (3.7.74)

If we taken = 1 in (3.7.74) and denote bya1 = a, b1 = b, D1u = u′, x1 = x, then
inequality (3.7.74) reduces to the following inequality

∫ b

a

∣∣u(x)
∣∣∣∣u′(x)

∣∣dx � b − a√
2

∫ b

a

∣∣u′(x)
∣∣2 dx. (3.7.75)

Here we note that the constant appearing in (3.7.75) is greater than the constant
obtained in Opial’s inequality given in Theorem 2′ in [211, p. 154]. The main
reason for increase is the difficulty involved in proving the much more general
inequality given in (3.7.74).

3.8 Discrete Opial-Type Inequalities

In 1967, Wong [426] has established the following discrete inequality

n∑
i=1

u
p
i (ui − ui−1) � (n + 1)p

p + 1

n∑
i=1

(ui − ui−1)
p+1, (3.8.1)
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valid for a nondecreasing sequence{ui} of nonnegative real numbers withu0 = 0
andp � 1. Inequality (3.8.1) is a discrete analogue of the variant of Opial’s in-
equality given by Hua in [158]. In the past few years many results have appeared
in the literature concerning various extensions and variants of inequality (3.8.1),
see [4] and the references therein. In this section we shall deal with some discrete
inequalities investigated by Pachpatte in [235,262,280,287,318,347] which claim
their origin to the discrete analogue of Opial’s inequality.

Before giving the results we first introduce some of the notations and def-
initions used in our discussion. LetN = {1,2, . . . }, N0 = {0,1,2, . . . }, N0,n =
{0,1,2, . . . , n}, Nn+1 = {1,2, . . . , n + 1}, n ∈ N; � and∇ are the forward and
backward difference operators defined by�uk = uk+1 − uk , k ∈ N0, ∇uk = uk −
uk−1, k ∈ N. The symbol�iuk = �(�i−1uk) = �i−1(�uk), where�0uk = uk .
Throughout, we shall use the convention that the empty sums and products are
taken to be 0 and 1, respectively.

An interesting Opial-type discrete inequality involving two sequences and their
forward differences, established by Pachpatte in [262], is given in the following
theorem.

THEOREM3.8.1. Let {uk} and {vk}, k ∈ N0, be nondecreasing sequences of non-
negative real numbers with u0 = v0 = 0. Then the following inequality holds

n−1∑
k=0

[
uk�vk + vk+1�uk

]
� n

2

n−1∑
k=0

[
(�uk)

2 + (�vk)
2] (3.8.2)

for all n ∈ N0.

PROOF. It is easy to observe that the following identity holds

�(ukvk) = uk�vk + vk+1�uk (3.8.3)

for k ∈ N0. From (3.8.3) we obtain

n−1∑
k=0

[uk�vk + vk+1�uk] = unvn (3.8.4)

for n ∈ N0. Using the elementary inequalityαβ � 1
2(α2 + β2) (for α,β reals)

and the facts thatun =∑n−1
k=0 �uk , vn =∑n−1

k=0 �vk , and Schwarz inequality, we
observe that

unvn � 1

2

[(
n−1∑
k=0

�uk

)2

+
(

n−1∑
k=0

�vk

)2]



3.8. Discrete Opial-Type Inequalities 351

� n

2

n−1∑
k=0

[
(�uk)

2 + (�vk)
2]. (3.8.5)

The desired inequality in (3.8.2) follows from (3.8.4) and (3.8.5). The proof is
complete. �

As an immediate consequence of Theorem 3.8.1 established in [262] is em-
bodied in the following theorem.

THEOREM 3.8.2. Let {uk}, k ∈ N0, be a nondecreasing sequence of nonnegative
real numbers with u0 = 0. Then the following inequality holds

n−1∑
k=0

uk+1�uk � n + 1

2

n−1∑
k=0

(�uk)
2 (3.8.6)

for all n ∈ N0.

PROOF. Settingvk = uk , k ∈ N0, in (3.8.2), we have

n−1∑
k=0

[uk + uk+1]�uk � n

n−1∑
k=0

(�uk)
2. (3.8.7)

We observe that

n−1∑
k=0

[uk + uk+1]�uk =
n−1∑
k=0

[−�uk + 2uk+1]�uk

= −
n−1∑
k=0

(�uk)
2 + 2

n−1∑
k=0

uk+1�uk. (3.8.8)

From (3.8.7) and (3.8.8) we obtain the desired inequality in (3.8.6) and the proof
is complete. �

The following Wirtinger-type discrete inequality established in [347] is useful
in the proof of the next result.

THEOREM 3.8.3. Let p � 1 be a given real number and {ak}, k ∈ N0,n, be a
sequence of nonnegative real numbers. Let {uk}, k ∈ N0,n, be a sequence of real
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numbers with u0 = un = 0. Then the following inequality holds

n−1∑
k=0

ak|uk|p �
(

n−1∑
k=0

[
k1−p + (n − k)1−p

]−1
ak

)(
n−1∑
k=0

|�uk|p
)

. (3.8.9)

PROOF. From the hypotheses, we have

uk =
k−1∑
σ=0

�uσ , (3.8.10)

uk = −
n−1∑
σ=k

�uσ , (3.8.11)

for k ∈ N0,n. From (3.8.10), (3.8.11) and using Hölder’s inequality with indices
p,p/(p − 1), we obtain

|uk|p � kp−1
k−1∑
σ=0

|�uσ |p, (3.8.12)

|uk|p � (n − k)p−1
n−1∑
σ=k

|�uσ |p, (3.8.13)

for k ∈ N0,n. Multiplying (3.8.12) byk1−p and (3.8.13) by(n− k)1−p and adding
the resulting inequalities we obtain

[
k1−p + (n − k)1−p

]|uk|p �
n−1∑
σ=0

|�uσ |p (3.8.14)

for k ∈ N0,n. From (3.8.14) we observe that

ak|uk|p �
[
k1−p + (n − k)1−p

]−1
ak

n−1∑
σ=0

|�uσ |p (3.8.15)

for k ∈ N0,n. Now summing both sides of (3.8.15) fromk = 0 to n − 1 we get
inequality (3.8.9). The proof is complete. �

The following result established in [347] deals with the discrete Opial-type
inequality.



3.8. Discrete Opial-Type Inequalities 353

THEOREM 3.8.4. Let q > 0, r � 0, α > 0, β > 0 be real numbers with
1
α

+ 1
β

= 1 and qα � 1, and {bk}, k ∈ N0,n, be a sequence of nonnegative real
numbers. Let {xk} and {yk}, k ∈ N0,n, be sequences of real numbers with x0 =
y0 = xn = yn = 0. Then the following inequality holds

n−1∑
k=0

bk

[|xk|q |�yk|r + |yk|q |�xk|r
]

�
(

n−1∑
k=0

[
k1−qα + (n − k)1−qα

]−1
bα
k

)1/α

×
(

n−1∑
k=0

[
1

α

(|�xk|qα + |�yk|qα
)+ 1

β

(|�xk|rβ + |�yk|rβ
)])

.

(3.8.16)

PROOF. From Hölder’s inequality with indicesα andβ, we have

n−1∑
k=0

bk|xk|q |�yk|r �
(

n−1∑
k=0

bα
k |xk|qα

)1/α( n−1∑
k=0

|�yk|rβ
)1/β

. (3.8.17)

From (3.8.17) and (3.8.9) and Young’s inequality, we observe that

n−1∑
k=0

bk|xk|q |�yk|r

�
{(

n−1∑
k=0

[
k1−qα + (n − k)1−qα

]−1
bα
k

)(
n−1∑
k=0

|�xk|qα

)}1/α

×
{

n−1∑
k=0

|�yk|rβ
}1/β

�
(

n−1∑
k=0

[
k1−qα + (n − k)1−qα

]−1
bα
k

)1/α

×
(

n−1∑
k=0

[
1

α
|�xk|qα + 1

β
|�yk|rβ

])
. (3.8.18)
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Similarly, we obtain

n−1∑
k=0

bk|yk|q |�xk|r �
(

n−1∑
k=0

[
k1−qα + (n − k)1−qα

]−1
bα
k

)1/α

×
(

n−1∑
k=0

[
1

α
|�yk|qα + 1

β
|�xk|rβ

])
. (3.8.19)

Adding (3.8.18) and (3.8.19) gives inequality (3.8.16). The proof is complete.�

The inequality in the following theorem is established in [280].

THEOREM 3.8.5. Let {ui}, i ∈ N0, be a sequence of real numbers with u0 = 0.
Let f (t) be defined for all t = ui and for all t of the form t (j) = ∑j

k=1 ∇uk ,
|f (t)| � f (|t |) for all t and that f (t) is nondecreasing for t � 0, where ∇uk =
uk − uk−1. Then the following inequality holds

n∑
i=1

∣∣f (ui)∇ui

∣∣ � F

(
n∑

i=1

|∇ui |
)

+
n∑

i=1

[
f

(
i∑

k=1

|∇uk|
)

− f

(
i−1∑
k=1

|∇uk|
)]

|∇ui |, (3.8.20)

where F(s) = ∫ s

0 f (σ )dσ , s � 0.

REMARK 3.8.1. If we takef (t) = t , then we getF(s) = s2/2, and inequal-
ity (3.8.20) reduces to the following inequality

n∑
i=1

|ui∇ui | �
(

n

2
+ 1

) n∑
i=1

|∇ui |2. (3.8.21)

PROOF OFTHEOREM 3.8.5. Sinceui =∑i
k=1 ∇uk , it follows that

n∑
i=1

∣∣f (ui)∇ui

∣∣ = n∑
i=1

∣∣∣∣∣f
(

i∑
k=1

∇uk

)
∇ui

∣∣∣∣∣
�

n∑
i=1

f

(
i∑

k=1

|∇uk|
)

|∇ui |. (3.8.22)
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Now, from the definition ofF and the properties of the functionf , we obtain

F

(
i∑

k=1

|∇uk|
)

− F

(
i−1∑
k=1

|∇uk|
)

=
∫ ∑i

k=1 |∇uk |
∑i−1

k=1 |∇uk |
f (σ )dσ

� f

(
i−1∑
k=1

|∇uk|
)

|∇ui |

= f

(
i∑

k=1

|∇uk|
)

|∇ui | +
[
f

(
i−1∑
k=1

|∇uk|
)

− f

(
i∑

k=1

|∇uk|
)]

|∇ui |.
(3.8.23)

From (3.8.23) we observe that

f

(
i∑

k=1

|∇uk|
)

|∇ui | � F

(
i∑

k=1

|∇uk|
)

− F

(
i−1∑
k=1

|∇uk|
)

+
[
f

(
i∑

k=1

|∇uk|
)

− f

(
i−1∑
k=1

|∇uk|
)]

|∇ui |.
(3.8.24)

Now, substitutingi = 1, . . . , n on both sides of inequality (3.8.24) and summing
up, we obtain

n∑
i=1

f

(
i∑

k=1

|∇uk|
)

|∇ui | � F

(
n∑

k=1

|∇uk|
)

+
n∑

i=1

[
f

(
i∑

k=1

|∇uk|
)

− f

(
i−1∑
k=1

|∇uk|
)]

|∇ui |.
(3.8.25)

Replacingk by i in the first term on the right-hand side in (3.8.25) and using
this bound in (3.8.22) we obtain the desired inequality in (3.8.20). The proof is
complete. �

The following theorem deals with the discrete Opial-type inequalities estab-
lished in [318].
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THEOREM 3.8.6. Let p � 1, q � 1 be constants. Let λn > 0, an � 0 and Λn =
λ1 + · · · + λn, An = λ1a1 + · · · + λnan for n ∈ N. Then the following inequalities
hold

m∑
n=1

A
p
n(A

q
n − A

q

n−1)

Λ
p+q−1
n

� q

(
p + q

p + q − 1

)p+q−1 m∑
n=1

λna
p+q
n , (3.8.26)

m∑
n=1

A
p
n

(
A

q
n − A

q

n−1

)
� q(m + 1)p+q−1

p + q

m∑
n=1

(λnan)
p+q, (3.8.27)

where any number with suffix zero is equal to 0.

PROOF. SinceAn−1 � An, we have

A
p
n

(
A

q
n − A

p

n−1

) = A
p
n

(
q−1∑
k=0

A
q−1−k
n Ak

n−1

)
(An − An−1)

� qA
p+q−1
n (An − An−1), (3.8.28)

which implies, by using Hölder’s inequality with indicesp + q, (p + q)/

(p + q − 1) and a suitable version of Theorem 2.2.2, the inequality

m∑
n=1

A
p
n(A

q
n − A

p

n−1)

Λ
p+q−1
n

� q

m∑
n=1

(
An

Λn

)p+q−1

(λnan)

= q

m∑
n=1

λ
1/(p+q)
n anλ

(p+q−1)/(p+q)
n

(
An

Λn

)p+q−1

� q

[
m∑

n=1

λna
p+q
n

]1/(p+q)[ m∑
n=1

λn

(
An

Λn

)p+q
](p+q−1)/(p+q)

� q

[
m∑

n=1

λna
p+q
n

]1/(p+q)[(
p + q

p + q − 1

)p+q m∑
n=1

λna
p+q
n

](p+q−1)/(p+q)

= q

(
p + q

p + q − 1

)p+q−1 m∑
n=1

λna
p+q
n ,
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proving (3.8.26).
From (3.8.28), using inequality (3.8.1), we have

m∑
n=1

A
p
n

(
A

q
n − A

q

n−1

)
� q

m∑
n=1

A
p+q−1
n (An − An−1)

� q(m + 1)p+q−1

p + q

m∑
n=1

(An − An−1)
p+q

= q(m + 1)p+q−1

p + q

m∑
n=1

(λnan)
p+q,

which proves (3.8.27). The proof is complete. �

Before giving the next theorem, we introduce the basic notations and defi-
nitions needed in our discussion. LetN = {1,2, . . . } andN0,n = {0,1,2, . . . , n},
M0,m = {0,1,2, . . . ,m} for m,n ∈ N andQ = N0,n × M0,m. We shall use the
usual convention of writingz(x, y) = 0 if x /∈ N0,n or y /∈ M0,m, or bothx /∈ N0,n

and y /∈ M0,m, wherez(x, y) is a function defined onQ. We define the op-
erators:∇1z(x, y) = z(x, y) − z(x − 1, y), ∇2z(x, y) = z(x, y) − z(x, y − 1),
∇2∇1z(x, y) = ∇1z(x, y) − ∇1z(x, y − 1) for (x, y) ∈ Q.

The inequalities in the following theorem are established in [235].

THEOREM 3.8.7. Let f (x, y) and g(x, y) be real-valued functions defined for
(x, y) ∈ Q such that f (0, y) = g(0, y) = 0, f (n, y) = g(n, y) = 0, f (x,0) =
g(x,0) = 0, f (x,m) = g(x,m) = 0. Then the following inequalities hold

n∑
x=1

m∑
y=1

∣∣f (x, y)
∣∣∣∣g(x, y)

∣∣

� 1

2

(
nm

4

)2 n∑
x=1

m∑
y=1

[∣∣∇2∇1f (x, y)
∣∣2 + ∣∣∇2∇1g(x, y)

∣∣2], (3.8.29)

n∑
x=1

m∑
y=1

[∣∣f (x, y)
∣∣∣∣∇2∇1g(x, y)

∣∣+ ∣∣g(x, y)
∣∣∣∣∇2∇1f (x, y)

∣∣]

�
(

nm

4

) n∑
x=1

m∑
y=1

[∣∣∇2∇1f (x, y)
∣∣2 + ∣∣∇2∇1g(x, y)

∣∣2]. (3.8.30)
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REMARK 3.8.2. If we takeg(x, y) = f (x, y) in (3.8.29) and (3.8.30), then we
get respectively the following inequalities

n∑
x=1

m∑
y=1

∣∣f (x, y)
∣∣2 �

(
nm

4

)2 n∑
x=1

m∑
y=1

∣∣∇2∇1f (x, y)
∣∣2,
(3.8.31)

n∑
x=1

m∑
y=1

∣∣f (x, y)
∣∣∣∣∇2∇1f (x, y)

∣∣ � (
nm

4

) n∑
x=1

m∑
y=1

∣∣∇2∇1f (x, y)
∣∣2.

(3.8.32)

We note that the inequalities obtained in (3.8.31) and (3.8.32) are respectively the
discrete Wirtinger- and Opial-type inequalities in two independent variables.

PROOF OFTHEOREM 3.8.7. From the hypotheses, it is easy to observe that the
following identities hold

f (x, y) =
x∑

s=1

y∑
t=1

∇2∇1f (s, t), (3.8.33)

f (x, y) = −
x∑

s=1

m∑
t=y+1

∇2∇1f (s, t), (3.8.34)

f (x, y) = −
n∑

s=x+1

y∑
t=1

∇2∇1f (s, t), (3.8.35)

f (x, y) =
n∑

s=x+1

m∑
t=y+1

∇2∇1f (s, t). (3.8.36)

From (3.8.33)–(3.8.36), we obtain

4
∣∣f (x, y)

∣∣� n∑
s=1

m∑
t=1

∣∣∇2∇1f (s, t)
∣∣. (3.8.37)

Similarly, we obtain

4
∣∣g(x, y)

∣∣� n∑
s=1

m∑
t=1

∣∣∇2∇1g(s, t)
∣∣. (3.8.38)
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From (3.8.37), (3.8.38), and using the elementary inequalityαβ � 1
2(α2 + β2)

(for α,β reals) and Schwarz inequality, we obtain

n∑
x=1

m∑
y=1

∣∣f (x, y)
∣∣∣∣g(x, y)

∣∣

� 1

16

n∑
x=1

m∑
y=1

(
n∑

s=1

m∑
t=1

∣∣∇2∇1f (s, t)
∣∣)( n∑

s=1

m∑
t=1

∣∣∇2∇1g(s, t)
∣∣)

=
(

nm

16

)( n∑
s=1

m∑
t=1

∣∣∇2∇1f (s, t)
∣∣)( n∑

s=1

m∑
t=1

∣∣∇2∇1g(s, t)
∣∣)

� 1

2

(
nm

16

)[( n∑
s=1

m∑
t=1

∣∣∇2∇1f (s, t)
∣∣)2

+
(

n∑
s=1

m∑
t=1

∣∣∇2∇1g(s, t)
∣∣)2]

� 1

2

(
nm

4

)2 n∑
x=1

m∑
y=1

[∣∣∇2∇1f (x, y)
∣∣2 + ∣∣∇2∇1g(x, y)

∣∣2].

This result completes the proof of inequality (3.8.29).

By using Schwarz inequality, inequality (3.8.31) and the elementary inequality
α1/2β1/2 � 1

2(α + β) (for α,β � 0 reals), we observe that

n∑
x=1

m∑
y=1

[∣∣f (x, y)
∣∣∣∣∇2∇1g(x, y)

∣∣+ ∣∣g(x, y)
∣∣∣∣∇2∇1f (x, y)

∣∣]

�
{

n∑
x=1

m∑
y=1

∣∣f (x, y)
∣∣2}1/2{ n∑

x=1

m∑
y=1

∣∣∇2∇1g(x, y)
∣∣2}1/2

+
{

n∑
x=1

m∑
y=1

∣∣g(x, y)
∣∣2}1/2{ n∑

x=1

m∑
y=1

∣∣∇2∇1f (x, y)
∣∣2}1/2

�
{(

nm

4

)2 n∑
x=1

m∑
y=1

∣∣∇2∇1f (x, y)
∣∣2}1/2{ n∑

x=1

m∑
y=1

∣∣∇2∇1g(x, y)
∣∣2}1/2
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+
{(

nm

4

)2 n∑
x=1

m∑
y=1

∣∣∇2∇1g(x, y)
∣∣2}1/2{ n∑

x=1

m∑
y=1

∣∣∇2∇1f (x, y)
∣∣2}1/2

= 2

(
nm

4

){ n∑
x=1

m∑
y=1

∣∣∇2∇1f (x, y)
∣∣2}1/2{ n∑

x=1

m∑
y=1

∣∣∇2∇1g(x, y)
∣∣2}1/2

�
(

nm

4

) n∑
x=1

m∑
y=1

[∣∣∇2∇1f (x, y)
∣∣2 + ∣∣∇2∇1g(x, y)

∣∣2],
which is the desired inequality in (3.8.30), and the proof is complete. �

In [287] Pachpatte has established the inequalities in the following theorem.

THEOREM 3.8.8. Let u(x, y) be a real-valued function defined for (x, y) ∈ Q

such that u(0, y) = u(n, y) = 0, u(x,0) = u(x,m) = 0 and 1 � pi < ∞ for i =
1,2,3,4 be constants. Then the following inequalities hold

n∑
x=1

m∑
y=1

∣∣u(x, y)
∣∣p1
∣∣∇1u(x, y)

∣∣p2
∣∣∇2u(x, y)

∣∣p3
∣∣∇2∇1u(x, y)

∣∣p4

� K

4∏
i=1

{
n∑

x=1

m∑
y=1

∣∣∇2∇1u(x, y)
∣∣2pi

}1/2

, (3.8.39)

n∑
x=1

m∑
y=1

∣∣u(x, y)
∣∣p1
∣∣∇1u(x, y)

∣∣p2
∣∣∇2u(x, y)

∣∣p3

� L

3∏
i=1

{
n∑

x=1

m∑
y=1

∣∣∇2∇1u(x, y)
∣∣pi

}
, (3.8.40)

where

K =
(

1

2

)2p1+p2+p3

np1+p3−1mp1+p2−1, (3.8.41)

L =
(

1

2

)2p1+p2+p3

np1+p3−2mp1+p2−2. (3.8.42)
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PROOF. From the hypotheses, it is easy to observe that the following identities
hold:

u(x, y) =
x∑

s=1

y∑
t=1

∇2∇1u(s, t), (3.8.43)

u(x, y) = −
x∑

s=1

m∑
t=y+1

∇2∇1u(s, t), (3.8.44)

u(x, y) = −
n∑

s=x+1

y∑
t=1

∇2∇1u(s, t), (3.8.45)

u(x, y) =
n∑

s=x+1

m∑
t=y+1

∇2∇1u(s, t), (3.8.46)

∇1u(x, y) =
y∑

t=1

∇2∇1u(x, t), (3.8.47)

∇1u(x, y) = −
m∑

t=y+1

∇2∇1u(x, t), (3.8.48)

∇2u(x, y) =
x∑

s=1

∇2∇1u(s, y), (3.8.49)

∇2u(x, y) = −
n∑

s=x+1

∇2∇1u(s, y), (3.8.50)

for (x, y) ∈ Q. From (3.8.43)–(3.8.46), (3.8.47), (3.8.48) and (3.8.49), (3.8.50),
we observe that

∣∣u(x, y)
∣∣ � (

1

2

)2 n∑
s=1

m∑
t=1

∣∣∇2∇1u(s, t)
∣∣, (3.8.51)

∣∣∇1u(x, y)
∣∣ � 1

2

m∑
t=1

∣∣∇2∇1u(x, t)
∣∣, (3.8.52)

∣∣∇2u(x, y)
∣∣ � 1

2

n∑
s=1

∣∣∇2∇1u(s, y)
∣∣, (3.8.53)
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respectively, for(x, y) ∈ Q. Taking on both sides of (3.8.51), (3.8.52) and (3.8.53)
the powersp1, p2 andp3, respectively, and using Hölder’s inequality with indices
p1, p1/(p1 − 1); p2, p2/(p2 − 1) andp3, p3/(p3 − 1), respectively, on the right-
hand sides we get

∣∣u(x, y)
∣∣p1 �

(
1

2

)2p1

(nm)p1−1
n∑

s=1

m∑
t=1

∣∣∇2∇1u(s, t)
∣∣p1, (3.8.54)

∣∣∇1u(x, y)
∣∣p2 �

(
1

2

)p2

mp2−1
m∑

t=1

∣∣∇2∇1u(x, t)
∣∣p2, (3.8.55)

∣∣∇2u(x, y)
∣∣p3 �

(
1

2

)p3

np3−1
n∑

s=1

∣∣∇2∇1u(s, y)
∣∣p3, (3.8.56)

respectively. From (3.8.54)–(3.8.56), we observe that∣∣u(x, y)
∣∣p1
∣∣∇1u(x, y)

∣∣p2
∣∣∇2u(x, y)

∣∣p3
∣∣∇2∇1u(x, y)

∣∣p4

� L

{
n∑

s=1

m∑
t=1

∣∣∇2∇1u(s, t)
∣∣p1

}{
m∑

t=1

∣∣∇2∇1u(x, t)
∣∣p2

}

×
{

n∑
s=1

∣∣∇2∇1u(s, y)
∣∣p3

}∣∣∇2∇1u(x, y)
∣∣p4, (3.8.57)

whereL is defined by (3.8.42). Now, taking the sum on both sides of (3.8.57),
first fromy = 1 tom and then fromx = 1 ton, and using Schwarz inequality and
rewriting the sums, we observe that

n∑
x=1

m∑
y=1

∣∣u(x, y)
∣∣p1
∣∣∇1u(x, y)

∣∣p2
∣∣∇2u(x, y)

∣∣p3
∣∣∇2∇1u(x, y)

∣∣p4

� L

{
n∑

s=1

m∑
t=1

∣∣∇2∇1u(s, t)
∣∣p1

}

×
n∑

x=1

m∑
y=1

{
m∑

t=1

∣∣∇2∇1u(x, t)
∣∣p2

}{
n∑

s=1

∣∣∇2∇1u(s, y)
∣∣p3

}∣∣∇2∇1u(x, y)
∣∣p4

� L

{
n∑

s=1

m∑
t=1

∣∣∇2∇1u(s, t)
∣∣p1

}
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×
{

n∑
x=1

m∑
y=1

(
m∑

t=1

∣∣∇2∇1u(x, t)
∣∣p2

)2( n∑
s=1

∣∣∇2∇1u(s, y)
∣∣p3

)2}1/2

×
{

n∑
x=1

m∑
y=1

∣∣∇2∇1u(x, y)
∣∣2p4

}1/2

� L(nm)1/2

{
n∑

x=1

m∑
y=1

∣∣∇2∇1u(x, y)
∣∣2p1

}1/2

(nm)1/2

×
{

n∑
x=1

m∑
y=1

(
m∑

t=1

∣∣∇2∇1u(x, t)
∣∣2p2

)(
n∑

s=1

∣∣∇2∇1u(s, y)
∣∣2p3

)}1/2

×
{

n∑
x=1

m∑
y=1

∣∣∇2∇1u(x, y)
∣∣2p4

}1/2

= K

4∏
i=1

{
n∑

x=1

m∑
y=1

∣∣∇2∇1u(x, y)
∣∣2pi

}1/2

.

This result completes the proof of inequality (3.8.39). The proof of inequal-
ity (3.8.40) follows by closely looking at the proof of inequality (3.8.39) and here
we omit the details. �

For various other discrete Opial-type inequalities, see [4,270,284,360] and
some of the references given therein.

3.9 Miscellaneous Inequalities

3.9.1 Agarwal and Pang [5]

Let α � 1 be a given real number and letp be a nonnegative and continuous
function on[0, h]. Further, letu be an absolutely continuous function on[0, h],
with u(0) = u(h) = 0. Then the following inequality holds

∫ h

0
p(t)

∣∣u(t)
∣∣α dt � 1

2

(∫ h

0

(
t (h − t)

)(α−1)/2
p(t)dt

)∫ h

0

∣∣u′(t)
∣∣α dt.
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Forp(t) = constant, the above inequality reduces to

∫ h

0

∣∣u(t)
∣∣α dt � hα

2
B

(
α + 1

2
,
α + 1

2

)∫ h

0

∣∣u′(t)
∣∣2 dt,

whereB is the beta function.

3.9.2 Agarwal and Pang [5]

Let r > 0, s � 0, α > 0 andβ > 0 be real numbers with1
α

+ 1
β

= 1 andrα � 1,

and letp ∈ C0[0, h] be nonnegative. Furthermore, letf andg be absolutely con-
tinuous on[0, h] with f (0) = g(0) = f (h) = g(h) = 0. Then the following in-
equality holds

∫ h

0
p(x)

[∣∣f (x)
∣∣r ∣∣g′(x)

∣∣s + ∣∣f ′(x)
∣∣s∣∣g(x)

∣∣r]dx

� I1

{
1

α

∫ h

0

[∣∣f ′(x)
∣∣rα + ∣∣g′(x)

∣∣rα]dx + 1

β

∫ h

0

[∣∣f ′(x)
∣∣sβ + ∣∣g′(x)

∣∣sβ]dx

}
,

where

I1 =
(

1

2

∫ h

0

[
x(h − x)

](rα−1)/2
pα(x)dx

)1/α

.

3.9.3 Alzer [11]

Let r > 0, s � 0, α > 0 andβ > 0 be real numbers with1
α

+ 1
β

= 1 andrα � 1,

and letp ∈ C0[0, h] be nonnegative. Furthermore, letf andg be absolutely con-
tinuous on[0, h] with f (0) = g(0) = f (h) = g(h) = 0. Then the following in-
equality holds

∫ h

0
p(x)

[∣∣f (x)
∣∣r ∣∣g′(x)

∣∣s + ∣∣f ′(x)
∣∣s∣∣g(x)

∣∣r]dx

� I2

{
1

α

∫ h

0

[∣∣f ′(x)
∣∣rα + ∣∣g′(x)

∣∣rα]dx + 1

β

∫ h

0

[∣∣f ′(x)
∣∣sβ + ∣∣g′(x)

∣∣sβ]dx

}
,

where

I2 =
(∫ h

0

[
x1−rα + (h − x)1−rα

]−1
pα(x)dx

)1/α

.
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3.9.4 Adams [2]

Let u be a continuously differentiable function on an open interval(0, h) for fixed
h > 0. If β � 1 andα > 0, then∫ h

0

∣∣u(t)
∣∣βtα−1 dt � α + 1

αh

∫ h

0

∣∣u(t)
∣∣βtα dt + 2β

α

∫ h

0

∣∣u(t)
∣∣β−1∣∣u′(t)

∣∣tα dt.

If p � 1 andα > p − 1, then∫ h

0

∣∣u(t)
∣∣ptα−p dt � 2p−1

(
α + 2+ p

α + 1− p

)p ∫ h

0

( |u(t)|p
hp

+ ∣∣u′(t)
∣∣p)tα dt.

3.9.5 Pachpatte [283]

Let fr for r = 1, . . . ,m be absolutely continuous functions on[a, b] with fr(a) =
fr(b) = 0. If hr(u) for r = 1, . . . ,m be nonnegative convex and increasing func-
tions on[0,∞) andhr(0) = 0, then, for everyc ∈ (a, b), the following inequality
holds

∫ b

a

{
m∏

r=1

h′
r

(∣∣fr(x)
∣∣)∣∣f ′

r (x)
∣∣}1/m

dx

� 1

m

m∑
i=1

[
hr

(∫ c

a

∣∣f ′
r (x)

∣∣dx

)
+ hr

(∫ b

c

∣∣f ′
r (x)

∣∣dx

)]
.

Furthermore, letpr for r = 1, . . . ,m be positive functions on[a, b] and∫ b

a
pr(x)dx < ∞. If ψr(u) for r = 1, . . . ,m are nonnegative, convex and increas-

ing functions on[0,∞) andψr(0) = 0, then, for everyc ∈ (a, b), the following
inequality holds

∫ b

a

{
m∏

r=1

h′
r

(∣∣fr(x)
∣∣)∣∣f ′

r (x)
∣∣}1/m

dx

� 1

m

m∑
r=1

[
hr

((∫ c

a

pr(x)dx

)
ψ−1

r

×
{∫ c

a

pr(x)ψr

( |f ′
r (x)|

pr(x)

)
dx

/∫ c

a

pr(x)dx

})

+ hr

((∫ b

c

pr(x)dx

)
ψ−1

r

{∫ b

c

pr(x)ψr

( |f ′
r (x)|

pr(x)

)
dx

/∫ b

c

pr(x)dx

})]
.
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3.9.6 Pachpatte [256]

If f,g,h are absolutely continuous functions on[a, b] and f (a) = f (b) = 0,
g(a) = g(b) = 0, h(a) = h(b) = 0, then

∫ b

a

[∣∣f (t)g(t)h(t)
∣∣(∣∣f ′(t)

∣∣+ ∣∣g′(t)
∣∣+ ∣∣h′(t)

∣∣)
+ (∣∣f (t)

∣∣+ ∣∣g(t)
∣∣+ ∣∣h(t)

∣∣)
× (∣∣f (t)g(t)h′(t)

∣∣+ ∣∣g(t)h(t)f ′(t)
∣∣+ ∣∣h(t)f (t)g′(t)

∣∣)]dt

�
(

b − a

2

)3∫ b

a

[∣∣f ′(t)
∣∣4 + ∣∣g′(t)

∣∣4 + ∣∣h′(t)
∣∣4]dt. (3.9.1)

Equality holds in (3.9.1) if and only if

f (t) = g(t) = h(t) =
{

M(t − a), a � t � a+b
2 ,

M(b − t), a+b
2 � t � b,

whereM is a constant.

3.9.7 Love [197]

Let p > 0, q > 0, p + q = r � 1, 0� a < b � ∞, γ < r , w(x) be decreasing
and positive in(a, b). Let m andn be integers,m � n � 0, F be complex-valued
and has(m − 1)th derivative locally absolutely continuous in[a, b), andF(a) =
F ′(a) = · · · = F (m−1)(a) = 0. Then the following inequality holds

∫ b

a

∣∣F(x)
∣∣p∣∣F (m−n)(x)

∣∣qxγ−mp−nq−1w(x)dx

� 1

{(1− γ /r)m}p{(1− γ /r)n}q
∫ b

a

∣∣F (m)(x)
∣∣rxγ−1w(x)dx,

where(k)m = k(k + 1)(k + 2) · · · (k + m − 1) and(k)0 = 1.

3.9.8 Pachpatte [245]

Let u,v ∈ C(n−1)[a, b] be such thatu(k)(a) = v(k)(a) = 0 for k = 0,1, . . . , n − 1,
wheren � 1, u(n−1), v(n−1) be absolutely continuous and

∫ b

a
|u(n)(t)|2 dt < ∞,
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∫ b

a
|v(n)(t)|2 dt < ∞. Then the following inequality holds

∫ b

a

[∣∣u(k)(t)v(n)(t)
∣∣+ ∣∣v(k)(t)u(n)(t)

∣∣]dt

� 1

2
Mk(b − a)n−k

∫ b

a

[∣∣u(n)(t)
∣∣2 + ∣∣v(n)(t)

∣∣2]dt, (3.9.2)

where

Mk = 1

(n − k)!
(

n − k

2n − 2k − 1

)1/2

(3.9.3)

for 0 � k � n − 1. Equality holds in (3.9.2) if and only ifk = 0, n = 1 and
u(n)(t) = v(n)(t) = c, wherec is a constant.

3.9.9 Pachpatte [245]

Assume that the hypotheses of Section 3.9.8 hold. Then the following inequality
holds∫ b

a

[∣∣u(k)(t)u(n)(t)
∣∣+ ∣∣v(k)(t)v(n)(t)

∣∣+ ∣∣u(k)(t)v(n)(t)
∣∣+ ∣∣v(k)(t)u(n)(t)

∣∣]dt

� Mk(b − a)n−k

∫ b

a

[∣∣u(n)(t)
∣∣2 + ∣∣v(n)(t)

∣∣2]dt, (3.9.4)

whereMk is as given in (3.9.3) for 0� k � n − 1. Equality holds in (3.9.4) if and
only if k = 0, n = 1 andu(n)(t) = v(n)(t) = c, wherec is a constant.

3.9.10 Pachpatte [245]

Let u ∈ C(n−1)[a, b] be such thatu(k)(a) = 0 for k = 0,1, . . . , n−1, wheren � 1,
u(n−1) be absolutely continuous and

∫ b

a
|u(n)(t)|2 dt < ∞. Then the following in-

equality holds

∫ b

a

∣∣∣∣∣
n∏

k=0

u(k)(t)

∣∣∣∣∣dt � Nk(b − a)(n
2+1)/2

(∫ b

a

∣∣u(n)(t)
∣∣2 dt

)(n+1)/2

, (3.9.5)

where

Nk = 1

(n2 + 1)(n + 1)
∏n−1

k=0(n − k − 1)!
(

(n2 + 1)(n + 1)∏n−1
k=0(2n − 2k − 1)

)1/2
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for 0 � k � n − 1. Equality holds in (3.9.5) if and only ifn = 1 andu(n)(t) is a
constant.

3.9.11 Pachpatte [323]

Let u ∈ C(n−1)[a, b] be such thatu(i)(a) = 0 for i = 0,1, . . . , n − 1 wheren � 1.
Let u(n−1) be absolutely continuous and

∫ b

a
|u(n)(t)|2 dt < ∞. Then

∫ b

a

n∑
k=1

∣∣u(n−k)(t)
∣∣∣∣u(n)(t)

∣∣dt � M

∫ b

a

∣∣u(n)(t)
∣∣2 dt,

where

M =
√

n

2

[
n∑

k=1

(b − a)2k

(k − 1)!k!(2k − 1)

]1/2

.

3.9.12 Pachpatte [323]

Let u be as in Section 3.9.11 and
∫ b

a
|u(n)(t)|4 dt < ∞. Then, for 0� i � j �

n − 1,∫ b

a

∣∣u(i)(t)u(j)(t)
∣∣dt � 1√

3
C(n, i, j)(b − a)2n−i−j+1/2

(∫ b

a

∣∣u(n)(t)
∣∣4 dt

)1/2

,

where

C(n, i, j) = 1

(n − i − 1)!(n − j − 1)!√2(n − i) − 1
√

2(n − j) − 1
.

3.9.13 Pachpatte [324]

Let rj , j = 1, . . . , n − 1, u be real-valued, continuous functions defined onI =
[a, b] andr-derivatives ofu exist, be continuous onI and such thatD(i)

r u(a) = 0,
i = 0,1, . . . , n − 1, for n � 1 anda ∈ I . Then

∫ b

a

n−1∑
k=1

∣∣(D(k)
r u

)
(t)
∣∣∣∣(D(n)

r u
)
(t)
∣∣dt � M√

2

∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣2 dt,

where

M =
[∫ b

a

(
n−1∑
k=0

Rk(a, t)

)2

(t − a)dt

]1/2
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andRk(a, t) is defined by (3.6.11).

3.9.14 Pachpatte [324]

Let rj , u be as in Section 3.9.13. Then, for 0� i � j � n − 1,∫ b

a

∣∣(D(i)
r u

)
(t)
∣∣∣∣(D(j)

r u
)
(t)
∣∣∣∣(D(n)

r u
)
(t)
∣∣dt

�
{

N1
(∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣2 dt

)3/2
, if i = j = n − 1,

N2
(∫ b

a

∣∣(D(n)
r u

)
(t)
∣∣2 dt

)3/2
, if 0 � i � j < n − 1,

where

N1 = 1

3
(b − a)3/2, N2 = 1√

3

(∫ b

a

[
Ri(a, t)Rj (a, t)(t − a)

]2 dt

)1/2

andRk(a, t) is defined by (3.6.11).

3.9.15 Pachpatte [316]

Let p,q be positive real numbers satisfyingp + q > 1 and letn � 1 be an
integer. Letu ∈ Cn[a, b] be a real-valued function such thatu(i)(a) = 0 for
i = 0,1, . . . , n − 1. Let w(t) andv(t) be positive and continuous functions de-
fined on[a, b]. Then the following inequality holds∫ b

a

w(t)

n∑
k=1

∣∣u(n−k)(t)
∣∣p∣∣u(n)(t)

∣∣q dt

�
(

q

p + q

)q/(p+q)

M(p,q)

∫ b

a

v(t)
∣∣u(n)(t)

∣∣p+q dt,

where

M(p,q) =
[∫ b

a

w(p+q)/p(t)v−q/p(t)

[(
(k − 1)!)−p

×
{∫ t

a

v−1/(p+q−1)(s)

× (t − s)(k−1)(p+q)/(p+q−1) ds

}p(p+q−1)/(p+q)](p+q)/p]p/(p+q)

dt

is finite.
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3.9.16 Cheung [60]

Let p � 1 andq > 0 be any real numbers andn � 1 be a fixed integer. Let
rk � 0, k = 0,1, . . . , n − 1, be real numbers with

∑n−1
k=0 rk = 1. Let f ∈ Cn be

a real-valued function andw be a positive continuous weight function on[a, b].
If f (k)(a) = 0 for all k = 0,1, . . . , n − 1, and if w is nonincreasing, then the
following inequality holds

∫ b

a

w(x)

(
n−1∏
k=0

∣∣f (k)(x)
∣∣rk)p∣∣f (n)(x)

∣∣q dx

�
n−1∑
k=0

Mkrk(b − a)(n−k)p

∫ b

a

w(x)
∣∣f (n)(x)

∣∣p+q dx,

where

Mk = αqαq

[
(n − k)(1− α)

n − k − α

](1−α)p[
(n − k)!]−p

and

α = 1

p + q
.

3.9.17 Fink [117]

Let 0 � k < r < n, n � 2, but fixed, and letx(t) ∈ C(n−1)[0, a], x(i)(0) = 0,
0 � i � n − 1, x(n−1)(t) absolutely continuous and

∫ a

0 |x(n)(t)|µ dt < ∞, where
µ � 1 and 1

µ
+ 1

ν
= 1. Then the following inequality holds

∫ a

0

∣∣x(k)(t)x(r)(t)
∣∣dt � C(n, k, r,µ)a2n−k−r+1−2/µ

(∫ a

0

∣∣x(n)(t)
∣∣µ dt

)2/µ

,

where

C(n, k, k + 1,µ) = 1

2((n − k − 1)!)2[(n − k − 1)ν + 1]2/ν

and

C(n, k, r,µ)

� 1

(n − k − 1)!(n − r)![(n − r)ν + 1]1/ν[(2n − k − r − 1)ν + 2]1/ν
.
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3.9.18 Pachpatte [359]

Let n � 2, 0 � m � n − 2 be integers. Letr(t) > 0 be of classC1 on I =
[a, b], a < b andy(t) be of classCn on I satisfyingy(a) = 0, y(i−1)(a) = 0,
i = 2,3, . . . , n, and

∫ b

a
|(r(t)y(n−1)(t))′|2 dt < ∞. Then the following inequality

holds ∫ b

a

∣∣y(m)(t)
∣∣∣∣r(t)y(n−1)(t)

∣∣∣∣(r(t)y(n−1)(t)
)′∣∣dt

� M1

(∫ b

a

∣∣(r(t)y(n−1)(t)
)′∣∣2 dt

)3/2

,

where

M1 = 1√
3(n − m − 2)!

{∫ b

a

(t − a)

(∫ t

a

(t − s)n−m−2(s − a)1/2 1

r(s)
ds

)2

dt

}1/2

is finite.

3.9.19 Pachpatte [359]

Let n � 2, 0� m � n−2 be integers. Letr(t) > 0 be of classCn−1 onI = [a, b],
a < b andy(t) be of classCn−1 on I satisfyingy(a) = 0, (r(a)y′(a))(i−2) = 0,
i = 2,3, . . . , n, and

∫ b

a
|(r(t)y′(t))(n−1)|2 dt < ∞. Then the following inequality

holds ∫ b

a

∣∣y(t)
∣∣∣∣(r(t)y′(t)

)(m)∣∣∣∣(r(t)y′(t)
)(n−1)∣∣dt

� M2

(∫ b

a

∣∣(r(t)y′(t)
)(n−1)∣∣2 dt

)3/2

,

where

M2 = 1√
3
√

2(n − 2) + 1
√

2(n − m − 2) + 1(n − 2)!(n − m − 2)!

×
{∫ b

a

(t − a)2(n−m−2)+1
(∫ s

a

1

r(s)
(s − a)[2(n−2)+1]/2 ds

)2

dt

}1/2

is finite.
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3.9.20 Pachpatte [359]

Let n � 1, 0� k � n − 1, 0� m � n − 1 be integers. Letr(t) > 0 be of classCn

on I = [a, b], a < b, and y(t) be of classC2n on I satisfyingy(i−1)(a) = 0,
(r(a)y(n)(a))(i−1) = 0, for i = 1,2, . . . , n, and

∫ b

a
|(r(t)y(n)(t))(n)|2 dt < ∞.

Then the following inequality holds∫ b

a

∣∣y(k)(t)
∣∣∣∣(r(t)y(n)(t)

)(m)∣∣∣∣(r(t)y(n)(t)
)(n)∣∣dt

� M3

(∫ b

a

∣∣(r(t)y(n)(t)
)(n)∣∣2 dt

)3/2

,

where

M3 = 1√
3
√

2n − 1
√

2n − 2m − 1(n − 1)!(n − k − 1)!(n − m − 1)!

×
{∫ b

a

(t − a)2n−2m−1
(∫ t

a

(t − s)n−k−1(s − a)(2n−1)/2 1

r(s)
ds

)2

dt

}1/2

is finite.

3.9.21 Pachpatte [260]

Supposep,q are positive and continuous functions on∆1 = [a,X] × [c,Y ].
Letf , D1f , D2D1f be continuous functions on∆1 with f (a, t) = D1f (s, c) = 0
for a � s � X, c � t � Y . Then, ifm,n > 0, m + n > 1, we have∫ X

a

∫ Y

c

p|f |m|D2D1f |n dt ds

� K1(X,Y,m,n)

∫ X

a

∫ Y

c

q|D2D1f |m+n dt ds, (3.9.6)

where

K1(X,Y,m,n)

=
(

n

m + n

)n/(m+n){∫ X

a

∫ Y

c

p(m+n)/mq−n/m

×
(∫ s

a

∫ t

c

q−1/(m+n−1) dv du

)m+n−1

dt ds

}m/(m+n)

(3.9.7)
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is finite. In casem < 0, m + n > 1, inequality (3.9.6) holds with “�” replaced
by “�”.

3.9.22 Pachpatte [260]

Supposep,q are positive and continuous functions on∆2 = [a,X] × [Y,d].
Let f , D1f , D2D1f be continuous functions on∆2 with f (a, t) = D1f (s,

d) = 0 for a � s � X, Y � t � d . Then, ifm,n > 0, m + n > 1, we have

∫ X

a

∫ d

Y

p|f |m|D2D1f |n dt ds

� K2(X,Y,m,n)

∫ X

a

∫ d

Y

q|D2D1f |m+n dt ds, (3.9.8)

where

K2(X,Y,m,n)

=
(

n

m + n

)n/(m+n){∫ X

a

∫ d

Y

p(m+n)/mq−n/m

×
(∫ s

a

∫ d

t

q−1/(m+n−1) dv du

)m+n−1

dt ds

}m/(m+n)

(3.9.9)

is finite. In casem < 0, m + n > 1, inequality (3.9.8) holds with “�” replaced
by “�”.

3.9.23 Pachpatte [260]

Supposep,q are positive and continuous functions on∆3 = [X,b] × [c,Y ].
Let f , D1f , D2D1f be continuous functions on∆3 with f (b, t) = D1f (s,

c) = 0 for X � s � b, c � t � Y . Then, ifm,n > 0, m + n > 1, we have

∫ b

X

∫ Y

c

p|f |m|D2D1f |n dt ds

� K3(X,Y,m,n)

∫ b

X

∫ Y

c

q|D2D1f |m+n dt ds, (3.9.10)
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where

K3(X,Y,m,n)

=
(

n

m + n

)n/(m+n){∫ b

X

∫ Y

c

p(m+n)/mq−n/m

×
(∫ b

s

∫ t

c

q−1/(m+n−1) dv du

)m+n−1

dt ds

}m/(m+n)

(3.9.11)

is finite. In casem < 0, m + n > 1, inequality (3.9.10) holds with “�” replaced
by “�”.

3.9.24 Pachpatte [260]

Supposep,q are positive and continuous functions on∆4 = [X,b] × [Y,d].
Letf , D1f , D2D1f be continuous functions on∆4 with f (b, t) = D1f (s, d) = 0
for X � s � b, Y � t � d . Then, ifm,n > 0, m + n > 1, we have∫ b

X

∫ d

Y

p|f |m|D2D1f |n dt ds

� K4(X,Y,m,n)

∫ b

X

∫ d

Y

q|D2D1f |m+n dt ds, (3.9.12)

where

K4(X,Y,m,n)

=
(

n

m + n

)n/(m+n){∫ b

X

∫ d

Y

p(m+n)/mq−n/m

×
(∫ b

s

∫ d

t

q−1/(m+n−1) dv du

)m+n−1

dt ds

}m/(m+n)

(3.9.13)

is finite. In casem < 0, m + n > 1, inequality (3.9.12) holds with “�” replaced
by “�”.

3.9.25 Pachpatte [260]

Supposep,q are positive and continuous functions on∆ = [a, b] × [c, d].
Let f , D1f , D2D1f be continuous functions on∆ with f (a, t) = f (b, t) =
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D1f (s, c) = D1f (s, d) = 0 for a � s � b, c � t � d . Suppose there exist
X0 ∈ (a, b) andY1, Y2 ∈ (c, d) such that

K1(X0, Y1,m,n) = K2(X0, Y1,m,n)

= K3(X0, Y2,m,n)

= K4(X0, Y2,m,n), (3.9.14)

whereK1,K2,K3 andK4 are defined by (3.9.7), (3.9.9), (3.9.11) and (3.9.13),
respectively. Then, ifm,n > 0, m + n > 1, we have∫ b

a

∫ d

c

p|f |m|D2D1f |n dt ds � K(m,n)

∫ b

a

∫ d

c

q|D2D1f |m+n dt ds,

(3.9.15)

whereK(m,n) denotes any common value of the four constants given in (3.9.14).
In casem < 0, m + n > 1, inequality (3.9.15) holds with “�” replaced by “�”.

3.9.26 Pachpatte [257]

Let f,D1f,D2D1f be real-valued continuous functions on∆ = [a, b] × [c, d]
and f (a, t) = f (b, t) = D1f (s, c) = D1f (s, d) = 0 for a � s � b, c � t � d .
Let H(r) be a real-valued continuous function defined for allr(s, t) of the form∫ s

a

∫ t

c
|D2D1f (m,n)|dndm, (s, t) ∈ ∆1 = [a,X] × [c,Y ], and similar integrals

for (t, s) on∆2 = [a,X]× [Y,d], ∆3 = [X,b]× [c,Y ] and∆4 = [X,b]× [Y,d],
and|H(r)| � H(|r|) for all r and thatH(r1) � H(r2) for 0� r1 � r2. Then the
following inequality holds∫ b

a

∫ d

c

∣∣H (f (s, t)
)
D2D1f (s, t)

∣∣dt ds

� F

(∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

)
+ F

(∫ X

a

∫ d

Y

∣∣D2D1f (s, t)
∣∣dt ds

)

+ F

(∫ b

X

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

)
+ F

(∫ b

X

∫ d

Y

∣∣D2D1f (s, t)
∣∣dt ds

)
,

whereF(r) = ∫ r

0 H(σ)dσ , r > 0.

3.9.27 Pachpatte [266]

Let f,D1f,D2D1f be real-valued continuous functions on∆ = [a, b] × [c, d]
andf (a, t) = f (b, t) = D1f (s, c) = D1f (s, d) = 0 for a � s � b, c � t � d .



376 Chapter 3. Opial-Type Inequalities

If H(r) is a convex increasing function on[0,∞) with H(0) = 0, then, for
(X,Y ) ∈ ∆, the following inequality holds

∫ b

a

∫ d

c

H ′(∣∣f (s, t)
∣∣)∣∣D2D1f (s, t)

∣∣dt ds

� H

(∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

)
+ H

(∫ X

a

∫ d

Y

∣∣D2D1f (s, t)
∣∣dt ds

)

+ H

(∫ b

X

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds

)+ H

(∫ b

X

∫ d

Y

∣∣D2D1f (s, t)
∣∣dt ds

)
.

3.9.28 Pachpatte [271]

Let f (s, t), D1f (s, t), D2D1f (s, t) be real-valued continuous functions on∆ =
[a, b] × [c, d] andf (a, t) = f (b, t) = D1f (s, c) = D1f (s, d) = 0 for a � s � b,
c � t � d . Let H(r) be a real-valued continuously differentiable function on
[0,∞) with H(0) = 0, H ′(r) � 0 andH ′(r) nondecreasing on[0,∞]. Then,
for (X,Y ) ∈ ∆, the following inequality holds

∫ b

a

∫ d

c

{
H
(∣∣f (s, t)

∣∣)}n−1
H ′(∣∣f (s, t)

∣∣)∣∣D2D1f (s, t)
∣∣dt ds

� 1

n

4∑
j=1

{
H
(
IjD2D1f

)}n
,

wheren � 2 and

I1D2D1f =
∫ X

a

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds,

I2D2D1f =
∫ X

a

∫ d

Y

∣∣D2D1f (s, t)
∣∣dt ds,

I3D2D1f =
∫ b

X

∫ Y

c

∣∣D2D1f (s, t)
∣∣dt ds,

I4D2D1f =
∫ b

X

∫ d

Y

∣∣D2D1f (s, t)
∣∣dt ds.
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3.9.29 Pachpatte [294]

Let u(x, y), D1u(x, y), D2u(x, y), D2D1u(x, y) be real-valued continuous func-
tions defined on∆ = [a, b] × [c, d] with u(a, y) = u(b, y) = D1u(x, c) =
D1u(x, d) = 0 for a � x � b, c � y � d .

(i) Let 1� pi < ∞ for i = 1,2,3 be constants. Then

∫ b

a

∫ d

c

∣∣u(x, y)
∣∣p1
∣∣D1u(x, y)

∣∣p2
∣∣D2u(x, y)

∣∣p3 dy dx

� M1

3∏
i=1

(∫ b

a

∫ d

c

∣∣D2D1u(x, y)
∣∣pi dy dx

)
,

where

M1 =
(

1

2

)2p1+p2+p3

(b − a)p1+p3−2(d − c)p1+p2−2.

(ii) Let 1 � pi < ∞ for i = 1,2,3,4 be constants. Then

∫ b

a

∫ d

c

∣∣u(x, y)
∣∣p1
∣∣D1u(x, y)

∣∣p2
∣∣D2u(x, y)

∣∣p3
∣∣D2D1u(x, y)

∣∣p4 dy dx

� M2

4∏
i=1

(∫ b

a

∫ d

c

∣∣D2D1u(x, y)
∣∣2pi dy dx

)1/2

,

where

M2 =
(

1

2

)2p1+p2+p3

(b − a)p1+p3−1(d − c)p1+p2−1.

3.9.30 Pachpatte [244]

Let ui(x, y) (for i = 1,2) and their partial derivativesD1ui(x, y), D2ui(x, y) be
absolutely continuous real-valued functions defined on∆ = [a, b] × [c, d] and
ui(a, y) = ui(b, y) = 0, ui(x, c) = ui(x, d) = 0. Then the following inequality
holds∫ b

a

∫ d

c

[∣∣u1(x, y)D2D1u2(x, y)
∣∣+ ∣∣u2(x, y)D2D1u1(x, y)

∣∣
+ ∣∣D1u1(x, y)D2u2(x, y)

∣∣+ ∣∣D1u2(x, y)D2u1(x, y)
∣∣]dy dx
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� (b − a)(d − c)

8

∫ b

a

∫ d

c

[∣∣D2D1u1(x, y)
∣∣2 + ∣∣D2D1u2(x, y)

∣∣2]dy dx.

3.9.31 Pachpatte [313]

Let m,n � 1 be integers and∆ = [0, a] × [0, b], a > 0, b > 0. Let u(x, y) ∈
F(∆), whereF(∆) denote the class of continuous functionsu :∆ → R for which
Dm

2 Dn
1u(x, y) exists and continuous on∆ and such thatDj

2u(x,0) = 0, 0� j �
m − 1, Di

1u(0, y) = 0, 0� i � n − 1, where

Dn
1u(x, y) = ∂nu(x, y)

∂xn
, Dm

2 u(x, y) = ∂mu(x, y)

∂xm

and

Dm
2 Dn

1u(x, y) = ∂n+mu(x, y)

∂xm ∂yn
.

Then the following inequalities hold

∫ a

0

∫ b

0

∣∣u(x, y)
∣∣∣∣Dm

2 Dn
1u(x, y)

∣∣dy dx

�
√

L

∫ a

0

∫ b

0

∣∣Dm
2 Dn

1u(x, y)
∣∣2 dy dx,

∫ a

0

∫ b

0

∣∣Dn
1u(x, y)

∣∣∣∣Dm
2 Dn

1u(x, y)
∣∣dy dx

�
√

M

∫ a

0

∫ b

0

∣∣Dm
2 Dn

1u(x, y)
∣∣2 dy dx,

∫ a

0

∫ b

0

∣∣Dm
2 u(x, y)

∣∣∣∣Dm
2 Dn

1u(x, y)
∣∣dy dx

�
√

N

∫ a

0

∫ b

0

∣∣Dm
2 Dn

1u(x, y)
∣∣2 dy dx,

where

L = a2nb2m

[(n − 1)!(m − 1)!]22n(2n − 1)2m(2m − 1)
,

M = b2m

[(m − 1)!]22m(2m − 1)
, N = a2n

[(n − 1)!]22n(2n − 1)
.
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3.9.32 Pachpatte [280]

Let {ui} and{vi} for i ∈ N be sequences of real numbers withu0 = v0 = 0. Then
the following inequality holds

n∑
i=1

[|ui ||∇vi | + |vi ||∇ui |
]
� n + 1

2

n∑
i=1

[|∇ui |2 + |∇vi |2
]

for all n ∈ N, whereN and∇ are as defined in Section 3.8.

3.9.33 Pachpatte [234]

Let {pk}, k = 1, . . . , n, be a sequence of nonnegative real numbers. If{fk},
{gk}, k ∈ Nn+1, are the sequences of real numbers such thatf1 = fn+1 = 0,
g1 = gn+1 = 0, then

n∑
k=1

pk|fk||gk| � n

8

(
n∑

k=1

pk

)(
n∑

k=1

[|�fk|2 + |�gk|2
])

for all n ∈ N. Further, letq > 1, r > 1 be constants, then

n∑
k=1

pk|fk|q |gk|r �
(

1

2

)q+r+1

nq+r−1

(
n∑

k=1

pk

)(
n∑

k=1

[|�fk|2q + |�gk|2r
])

for all n ∈ N, whereNn+1 andN are as defined in Section 3.8.

3.9.34 Pachpatte [234]

Let {pk}, {fk}, {gk} be the sequences as defined in Section 3.9.33. Then the fol-
lowing inequality holds

n∑
k=1

pk

[|fk||�gk| + |gk||�fk|
]
�
(

n

4

n∑
k=1

pk

)1/2( n∑
k=1

[|�fk|2 + |�gk|2
])

.

3.10 Notes

Inequality (3.2.1) was first proved by the Polish mathematician Z. Opial [231]
in 1960. An interesting feature of Opial’s result is that it yields the best possi-
ble constant. The original proof of Opial’s inequality can also be found in [4].
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Theorem 3.2.1 covers a weaker form of Opial’s inequality due to Olech [230].
Moreover, Olech’s proof is simpler than that of Opial. Theorem 3.2.2 which
deals with Wirtinger- and Opial-type inequalities is due to Traple [419]. Theo-
rems 3.2.3 and 3.2.4 are due to Pachpatte [348] which provide new estimates
on Opial-type inequalities. The inequalities in Theorems 3.2.5–3.5.7 are due to
Pachpatte [304] which claim their origin to the well-known Weyl inequality [141,
p. 165] and in the special cases contains the inequalities of Weyl, Opial and Hardy
type.

Theorems 3.3.1–3.3.4 deal with Wirtinger- and Opial-type inequalities and are
taken from Pachpatte [238,241]. Theorems 3.3.5 and 3.3.6 are due to Calvert [51],
and Theorem 3.3.7 is taken from Pachpatte [283]. The inequalities in Theo-
rems 3.4.1–3.4.8 are taken from Pachpatte [239,303] which are motivated by
the various generalizations and extensions of Opial’s inequality. The inequali-
ties in Theorems 3.5.1 and 3.5.2 are due to Godunov and Levin [130]. The-
orem 3.5.3 is a generalization of Theorem 3.5.1 given by Rozanova in [399].
Theorems 3.5.4–3.5.7 deal with generalized Opial-type integral inequalities es-
tablished by Pachpatte in [346]. The results given in Section 3.6 cover basic
Opial-type inequalities involving functions and their higher-order derivatives es-
tablished by Pachpatte. Theorems 3.6.1 and 3.6.2 are taken from [239], Theorems
3.6.3–3.6.5 are taken from [296], Theorem 3.6.6 is taken from [312] and Theo-
rems 3.6.7–3.6.9 are taken from [317].

In 1982, Yang [429] obtained an analogue of Opial’s inequality involving func-
tions of two independent variables. Theorem 3.7.1 is due to Yang [429]. Theo-
rems 3.7.2–3.7.5 are taken from Pachpatte [233,267]. Theorems 3.7.6 and 3.7.7
cover Opial-type inequalities in several independent variables and established by
Pachpatte [261]. Theorem 3.7.8 is about another version of Opial-type inequality
involving functions of many independent variables and is due to Pachpatte [284].
Discrete analogues of Opial’s inequality and its generalizations are established
by Wong [426], Lee [183] and others, see [4]. Inequality (3.8.1) is due to Wong
[426] and is a discrete variant of Opial’s inequality given by Hua in [158]. All
the results given in Section 3.8 are due to Pachpatte [235,262,280,287,318,347]
which claim their origin to the discrete analogue of Opial’s inequality, see [4].
Section 3.9.9 is about some useful miscellaneous inequalities related to Opial’s
inequality investigated by various investigators.



Chapter 4

Poincaré- and Sobolev-Type Inequalities

4.1 Introduction

In the development of the theory of partial differential equations and in establish-
ing the foundations of the finite element analysis, the fundamental role played by
certain inequalities and variational principles involving functions and their partial
derivatives is well known. In particular, the integral inequalities originally due
to Poincaré and Sobolev and their various generalizations and variants have been
extensively used in the study of problems in the theory of partial differential equa-
tions and finite element analysis. Because of the dominance of such inequalities in
the qualitative analysis of partial differential equations and in finite element analy-
sis, numerous studies have been made of various types of new inequalities related
to Poincaré- and Sobolev-type inequalities. These investigations have achieved a
diversity of desired goals. Over the years a number of papers have appeared in
the literature which deals with the far-reaching generalizations, extensions and
variants of Poincaré and Sobolev inequalities and their various applications. This
chapter deals with a number of new inequalities recently discovered in the litera-
ture which claim their origin to the inequalities of Poincaré and Sobolev.

Let R be the set of real numbers andB be a bounded domain inRn,
the n-dimensional Euclidean space, defined byB = ∏n

i=1[ai, bi]. For xi ∈ R,
x = (x1, . . . , xn) is a variable point inB and dx = dx1 · · ·dxn. For any con-
tinuous real-valued functionu(x) defined onB, we denote by

∫
B

u(x)dx the

n-fold integral
∫ bn

an
· · · ∫ b1

a1
u(x1, . . . , xn)dx1 · · · dxn. The notation

∫ bi

ai
u(x1, . . . , ti ,

. . . , xn)dti for i = 1, . . . , n we mean, fori = 1, it is
∫ b1
a1

u(t1, x2, . . . , xn)dt1 and

so on, and fori = n, it is
∫ bn

an
u(x1, . . . , xn−1, tn)dtn. For any continuous real-

valued functionu(x) defined onRn, we denote by
∫
i
u(x1, . . . , ti , . . . , xn)dti the

integral
∫∞
−∞ u(x1, . . . , ti , . . . , xn)dti , i = 1, . . . , n, taken along the whole line

381
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throughx = (x1, . . . , xi, . . . , xn) parallel to thexi -axis, and denote by
∫

Rn u(x)dx

then-fold integral
∫∞
−∞· · · ∫∞

−∞ u(x1, . . . , xn)dx1 · · · dxn. For any functionu(x)

defined onB or R
n, we define|gradu(x)| = (

∑n
i=1 | ∂u(x)

∂xi
|2)1/2. We say that a

function is of compact support inS if it is nonzero only on a bounded subdo-
main S′ of the domainS, whereS′ lies at a positive distance∂S, the boundary
of S. We assume without further mention that all the integrals exist on the respec-
tive domains of their definitions.

4.2 Inequalities of Poincaré, Sobolev and Others

There exists a vast literature on the various generalizations, extensions and vari-
ants of Poincaré’s inequality (10), see Introduction. We start with the following
useful version of Poincaré’s inequality given in Friedman [120, p. 284].

THEOREM 4.2.1. Let Q = {x = (x1, . . . , xn) ∈ R
n: 0 � xi � σ, i = 1, . . . , n}

and let u be a real-valued function belonging to C1(Q). Then

∫
Q

u2(x)dx � 1

σn

(∫
Q

u(x)dx

)2

+ n

2
σ 2
∫

Q

∣∣gradu(x)
∣∣2 dx. (4.2.1)

PROOF. For anyx = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Q, the following identity
holds

u(x) − u(y) =
n∑

i=1

∫ xi

yi

∂

∂ti
u(y1, . . . , yi−1, ti , xi+1, . . . , xn)dti . (4.2.2)

Taking square on both sides of (4.2.2) and using the elementary inequality
(
∑n

i=1 ai)
2 � n

∑n
i=1 a2

i , whereai are reals and Schwarz inequality, we have

u2(x) + u2(y) − 2u(x)u(y)

� nσ

n∑
i=1

∫ σ

0

(
∂

∂ti
u(y1, . . . , yi−1, ti , xi+1, . . . , xn)

)2

dti . (4.2.3)

Integrating (4.2.3) with respect tox1, . . . , xn, y1, . . . , yn, we get

2σn

∫
Q

u2(x)dx − 2

(∫
Q

u(x)dx

)2

� nσn+2
n∑

i=1

∫
Q

(
∂

∂xi

u(x)

)2

dx,

from which (4.2.1) follows. �
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In [247] Pachpatte has given the following variant of Theorem 4.2.1.

THEOREM 4.2.2. Let Q be as defined in Theorem 4.2.1and f, g be real-valued
functions belonging to C1(Q). Then∫

Q

f (x)g(x)dx

� 1

σn

(∫
Q

f (x)dx

)(∫
Q

g(x)dx

)

+ n

4
σ 2
∫

Q

[∣∣gradf (x)
∣∣2 + ∣∣gradg(x)

∣∣2]dx. (4.2.4)

PROOF. For anyx, y ∈ Q andh ∈ C1(Q), the following identity holds

h(x) − h(y) =
n∑

i=1

∫ xi

yi

∂

∂ti
h(y1, . . . , yi−1, ti , xi+1, . . . , xn)dti . (4.2.5)

Writing (4.2.5) for the functionsf and g, and then by multiplying the results
and using the elementary inequalitiesab � 1

2(a2 + b2), (
∑n

i=1 ai)
2 � n

∑n
i=1 a2

i

(a, b, ai are reals) and Schwarz inequality, we obtain

f (x)g(x) + f (y)g(y) − f (x)g(y) − f (y)g(x)

� n

2
σ

n∑
i=1

∫ σ

0

[{
∂

∂ti
f (y1, . . . , yi−1, ti , xi+1, . . . , xn)

}2

+
{

∂

∂ti
g(y1, . . . , yi−1, ti , xi+1, . . . , xn)

}2]
dti . (4.2.6)

Integrating both sides of (4.2.6) with respect tox1, . . . , xn, y1, . . . , yn, we get

2σn

∫
Q

f (x)g(x)dx − 2

(∫
Q

f (x)dx

)(∫
Q

g(x)dx

)

� n

2
σn+2

∫
Q

[∣∣gradf (x)
∣∣2 + ∣∣gradg(x)

∣∣2]dx. (4.2.7)

The desired inequality (4.2.4) follows from inequality (4.2.7). �

REMARK 4.2.1. We note that in the special case wheng(x) = f (x), the inequal-
ity established in Theorem 4.2.2 reduces to the inequality given in Theorem 4.2.1.
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In [236] Pachpatte has established the following Poincaré-type inequality.

THEOREM 4.2.3. Let Q be as defined in Theorem 4.2.1and f, g be real-valued
functions belonging to C1(Q) which vanish on the boundary ∂Q of Q. Then∫

Q

∣∣f (x)
∣∣∣∣g(x)

∣∣dx � σ 2

8n

∫
Q

[∣∣gradf (x)
∣∣2 + ∣∣gradg(x)

∣∣2]dx. (4.2.8)

PROOF. If x ∈ Q, then we have the following identities

nf (x) =
n∑

i=1

∫ xi

0

∂

∂ti
f (x1, . . . , ti , . . . , xn)dti , (4.2.9)

nf (x) = −
n∑

i=1

∫ σ

xi

∂

∂ti
f (x1, . . . , ti , . . . , xn)dti . (4.2.10)

From (4.2.9) and (4.2.10), we obtain

2n
∣∣f (x)

∣∣� n∑
i=1

∫ σ

0

∣∣∣∣ ∂

∂ti
f (x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.2.11)

Similarly, we obtain

2n
∣∣g(x)

∣∣� n∑
i=1

∫ σ

0

∣∣∣∣ ∂

∂ti
g(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.2.12)

From (4.2.11), (4.2.12) and using the elementary inequalitiesab � 1
2(a2 + b2),

(
∑n

i=1 ai)
2 � n

∑n
i=1 a2

i (for a, b, ai reals) and Schwarz inequality, we obtain∣∣f (x)
∣∣∣∣g(x)

∣∣
� 1

8n
σ

[
n∑

i=1

∫ σ

0

∣∣∣∣ ∂

∂ti
f (x1, . . . , ti , . . . , xn)

∣∣∣∣
2

dti

+
n∑

i=1

∫ σ

0

∣∣∣∣ ∂

∂ti
g(x1, . . . , ti , . . . , xn)

∣∣∣∣
2

dti

]
. (4.2.13)

Integrating both sides of (4.2.13) with respect tox1, . . . , xn we get∫
Q

∣∣f (x)
∣∣∣∣g(x)

∣∣dx � σ 2

8n

∫
Q

[∣∣gradf (x)
∣∣2 + ∣∣gradg(x)

∣∣2]dx.
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The proof is complete. �

REMARK 4.2.2. In the special case wheng(x) = f (x), the inequality established
in Theorem 4.2.3 reduces to the following Poincaré-type integral inequality

∫
Q

∣∣f (x)
∣∣2 dx � σ 2

4n

∫
Q

∣∣gradf (x)
∣∣2 dx. (4.2.14)

One of the many mathematical discoveries of S.L. Sobolev is the following
integral inequality (see [157, p. 101])

∫ ∞

−∞

∫ ∞

−∞
u4 dx dy � α

2

(∫ ∞

−∞

∫ ∞

−∞
u2 dx dy

)(∫ ∞

−∞

∫ ∞

−∞
|gradu|2 dx dy

)
,

(4.2.15)

whereu(x, y) is any smooth function of compact support in two-dimensional
Euclidean space andα is a dimensionless constant.

Inequality (4.2.15) is known as Sobolev’s inequality, although the same name
is attached to the above inequality inn-dimensional Euclidean space. Inequal-
ities of the form (4.2.15) or its variants have been applied with considerable
success to the study of many problems in the theory of partial differential equa-
tions and in establishing the foundations of the finite element analysis. There is a
vast literature which deals with various generalizations, extensions and variants of
inequality (4.2.15).

In 1964, Payne [362] has given the following version of inequality (4.2.15).

THEOREM 4.2.4. Let u(x, y) be any smooth function of compact support in two-
dimensional Euclidean space E2. Then

∫ ∞

−∞

∫ ∞

−∞
u4 dx dy � 1

2

(∫ ∞

−∞

∫ ∞

−∞
u2 dx dy

)(∫ ∞

−∞

∫ ∞

−∞
|gradu|2 dx dy

)
.

(4.2.16)

PROOF. From the hypotheses, we have the following identities

u2(x, y) = 2
∫ x

−∞
u(s, y)

∂

∂s
u(s, y)ds = −2

∫ ∞

x

u(s, y)
∂

∂s
u(s, y)ds, (4.2.17)

u2(x, y) = 2
∫ y

−∞
u(x, t)

∂

∂t
u(x, t)dt = −2

∫ ∞

y

u(x, t)
∂

∂t
u(x, t)dt. (4.2.18)
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From (4.2.17) and (4.2.18), we obtain

u2(x, y) �
∫ ∞

−∞
∣∣u(s, y)

∣∣∣∣∣∣ ∂

∂s
u(s, y)

∣∣∣∣ds (4.2.19)

and

u2(x, y) �
∫ ∞

−∞
∣∣u(x, t)

∣∣∣∣∣∣ ∂

∂t
u(x, t)

∣∣∣∣dt. (4.2.20)

From (4.2.19) and (4.2.20), we observe that∫ ∞

−∞

∫ ∞

−∞
u4(x, y)dx dy

�
∫ ∞

−∞

∫ ∞

−∞

{(∫ ∞

−∞
∣∣u(s, y)

∣∣∣∣∣∣ ∂

∂s
u(s, y)

∣∣∣∣ds

)

×
(∫ ∞

−∞
∣∣u(x, t)

∣∣∣∣∣∣ ∂

∂t
u(x, t)

∣∣∣∣dt

)}
dx dy. (4.2.21)

By using the Schwarz inequality on the right-hand side of (4.2.21), we get∫ ∞

−∞

∫ ∞

−∞
u4(x, y)dx dy

�
{∫ ∞

−∞

∫ ∞

−∞
u2(x, y)dx dy

}

×
{(∫ ∞

−∞

∫ ∞

−∞

(
∂u

∂x

)2

dx dy

)(∫ ∞

−∞

∫ ∞

−∞

(
∂u

∂y

)2

dx dy

)}1/2

. (4.2.22)

Now an application of the arithmetic mean and geometric mean inequality on
the last term on the right-hand side of (4.2.22) leads to the desired inequality
in (4.2.16). �

In 1963, Serrin [405] proved the following useful multidimensional integral
inequality.

THEOREM 4.2.5. Let E be a bounded domain in R
n, n � 2, and u be a real-

valued function such that u ∈ C1(E) and u = 0 on ∂E, the boundary of E, then

(∫
E

|u|n/(n−1)(x)dx

)(n−1)/n

�
(

1

4n

)1/2∫
E

∣∣gradu(x)
∣∣dx. (4.2.23)
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PROOF. From the hypotheses, we have the following identities

u(x) =
∫ x1

−∞
∂

∂t1
u(t1, x2, . . . , xn)dt1, (4.2.24)

u(x) = −
∫ ∞

x1

∂

∂t1
u(t1, x2, . . . , xn)dt1. (4.2.25)

From (4.2.24) and (4.2.25), we obtain

∣∣u(x)
∣∣� 1

2

∫
1

∣∣∣∣ ∂

∂t1
u(t1, x2, . . . , xn)

∣∣∣∣dt1. (4.2.26)

Similarly, we obtain

∣∣u(x)
∣∣� 1

2

∫
i

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti (4.2.27)

for i = 2,3, . . . , n. From (4.2.26) and (4.2.27), we observe that

∣∣u(x)
∣∣n/(n−1) �

(
1

2

)n/(n−1){∫
1

∣∣∣∣ ∂

∂t1
u(t1, x2, . . . , xn)

∣∣∣∣dt1

}1/(n−1)

× · · · ×
{∫

n

∣∣∣∣ ∂

∂tn
u(x1, . . . , xn−1, tn)

∣∣∣∣dtn

}1/(n−1)

. (4.2.28)

We integrate both sides of (4.2.28) with respect tox1 and use on the right-hand
side the general version of Hölder’s inequality (see [179, p. 40])

∫
i

|f1 · · ·fk|dk �
{∫

i

|f1|k dt

}1/k

· · ·
{∫

i

|fk|k dt

}1/k

, (4.2.29)

wherek = n − 1. We then integrate the resulting inequality with respect tox2 and
use inequality (4.2.29) on the right-hand side. We repeat this procedure, integrat-
ing with respect tox3, . . . , xn, and obtain (see [121, Chapter 1, Theorem 9.3])

∫
E

∣∣u(x)
∣∣n/(n−1) dx

�
(

1

2

)n/(n−1){∫
E

∣∣∣∣ ∂

∂x1
u(x)

∣∣∣∣dx

}1/(n−1)

· · ·
{∫

E

∣∣∣∣ ∂

∂xn

u(x)

∣∣∣∣dx

}1/(n−1)

.

(4.2.30)
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From (4.2.30) and using the elementary inequalities

{
n∏

i=1

ci

}1/n

� 1

n

n∑
i=1

ci

for nonnegative realsc1, . . . , cn andn � 1 and

(
n∑

i=1

ci

)2

� n

n∑
i=1

c2
i

for c1, . . . , cn reals, we obtain

(∫
E

∣∣u(x)
∣∣n/(n−1) dx

)(n−1)/n

� 1

2

{∫
E

∣∣∣∣ ∂

∂x1
u(x)

∣∣∣∣dx

}1/n

· · ·
{∫

E

∣∣∣∣ ∂

∂xn

u(x)

∣∣∣∣dx

}1/n

� 1

2n

n∑
i=1

∫
E

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣dx

= 1

2n

∫
E

[{
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
}2]1/2

dx

� 1

2n

∫
E

[
n

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
2
]1/2

dx

=
(

1

4n

)1/2∫
E

∣∣gradu(x)
∣∣dx.

The proof is complete. �

REMARK 4.2.3. We note that on employing Schwarz inequality on the right-
hand side of (4.2.23) we get the following inequality

(∫
E

∣∣u(x)
∣∣n/(n−1)

dx

)(n−1)/n

�
(

V (D)

4n

)1/2(∫
E

∣∣gradu(x)
∣∣2 dx

)1/2

,

(4.2.31)
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whereV (D) is then-dimensional measure ofE. By takingn = 3 andu = φ2 in
(4.2.23) and using the Schwarz inequality, we obtain

(∫
E

∣∣φ(x)
∣∣3 dx

)2/3

� 3−1/2
(∫

E

φ2(x)dx

)1/2(∫
E

∣∣gradφ(x)
∣∣2 dx

)1/2

and so

(∫
E

∣∣φ(x)
∣∣3 dx

)
� 3−3/4

(∫
E

φ2(x)dx

)3/4(∫
E

∣∣gradφ(x)
∣∣2 dx

)3/4

.

(4.2.32)

In 1991, Pachpatte [290] has established the following inequality.

THEOREM 4.2.6. Let u be a real-valued sufficiently smooth function of compact
support in E, the n-dimensional Euclidean space with n � 2, and p � 0, q � 1
and q < n. Then

(∫
E

∣∣u(x)
∣∣(p+q)n/(n−q) dx

)(n−q)/n

� M

n∑
i=1

∫
E

∣∣u(x)
∣∣p∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
q

dx,

(4.2.33)

where

M = 1

n

[
(p + q)(n − 1)

2(n − q)

]q

.

PROOF. First we establish inequality (4.2.33) forp = 0, q = 1 and by taking
u(x) = v(x). Sincev(x) is a smooth function of compact support inE, we have
the following identities

v(x) =
∫ x1

−∞
∂

∂t1
v(t1, x2, . . . , xn)dt1, (4.2.34)

v(x) = −
∫ ∞

x1

∂

∂t1
v(t1, x2, . . . , xn)dt1. (4.2.35)

From (4.2.34) and (4.2.35), we obtain

∣∣v(x)
∣∣� 1

2

∫
1

∣∣∣∣ ∂

∂t1
v(t1, x2, . . . , xn)

∣∣∣∣dt1. (4.2.36)
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Similarly, we obtain

∣∣v(x)
∣∣� 1

2

∫
i

∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣dti (4.2.37)

for i = 2, . . . , n. Now, by following exactly the same steps as in the proof of
Theorem 4.2.5 below inequality (4.2.27), we obtain

(∫
E

∣∣v(x)
∣∣n/(n−1) dx

)(n−1)/n

� 1

2n

n∑
i=1

∫
E

∣∣∣∣ ∂

∂xi

v(x)

∣∣∣∣dx. (4.2.38)

This result proves inequality (4.2.33) forp = 0, q = 1 andu(x) = v(x). To prove
(4.2.33), we take

v(x) = {
u(x)

}(p+q)(n−1)/(n−q)

and hence

∂

∂xi

v(x) = (p + q)(n − 1)

n − q

{
u(x)

}(p+q)(n−1)/(n−q)−1 ∂

∂xi

u(x)

in inequality (4.2.38), and rewriting the resulting inequality we have(∫
E

∣∣u(x)
∣∣(p+q)n/(n−q) dx

)(n−1)/n

� (p + q)(n − 1)

2n(n − q)

n∑
i=1

∫
E

∣∣u(x)
∣∣p/q

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣∣∣u(x)
∣∣(p+q)(n−1)/(n−q)−1−p/q dx.

(4.2.39)

Using Hölder’s inequality with indicesq, q/(q − 1) on the right-hand side of
(4.2.39) we obtain(∫

E

∣∣u(x)
∣∣(p+q)n/(n−q) dx

)(n−1)/n

� (p + q)(n − 1)

2n(n − q)

n∑
i=1

{∫
E

∣∣u(x)
∣∣p∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
q

dx

}1/q

×
{∫

E

∣∣u(x)
∣∣(p+q)n/(n−q) dx

}(q−1)/q

. (4.2.40)

If
∫
E

|u(x)|(p+q)n/(n−q) dx = 0 then (4.2.33) is trivially true; otherwise, we divide
both sides of (4.2.40) by{∫

E
|u(x)|(p+q)n/(n−q) dx}(q−1)/q and then raise both
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sides to the powerq and use the elementary inequality{
n∑

i=1

ci

}q

� dq,n =
n∑

i=1

c
q
i ,

whereci are nonnegative reals,dq,n = nq−1, q > 1, anddq,n = 1, 0� q � 1, on
the right-hand side to get (4.2.33). The proof is complete. �

REMARK 4.2.4. By takingp = 0, q = 2 andn � 3 in (4.2.33) and then raising
the power 1/2 on both sides of the resulting inequality, we get(∫

E

∣∣u(x)
∣∣2n/(n−2) dx

)(n−2)/(2n)

� (n − 1)√
n(n − 2)

(∫
E

∣∣gradu(x)
∣∣2 dx

)1/2

.

(4.2.41)

Further, by takingp = 1, q = 1 in (4.2.33) and raising the power 1/2 on both
sides of the resulting inequality, we get

(∫
E

∣∣u(x)
∣∣2n/(n−1) dx

)(n−1)/(2n)

� 1√
n

(∫
E

∣∣u(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣dx

)1/2

.

(4.2.42)

We note that inequality (4.2.41) is established by Nirenberg in [229] and inequal-
ity (4.2.42) provides a new estimate on the Nirenberg-type inequality.

4.3 Poincaré- and Sobolev-Type Inequalities I

The importance of the Poincaré and Sobolev inequalities in the theory of partial
differential equations is well known, and over the years much effort has been de-
voted to the study of these inequalities. In this section we present some Poincaré-
and Sobolev-type inequalities established by Pachpatte in [249,265,290].

In 1987, Pachpatte [265] established the following Poincaré-type inequality.

THEOREM 4.3.1. Let p � 2 be a constant and B =∏n
i=1[0, ai] be a bounded

domain in R
n. Let u be a real-valued function belonging to C1(B) which vanishes

on the boundary ∂B of B. Then∫
B

∣∣u(x)
∣∣p dx � 1

n

(
α

2

)p ∫
B

∣∣gradu(x)
∣∣p dx, (4.3.1)

where α = max{a1, . . . , an}.
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PROOF. From the hypotheses, we have the following identities

nu(x) =
n∑

i=1

∫ xi

0

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti , (4.3.2)

nu(x) = −
n∑

i=1

∫ ai

xi

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti . (4.3.3)

From (4.3.2) and (4.3.3), we observe that

∣∣u(x)
∣∣ � 1

2n

n∑
i=1

∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.3.4)

From (4.3.4) and using the elementary inequality (see [79,211])

(
n∑

i=1

ci

)k

� Ck,n

n∑
i=1

ck
i , (4.3.5)

whereci are nonnegative reals andCk,n = nk−1, k > 1, andCk,n = 1, 0� k � 1,
Hölder’s inequality with indicesp, p/(p − 1) and using the definition ofα, we
obtain

∣∣u(x)
∣∣p �

(
1

2n

)p

np−1

[
n∑

i=1

(∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

)p
]

�
(

1

2n

)p

np−1

[
n∑

i=1

(ai)
p−1

(∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
p

dti

)]

� 1

n

(
1

2

)p

αp−1

[
n∑

i=1

∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
p

dti

]
. (4.3.6)

Integrating both sides of (4.3.6) with respect tox1, . . . , xn on B and using the
definition ofα and inequality (4.3.5) we have

∫
B

∣∣u(x)
∣∣p dx � 1

n

(
1

2

)p

αp−1

[
α

n∑
i=1

∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
p

dx

]

= 1

n

(
1

2

)p

αp

[
n∑

i=1

∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
p

dx

]
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= 1

n

(
α

2

)p ∫
B

[(
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
p
)2/p]p/2

dx

� 1

n

(
α

2

)p ∫
B

(
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
2
)p/2

dx

= 1

n

(
α

2

)p ∫
B

∣∣gradu(x)
∣∣p dx.

This result is the desired inequality in (4.3.1) and the proof is complete. �

The following theorem deals with the Poincaré-type inequality which is an in-
tegral analogue of the discrete inequality given by Pachpatte in [242, Theorem 1].

THEOREM 4.3.2. Let u, p, B, α be as in Theorem 4.3.1.Then(∫
B

∣∣u(x)
∣∣p/(p−1) dx

)(p−1)/p

� 1

2

(
1

n

)1/2

α(2(p−n)+np)/(2p)

(∫
B

∣∣gradu(x)
∣∣2 dx

)1/2

. (4.3.7)

PROOF. From the hypotheses and by following the proof of Theorem 4.3.1, we
have (4.3.4). From (4.3.4) and using inequality (4.3.5) and Hölder’s inequality
with indicesp, p/(p − 1), we have∣∣u(x)

∣∣p/(p−1)

�
(

1

2n

)p/(p−1)
(

n∑
i=1

∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

)p/(p−1)

�
(

1

2n

)p/(p−1)

np/(p−1)−1
n∑

i=1

(∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

)p/(p−1)

�
(

1

2n

)p/(p−1)

n1/(p−1)

n∑
i=1

({∫ ai

0
dti

}1/p

×
{∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti . . . , xn)

∣∣∣∣
p/(p−1)

dti

}(p−1)/p)p/(p−1)

�
(

1

2n

)p/(p−1)

(αn)1/(p−1)
n∑

i=1

∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
p/(p−1)

dti .

(4.3.8)
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Integrating both sides of (4.3.8) with respect tox1, . . . , xn onB, using the defini-
tion of α and inequality (4.3.5) we observe that∫

B

∣∣u(x)
∣∣p/(p−1)

dx

�
(

1

2n

)p/(p−1)

(αn)1/(p−1)α

n∑
i=1

∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
p/(p−1)

dx

=
(

1

2n

)p/(p−1)

(αn)1/(p−1)α

×
∫

B

{[
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
p/(p−1)

]2(p−1)/p}p/(2(p−1))

dx

�
(

1

2n

)p/(p−1)

(αn)1/(p−1)α

∫
B

{
n2(p−1)/p−1

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
2
}p/(2(p−1))

dx

=
(

α

2

)p/(p−1)

n−p/(2(p−1))

∫
B

∣∣gradu(x)
∣∣p/(p−1) dx. (4.3.9)

From (4.3.9) and using Hölder’s inequality with indices 2(p − 1)/p, 2(p −
1)/(p − 2) and the definition ofα we observe that(∫

B

∣∣u(x)
∣∣p/(p−1) dx

)(p−1)/p

�
(

α

2

)
n−1/2

(∫
B

∣∣gradu(x)
∣∣p/(p−1) dx

)(p−1)/p

�
(

α

2

)
n−1/2

({∫
B

dx

}(p−2)/(2(p−1)){∫
B

∣∣gradu(x)
∣∣2 dx

}p/(2(p−1)))(p−1)/p

�
(

α

2

)
n−1/2(αn

)(p−2)/(2p)
(∫

B

∣∣gradu(x)
∣∣2 dx

)1/2

= 1

2

(
1

n

)1/2

α(2(p−n)+pn)/(2p)

(∫
B

∣∣gradu(x)
∣∣2 dx

)1/2

.

This result is the required inequality in (4.3.7) and the proof is complete. �

The following theorem established in [265] deals with the Sobolev-type in-
equality.
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THEOREM 4.3.3. Let p � 1 be a constant and u, B, α be as in Theorem 4.3.1.
Then ∫

B

∣∣u(x)
∣∣p dx

� pα

2
√

n

(∫
B

∣∣u(x)
∣∣2(p−1) dx

)1/2(∫
B

∣∣gradu(x)
∣∣2 dx

)1/2

. (4.3.10)

PROOF. From the hypotheses, we have the following identities

nup(x) = p

n∑
i=1

∫ xi

0
up−1(x1, . . . , ti , . . . , xn)

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti ,

(4.3.11)

nup(x) = −p

n∑
i=1

∫ ai

xi

up−1(x1, . . . , ti , . . . , xn)
∂

∂ti
u(x1, . . . , ti , . . . , xn)dti .

(4.3.12)

From (4.3.11) and (4.3.12), we observe that

∣∣u(x)
∣∣p � p

2n

n∑
i=1

∫ ai

0

∣∣u(x1, . . . , ti , . . . , xn)
∣∣p−1

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.3.13)

Integrating both sides of (4.3.13) with respect tox1, . . . , xn on B and using the
definition ofα we have

∫
B

∣∣u(x)
∣∣p dx � pα

2n

n∑
i=1

∫
B

∣∣u(x)
∣∣p−1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣dx. (4.3.14)

From (4.3.14) and using Schwarz inequality and the elementary inequality
(
∑n

i=1 bi)
2 � n

∑n
i=1 b2

i (for b1, . . . , bn reals), we obtain∫
B

∣∣u(x)
∣∣p dx

� pα

2n

(∫
B

∣∣u(x)
∣∣2(p−1) dx

)1/2
(∫

B

(
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
)2

dx

)1/2
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� pα

2n
n1/2

(∫
B

∣∣u(x)
∣∣2(p−1) dx

)1/2
(∫

B

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
2

dx

)1/2

= pα

2
√

n

(∫
B

∣∣u(x)
∣∣2(p−1)

dx

)1/2(∫
B

∣∣gradu(x)
∣∣2 dx

)1/2

.

This result is the desired inequality in (4.3.10) and the proof is complete.�

The following variant of Sobolev’s inequality is established in [290].

THEOREM 4.3.4. Let p � 0, q � 1 be constants and u, B, α be as in Theo-
rem 4.3.1.Then

∫
B

∣∣u(x)
∣∣p+q dx � 1

n

{(
p + q

2

)
α

}q n∑
i=1

∫
B

∣∣u(x)
∣∣p∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
q

dx. (4.3.15)

PROOF. From the hypotheses, we have the following identities

nup+q(x) = (p + q)

n∑
i=1

∫ xi

0
up+q−1(x1, . . . , ti , . . . , xn)

× ∂

∂ti
u(x1, . . . , ti , . . . , xn)dti (4.3.16)

and

nup+q(x) = −(p + q)

n∑
i=1

∫ ai

xi

up+q−1(x1, . . . , ti , . . . , xn)

× ∂

∂ti
u(x1, . . . , ti , . . . , xn)dti . (4.3.17)

From (4.3.16) and (4.3.17), we observe that

∣∣u(x)
∣∣p+q � p + q

2n

n∑
i=1

∫ ai

0

∣∣u(x1, . . . , ti , . . . , xn)
∣∣p+q−1

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.3.18)
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Integrating both sides of (4.3.18) overB and using the definition ofα and rewrit-
ing the resulting inequality we have∫

B

∣∣u(x)
∣∣p+q dx

�
(

p + q

2n

)
α

n∑
i=1

∫
B

∣∣u(x)
∣∣p/q

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣∣∣u(x)
∣∣p+q−p/q−1 dx. (4.3.19)

By using Hölder’s inequality on the right-hand side of (4.3.19) with indicesq,
q/(q − 1), we have∫

B

∣∣u(x)
∣∣p+q dx

�
(

p + q

2n

)
α

n∑
i=1

{∫
B

∣∣u(x)
∣∣p∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
q

dx

}1/q{∫
B

∣∣u(x)
∣∣p+q dx

}(q−1)/q

.

(4.3.20)

If
∫
B

|u(x)|p+q dx = 0 then (4.3.15) is trivially true; otherwise, we divide both
sides of (4.3.20) by{∫

B
|u(x)|p+q dx}(q−1)/q and then raise both sides to the

powerq and use the elementary inequality(
∑n

i=1 ci)
k � nk−1∑n

i=1 ck
i (for ci � 0

reals andk � 1) to get (4.3.15). The proof is complete. �

REMARK 4.3.1. We note that, in the special cases when (i)p = 2, q = 2 and
(ii) p = 0, inequality (4.3.15) reduces, respectively, to the following inequalities

∫
B

∣∣u(x)
∣∣4 dx � 1

n
(2α)2

n∑
i=1

∫
B

∣∣u(x)
∣∣2∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
2

dx (4.3.21)

and

∫
B

∣∣u(x)
∣∣q dx � 1

n

(
qα

2

)q ∫
B

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
q

dx. (4.3.22)

Inequality (4.3.21) is a Sobolev-type inequality, while inequality (4.3.22) is a vari-
ant of Poincaré-type inequality given in Theorem 4.3.1.

The following Poincaré- and Sobolev-type inequalities involving two functions
are established in [249].
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THEOREM 4.3.5. Let p, q � 1 be constants and B =∏n
i=1[ai, bi] be a bounded

domain in R
n. Let u, v be sufficiently smooth functions defined on B which vanish

on the boundary ∂B of B. Then

∫
B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q dx

� 1

n

(
1

2

)p+q+1

αp+q

∫
B

[∣∣gradu(x)
∣∣2p + ∣∣gradv(x)

∣∣2q]dx, (4.3.23)

where α = max{b1 − a1, . . . , bn − an}.

THEOREM 4.3.6. Let p, q, B, u, v, α be as in Theorem 4.3.5.Then

∫
B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q dx

� pqα2

8n

[(∫
B

∣∣u(x)
∣∣2p dx

)(p−1)/p(∫
B

∣∣gradu(x)
∣∣2p dx

)1/p

+
(∫

B

∣∣v(x)
∣∣2q

dx

)(q−1)/q(∫
B

∣∣gradv(x)
∣∣2q

dx

)1/q]
. (4.3.24)

REMARK 4.3.2. In the special cases whenp = q = 1 and ai = 0, inequal-
ities (4.3.23) and (4.3.24) reduce to the Poincaré-type inequality given in
Theorem 4.2.3.

PROOFS OF THEOREMS 4.3.5 AND 4.3.6. From the hypotheses of Theo-
rem 4.3.5, we have the following identities

nu(x) =
n∑

i=1

∫ xi

ai

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti , (4.3.25)

nu(x) = −
n∑

i=1

∫ bi

xi

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti . (4.3.26)

From (4.3.25) and (4.3.26), we observe that

∣∣u(x)
∣∣ � 1

2n

n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.3.27)
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From (4.3.27) and using inequality (4.3.5), Hölder’s inequality with indicesp,
p/(p − 1) (see [74, p. 126]) and the definition ofα, we obtain

∣∣u(x)
∣∣p �

(
1

2n

)p

np−1

[
n∑

i=1

{∫ bi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

}p
]

�
(

1

2

)p 1

n
αp−1

[
n∑

i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
p

dti

]
. (4.3.28)

Similarly, we obtain

∣∣v(x)
∣∣q �

(
1

2

)q 1

n
αq−1

[
n∑

i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣
q

dti

]
. (4.3.29)

From (4.3.28), (4.3.29) and using the elementary inequalitycd � 1
2(c2 + d2)

(for c, d reals), inequality (4.3.5) withk = 2, the Schwarz inequality and the
definition ofα, we obtain

∣∣u(x)
∣∣p∣∣v(x)

∣∣q
� 1

2

(
1

2

)p+q(1

n

)2

αp+q−2

{[
n∑

i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
p

dti

]2

+
[

n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣
q

dti

]2}

�
(

1

2

)p+q+1(1

n

)2

αp+q−2n

{
n∑

i=1

{∫ bi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
p

dti

}2

+
n∑

i=1

{∫ bi

ai

∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣
q

dti

}2
}

� 1

n

(
1

2

)p+q+1

αp+q−2α

{
n∑

i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
2p

dti

+
n∑

i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣
2q

dti

}
.

(4.3.30)
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Integrating both sides of (4.3.30) with respect tox1, . . . , xn on B, using the defi-
nition of α and a suitable version of inequality (4.3.5) we get∫

B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q dx

� 1

n

(
1

2

)p+q+1

αp+q−1α

×
{∫

B

{[
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
2p
]1/p}p

dx +
∫

B

{[
n∑

i=1

∣∣∣∣ ∂

∂xi

v(x)

∣∣∣∣
2q
]1/q}q

dx

}

� 1

n

(
1

2

)p+q+1

αp+q

∫
B

[∣∣gradu(x)
∣∣2p + ∣∣gradv(x)

∣∣2q]dx.

The proof of Theorem 4.3.5 is complete.
From the hypotheses of Theorem 4.3.6, for anyx in B, we have the following

identities

nup(x) = p

n∑
i=1

∫ xi

ai

up−1(x1, . . . , ti , . . . , xn)
∂

∂ti
u(x1, . . . , ti , . . . , xn)dti ,

(4.3.31)

nup(x) = −p

n∑
i=1

∫ bi

xi

up−1(x1, . . . , ti , . . . , xn)
∂

∂ti
u(x1, . . . , ti , . . . , xn)dti .

(4.3.32)

From (4.3.31) and (4.3.32), we observe that

∣∣u(x)
∣∣p � p

2n

n∑
i=1

∫ bi

ai

∣∣u(x1, . . . , ti , . . . , xn)
∣∣p−1

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.3.33)

Similarly, for anyx in B, we obtain the following inequality

∣∣v(x)
∣∣q � q

2n

n∑
i=1

∫ bi

ai

∣∣v(x1, . . . , ti , . . . , xn)
∣∣q−1

×
∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.3.34)
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From (4.3.33), (4.3.34) and using the elementary inequalitycd � 1
2(c2 + d2)

(for c, d reals), inequality (4.3.5) withk = 2, the Schwarz inequality and the
definition ofα, we obtain

∣∣u(x)
∣∣p∣∣v(x)

∣∣q � pq

8n2

{[
n∑

i=1

∫ bi

ai

∣∣u(x1, . . . , ti , . . . , xn)
∣∣p−1

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

]2

+
[

n∑
i=1

∫ bi

ai

∣∣v(x1, . . . , ti , . . . , xn)
∣∣q−1

×
∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

]2}

� npq

8n2

{
n∑

i=1

{∫ bi

ai

∣∣u(x1, . . . , ti , . . . , xn)
∣∣p−1

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

}2

+
n∑

i=1

{∫ bi

ai

∣∣v(x1, . . . , ti , . . . , xn)
∣∣q−1

×
∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

}2
}

� pq

8n
α

{
n∑

i=1

∫ bi

ai

∣∣u(x1, . . . , ti , . . . , xn)
∣∣2(p−1)

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
2

dti

+
n∑

i=1

∫ bi

ai

∣∣v(x1, . . . , ti , . . . , xn)
∣∣2(q−1)

×
∣∣∣∣ ∂

∂ti
v(x1, . . . , ti , . . . , xn)

∣∣∣∣
2

dti

}
. (4.3.35)
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Integrating both sides of (4.3.35) with respect tox1, . . . , xn onB, using the defini-
tion of α and Hölder’s inequality on the right-hand side with indicesp, p/(p −1)

andq, q/(q − 1) (see [74, p. 126]) we obtain∫
B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q dx

� pqα2

8n

{∫
B

∣∣u(x)
∣∣2(p−1)∣∣gradu(x)

∣∣2 dx +
∫

B

∣∣v(x)
∣∣2(q−1)∣∣gradv(x)

∣∣2 dx

}

� pqα2

8n

[(∫
B

∣∣u(x)
∣∣2p dx

)(p−1)/p(∫
B

∣∣gradu(x)
∣∣2p dx

)1/p

+
(∫

B

∣∣v(x)
∣∣2q dx

)(q−1)/q(∫
B

∣∣gradv(x)
∣∣2q dx

)1/q]
.

This inequality is the desired inequality in (4.3.24) and the proof of Theorem 4.3.6
is complete. �

4.4 Poincaré- and Sobolev-Type Inequalities II

In the recent past, several authors have presented numerous integral inequalities
of Poincaré and Sobolev type. In this section we present some Poincaré- and
Sobolev-type inequalities investigated by Pachpatte in [237,246].

In 1986, Pachpatte [237] has established the following inequalities of the
Poincaré and Sobolev type, involving functions of several independent variables.

THEOREM 4.4.1. Let B =∏n
i=1[0, ai] be a bounded domain in R

n, n � 3. Let
1 � p < Q and u be a real-valued function belonging to C1(B) which vanishes
on the boundary ∂B of B. Then

(∫
B

∣∣u(x)
∣∣p dx

)1/p

� (
∏n

i=1 ai)
(Q−p)/(pQ)

2n1/p

×
(

n∑
i=1

a
pQ/(Q−p)
i

)(Q−p)/(pQ)(∫
B

(∥∥∇u(x)
∥∥

Q

)Q
dx

)1/Q

, (4.4.1)

where (‖∇u(x)‖Q)Q =∑n
i=1 | ∂

∂ti
u(x)|Q.
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REMARK 4.4.1. In the special case whenQ = 2 andp = n/(n − 1) (for n � 3),
we see that 1< p < Q holds and inequality (4.4.1) reduces to(∫

B

∣∣u(x)
∣∣n/(n−1) dx

)(n−1)/n

� (
∏n

i=1 ai)
(n−2)/(2n)

2n(n−1)/n

×
(

n∑
i=1

a
2n/(n−2)
i

)(n−2)/(2n)(∫
B

∣∣gradu(x)
∣∣2 dx

)1/2

. (4.4.2)

THEOREM 4.4.2. Let p � 1, P , Q > 1, P −1 + Q−1 = 1, B be as in Theo-
rem 4.4.1and u be a real-valued function belonging to C1(B) which vanishes on
the boundary ∂B of B. Then

∫
B

∣∣u(x)
∣∣p dx � p

2n

(
n∑

j=1

aP
j

)1/P(∫
B

∣∣u(x)
∣∣P(p−1) dx

)1/P

×
(∫

B

(∥∥∇u(x)
∥∥

Q

)Q dx

)1/Q

, (4.4.3)

where (‖∇u(x)‖Q)Q is as defined in Theorem 4.4.1.

REMARK 4.4.2. By takingp = n/(n − 1) (for n � 3), P = Q = 2 in (4.4.3)
and then squaring on both sides of the resulting inequality we have the following
inequality (∫

B

∣∣u(x)
∣∣n/(n−1) dx

)2

�
∑n

i=1 a2
i

4(n − 1)2

(∫
B

∣∣u(x)
∣∣2/(n−1) dx

)(∫
B

∣∣gradu(x)
∣∣2 dx

)
. (4.4.4)

Further, forn = 3, inequality (4.4.4) reduces to(∫
B

∣∣u(x)
∣∣3/2 dx

)2

�
∑3

i=1 a2
i

16

(∫
B

∣∣u(x)
∣∣dx

)(∫
B

∣∣gradu(x)
∣∣2 dx

)
. (4.4.5)

For the inequalities of the forms (4.4.4) and (4.4.5), see [152,155].
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PROOFS OFTHEOREMS4.4.1AND 4.4.2. If u ∈ C1(B), then we have the fol-
lowing identities

nu(x) =
n∑

i=1

∫ xi

0

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti , (4.4.6)

nu(x) = −
n∑

i=1

∫ ai

xi

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti . (4.4.7)

From (4.4.6) and (4.4.7), we obtain

∣∣u(x)
∣∣� 1

2n

n∑
i=1

∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.4.8)

From (4.4.8) and using the elementary inequality (see [3, p. 338])(
n∑

i=1

ci

)k

� nk−1
n∑

i=1

ck
i (4.4.9)

(for ci � 0 reals andk � 1), we obtain

∣∣u(x)
∣∣p �

(
1

2n

)p

np−1
n∑

i=1

(∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)dti

∣∣∣∣
)p

(4.4.10)

for any p � 1. Applying Hölder’s inequality with indicesP , Q > 1 (P −1 +
Q−1 = 1) to each integral in (4.4.10) we get

∣∣u(x)
∣∣p � 1

2pn

n∑
i=1

((∫ ai

0
1 dti

)1/P(∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
Q

dti

)1/Q)p

= 1

2pn

n∑
i=1

a
p/P
i

(∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
Q

dti

)p/Q

. (4.4.11)

Integrating both sides of (4.4.11) overB we get∫
B

∣∣u(x)
∣∣p dx

� 1

2pn

n∑
i=1

a
p/P
i

∫
B

1 ·
(∫ ai

0

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
Q

dti

)p/Q

dx.

(4.4.12)
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Now, applying Hölder’s inequality with indicesp1 = Q/(Q − p), q1 = Q/p to
each integral on the right-hand side in (4.4.12), we get∫

B

∣∣u(x)
∣∣p dx

� (
∏n

i=1 ai)
(Q−p)/Q

2pn

n∑
i=1

a
p/P
i a

p/Q
i

(∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
Q

dx

)p/Q

= (
∏n

i=1 ai)
(Q−p)/Q

2pn

n∑
i=1

a
p
i

(∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
Q

dx

)p/Q

. (4.4.13)

Now, applying Hölder’s inequality to the sum on the right-hand side in (4.4.13)
with indicesp1 andq1 again, we obtain∫

B

∣∣u(x)
∣∣p dx

� (
∏n

i=1 ai)
(Q−p)/Q

2pn

×
(

n∑
i=1

a
pQ/(Q−p)
i

)(Q−p)/Q( n∑
i=1

(∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
Q

dx

))p/Q

. (4.4.14)

From (4.4.14) we have(∫
B

∣∣u(x)
∣∣p dx

)1/p

� (
∏n

i=1 ai)
(Q−p)/(pQ)

2n1/p

×
(

n∑
i=1

a
pQ/(Q−p)
i

)(Q−p)/(pQ)(∫
B

(∥∥∇u(x)
∥∥

Q

)Q dx

)1/Q

.

The proof of Theorem 4.4.1 is complete.
From the hypotheses of Theorem 4.4.2, ifu ∈ C1(B) then we have the follow-

ing identities

nup(x) = p

n∑
i=1

∫ xi

0

{
u(x1, . . . , ti , . . . , xn)

}p−1

× ∂

∂ti
u(x1, . . . , ti , . . . , xn)dti , (4.4.15)



406 Chapter 4. Poincaré- and Sobolev-Type Inequalities

nup(x) = −p

n∑
i=1

∫ ai

xi

{
u(x1, . . . , ti , . . . , xn)

}p−1

× ∂

∂ti
u(x1, . . . , ti , . . . , xn)dti . (4.4.16)

From (4.4.15) and (4.4.16), we obtain

∣∣u(x)
∣∣p � p

2n

n∑
i=1

∫ ai

0

∣∣u(x1, . . . , ti , . . . , xn)
∣∣p−1

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti .

(4.4.17)

Integrating both sides of (4.4.17) overB we get∫
B

∣∣u(x)
∣∣p dx � p

2n

n∑
i=1

ai

∫
B

∣∣u(x)
∣∣p−1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣dx. (4.4.18)

Applying Hölder’s inequality with indicesP , Q > 1 (P −1 + Q−1 = 1) to each
integral on the right-hand side in (4.4.18) we get∫

B

∣∣u(x)
∣∣p dx

� p

2n

n∑
i=1

ai

(∫
B

∣∣u(x)
∣∣P(p−1) dx

)1/P(∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
Q

dx

)1/Q

= p

2n

(∫
B

∣∣u(x)
∣∣P(p−1) dx

)1/P n∑
i=1

ai

(∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
Q

dx

)1/Q

.

Now, applying Hölder’s inequality to the sum on the right-hand side in the above
inequality with the same indicesP , Q, we obtain∫

B

∣∣u(x)
∣∣p dx

� p

2n

(
n∑

i=1

aP
i

)1/P(∫
B

∣∣u(x)
∣∣P(p−1) dx

)1/P(∫
B

(∥∥∇u(x)
∥∥

Q

)Q dx

)1/Q

.

This inequality is the desired inequality in (4.4.3) and the proof of Theorem 4.4.2
is complete. �

The following Poincaré- and Sobolev-type inequalities in which the constants
appearing do not depend on the size of the domain of definitions of the functions
are established in [246].
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THEOREM 4.4.3. Let ur , r = 1, . . . ,m, be sufficiently smooth functions of com-
pact support in E, the n-dimensional Euclidean space with n � 2. Then

{∫
E

(
m∏

i=1

∣∣ur(x)
∣∣n/(n−1)

)1/m

dx

}(n−1)/n

� 1√
4n

(
1

m

)(n−1)/n m∑
r=1

∫
E

∣∣gradur(x)
∣∣dx. (4.4.19)

REMARK 4.4.3. We note that in the special case whenm = 1, u1 = u, inequality
(4.4.19) reduces to the following inequality

{∫
E

∣∣u(x)
∣∣n/(n−1) dx

}(n−1)/n

� µ

∫
E

∣∣gradu(x)
∣∣dx,

whereµ = 1/
√

4n, which is given in Theorem 4.2.5.

THEOREM 4.4.4. Let ur , r = 1, . . . ,m, be sufficiently smooth functions of com-
pact support in E, the n-dimensional Euclidean space with n � 2, and let pr � 1
be constants. Then

{∫
E

(
m∏

r=1

∣∣ur(x)
∣∣((pr+2)/2)(n/(n−1))

)1/m

dx

}(n−1)/n

� 1√
n

(
1

m

)(n−1)/n
(

m∏
r=1

(
pr + 2

4

))1/m

×
m∑

r=1

{∫
E

∣∣ur(x)
∣∣pr dx

}1/2{∫
E

∣∣gradur(x)
∣∣2 dx

}1/2

. (4.4.20)

REMARK 4.4.4. We note that in the special case wherem = 1, inequality (4.4.20)
reduces to

{∫
E

∣∣u1(x)
∣∣((p1+2)/2)(n/(n−1)) dx

}(n−1)/n

� 1√
n

(
p1 + 2

4

){∫
E

∣∣u1(x)
∣∣p1 dx

}1/2{∫
E

∣∣gradu1(x)
∣∣dx

}1/2

. (4.4.21)
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On takingn = 2 andp1 = 2 in (4.4.21) and squaring both sides of the resulting
inequality, we obtain the sharpened version of Sobolev’s inequality established by
Payne in [362].

The next two theorems established in [246] deal with the Poincaré- and
Sobolev-type inequalities in which the constants appearing depend on the size
of the domain of definitions of the function.

THEOREM 4.4.5. Let B =∏n
i=1[ai, bi] be a bounded domain in R

n with n � 2,

ur , r = 1, . . . ,m, be sufficiently smooth functions defined on B which vanish on
the boundary ∂B of B and pr � 2 be constants. Then

∫
B

(
m∏

r=1

∣∣ur(x)
∣∣pr

)1/m

dx � 1

mn

(
α

2

)1/m(
∑m

r=1 pr ) m∑
r=1

∫
B

∣∣gradur(x)
∣∣pr dx,

(4.4.22)

where α = max{b1 − a1, . . . , bn − an}.

THEOREM 4.4.6. Let B, ur , r = 1, . . . ,m, be as in Theorem 4.4.5and pr � 1 be
constants. Then

∫
B

(
m∏

r=1

∣∣ur(x)
∣∣(pr+2)/2

)1/m

dx

� α

2m
√

n

(
m∏

r=1

(
pr + 2

2

))1/m

×
m∑

r=1

{∫
B

∣∣ur(x)
∣∣pr dx

}1/2{∫
B

∣∣gradur(x)
∣∣2 dx

}1/2

, (4.4.23)

where α is as defined in Theorem 4.4.5.

REMARK 4.4.5. In the special case whenm = 1, inequalities (4.4.22) and
(4.4.23) reduce respectively to the following Poincaré- and Sobolev-type inequal-
ities ∫

B

∣∣u1(x)
∣∣p1 dx � 1

n

(
α

2

)p1 ∫
B

∣∣gradu1(x)
∣∣p1 dx, p1 � 2, (4.4.24)
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and∫
B

∣∣u1(x)
∣∣(pr+2)/2 dx

� α

2
√

n

(
p1 + 2

2

){∫
B

∣∣u1(x)
∣∣p1 dx

}1/2{∫
B

∣∣gradu1(x)
∣∣2 dx

}1/2

, p1 � 1.

(4.4.25)

For similar inequalities, see [73,120,121,152–157,178,179,418].

PROOFS OF THEOREMS 4.4.3 AND 4.4.4. From the hypotheses of Theo-
rem 4.4.3, we have the following identities

ur(x) =
∫ x1

−∞
∂

∂t1
ur(t1, x2, . . . , xn)dt1, (4.4.26)

ur(x) = −
∫ ∞

x1

∂

∂t1
ur(t1, x2, . . . , xn)dt1, (4.4.27)

for r = 1, . . . ,m. From (4.4.26) and (4.4.27), we obtain

∣∣ur(x)
∣∣� 1

2

∫
1

∣∣∣∣ ∂

∂t1
ur(t1, x2, . . . , xn)

∣∣∣∣dt1. (4.4.28)

Similarly, we obtain

∣∣ur(x)
∣∣� 1

2

∫
i

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti (4.4.29)

for i = 2, . . . , n. From (4.4.28) and (4.4.29), we observe that∣∣ur(x)
∣∣n/(n−1)

�
(

1

2

)n/(n−1){∫
1

∣∣∣∣ ∂

∂t1
ur(t1, x2, . . . , xn)

∣∣∣∣dt1

}1/(n−1)

× · · · ×
{∫

n

∣∣∣∣ ∂

∂tn
ur(x1, . . . , xn−1, tn)

∣∣∣∣dtn

}1/(n−1)

(4.4.30)

for r = 1, . . . ,m. From (4.4.30) and using the inequality

(
k∏

i=1

ci

)1/k

� 1

k

k∑
i=1

ci (4.4.31)
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(for ci nonnegative reals andk � 1), we obtain

{
m∏

r=1

∣∣ur(x)
∣∣n/(n−1)

}1/m

� 1

m

(
1

2

)n/(n−1){{∫
1

∣∣∣∣ ∂

∂t1
u1(t1, x2, . . . , xn)

∣∣∣∣dt1

}1/(n−1)

× · · · ×
{∫

n

∣∣∣∣ ∂

∂tn
u1(x1, . . . , xn−1, tn)

∣∣∣∣dtn

}1/(n−1)

...

+
{∫

1

∣∣∣∣ ∂

∂t1
um(t1, x2, . . . , xn)

∣∣∣∣dt1

}1/(n−1)

× · · · ×
{∫

n

∣∣∣∣ ∂

∂tn
um(x1, . . . , xn−1, tn)

∣∣∣∣dtn

}1/(n−1)}
.

(4.4.32)

We integrate both sides of (4.4.32) with respect tox1 and use on the right-hand
side the general version of Hölder’s inequality (4.2.29) (see [179, p. 40]) with
k = n − 1. We then integrate the resulting inequality with respect tox2 and use
inequality (4.4.31) on the right-hand side. We repeat this procedure, integrating
with respect tox3, . . . , xn, and obtain (see [121, Chapter 1, Theorem 9.3])

∫
E

(
m∏

r=1

∣∣ur(x)
∣∣n/(n−1)

)1/m

dx

� 1

m

(
1

2

)n/(n−1)

×
{{∫

E

∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣dx

}1/(n−1)

· · ·
{∫

E

∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣dx

}1/(n−1)

...

+
{∫

E

∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣dx

}1/(n−1)

· · ·
{∫

E

∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣dx

}1/(n−1)
}

.

(4.4.33)
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From (4.4.33) and using inequalities (4.3.5), (4.4.31) and the inequality

(
n∑

i=1

ci

)2

� n

n∑
i=1

c2
i , (4.4.34)

wherec1, . . . , cn are reals, we obtain

{∫
E

(
m∏

r=1

∣∣ur(x)
∣∣n/(n−1)

)1/m

dx

}(n−1)/n

� 1

2

(
1

m

)(n−1)/n{{∫
E

∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣dx

}1/n

· · ·
{∫

E

∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣dx

}1/n

...

+
{∫

E

∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣dx

}1/n

· · ·
{∫

E

∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣dx

}1/n}

� 1

2n

(
1

m

)(n−1)/n{∫
E

[∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣
]

dx

...

+
∫

E

[∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣
]

dx

}

= 1

2n

(
1

m

)(n−1)/n{∫
E

{[∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣
]2}1/2

dx

...

+
∫

E

{[∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣
]2}1/2

dx

}

� 1√
4n

(
1

m

)(n−1)/n m∑
r=1

∫
E

∣∣gradur(x)
∣∣dx.

The proof of Theorem 4.4.3 is complete.
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From the assumptions of Theorem 4.4.4, we have the following identities

{
ur(x)

}(pr+2)/2 =
(

pr + 2

2

)∫ x1

−∞
u

pr/2
r (t1, x2, . . . , xn)

× ∂

∂t1
ur(t1, x2, . . . , xn)dt1, (4.4.35)

{
ur(x)

}(pr+2)/2 = −
(

pr + 2

2

)∫ ∞

x1

u
pr/2
r (t1, x2, . . . , xn)

× ∂

∂t1
ur(t1, x2, . . . , xn)dt1, (4.4.36)

for r = 1, . . . ,m. From (4.4.35) and (4.4.36), we obtain

∣∣ur(x)
∣∣(pr+2)/2

�
(

pr + 2

4

)∫
1

∣∣ur(t1, x2, . . . , xn)
∣∣pr/2

∣∣∣∣ ∂

∂t1
ur(t1, x2, . . . , xn)

∣∣∣∣dt1. (4.4.37)

Similarly, we obtain

∣∣ur(x)
∣∣(pr+2)/2

�
(

pr + 2

4

)∫
i

∣∣ur(x1, . . . , ti , . . . , xn)
∣∣pr/2

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti

(4.4.38)

for i = 2, . . . , n. From (4.4.37) and (4.4.38), we observe that

∣∣ur(x)
∣∣((pr+2)/2)(n/(n−1))

�
(

pr + 2

4

)n/(n−1)

×
{∫

1

∣∣ur(t1, x2, . . . , xn)
∣∣pr/2

∣∣∣∣ ∂

∂t1
ur(t1, x2, . . . , xn)

∣∣∣∣dt1

}1/(n−1)

× · · · ×
{∫

n

∣∣ur(x1, . . . , xn−1, tn)
∣∣pr/2

∣∣∣∣ ∂

∂tn
ur(x1, . . . , xn−1, tn)

∣∣∣∣dtn

}1/(n−1)

(4.4.39)
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for r = 1, . . . ,m. From (4.4.39) and inequality (4.4.31), we obtain{
m∏

r=1

∣∣ur(x)
∣∣((pr+2)/2)(n/(n−1))

}1/m

� 1

m

{
m∏

r=1

(
pr + 2

4

)n/(n−1)
}1/m

×
[{∫

1

∣∣u1(t1, x2, . . . , xn)
∣∣p1/2

∣∣∣∣ ∂

∂t1
u1(t1, x2, . . . , xn)

∣∣∣∣dt1

}1/(n−1)

× · · · ×
{∫

n

∣∣u1(x1, . . . , xn−1, tn)
∣∣p1/2

×
∣∣∣∣ ∂

∂tn
u1(x1, . . . , xn−1, tn)

∣∣∣∣dtn

}1/(n−1)

+ · · · +
{∫

1

∣∣um(t1, x2, . . . , xn)
∣∣pm/2

∣∣∣∣ ∂

∂t1
um(t1, x2, . . . , xn)

∣∣∣∣dt1

}1/(n−1)

× · · · ×
{∫

n

∣∣um(x1, . . . , xn−1, tn)
∣∣pm/2

×
∣∣∣∣ ∂

∂tn
um(x1, . . . , xn−1, tn)

∣∣∣∣dtn

}1/(n−1)]
. (4.4.40)

We integrate both sides of (4.4.40) with respect tox1, use Hölder’s inequality
(4.2.29) on the right-hand side, then integrate the resulting inequality with respect
to x2, and finally use inequality (4.2.29) on the right-hand side once more. We
repeat this process, integrating with respect tox3, . . . , xn, we obtain

∫
E

{
m∏

r=1

∣∣ur(x)
∣∣((pr+2)/2)(n/(n−1))

}1/m

dx

� 1

m

{
m∏

r=1

(
pr + 2

4

)n/(n−1)
}1/m

×
[{∫

E

∣∣u1(x)
∣∣p1/2

∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣dx

}1/(n−1)

× · · · ×
{∫

E

∣∣u1(x)
∣∣p1/2

∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣dx

}1/(n−1)
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+ · · · +
{∫

E

∣∣um(x)
∣∣pm/2

∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣dx

}1/(n−1)

× · · · ×
{∫

E

∣∣um(x)
∣∣pm/2

∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣dx

}1/(n−1)]
. (4.4.41)

From (4.4.41), (4.3.5), (4.4.31), the Schwarz inequality and (4.4.34), we obtain

{∫
E

{
m∏

r=1

∣∣ur(x)
∣∣((pr+2)/2)(n/(n−1))

}1/m

dx

}(n−1)/n

�
(

1

m

)(n−1)/n
{

m∏
r=1

(
pr + 2

4

)}1/m

×
[{∫

E

∣∣u1(x)
∣∣p1/2

∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣dx

}1/n

× · · · ×
{∫

E

∣∣u1(x)
∣∣p1/2

∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣dx

}1/n

...

+
{∫

E

∣∣um(x)
∣∣pm/2

∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣dx

}1/n

× · · · ×
{∫

E

∣∣um(x)
∣∣pm/2

∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣dx

}1/n]

� 1

n

(
1

m

)(n−1)/n
{

m∏
r=1

(
pr + 2

4

)}1/m

×
{∫

E

∣∣u1(x)
∣∣p1/2

[∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣
]

dx

+ · · · +
∫

E

∣∣um(x)
∣∣pm/2

[∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣
]

dx

}
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� 1

n

(
1

m

)(n−1)/n
{

m∏
r=1

(
pr + 2

4

)}1/m

×
{∫

E

∣∣u1(x)
∣∣p1 dx

}1/2

×
{∫

E

[∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣
]2

dx

}1/2

...

+
{∫

E

∣∣um(x)
∣∣pm dx

}1/2

×
{∫

E

[∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣
]2

dx

}1/2

� 1√
n

(
1

m

)(n−1)/n
{

m∏
r=1

(
pr + 2

4

)}1/m

×
m∑

r=1

{∫
E

∣∣ur(x)
∣∣pr dx

}1/2{∫
E

∣∣gradur(x)
∣∣2 dx

}1/2

.

This inequality is the desired inequality (4.4.20) and the proof of Theorem 4.4.4
is complete. �

PROOFS OF THEOREMS 4.4.5 AND 4.4.6. From the hypotheses of Theo-
rem 4.4.5, sinceur(x) are smooth functions defined onB which vanish on the
boundary∂B of B, we have the following identities

nur(x) =
n∑

i=1

∫ xi

ai

∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti (4.4.42)

and

nur(x) = −
n∑

i=1

∫ bi

xi

∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti , (4.4.43)
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for r = 1, . . . ,m. From (4.4.42) and (4.4.43), we observe that

2n
∣∣ur(x)

∣∣ � n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti . (4.4.44)

From (4.4.44) and on using inequality (4.3.5), Hölder’s inequality with indices
pr , pr/(pr − 1) and the definition ofα, we obtain

∣∣ur(x)
∣∣pr �

(
1

2n

)pr

npr−1

[{
n∑

i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti

}pr
]

� 1

n

(
1

2

)pr

αpr−1

[
n∑

i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣
pr

dti

]
.

(4.4.45)

From (4.4.45) and inequality (4.4.31), we obtain(
m∏

r=1

∣∣ur(x)
∣∣pr

)1/m

� 1

nm

(
1

2

) 1
m

∑m
r=1 pr

α
1
m

(
∑m

r=1 pr )−1

×
{[

n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
u1(x1, . . . , ti , . . . , xn)

∣∣∣∣
p1

dti

]

...

+
[

n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
um(x1, . . . , ti , . . . , xn)

∣∣∣∣
pm

dti

]}
. (4.4.46)

By integrating both sides of (4.4.46) overB, using the definition ofα and inequal-
ity (4.3.5) withk = 2/pr � 1, we have

∫
B

(
m∏

r=1

∣∣ur(x)
∣∣pr

)1/m

dx

� 1

nm

(
1

2

) 1
m

∑m
r=1 pr

α
1
m

(
∑m

r=1 pr )−1
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× α

{∫
B

{[∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣
p1

+ · · · +
∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣
p1
]2/p1

}p1/2

dx

...

+
∫

B

{[∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣
pm

+ · · · +
∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣
pm
]2/pm

}pm/2

dx

}

� 1

nm

(
α

2

) 1
m

∑m
r=1 pr m∑

r=1

∫
B

∣∣gradur(x)
∣∣pr dx.

The proof of Theorem 4.4.5 is complete.
From the assumptions on the functionsur(x) in Theorem 4.4.6, we have the

following identities

n
(
ur(x)

)(pr+2)/2 =
(

pr + 2

2

)[ n∑
i=1

∫ xi

ai

u
pr/2
r (x1, . . . , ti , . . . , xn)

× ∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti

]
,

(4.4.47)

n
(
ur(x)

)(pr+2)/2 = −
(

pr + 2

2

)[ n∑
i=1

∫ bi

xi

u
pr/2
r (x1, . . . , ti , . . . , xn)

× ∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti

]
,

(4.4.48)

for r = 1, . . . ,m. From (4.4.47) and (4.4.48), we observe that

2n
∣∣ur(x)

∣∣(pr+2)/2

�
(

pr + 2

2

)[ n∑
i=1

∫ bi

ai

∣∣ur(x1, . . . , ti , . . . , xn)
∣∣pr/2

×
∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti

]
. (4.4.49)
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From (4.4.49) and inequality (4.4.31), we obtain

(
m∏

r=1

∣∣ur(x)
∣∣(pr+2)/2

)1/m

� 1

2nm

(
m∏

r=1

(
pr + 2

2

))1/m

×
{[

n∑
i=1

∫ bi

ai

∣∣u1(x1, . . . , ti , . . . , xn)
∣∣p1/2

∣∣∣∣ ∂

∂ti
u1(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

]

...

+
[

n∑
i=1

∫ bi

ai

∣∣um(x1, . . . , ti , . . . , xn)
∣∣pm/2

×
∣∣∣∣ ∂

∂ti
um(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

]}
. (4.4.50)

Integrating both sides of (4.4.50) overB, using the definition ofα, the Schwarz
inequality and inequality (4.4.34) we have

∫
B

(
m∏

r=1

∣∣ur(x)
∣∣(pr+2)/2

)1/m

dx

� 1

2nm

(
m∏

r=1

(
pr + 2

2

))1/m

× α

{∫
B

∣∣u1(x)
∣∣p1/2

[∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣
]

dx

...

+
∫

B

∣∣um(x)
∣∣pm/2

[∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣
]

dx

}

� α

2nm

(
m∏

r=1

(
pr + 2

2

))1/m
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×
[{∫

B

∣∣u1(x)
∣∣p1 dx

}1/2{∫
B

[∣∣∣∣ ∂

∂x1
u1(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

u1(x)

∣∣∣∣
]2

dx

}1/2

...

+
{∫

B

∣∣um(x)
∣∣pm dx

}1/2

×
{∫

B

[∣∣∣∣ ∂

∂x1
um(x)

∣∣∣∣+ · · · +
∣∣∣∣ ∂

∂xn

um(x)

∣∣∣∣
]2

dx

}1/2]

� 1

2m
√

n

(
m∏

r=1

(
pr + 2

2

))1/m

×
m∑

r=1

{∫
B

∣∣ur(x)
∣∣pr dx

}1/2{∫
B

∣∣gradur(x)
∣∣2 dx

}1/2

.

This inequality is the required inequality in (4.4.23) and the proof of Theo-
rem 4.4.6 is complete. �

4.5 Inequalities of Dubinskii and Others

Integral inequalities of Poincaré and Sobolev type play a fundamental role in
the theory and applications of partial differential equations. A large number of
inequalities related to these inequalities are established by several authors in
the literature. In this section we deal with certain inequalities established by
Dubinskii [95], Alzer [10] and Pachpatte [345].

In what follows, we letx = (x1, . . . , xn) be a variable point inRn, an
n-dimensional Euclidean space,G be a bounded region inRn with bound-
ary ∂G satisfying the cone condition (see [95]),Cm(G) is the space of functions
u(x) with bounded derivatives in	G (the closure ofG) up to orderm inclusive,
dx = dx1 · · · dxn is the volume element, and ds is the surface element corre-
sponding to∂G. Constant quantities, not depending onu(x), will be denoted by
the symbolK . In different inequalities their meaning will be different.

The inequalities in the following theorems are established by Dubinskii [95].

THEOREM 4.5.1. Let −∞ < α0 < +∞, α1 � 1, u(x), |u(x)|α0+α1 ∈ C1(G).
Then the following inequality is valid∫

G

|u|α0+α1 dx � K

[∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1

dx +
∫

∂G

|u|α0+α1 ds

]
(4.5.1)
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for i = 1, . . . , n. The constant K depends on α0, α1 and G.

PROOF. From the divergence theorem we have∫
G

∂

∂xi

(
xi |u|α0+α1

)
dx =

∫
∂G

xi |u|α0+α1 ds. (4.5.2)

From (4.5.2) it is easy to observe that∫
G

|u|α0+α1 dx � K

[∫
G

|u|α0+α1−1
∣∣∣∣ ∂u

∂xi

∣∣∣∣dx +
∫

∂G

|u|α0+α1 ds

]
, (4.5.3)

from which, forα1 = 1, we obtain inequality (4.5.1). Ifα1 > 1, then∫
G

|u|α0+α1−1
∣∣∣∣ ∂u

∂xi

∣∣∣∣dx

=
∫

G

|u|α0/α1

∣∣∣∣ ∂u

∂xi

∣∣∣∣|u|α0+α1−1−α0/α1 dx

� εα1

α1

∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1

dx +
(

α1 − 1

α1

)
ε−α1/(α1−1)

∫
G

|u|α0+α1 dx. (4.5.4)

Here we have used Young’s inequality

ab � εp

p
ap + 1

q
ε−qbq, a, b � 0,

1

p
+ 1

q
= 1, ε > 0,

for p = α1. Choosingε > 0 sufficiently large, from (4.5.3) and (4.5.4), we obtain
inequality (4.5.1). �

REMARK 4.5.1. We note that, for the case whenα0, α1 are even andu|∂G = 0,
inequality (4.5.1) was obtained earlier by Visik [421].

THEOREM 4.5.2. Let −∞ < α0 < +∞, α1 � 0, α2 � 0, α1 + α2 � 1, u(x),

|u(x)|α0+α1+α2 ∈ C1(G). Then the following inequality is valid

∫
G

|u|α0+α1

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α2

� K

[∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2

dx +
∫

∂G

|u|α0+α1+α2 ds

]
(4.5.5)

for i = 1, . . . , n.

The proof follows by estimating the integral on the left-hand side of (4.5.5), by
using Young’s inequality with indexp = (α1 + α2)α

−1
2 and Theorem 4.5.1.
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THEOREM 4.5.3. Let α0, α1 and α2 be nonnegative numbers, α3 � 1, α3 � α1,

α0 + α2 + α3 − (α3 − α1)(α3 − 1)−1 � 0, u(x) ∈ C2(G). Then the following
inequality is valid∫

G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3

dx

� K

[∫
G

|u|α0+α1

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α2
∣∣∣∣∂2u

∂x2
i

∣∣∣∣
α3

dx

+
∫

∂G

|u|α0+α1+α2+α3 ds +
∫

∂G

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α0+α1+α2+α3

ds

]
(4.5.6)

for i = 1, . . . , n.

PROOF. We have the obvious equalities

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3

= |u|α0
∂u

∂xi

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−1

sign
∂u

∂xi

= 1

α0 + 1

∂

∂xi

[|u|α0+1 signu
]∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−1

sign
∂u

∂xi

.

Integrating this equation overG we obtain∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3

dx

= 1

α0 + 1

∫
G

∂

∂xi

[|u|α0+1 signu
]∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−1

sign
∂u

∂xi

dx.

From this equation, integrating by parts, we have∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3

dx

� K

[∫
G

|u|α0+1
∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−2∣∣∣∣∂2u

∂x2
i

∣∣∣∣dx +
∫

∂G

|u|α0+1
∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−1

ds

]

� K

[∫
G

|u|α0+1
∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−2∣∣∣∣∂2u

∂x2
i

∣∣∣∣dx

+
∫

∂G

|u|α0+α1+α2+α3 ds +
∫

∂G

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α0+α1+α2+α3

ds

]
. (4.5.7)

Here we use Young’s inequality with indexp = (α0 + α1 + α2 + α3)(α0 + 1)−1

to the integral over∂G. Inequality (4.5.7) yields inequality (4.5.6) for the case
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α3 = α1 = 1. If α3 > 1, then applying Young’s inequality and Theorem 4.5.2, we
obtain ∫

G

|u|α0+1
∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−2∣∣∣∣∂2u

∂x2
i

∣∣∣∣dx

=
∫

G

[
|u|(α0+α1)/α3

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α2/α3

∣∣∣∣∂2u

∂x2
i

∣∣∣∣
]

×
[
|u|α0+1−(α0+α1)/α3

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−2−α2/α3

]
dx

� εα3

α3

∫
G

|u|α0+α1

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α2
∣∣∣∣∂2u

∂x2
i

∣∣∣∣
α3

dx

+
(

α3 − 1

α3

)
ε−α3/(α3−1)

×
∫

G

|u|α0+(α3−α1)/(α3−1)

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3−(α3−α1)/(α3−1)

dx

� εα3

α3

∫
G

|u|α0+α1

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α2
∣∣∣∣∂2u

∂x2
i

∣∣∣∣
α3

dx

+ Kε−α3/(α3−1)

∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3

dx

+ Kε−α3/(α3−1)

∫
∂G

|u|α0+α1+α2+α3 ds. (4.5.8)

Inequality (4.5.6) follows from (4.5.7) and (4.5.8) ifε > 0 is taken sufficiently
large. �

THEOREM 4.5.4. Let α0, α1, α2, α3 be nonnegative numbers, α4 � 1, α3 � α1,

α0α3 − α1α4 � 0,
∑4

i=0 αi − α4(α3 − α1)(α4 − 1)−1 � 0, and u(x) ∈ C2(G).
Then the following inequality is valid

∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1+α2+α3

∣∣∣∣∂2u

∂x2
i

∣∣∣∣
α4

dx

� K

[∫
G

|u|α0+α1

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α2
∣∣∣∣∂2u

∂x2
i

∣∣∣∣
α3+α4

dx

+
∫

∂G

|u|
∑4

i=1 αi ds +
∫

∂G

∣∣∣∣ ∂u

∂xi

∣∣∣∣
∑4

i=1 αi

ds

]
(4.5.9)
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for i = 1, . . . , n.

The proof of inequality (4.5.9) follows from Young’s inequality with index
p = (α3 + α4)α

−1
4 and Theorem 4.5.3.

In the following theorems, we let

∥∥gradu(x)
∥∥

µ
=
(

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
µ
)1/µ

, µ > 0,

S be the set of all real-valued functionsu(x) which are continuous onB =∏n
i=1[ai, bi] (the bounded domain inR

n) which satisfy u(x)|xi=ai
=

u(x)|xi=bi
= 0 for each i ∈ {1, . . . , n}, and for which the partial derivatives

∂
∂xi

u(x) exist.
The following theorem is given by Alzer in [10].

THEOREM 4.5.5. Let λ � 1 and µ > 0 be real numbers. Then we have for all
u ∈ S ∫

B

∣∣u(x)
∣∣λ dx � Kn(λ,µ;a, b)

∫
B

∥∥gradu(x)
∥∥λ

µ
dx, (4.5.10)

where

Kn(λ,µ;a, b) = I (λ)n−min(1,λ/µ)
n∏

i=1

(bi − ai)
λ/n,

in which

I (λ) =
∫ 1

0

[
t1−λ + (1− t)1−λ

]−1 dt.

PROOF. From the hypotheses, we have the following identities

u(x) =
∫ xi

ai

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti (4.5.11)

and

u(x) = −
∫ bi

xi

∂

∂ti
u(x1, . . . , ti , . . . , xn)dti . (4.5.12)
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From (4.5.11), (4.5.12) and using Hölder’s inequality with indicesλ, λ/(λ − 1),
we get

∣∣u(x)
∣∣λ �

(∫ xi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣dti

)λ

� (xi − ai)
λ−1

∫ xi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
λ

dti , (4.5.13)

∣∣u(x)
∣∣λ � (bi − xi)

λ−1
∫ bi

xi

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
λ

dti . (4.5.14)

From (4.5.13) and (4.5.14), we obtain forxi ∈ (ai, bi)

∣∣u(x)
∣∣λ[(xi − ai)

1−λ + (bi − xi)
1−λ

]
�
∫ bi

ai

∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
λ

dti .

(4.5.15)

Next, we multiply both sides of (4.5.15) by[(xi − ai)
1−λ + (bi − xi)

1−λ]−1 and
integrate overB. Then we have∫

B

∣∣u(x)
∣∣λ dx �

∫ bi

ai

[
(xi − ai)

1−λ + (bi − xi)
1−λ

]−1 dxi

∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
λ

dx.

Now, by takingi = 1, . . . , n in the above inequality and multiplying the resulting
inequalities and applying arithmetic mean–geometric mean inequality, we obtain∫

B

∣∣u(x)
∣∣λ dx

�
n∏

i=1

(∫ bi

ai

[
(xi − ai)

1−λ + (bi − xi)
1−λ

]−1 dxi

)1/n

×
n∏

i=1

(∫
B

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
λ

dx

)1/n

� 1

n

n∏
i=1

(∫ bi

ai

[
(xi − ai)

1−λ + (bi − xi)
1−λ

]−1 dxi

)1/n ∫
B

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
λ

dx

= 1

n

(
n∏

i=1

(bi − ai)
λ/n

)∫ 1

0

[
t1−λ + (1− t)1−λ

]−1
dt

∫
B

∥∥gradu(x)
∥∥λ

λ
dx.

(4.5.16)
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Finally, we use the inequality (see [48, pp. 143 and 159])

n∑
i=1

aα
i � n1−min(1,α)

(
n∑

i=1

ai

)α

, ai � 0, i = 1, . . . , n, α > 0, (4.5.17)

to obtain

∥∥gradu(x)
∥∥λ

λ
=

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
λ

=
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
(λ/µ)µ

� n1−min(1,λ/µ)

(
n∑

i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
µ
)λ/µ

= n1−min(1,λ/µ)
∥∥gradu(x)

∥∥λ

µ
, (4.5.18)

so that (4.5.16) and (4.5.18) imply

∫
B

∣∣u(x)
∣∣λ dx �

(
n∏

i=1

(bi − ai)
λ/n

)∫ 1

0

[
t1−λ + (1− t)1−λ

]−1 dt

× n−min(1,λ/µ)

∫
B

∥∥gradu(x)
∥∥λ

µ
dx.

The proof is complete. �

REMARK 4.5.2. We note that inequality (4.5.10) sharpens the inequality given
by Agarwal and Sheng in [6]. For further results, see [7,10] and the references
given therein.

In [345] Pachpatte has established the inequalities in the following theorems.

THEOREM 4.5.6. Let p � 0, q � 1, r � 1, µ > 0 be constants and u ∈ S. Then

∫
B

∣∣u(x)
∣∣r(p+q) dx � Mq

∫
B

∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥rq

µ
dx, (4.5.19)

∫
B

∣∣u(x)
∣∣r(p+q) dx � Mp+q

∫
B

∥∥gradu(x)
∥∥r(p+q)

µ
dx, (4.5.20)
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where

M =
[
(p + q)rn−min(1,r/µ)

(
n∏

i=1

(bi − ai)
r/n

)
I (r)

]
, (4.5.21)

in which

I (r) =
∫ 1

0

[
t1−r + (1− t)1−r

]−1 dt. (4.5.22)

PROOF. From the hypotheses, we have the following identities

up+q(x) = (p + q)

∫ xi

ai

up+q−1(x1, . . . , ti , . . . , xn)

× ∂

∂ti
u(x1, . . . , ti , . . . , xn)dti , (4.5.23)

up+q(x) = −(p + q)

∫ bi

xi

up+q−1(x1, . . . , ti , . . . , xn)

× ∂

∂ti
u(x1, . . . , ti , . . . , xn)dti , (4.5.24)

for i = 1, . . . , n. From (4.5.23), (4.5.24) and using Hölder’s inequality with in-
dicesr , r/(r − 1), we observe that

∣∣u(x)
∣∣r(p+q) � (p + q)r (xi − ai)

r−1
∫ xi

ai

∣∣u(x1, . . . , ti , . . . , xn)
∣∣r(p+q−1)

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
r

dti ,

(4.5.25)

∣∣u(x)
∣∣r(p+q) � (p + q)r (bi − xi)

r−1
∫ bi

xi

∣∣u(x1, . . . , ti , . . . , xn)
∣∣r(p+q−1)

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
r

dti ,

(4.5.26)

for i = 1, . . . , n. From (4.5.25) and (4.5.26), we obtain forxi ∈ (ai, bi)[
(xi − ai)

1−r + (bi − xi)
1−r

]∣∣u(x)
∣∣p+q
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� (p + q)r
∫ bi

ai

∣∣u(x1, . . . , ti , . . . , xn)
∣∣r(p+q−1)

×
∣∣∣∣ ∂

∂ti
u(x1, . . . , ti , . . . , xn)

∣∣∣∣
r

dti . (4.5.27)

Next, we multiply both sides of (4.5.27) by[(xi − ai)
1−r + (bi − xi)

1−r ]−1 and
integrate overB. Then we have

∫
B

∣∣u(x)
∣∣r(p+q) dx � (p + q)r

∫ bi

ai

[
(xi − ai)

1−r + (bi − xi)
1−r

]−1 dxi

×
∫

B

∣∣u(x)
∣∣r(p+q−1)

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
r

dx. (4.5.28)

Now, by takingi = 1, . . . , n in (4.5.28) and multiplying the resulting inequalities
and applying the arithmetic mean–geometric mean inequality, we obtain∫

B

∣∣u(x)
∣∣r(p+q) dx

� (p + q)r
n∏

i=1

(∫ bi

ai

[
(xi − ai)

1−r + (bi − xi)
1−r

]−1 dxi

)1/n

×
n∏

i=1

(∫
B

∣∣u(x)
∣∣r(p+q−1)

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
r

dx

)1/n

� 1

n
(p + q)r

n∏
i=1

(∫ bi

ai

[
(xi − ai)

1−r + (bi − xi)
1−r

]−1
dxi

)1/n

×
∫

B

n∑
i=1

∣∣u(x)
∣∣r(p+q−1)

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
r

dx

= 1

n
(p + q)r

(
n∏

i=1

(bi − ai)
r/n

)∫ 1

0

[
t1−r + (1− t)1−r

]−1
dt

×
∫

B

∣∣u(x)
∣∣r(p+q−1)∥∥gradu(x)

∥∥r

r
dx. (4.5.29)

By using inequality (4.5.17), as in the proof of Theorem 4.5.5, we obtain∥∥gradu(x)
∥∥r

r
� n1−min(1,r/µ)

∥∥gradu(x)
∥∥r

µ
. (4.5.30)
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From (4.5.29) and (4.5.30), we obtain∫
B

∣∣u(x)
∣∣r(p+q) dx

� (p + q)rn−min(1,r/µ)

×
(

n∏
i=1

(bi − ai)
r/n

)
I (r)

∫
B

∣∣u(x)
∣∣r(p+q−1)∥∥gradu(x)

∥∥r

µ
dx

= M

∫
B

[∣∣u(x)
∣∣rp/q∥∥gradu(x)

∥∥r

µ

][∣∣u(x)
∣∣r(p+q−1)−rp/q]dx. (4.5.31)

Using Hölder’s inequality with indicesq, q/(q − 1) on the right-hand side of
(4.5.31) we have∫

B

∣∣u(x)
∣∣r(p+q) dx

� M

[∫
B

∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥rq

µ

]1/q[∫
B

∣∣u(x)
∣∣r(p+q) dx

](q−1)/q

. (4.5.32)

If
∫
B

|u(x)|r(p+q) dx = 0 then (4.5.19) is trivially true; otherwise, we divide both
sides of (4.5.32) by[∫

B
|u(x)|r(p+q) dx](q−1)/q and then raise both sides to the

powerq to get the required inequality in (4.5.19).
By using Hölder’s inequality with indices(p + q)/p, (p + q)/q to the right-

hand side of (4.5.19), we get∫
B

∣∣u(x)
∣∣r(p+q) dx

� Mq

[∫
B

∣∣u(x)
∣∣r(p+q) dx

]p/(p+q)[∫
B

∥∥gradu(x)
∥∥r(p+q)

µ
dx

]q/(p+q)

.

(4.5.33)

If
∫
B

|u(x)|r(p+q) dx = 0 then (4.5.20) is trivially true; otherwise, we divide both
sides of (4.5.33) by[∫

B
|u(x)|r(p+q) dx]p/(p+q) and then raise both sides to the

power (p + q)/q to get the required inequality in (4.5.20). The proof is com-
plete. �

THEOREM4.5.7. Let p � 0, q � 1, m � 0, r � 1, µ > 0 be constants and u ∈ S.
Then∫

B

∣∣u(x)
∣∣r(p+q)∥∥gradu(x)

∥∥rm

µ
dx � Lq

∫
B

∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥r(q+m)

µ
dx,

(4.5.34)
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and ∫
B

∣∣u(x)
∣∣r(p+q)∥∥gradu(x)

∥∥rm

µ
dx � Lp+q

∫
B

∥∥gradu(x)
∥∥r(p+q+m)

µ
dx,

(4.5.35)

where

L =
[
(p + q + m)rn−min(1,r/µ)

(
n∏

i=1

(bi − ai)
r/n

)
I (r)

]
, (4.5.36)

in which I (r) is defined by (4.5.22).

PROOF. By rewriting the integral on the left-hand side of (4.5.34) and using
Hölder’s inequality with indices(q + m)/m, (q + m)/q and inequality (4.5.19),
we observe that∫

B

∣∣u(x)
∣∣r(p+q)∥∥gradu(x)

∥∥rm

µ
dx

=
∫

B

[∣∣u(x)
∣∣r(pm/(q+m))∥∥gradu(x)

∥∥rm

µ

][∣∣u(x)
∣∣r(p+q)−r(pm/(q+m))]dx

�
[∫

B

∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥r(q+m)

µ
dx

]m/(q+m)

×
[∫

B

∣∣u(x)
∣∣r(p+q+m) dx

]q/(q+m)

�
[∫

B

∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥r(q+m)

µ
dx

]m/(q+m)

×
[[

(p + q + m)rn−min(1,r/µ)

(
n∏

i=1

(bi − ai)
r/n

)
I (r)

]q+m

×
∫

B

∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥r(q+m)

µ
dx

]q/(q+m)

= Lq

∫
B

∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥r(q+m)

µ
dx.

The proof of inequality (4.5.34) is complete.
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By rewriting inequality (4.5.34) and using Hölder’s inequality with indices
(p + q)/p, (p + q)/q, we observe that

∫
B

∣∣u(x)
∣∣r(p+q)∥∥gradu(x)

∥∥rm

µ
dx

� Lq

∫
B

[∣∣u(x)
∣∣rp∥∥gradu(x)

∥∥r(mp/(p+q))

µ

][∥∥gradu(x)
∥∥r(q+m)−r(mp/(p+q))

µ

]
dx

� Lq

[∫
B

∣∣u(x)
∣∣r(p+q)∥∥gradu(x)

∥∥rm

µ
dx

]p/(p+q)

×
[∫

B

∥∥gradu(x)
∥∥r(p+q+m)

µ
dx

]q/(p+q)

.

Now, by following the arguments as in the last part of the proof of inequality
(4.5.20) with suitable modifications, we get the required inequality in (4.5.35).
The proof is complete. �

4.6 Poincaré- and Sobolev-Like Inequalities

In the present section we shall deal with the Poincaré- and Sobolev-like inequali-
ties established by Pachpatte in [276,289].

The following inequalities are established in [276].

THEOREM 4.6.1. Let ur , r = 1, . . . ,N , be sufficiently smooth functions defined
on B =∏n

i=1[ai, bi], the bounded domain in R
n, which vanish on the boundary

∂B of B and let m � 1, p � 2 be real constants. Then

[∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2m(p−1)/p

� k1

N∑
r=1

∫
B

n∑
i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
4m

dx,

(4.6.1)

where

k1 = 1

nN

(
N

4

)2m

α(p(4m+2nm−n)−2nm)/p,

in which α = max{b1 − a1, . . . , bn − an}.
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REMARK 4.6.1. In the special case whenm = 1, inequality (4.6.1) reduces to
the following inequality

[∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2(p−1)/p

� k0
1

N∑
r=1

∫
B

n∑
i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
4

dx,

(4.6.2)

where

k0
1 = N

16n
α(n+4)−2n/p.

THEOREM 4.6.2. Let ur, m, p be as in Theorem 4.6.1.Then

[∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2m(p−1)/p

� k2

N∑
r=1

∫
B

n∑
i=1

∣∣ur(x)
∣∣2m

∣∣∣∣ ∂

∂xi

ur (x)

∣∣∣∣
2m

dx, (4.6.3)

where

k2 = 1

n
N2m−1α(p(2m+2nm−n)−2nm)/p,

in which α = max{b1 − a1, . . . , bn − an}.

REMARK 4.6.2. We note that in the special case whenm = 1, inequality (4.6.3)
reduces to

[∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2(p−1)/p

� k0
2

N∑
r=1

∫
B

n∑
i=1

∣∣ur(x)
∣∣2∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
2

dx, (4.6.4)

where

k0
2 = N

n
α(n+2)−2n/p.
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PROOFS OF THEOREMS 4.6.1 AND 4.6.2. From the hypotheses of Theo-
rem 4.6.1, we have the following identities

nur(x) =
n∑

i=1

∫ xi

ai

∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti (4.6.5)

and

nur(x) = −
n∑

i=1

∫ bi

xi

∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti , (4.6.6)

for r = 1, . . . ,N . From (4.6.5) and (4.6.6), we observe that

2n
∣∣ur(x)

∣∣ � n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti (4.6.7)

for r = 1, . . . ,N . From (4.6.7), using inequality (4.3.5), the Schwarz inequality
and the definition ofα, we obtain

∣∣ur(x)
∣∣2 �

(
1

2n

)2
[

n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti

]2

�
(

1

2n

)2

n

n∑
i=1

{∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti

}2

�
(

α

4n

) n∑
i=1

∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣
2

dti . (4.6.8)

From (4.6.8), using inequality (4.3.5) repeatedly, Hölder’s inequality with indices
p, p/(p − 1) and the definition ofα, we obtain

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

�
(

α

4n

)p/(p−1)

(Nn)p/(p−1)−1

×
N∑

r=1

{
n∑

i=1

{∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣
2

dti

}p/(p−1)
}
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�
(

α

4n

)p/(p−1)

(Nn)1/(p−1)α1/(p−1)

×
N∑

r=1

{
n∑

i=1

{∫ bi

ai

∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣
2p/(p−1)

dti

}}
. (4.6.9)

Integrating both sides of (4.6.9) overB and using the definition ofα we have

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

�
(

α

4n

)p/(p−1)

(Nnα)1/(p−1)α

N∑
r=1

{
n∑

i=1

{∫
B

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
2p/(p−1)

dx

}}
.

(4.6.10)

From (4.6.10), using inequality (4.3.5) repeatedly, Hölder’s inequality with in-
dices 2m(p − 1)/p, 2m(p − 1)/(2m(p − 1) − p) and the definition ofα, we
obtain [∫

B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2m(p−1)/p

�
{(

α

4n

)p/(p−1)

(Nnα)1/(p−1)α

}2m(p−1)/p

×
[

N∑
r=1

{
n∑

i=1

{∫
B

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
2p/(p−1)

dx

}}]2m(p−1)/p

�
{(

α

4n

)p/(p−1)

(Nnα)1/(p−1)α

}2m(p−1)/p

(Nn)2m(p−1)/p−1

×
N∑

r=1

{
n∑

i=1

{∫
B

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
2p/(p−1)

dx

}2m(p−1)/p
}

�
{(

α

4n

)p/(p−1)

(Nnα)1/(p−1)α

}2m(p−1)/p

(Nn)2m(p−1)/p−1

× (
αn
)(2m(p−1)−p)/p

N∑
r=1

{
n∑

i=1

∫
B

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
4m

dx

}

= k1

N∑
r=1

∫
B

n∑
i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
4m

dx. (4.6.11)
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The proof of Theorem 4.6.1 is complete.
From the assumptions on the functionsur(x) in Theorem 4.6.2, we have the

following identities

nu2
r (x) = 2

n∑
i=1

∫ xi

ai

ur (x1, . . . , ti , . . . , xn)
∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti ,

(4.6.12)

nu2
r (x) = −2

n∑
i=1

∫ bi

xi

ur (x1, . . . , ti , . . . , xn)
∂

∂ti
ur (x1, . . . , ti , . . . , xn)dti ,

(4.6.13)

for r = 1, . . . ,N . From (4.6.12) and (4.6.13), we observe that

n
∣∣ur(x)

∣∣2 �
n∑

i=1

∫ bi

ai

∣∣ur(x1, . . . , ti , . . . , xn)
∣∣∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣dti .

(4.6.14)

From (4.6.14), using inequality (4.3.5) repeatedly, Hölder’s inequality with in-
dicesp, p/(p − 1) and the definition ofα, we obtain as in (4.6.9){

N∑
r=1

∣∣ur(x)
∣∣2}p/(p−1)

�
(

1

n

)p/(p−1)

(Nnα)1/(p−1)

×
N∑

r=1

(
n∑

i=1

{∫ bi

ai

[∣∣ur(x1, . . . , ti , . . . , xn)
∣∣

×
∣∣∣∣ ∂

∂ti
ur (x1, . . . , ti , . . . , xn)

∣∣∣∣
]p/(p−1)

dti

})
. (4.6.15)

Integrating both sides of (4.6.15) overB and using the definition ofα, we have

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

�
(

1

n

)p/(p−1)

(Nnα)1/(p−1)α
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×
N∑

r=1

{
n∑

i=1

{∫
B

[∣∣ur(x)
∣∣∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
]p/(p−1)

dx

}}
. (4.6.16)

From (4.6.16), using inequality (4.3.5) repeatedly, Hölder’s inequality with in-
dices 2m(p − 1)/p, 2m(p − 1)/(2m(p − 1) − p) and the definition ofα and
following the same steps as in the proof of inequality (4.6.11) we get the required
inequality in (4.6.3). The proof of Theorem 4.6.2 is complete. �

In our further discussion, we make use of the following fundamental result. In
what follows, an open, simply connected, bounded setB of points inR

n is said
to be a normal domain ifB admits the application of the following Gauss integral
theorem (see [149, p. 49]).

On the set of boundary pointsx ∈ ∂B with 	B = B + ∂B (union ofB and∂B)
there is a real-valued vector field

z(x) = (
z1(x), . . . , zn(x)

)
with |z| =

{
n∑

i=1

z2
i (x)

}1/2

= 1

such that, for all complex-valuedw(x) = w(x1, . . . , xn) ∈ C1(	B),∫
B

∂

∂xi

w(x)dx =
∫

∂B

w(x)zi(x)ds, i = 1, . . . , n, (4.6.17)

where dx = dx1 · · · dxn is the volume element and ds the surface element corre-
sponding to∂B.

The following inequalities are also established in [276].

THEOREM 4.6.3. Let B be a normal domain in R
n with boundary ∂B and 	B =

B + ∂B. Let m � 1, p � 2 be real constants and ur , r = 1, . . . ,N , be real-valued
functions such that ur, {∑N

r=1 |ur |2}p/(p−1) ∈ C1(	B). Then

[∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2m(p−1)/p

� k3

{[∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

]2m(p−1)/p

+
N∑

r=1

∫
B

n∑
i=1

∣∣ur(x)
∣∣2m

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
2m

dx

}
, (4.6.18)
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where

k3 = max

{
22m(p−1)/p−1(2δ)2m(p−1)/p,

22m(p−1)/p−1
(

4δ

n

)2m(p−1)/p(
n(p − 1)

4δ

)−2m/δ

× (
D(B)

)(2m(p−1)−p)/p
(Nn)2m−1

}
,

in which δ = max{|x1|, . . . , |xn|} and D(B) is the n-dimensional measure of B.

THEOREM 4.6.4. Let B be a normal domain in R
n with sufficiently smooth

boundary ∂B and 	B = B + ∂B. Let αi(x) ∈ C1(	B), i = 1, . . . , n, be aux-
iliary functions such that αi(x) = zi(x) for x ∈ ∂B. Let m � 1, p � 2 be
real constants and ur , r = 1, . . . ,N , be real-valued functions such that ur,

{∑N
r=1 |ur(x)|2}p/(p−1) ∈ C1(B). Then

[∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

]2m(p−1)/p

� k4

{[∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2m(p−1)/p

+
N∑

r=1

∫
B

n∑
i=1

∣∣ur(x)
∣∣2m

∣∣∣∣ ∂

∂xi

ur (x)

∣∣∣∣
2m

dx

}
, (4.6.19)

where

k4 = max

{
22m(p−1)/p−1

(
c0 + 2c1c

p

p − 1

)2m(p−1)/p

,

22m(p−1)/p
(
2c1c

−p/(p−1)
)2m(p−1)/p

× (
D(B)

)(2m(p−1)−p)/p
(Nn)2m−1

}
,

in which D(B) is as in Theorem 4.6.3,c > 0 is an arbitrary constant and

c0 = sup
x∈B

∣∣∣∣∣
n∑

i=1

∂

∂xi

αi(x)

∣∣∣∣∣, c1 = sup
i=1,...,n

{
sup
x∈B

∣∣αi(x)
∣∣}.
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PROOFS OF THEOREMS 4.6.3 AND 4.6.4. If we set w(x) = xi ×
{∑N

r=1 |ur(x)|2}p/(p−1) in Gauss integral formula (4.6.17), then we have

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx =
∫

∂B

xi

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

zi(x)ds

−
∫

B

xi

(
p

p − 1

){ N∑
r=1

∣∣ur(x)
∣∣2}p/(p−1)−1

×
N∑

r=1

2
∣∣ur(x)

∣∣ ∂

∂xi

ur(x)signur(x)dx

(4.6.20)

for i = 1, . . . , n. From (4.6.20) we observe that

n

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

=
∫

∂B

{
n∑

i=1

xi

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

zi(x)

}
ds

− 2p

p − 1

×
∫

B

{
n∑

i=1

xi

{
N∑

r=1

∣∣ur(x)
∣∣2}1/(p−1) N∑

r=1

∣∣ur(x)
∣∣ ∂

∂xi

ur(x)signur(x)

}
dx.

(4.6.21)

From (4.6.21), the definition ofδ and the fact that|zi(x)| � 1 for i = 1, . . . , n, we
obtain

n

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

� nδ

∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

+ 2pδ

p − 1

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}1/(p−1) N∑

r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}

dx.

(4.6.22)
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From (4.5.22) and using the following version of Young’s inequality

d1d2 � 1

p
εpd

p

1 +
(

p − 1

p

)
ε−p/(p−1)d

p/(p−1)

2 , (4.6.23)

whered1, d2 � 0, p � 2, ε > 0, and settingε = {n(p − 1)/(4δ)}1/p , we observe
that

n

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

� nδ

∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

+ 2pδ

p − 1

∫
B

[
1

p

(
n(p − 1)

4δ

){ N∑
r=1

∣∣ur(x)
∣∣2}p/(p−1)

+
(

p − 1

p

)(
n(p − 1)

4δ

)−1/(p−1)

×
{

N∑
r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}}p/(p−1)]

dx. (4.6.24)

From (4.6.24) we observe that

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

� 2δ

∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

+ 4δ

n

(
n(p − 1)

4δ

)−1/(p−1) ∫
B

{
N∑

r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}}p/(p−1)

dx.

(4.6.25)

From (4.6.25) and using the following inequality repeatedly,{
n∑

i=1

ai

}k

� Mk,n

n∑
i=1

ak
i , (4.6.26)
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whereai are nonnegative reals andMk,n = nk−1, k � 1, Mk,n = 1, 0� k � 1,
Hölder’s inequality with indices 2m(p − 1)/p, 2m(p − 1)/(2m(p − 1) − p), we
observe that

[∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

]2m(p−1)/p

� 22m(p−1)/p−1

×
{

(2δ)2m(p−1)/p

[∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

]2m(p−1)/p

+
{

4δ

n

(
n(p − 1)

4δ

)−1/(p−1)}2m(p−1)/p

×
[∫

B

{
N∑

r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}}p/(p−1)

dx

]2m(p−1)/p}

� 22m(p−1)/p−1(2δ)2m(p−1)/p

[∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

]2m(p−1)/p

+ 22m(p−1)/p−1
{

4δ

n

(
n(p − 1)

4δ

)−1/(p−1)}2m(p−1)/p

×
[{∫

B

1 dx

}(2m(p−1)−p)/(2m(p−1))

×
{∫

B

{
N∑

r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}}2m

dx

}p/(2m(p−1))]2m(p−1)/p

� 22m(p−1)/p−1(2δ)2m(p−1)/p

[∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

]2m(p−1)/p

+ 22m(p−1)/p−1
{

4δ

n

(
n(p − 1)

4δ

)−1/(p−1)}2m(p−1)/p

× (
D(B)

)(2m(p−1)−p)/p
(Nn)2m−1

N∑
r=1

∫
B

n∑
i=1

∣∣ur(x)
∣∣2m

∣∣∣∣ ∂

∂xi

ur (x)

∣∣∣∣
2m

dx.

(4.6.27)
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From (4.6.27) and the definition ofk3, the desired inequality in (4.6.18) follows.
The proof of Theorem 4.6.3 is complete.

From the hypotheses of Theorem 4.6.4, sinceB has sufficiently smooth bound-
ary, we have auxiliary functionsαi(x) = zi(x) for x ∈ ∂B (see [149, p. 69]). Then,
by making use of formula (4.6.17), we have

∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

=
∫

∂B

{
n∑

i=1

z2
i (x)

}{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

=
∫

∂B

{
n∑

i=1

αi(x)

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

zi(x)

}
ds

=
∫

B

∂

∂xi

{
n∑

i=1

αi(x)

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)}

dx

=
∫

B

{
n∑

i=1

∂

∂xi

αi(x)

}{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

+ 2p

p − 1

∫
B

{
n∑

i=1

αi(x)

{
N∑

r=1

∣∣ur(x)
∣∣2}1/(p−1)

×
n∑

r=1

∣∣ur(x)
∣∣ ∂

∂xi

ur(x)signur(x)

}
dx. (4.6.28)

From (4.6.28) and using the definitions ofc0, c1, and Young’s inequality (4.6.23)
with ε = c, we observe that

∫
∂B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

ds

� c0

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

+ 2pc1

p − 1

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}1/(p−1) N∑

r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}

dx



4.6. Poincaré- and Sobolev-Like Inequalities 441

� c0

∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

+ 2pc1

p − 1

∫
B

[
1

p
cp

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

+
(

p − 1

p

)
c−p/(p−1)

×
{

N∑
r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}}p/(p−1)]

dx

=
(

c0 + 2c1c
p

p − 1

)∫
B

{
N∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

dx

+ 2c1c
−p/(p−1)

∫
B

{
N∑

r=1

{∣∣ur(x)
∣∣ n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}}p/(p−1)

dx. (4.6.29)

From (4.6.29), using inequality (4.6.26) repeatedly, Hölder’s inequality with in-
dices 2m(p − 1)/p, 2m(p − 1)/(2m(p − 1) − p) and following the same steps
as in the proof of inequality (4.6.27) with suitable changes, we get the desired
inequality in (4.6.19). The proof of Theorem 4.6.4 is complete. �

The inequalities in the following theorems are established by Pachpatte
in [289].

THEOREM 4.6.5. Let B be a normal domain in R
n with boundary ∂B and 	B =

B + ∂B. Let ur , r = 1, . . . ,m, be real-valued functions belonging to C1(	B). Then

∫
B

[
m∏

r=1

u2
r (x)

]1/m

dx � µ

[∫
∂B

(
m∑

r=1

u2
r (x)

)
ds +

∫
B

(
m∑

r=1

∣∣gradur(x)
∣∣2)dx

]
,

(4.6.30)

where µ = max{4δ2

mn
, 2δ

m
}, δ = max{|x1|, . . . , |xn|}.

REMARK 4.6.3. In the special case whenm = 1 andu1(x) = u(x), inequality
(4.6.30) reduces to the following inequality∫

B

u2(x)dx � µ1

[∫
∂B

u2(x)ds +
∫

B

∣∣gradu(x)
∣∣2 dx

]
, (4.6.31)
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whereµ1 is the constant defined byµ whenm = 1. An inequality closely related
to (4.6.31) in which the multiplicative constant on the right-hand side is different
was first used by Friedrichs (see [392, p. 242]) to study the problem of bounded-
ness from below of a differential operator and is now known in the literature as
Friedrich’s second inequality.

THEOREM 4.6.6. Let B be a normal domain in R
n with sufficiently smooth

boundary ∂B and 	B = B + ∂B. Let αi(x) ∈ C1(	B), i = 1, . . . , n, be auxiliary
functions such that αi(x) = zi(x) for x ∈ ∂B. Let ur , r = 1, . . . ,m, be real-valued
functions belonging to C1(	B). Then

∫
∂B

[
m∏

r=1

u2
r (x)

]1/m

ds

� λ

[∫
B

(
m∑

r=1

u2
r (x)

)
dx +

∫
B

(
m∑

r=1

∣∣gradur(x)
∣∣2)dx

]
, (4.6.32)

where λ = max{c0c + c1
mc

, cc1n
m

}, c > 0 is arbitrary constant and

c0 = sup
x∈B

∣∣∣∣∣
n∑

i=1

∂

∂xi

αi(x)

∣∣∣∣∣, c1 = sup
i=1,...,n

{
sup
x∈B

∣∣αi(x)
∣∣}.

REMARK 4.6.4. We note that in the special case whenm = 1 andu1(x) = u(x),
inequality (4.6.32) reduces to

∫
∂B

u2(x)ds � λ1

∫
B

[
u2(x) + ∣∣gradu(x)

∣∣2]dx, (4.6.33)

whereλ1 is the constant defined byλ whenm = 1. The inequalities of the forms
(4.6.33) are established by many authors by using Trace theorem in interpolation
spaces (see, e.g., [154]). For different forms, see [149,208,392] and the references
given therein.

PROOFS OFTHEOREMS 4.6.5 AND 4.6.6. If we setu(x) = xiu
2
r (x) in Gauss

integral formula (4.6.17), then we have

∫
B

u2
r (x)dx =

∫
∂B

xiu
2
r (x)zi(x)ds −

∫
B

2xiur(x)
∂

∂xi

ur (x)dx (4.6.34)



4.6. Poincaré- and Sobolev-Like Inequalities 443

for i = 1, . . . , n andr = 1, . . . ,m. From (4.6.34) we observe that

n

∫
B

u2
r (x)dx

=
∫

∂B

(
n∑

i=1

xiu
2
r (x)zi(x)

)
ds −

∫
B

(
n∑

i=1

2xiur(x)
∂

∂xi

ur (x)

)
dx. (4.6.35)

Using the elementary inequality

|2ab| � ca2 + 1

c
b2, (4.6.36)

wherea, b, c are arbitrary real numbers andc > 0. Settingc = 1
2δ

, we observe
that ∣∣∣∣−2xiur(x)

∂

∂xi

ur(x)

∣∣∣∣ � δ

∣∣∣∣2ur(x)
∂

∂xi

ur(x)

∣∣∣∣
� δ

[
1

2δ
u2

r (x) + 2δ

{
∂

∂xi

ur (x)

}2]

= 1

2
u2

r (x) + 2δ2
{

∂

∂xi

ur(x)

}2

. (4.6.37)

From (4.6.35), (4.6.37), the definition ofδ and the fact that|zi(x)| � 1 for i =
1, . . . , n, we obtain

n

∫
B

u2
r (x)dx

� δn

∫
∂B

u2
r (x)ds + 1

2
n

∫
B

u2
r (x)dx + 2δ2

∫
B

(
n∑

i=1

{
∂

∂xi

ur(x)

}2
)

dx.

(4.6.38)

From (4.6.38) we obtain the inequality∫
B

u2
r (x)dx � 2δ

∫
∂B

u2
r (x)ds + 4δ2

n

∫
B

∣∣gradur(x)
∣∣2 dx (4.6.39)

for r = 1, . . . ,m. From (4.6.39) and the elementary inequality[
m∏

r=1

ar

]1/m

� 1

m

m∑
r=1

ar , ar � 0, (4.6.40)



444 Chapter 4. Poincaré- and Sobolev-Type Inequalities

we observe that

∫
B

[
m∏

r=1

u2
r (x)

]1/m

dx � 1

m

∫
B

(
m∑

r=1

u2
r (x)

)
dx

� µ

[∫
∂B

(
m∑

r=1

u2
r (x)

)
ds +

∫
B

(
m∑

r=1

∣∣gradur(x)
∣∣2)dx

]
.

The proof of Theorem 4.6.5 is complete.
From the hypotheses of Theorem 4.6.6, sinceB has a sufficiently smooth

boundary, we choose auxiliary functionsαi(x) so thatαi(x) ∈ C1(	B) andαi(x) =
zi(x) for x ∈ ∂B (see [149, p. 69]), we have

∫
∂B

u2
r (x)ds

=
∫

∂B

(
n∑

i=1

z2
i (x)u2

r (x)

)
ds

=
∫

∂B

(
n∑

i=1

αi(x)u2
r (x)zi(x)

)
ds

=
∫

B

{
n∑

i=1

∂

∂xi

αi(x)

}
u2

r (x)dx +
∫

B

{
n∑

i=1

2αi(x)ur(x)
∂

∂xi

ur(x)

}
dx.

(4.6.41)

Here, a suitable version of the Gauss integral formula (4.6.17) has been used to
get the last equality in (4.6.41). Using (4.6.36), Schwarz inequality for sums and
the definition ofc1 we observe that

∣∣∣∣∣
n∑

i=1

2αi(x)ur(x)
∂

∂xi

ur(x)

∣∣∣∣∣ � 2c1
∣∣ur(x)

∣∣ n∑
i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
� c1

[
c

{
n∑

i=1

∣∣∣∣ ∂

∂xi

ur(x)

∣∣∣∣
}2

+ 1

c
u2

r (x)

]

� c1

[
cn

n∑
i=1

{
∂

∂xi

ur(x)

}2

+ 1

c
u2

r (x)

]
. (4.6.42)
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From (4.6.41), (4.6.42) and using the definition ofc0, we obtain∫
∂B

u2
r (x)ds �

(
c0c + c1

c

)∫
B

u2
r (x)dx + cc1n

∫
B

∣∣gradur(x)
∣∣2 dx. (4.6.43)

From (4.6.40) and (4.6.43), we observe that

∫
∂B

[
m∏

r=1

u2
r (x)

]1/m

ds � 1

m

∫
∂B

(
m∑

r=1

u2
r (x)

)
ds

� λ

[∫
B

(
m∑

r=1

u2
r (x)

)
dx +

∫
B

(
m∑

r=1

∣∣gradur(x)
∣∣2)dx

]
.

(4.6.44)

This inequality is the desired inequality in (4.6.32) and the proof of Theorem 4.6.6
is complete. �

For various other inequalities similar to that of Poincaré and Sobolev, see
[56,98,127,154,193,264] and the references given therein.

4.7 Some Extensions of Rellich’s Inequality

In his fundamental work on perturbations theory of eigenvalue problems F. Rellich
[396] established the following inequality:

∫
Rn

|�u|2 dx � n2(n − 4)2

16

∫
Rn

|x|−4|u|2 dx, n �= 2, (R)

whereu(x) is a function inC∞
0 (Rn \{0}) which is not identically zero,C∞

0 denote
the vector space of infinitely differentiable functions with compact support (see
[3, p. 9]) and� =∑n

i=1
∂2

∂x2
i

.

In this section we deal with extensions of inequality (R) established by
Pachpatte in [286,288]. In what follows, we assume thatH is an open, connected
subset ofRn that is not necessarily bounded and that the boundary∂H of H is suf-
ficiently smooth in order that the Green formulas applies. Let∇ = ( ∂

∂x1
, . . . , ∂

∂xn
)

and� =∑n
i=1

∂2

∂x2
i

. A point in R
n is denoted byx = (x1, . . . , xn) and its norm

is given by|x| = (
∑n

i=1 |xi |2)1/2. For any nonnegative integerm, we denote by
Cm(H) the vector space consisting of all functionsφ which, together with all
their partial derivativesDαφ of order |α| � m, are continuous onH and denote



446 Chapter 4. Poincaré- and Sobolev-Type Inequalities

by C∞
0 (H) the vector space of infinitely differentiable functions with compact

support (see [3, p. 9]).
We begin with the following useful inequalities established in [286].

THEOREM 4.7.1. Let p � 0, q � 1 be constants, g ∈ C2(H), �g �= 0 in H and
u ∈ C∞

0 (H) be a real-valued function. Then

∫
H

|�g||u|p+q dx � (p + q)q
∫

H

|�g|−(q−1)|∇g|q |u|p|∇u|q dx. (4.7.1)

THEOREM 4.7.2. Let p, q, g, u be as in Theorem 4.7.1.Then∫
H

|�g||u|p+q dx

� (p + q)p+q

∫
H

|�g|−(p+q−1)|∇g|p+q |∇u|p+q dx. (4.7.2)

REMARK 4.7.1. If we takeg = |x|α+2, α � 0 is a real constant, and hence
|∇g|2 = (α + 2)2|x|2α+2 and�g = (α + n)(α + 2)|x|α in (4.7.2), then we get
the following Hardy-type inequality (see [27, p. 303])

∫
H

|x|α|u|p+q dx �
(

p + q

α + n

)p+q ∫
H

|x|p+q+α|∇u|p+q dx. (4.7.3)

The Rellich-type inequalities established in [286] are given in the following
theorems.

THEOREM 4.7.3. If p, q, g, u be as in Theorem 4.7.1, then for any constants
δ � 0, ε > 0,∫

H

|�g|−(q−1)|g|q |u|p|�u|q dx

� −εq−1q(p + q − 1)sgn(�g)

∫
H

g|u|p+q−2|∇u|2 dx

− εq−1 qδ

p + q

∫
H

|�g|−(q−1)|∇g|q |u|p|∇u|q dx

+ εq−1
[

q

p + q
− (q − 1)ε + qδ

(p + q)q+1

]∫
H

|�g||u|p+q dx. (4.7.4)
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THEOREM 4.7.4. If p, q, g, u, δ, ε be as in Theorem 4.7.3,then∫
H

|�g|−(p+q−1)|g|p+q |�u|p+q dx

� −ε(p+q−1)(p + q)(p + q − 1)sgn(�g)

∫
H

g|u|p+q−2|∇u|2 dx

− ε(p+q−1)δ

∫
H

|�g|−(p+q−1)|∇g|p+q |∇u|p+q dx

+ ε(p+q−1)

[
1− (p + q − 1)ε + δ

(p + q)p+q

]∫
H

|�g||u|p+q dx. (4.7.5)

REMARK 4.7.2. We note that in the special cases whenp = 0, q = 2 and using
the definition sgn(�g) = �g/|�g|, inequalities (4.7.4) and (4.7.5) reduce to the
following inequality∫

H

|�g|−1|g|2|�u|2 dx

� −ε

∫
H

[
2g�g + δ|∇g|2]|�g|−1|∇u|2 dx + ε

[
1− ε + δ

4

]∫
H

|�g||u|2 dx,

(4.7.6)

which is established by Bannett in [21, Theorem 5]. By takingp = 0 andq = 4
in (4.7.4) andp = 2, q = 2 in (4.7.5), we get the inequalities of the Rellich type.
Furthermore, by specializing the conditions onp, q and the functiong in (4.7.4)
and (4.7.5) we get different inequalities of some interest in their own right.

PROOFS OFTHEOREMS4.7.1AND 4.7.2. By applying Green’s first formula to∫
H

�g|u|p+q dx, we have∫
H

�g|u|p+q dx = −
∫

H

∇g∇(|u|p+q
)
dx. (4.7.7)

From (4.7.7) and using the definition, sgn(�g) = �g/|�g|, the fact that
∇(|u|p+q) = (p + q)|u|p+q−1∇usgnu, and applying Hölder’s inequality with
indicesq, q/(q − 1), we observe that∫

H

|�g||u|p+q dx

= −sgn(�g)

∫
H

∇g∇(|u|p+q
)
dx
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= −(p + q)sgn(�g)

∫
H

∇g|u|p+q−1∇usgnudx

� (p + q)

∫
H

|∇g||u|p+q−1|∇u|dx

= (p + q)

∫
H

[|�g|−(q−1)/q |∇g||u|p/q |∇u|][|�g|(q−1)/q |u|p+q−1−p/q
]
dx

� (p + q)

{∫
H

|�g|−(q−1)|∇g|q |u|p|∇u|q dx

}1/q{∫
H

|�g||u|p+q dx

}(q−1)/q

.

(4.7.8)

If
∫
H

|�g||u|p+q dx = 0 then (4.7.1) is trivially true; otherwise, we divide both
sides of (4.7.8) by{∫

H
|�g||u|p+q dx}(q−1)/q and then raise both sides of the

resulting inequality to the powerq, to get inequality (4.7.1). The proof of Theo-
rem 4.7.1 is complete.

From the hypotheses of Theorem 4.7.2 and by following the proof of Theo-
rem 4.7.1, we have∫

H

|�g||u|p+q dx � (p + q)

∫
H

|∇g||u|p+q−1|∇u|dx

= (p + q)

∫
H

[|�g|−(p+q−1)/(p+q)|∇g||∇u|]
× [|�g|(p+q−1)/(p+q)|u|p+q−1]dx. (4.7.9)

Now, using Hölder’s inequality with indicesp + q, (p + q)/(p + q − 1) on the
right-hand side of (4.7.9) and following exactly the same arguments as in the last
part of the proof of Theorem 4.7.1 given above with suitable changes, we get the
desired inequality in (4.7.2). The proof of Theorem 4.7.2 is complete. �

REMARK 4.7.3. If we takeg, |∇g|2 and�g as in Remark 4.7.1, in inequality
(4.7.9), then we get∫

H

|x|α|u|p+q dx

�
(

p + q

α + n

)∫
H

|x|α+1|u|p+q−1|∇u|dx

=
(

p + q

α + n

)∫
H

[|x|(α+1)/(p+q)|∇u|][|x|−(α+1)/(p+q)|x|α+1|u|p+q−1]dx.

(4.7.10)
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Using Hölder’s inequality with indicesp + q, (p + q)/(p + q − 1) on the right-
hand side of (4.7.10) we get the following Weyl-type inequality (see [27, p. 303])

∫
H

|x|α|u|p+q dx �
(

p + q

α + n

){∫
H

|x|α+1|∇u|p+q dx

}1/(p+q)

×
{∫

H

|x|α+1|u|p+q dx

}(p+q−1)/(p+q)

. (4.7.11)

For a version of Weyl’s inequality in one independent variable, see [25].

PROOFS OF THEOREMS 4.7.3 AND 4.7.4. LetA, B, C, D denote integrals
(without the exterior constants) in (4.7.4) successively. Applying Green’s second
formula to

∫
H

�g|u|p+q dx we have∫
H

�g|u|p+q dx =
∫

H

g�
(|u|p+q

)
dx. (4.7.12)

Using the definition, sgn(�g) = �g/|�g| in (4.7.12), we observe that

D = sgn(�g)

∫
H

g�
(|u|p+q

)
dx. (4.7.13)

Using the fact that

�
(|u|p+q

)= (p + q)|u|p+q−1�usgnu + (p + q)(p + q − 1)|u|p+q−2|∇u|2
(4.7.14)

in (4.7.13) we have

D = sgn(�g)(p + q)

∫
H

g|u|p+q−1�usgnudx

+ sgn(�g)(p + q)(p + q − 1)

∫
H

g|u|p+q−2|∇u|2 dx

� (p + q)

∫
H

|g||u|p+q−1|�u|dx + (p + q)(p + q − 1)sgn(�g)B

= (p + q)

∫
H

[|�g|−(q−1)/q |g||u|p/q |�u|][|�g|−(q−1)/q |u|p+q−1−p/q
]
dx

+ (p + q)(p + q − 1)sgn(�g)B. (4.7.15)

Now, first applying Hölder’s inequality with indicesq, q/(q−1) on the right-hand
side of (4.7.15) and then using Young’s inequality with indicesq, q/(q − 1), we
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see that

D � (p + q)

{∫
H

|�g|−(q−1)|g|q |u|p|�u|q dx

}1/q{∫
H

|�g||u|p+q dx

}(q−1)/q

+ (p + q)(p + q − 1)sgn(�g)B

= (p + q)A1/qD(q−1)/q + (p + q)(p + q − 1)sgn(�g)B

= (p + q)
(
ε−(q−1)/qA1/q

)(
ε(q−1)/qD(q−1)/q

)
+ (p + q)(p + q − 1)sgn(�g)B

�
(

p + q

q

)
ε−(q−1)A + (p + q)(q − 1)

q
εD

+ (p + q)(p + q − 1)sgn(�g)B (4.7.16)

for ε > 0. Now, for anyδ � 0, from (4.7.1) we observe that

δC − δ

(p + q)q
D � 0.

Combining this fact with (4.7.16) we have

D �
(

p + q

q

)
ε−(q−1)A + (p + q)(q − 1)

q
εD

+ (p + q)(p + q − 1)sgn(�g)B + δC − δ

(p + q)q
D (4.7.17)

for all ε > 0 andδ � 0. Rewriting (4.7.17) we get the desired inequality in (4.7.4).
The proof of Theorem 4.7.3 is complete.

In order to prove Theorem 4.7.4, letA, B, C, D denote the integrals (without
the exterior constants) in (4.7.5) successively. By following the arguments in the
first part of the proof of Theorem 4.7.3, we have

D � (p + q)

∫
H

|g||u|p+q−1|�u|dx + (p + q)(p + q − 1)sgn(�g)B

= (p + q)

∫
H

[|�g|−(p+q−1)/(p+q)|g||�u|][|�g|(p+q−1)/(p+q)|u|p+q−1]dx

+ (p + q)(p + q − 1)sgn(�g)B. (4.7.18)

Now, first using Hölder’s inequality with indicesp+q, (p+q)/(p+q −1), then
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Young’s inequality with indicesp+q, (p+q)/(p+q −1) on the right-hand side
in (4.7.18), inequality (4.7.2) and following closely the arguments in the proof
of Theorem 4.7.3 with suitable modifications, we get the required inequality in
(4.7.5). The proof of Theorem 4.7.4 is complete. �

REMARK 4.7.4. If we specialize inequalities (4.7.4) and (4.7.5) by puttingg =
|x|α+2, α � 0 real, and hence|∇g|2 = (α+2)2|x|2α+2, �g = (α+n)(α +2)|x|α ,
we get some new inequalities similar to that of inequality given by Bennett [21,
p. 992].

The following inequality established in [288] is needed in proving the next
theorem.

THEOREM 4.7.5. Let p � 2 be a constant, g ∈ C2(H), �g �= 0 in H and ur ∈
C∞

0 (H), r = 1, . . . ,N , be real-valued functions. Then

∫
H

|�g|
{

N∑
r=1

|ur |2
}p/(p−1)

dx

�
{

2p

p − 1

}2p/(p−1)

×
∫

H

|�g|−(p+1)/(p−1)|∇g|2p/(p−1)

{
N∑

r=1

|∇ur |2
}p/(p−1)

dx. (4.7.19)

PROOF. By applying Green’s first formula to
∫
H

�g{∑N
r=1 |ur |2}p/(p−1) dx and

using the definition, sgn(�g) = �g/|�g|, we observe that

∫
H

|�g|
{

N∑
r=1

|ur |2
}p/(p−1)

dx

= −sgn(�g)

∫
H

∇g∇
{

N∑
r=1

|ur |2
}p/(p−1)

dx

�
∫

H

|∇g|
∣∣∣∣∣∇
{

N∑
r=1

|ur |2
}p/(p−1)∣∣∣∣∣dx. (4.7.20)
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By simple calculation, it is easy to see that∣∣∣∣∣∇
{

N∑
r=1

|ur |2
}p/(p−1)∣∣∣∣∣�

(
2p

p − 1

){ N∑
r=1

|ur |2
}(p+1)/(2(p−1)){ N∑

r=1

|∇ur |2
}1/2

.

(4.7.21)

Using (4.7.21) in (4.7.20) and applying Hölder’s inequality with indices 2p/(p +
1), 2p/(p − 1) we have

∫
H

|�g|
{

N∑
r=1

|ur |2
}p/(p−1)

dx

�
(

2p

p − 1

)∫
H

[
|�g|(p+1)/(2p)

{
N∑

r=1

|ur |2
}(p+1)/(2(p−1))]

×
[
|�g|−(p+1)/(2p)|∇g|

{
N∑

r=1

|∇ur |2
}1/2]

dx

�
(

2p

p − 1

){∫
H

|�g|
{

N∑
r=1

|ur |2
}p/(p−1)

dx

}(p+1)/(2p)

×
{∫

H

|�g|−(p+1)/(p−1)|∇g|2p/(p−1)

{
N∑

r=1

|∇ur |2
}p/(p−1)

dx

}(p−1)/(2p)

.

(4.7.22)

If
∫
H

|�g|{∑N
r=1 |ur |2}p/(p−1) dx = 0, then (4.7.19) is trivially true; otherwise,

we divide both sides of (4.7.22) by{∫
H

|�g|{∑N
r=1 |ur |2}p/(p−1) dx}(p+1)/(2p)

and raise both sides to the power 2p/(p − 1), to get the inequality (4.7.19). The
proof is complete. �

The Rellich-type inequality established in [288] is given in the following the-
orem.

THEOREM 4.7.6. Let p, g, ur be as in Theorem 4.7.5.Then for any constants
δ � 0, ε > 0,

∫
H

|�g|−(p+1)/(p−1)|g|2p/(p−1)

{
N∑

r=1

|�ur |2
}p/(p−1)

dx
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� −ε

[
2+ 4

p − 1
ε−1/(p−1)

]

×
∫

H

|�g|−1/(p−1)|g|p/(p−1)

{
N∑

r=1

|∇ur |2
}p/(p−1)

dx

− δε

∫
H

|�g|−(p+1)/(p−1)|∇g|2p/(p−1)

{
N∑

r=1

|∇ur |2
}p/(p−1)

dx

+ ε

[
1− ε − 4

p − 1
− 4ε

(p − 1)2
+ δ

(
2p

p − 1

)−2p/(p−1)]

×
∫

H

|�g|
{

N∑
r=1

|ur |2
}p/(p−1)

dx. (4.7.23)

PROOF. Let A, B, C, D denote the integrals (without the exterior constants)
in (4.7.23) successively. Applying Green’s second formula to

∫
H

�g ×
{∑N

r=1 |ur |2}p/(p−1) dx and using the definition, sgn(�g) = �g/|�g|, we ob-
serve that

D = sgn(�g)

∫
H

g�

{
N∑

r=1

|ur |2
}p/(p−1)

dx. (4.7.24)

By the simple partial differentiation, we have the following identity

�

{
N∑

r=1

|ur |2
}p/(p−1)

=
(

2p

p − 1

){ N∑
r=1

|ur |2
}1/(p−1) N∑

r=1

|ur |�ur sgnur

+
(

2p

p − 1

){ N∑
r=1

|ur |2
}1/(p−1) N∑

r=1

|∇ur |2 sgnur

+ 4p

(p − 1)2

{
N∑

r=1

|ur |2
}(−p+2)/(p−1) n∑

i=1

{
N∑

r=1

|ur |∂ur

∂xi

sgnur

}2

.

(4.7.25)
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Using (4.7.25) in (4.7.24) and applying Schwarz inequality for sum we see that

D �
(

2p

p − 1

)∫
H

|g|
{

N∑
r=1

|ur |2
}1/(p−1) N∑

r=1

|ur ||�ur |dx

+
(

2p

p − 1

)∫
H

|g|
{

N∑
r=1

|ur |2
}1/(p−1) N∑

r=1

|∇ur |2 dx

+ 4p

(p − 1)2

∫
H

|g|
{

N∑
r=1

|ur |2
}(−p+2)/(p−1)

×
n∑

i=1

(
N∑

r=1

|ur |2
)(

N∑
r=1

∣∣∣∣∂ur

∂xi

∣∣∣∣
2
)

dx. (4.7.26)

Let I1, I2, I3 denote the integrals (without the exterior constants) on the right-
hand side in (4.7.26) successively. From the definition ofI1 and applying Young’s
inequality with indicesp, p/(p − 1), Schwarz inequality first for sum and then
for integrals, we observe that

I1 =
∫

H

[
|�g|1/p

{
N∑

r=1

|ur |2
}1/(p−1)][

|�g|−1/p|g|
N∑

r=1

|ur ||�ur |
]

dx

�
∫

H

[
1

p
|�g|

{
N∑

r=1

|ur |2
}1/(p−1)

+
(

p − 1

p

)
|�g|−1/(p−1)|g|p/(p−1)

{
N∑

r=1

|ur ||�ur |
}p/(p−1)]

dx

� 1

p
D +

(
p − 1

p

)∫
H

|�g|−1/(p−1)|g|p/(p−1)

×
{{

N∑
r=1

|ur |2
}1/2{ N∑

r=1

|�ur |2
}1/2}p/(p−1)

dx

= 1

p
D +

(
p − 1

p

)
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×
∫

H

[
|�g|1/2

{
N∑

r=1

|ur |2
}p/(2(p−1))]

×
[
|�g|−(p+1)/(2(p−1))|g|p/(p−1)

{
N∑

r=1

|�ur |2
}p/(2(p−1))]

dx

� 1

p
D +

(
p − 1

p

){∫
H

|�g|
{

N∑
r=1

|ur |2
}p/(p−1)

dx

}1/2

×
{∫

H

|�g|−(p+1)/(p−1)|g|2p/(p−1)

{
N∑

r=1

|�ur |2
}p/(p−1)

dx

}1/2

= 1

p
D +

(
p − 1

p

)
D1/2A1/2. (4.7.27)

RewritingI2 and applying Young’s inequality with indicesp, p/(p − 1) we have

I2 =
∫

H

[
|�g|1/p

{
N∑

r=1

|ur |2
}1/(p−1)][

|�g|−1/p|g|
{

N∑
r=1

|∇ur |2
}]

dx

�
∫

H

[
1

p
|�g|

{
N∑

r=1

|ur |2
}p/(p−1)

+
(

p − 1

p

)
|�g|−1/(p−1)|g|p/(p−1)

{
N∑

r=1

|∇ur |2
}p/(p−1)]

dx

= 1

p
D +

(
p − 1

p

)
B. (4.7.28)

RewritingI3 and applying Hölder’s inequality with indicesp, p/(p − 1) we have

I3 =
∫

H

[
|�g|1/p

{
N∑

r=1

|ur |2
}1/(p−1)][

|�g|−1/p|g|
{

N∑
r=1

|∇ur |2
}]

dx

�
{∫

H

|�g|
{

N∑
r=1

|ur |2
}p/(p−1)

dx

}1/p
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×
{∫

H

|�g|−1/(p−1)|g|p/(p−1)

{
N∑

r=1

|∇ur |2
}p/(p−1)

dx

}(p−1)/p

= D1/pB(p−1)/p. (4.7.29)

Now, using (4.7.27)–(4.7.29) in (4.7.26) and applying the elementary inequality
2ab � a2 + b2 (a, b reals) and Young’s inequality with indicesp, p/(p − 1), we
observe that

D �
(

4

p − 1

)
D + 2D1/2A1/2 + 2B + 4p

(p − 1)2
D1/pB(p−1)/p

=
(

4

p − 1

)
D + 2

(
ε1/2D1/2)(ε−1/2A1/2)+ 2B

+ 4p

(p − 1)2

(
ε1/pD1/p

)(
ε−1/pB(p−1)p

)

�
(

4

p − 1

)
D + εD + 1

ε
A + 2B + 4p

(p − 1)2

[
1

p
εD +

(
p − 1

p

)
ε−1/(p−1)B

]

=
[
ε + 4

p − 1
+ 4ε

(p − 1)2

]
D + 1

ε
A +

[
2+ 4

(p − 1)
ε−1/(p−1)

]
B (4.7.30)

for ε > 0. Now, for anyδ � 0, from (4.7.19) we observe that

δC − δ

(
2p

p − 1

)−2p/(p−1)

D � 0. (4.7.31)

From (4.7.30) and (4.7.31), we have

D �
[
ε + 4

p − 1
+ 4ε

(p − 1)2

]
D + 1

ε
A

+
[
2+ 4

(p − 1)
ε−1/(p−1)

]
B + δC − δ

(
2p

p − 1

)−2p/(p−1)

D (4.7.32)

for all ε > 0, δ � 0. Rewriting (4.7.32) we get the desired inequality in (4.7.23).
The proof is complete. �

REMARK 4.7.5. We note that in the special cases, when (i)N = 1, u1 = u,
(ii) N = 1, u1 = u andp = 2, inequality (4.7.23) reduces to the new inequali-
ties. If we specialize inequality (4.7.23) by takingN = 1, u1 = u and then by
putting g = |x|α+2, α � 0 real constant, and hence|∇g|2 = (α + 2)2|x|2α+2,
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�g = (α + n)(α + 2)|x|α , we get an inequality similar to that of inequality given
by Bennett in [21, p. 992]. For other extensions and variants of the Rellich in-
equality, see [8,191,387,396,403] and some of the references cited therein.

4.8 Poincaré- and Sobolev-Type Discrete Inequalities

Discrete inequalities involving functions of several independent variables and
their forward differences have been investigated by many authors in the litera-
ture. This section deals with the Poincaré- and Sobolev-type discrete inequalities
established by Pachpatte in [269,275,285].

In what follows R denote the set of real numbers andN = {1,2, . . . }. For
x = (x1, . . . , xn) ∈ N

n andz(x) :Nn → R, we define the forward difference op-
erators by�1z(x) = z(x1 + 1, x2, . . . , xn) − z(x), . . . ,�nz(x) = z(x1, . . . , xn−1,

xn + 1) − z(x). The notation�iz(x1, . . . , yi, . . . , xn) for i = 1, . . . , n we mean,
for i = 1, it is �1z(y1, x2, . . . , xn) = z(y1 + 1, x2, . . . , xn) − z(y1, x2, . . . , xn)

and so on, fori = n, it is �nz(x1, . . . , xn−1, yn) = z(x1, . . . , xn−1, yn + 1) −
z(x1, . . . , xn−1, yn). Let B =∏n

i=1[1, ai + 1] be a bounded domain inNn with
n � 1 as an integer.

We denote byF(B) the class of functionsz(x) :B → R for which

z(1, x2, . . . , xn) = z(x1,1, x3, . . . , xn) = · · · = z(x1, . . . , xn−1,1) = 0,

z(a1 + 1, x2, . . . , xn) = z(x1, a2 + 1, x3, . . . , xn)

= · · · = z(x1, . . . , xn−1, an + 1) = 0.

Fory = (y1, . . . , yn) andz(x) :B → R, we use the following notations

∑
B

z(y) =
an∑

yn=1

· · ·
a1∑

y1=1

z(y1, . . . , yn),
∣∣�z(x)

∣∣=
(

n∑
i=1

∣∣�iz(x)
∣∣2)1/2

.

Throughout, the empty sum and product are taken to be 0 and 1, respectively.
The following Poincaré-type discrete inequalities are established in [269].

THEOREM 4.8.1. Let pm � 2 be constants and um ∈ F(B) for m = 1, . . . , r .
Then

∑
B

(
r∏

m=1

∣∣um(y)
∣∣pm

)1/r

� 1

nr

(
α

2

) 1
r

∑r
m=1 pr r∑

m=1

(∑
B

∣∣�um(y)
∣∣pm

)
,

(4.8.1)

where α = max{a1, . . . , an}.
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REMARK 4.8.1. In the special case whenr = 1, inequality (4.8.1) reduces to the
following Poincaré-type discrete inequality

∑
B

∣∣u1(y)
∣∣p1 � 1

n

(
α

2

)p1∑
B

∣∣�u1(y)
∣∣p1, (4.8.2)

in n independent variables.

THEOREM 4.8.2. Let um ∈ F(B) for m = 1, . . . , r . Then(∑
B

[
r∏

m=1

∣∣um(y)
∣∣]1/r)2

�
(

αn+2

4nr

) r∑
m=1

(∑
B

∣∣�um(y)
∣∣2), (4.8.3)

where α is as in Theorem 4.8.1.

REMARK 4.8.2. In the special case whenr = 1, inequality (4.8.3) reduces to the
following Poincaré-type discrete inequality(∑

B

∣∣u1(y)
∣∣)2

�
(

αn+2

4n

)∑
B

∣∣�u1(y)
∣∣2, (4.8.4)

in n independent variables.

PROOFS OFTHEOREMS 4.8.1 AND 4.8.2. Sinceum ∈ F(B), we have the fol-
lowing identities

num(x) =
n∑

i=1

{
xi−1∑
yi=1

�ium(x1, . . . , yi, . . . , xn)

}
, (4.8.5)

num(x) = −
n∑

i=1

{
ai∑

yi=xi

�ium(x1, . . . , yi, . . . , xn)

}
, (4.8.6)

for m = 1, . . . , r . From (4.8.5) and (4.8.6), we obtain

∣∣um(x)
∣∣� 1

2n

n∑
i=1

{
ai∑

yi=1

∣∣�ium(x1, . . . , yi, . . . , xn)
∣∣} (4.8.7)

for m = 1, . . . , r . From (4.8.7) and using the elementary inequality{
k∑

i=1

bi

}γ

� dγ,k

(
k∑

i=1

b
γ

i

)
, (4.8.8)
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wherebi � 0 reals,dγ,k = kγ−1, γ > 1, anddγ,k = 1, 0� γ � 1, Hölder’s in-
equality with indicespm, pm/(pm − 1) and using the definition ofα, we obtain

∣∣um(x)
∣∣pm �

(
1

2n

)pm

npm−1
n∑

i=1

{
ai∑

yi=1

∣∣�ium(x1, . . . , yi, . . . , xn)
∣∣}pm

� 1

n

(
1

2

)pm

αpm−1
n∑

i=1

{
ai∑

yi=1

∣∣�ium(x1, . . . , yi, . . . , xn)
∣∣pm

}
. (4.8.9)

From (4.8.9) and using the elementary inequality{
r∏

m=1

bm

}1/r

� 1

r

r∑
m=1

bm, (4.8.10)

wherebm � 0 reals andr � 1, we obtain(
r∏

m=1

∣∣um(x)
∣∣pm

)1/r

� 1

nr

(
1

2

) 1
r

∑r
m=1 pm

α
1
r
(
∑r

m=1 pm)−1

×
r∑

m=1

{
n∑

i=1

{
ai∑

yi=1

∣∣�ium(x1, . . . , yi, . . . , xn)
∣∣pm

}}
. (4.8.11)

Settingxi = yi , i = 1, . . . , n, in (4.8.11) and taking the sum over both sides of
(4.8.11) with respect toy1, . . . , yn onB and using the definition ofα and inequal-
ity (4.8.8) withγ = 2/pr � 1 we have

∑
B

(
r∏

m=1

∣∣um(y)
∣∣pm

)1/r

� 1

nr

(
1

2

) 1
r

∑r
m=1 pm

α
1
r
(
∑r

m=1 pm)−1

× α

r∑
m=1

{∑
B

{[
n∑

i=1

∣∣�ium(y)
∣∣pm

]2/pm
}pm/2}

�
(

1

nr

)(
α

2

) 1
r

∑r
m=1 pm r∑

m=1

{∑
B

∣∣�um(y)
∣∣pm

}
.
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The proof of Theorem 4.8.1 is complete.
From the hypotheses of Theorem 4.8.2, we have inequality (4.8.7). From

(4.8.7) and using inequality (4.8.10), we obtain

[
r∏

m=1

∣∣um(x)
∣∣]1/r

�
(

1

2nr

) r∑
m=1

{
n∑

i=1

{
ai∑

yi=1

∣∣�ium(x1, . . . , yi, . . . , xn)
∣∣}}.

(4.8.12)

Settingxi = yi , i = 1, . . . , n, in (4.8.12) and taking the sum over both sides of
(4.8.12) with respect toy1, . . . , yn on B, using the definition ofα, then taking
the square on both sides of the resulting inequality, using inequality (4.4.8), first
with k = r , γ = 2, and then withk = n, γ = 2, Schwarz inequality and again the
definition ofα we have(∑

B

[
r∏

m=1

∣∣um(y)
∣∣]1/r)2

�
(

α

2nr

)2
{

r∑
m=1

{
n∑

i=1

{∑
B

∣∣�ium(y)
∣∣}}}2

�
(

α

2nr

)2

r

r∑
m=1

{
n∑

i=1

{∑
B

∣∣�ium(y)
∣∣}}2

�
(

α

2nr

)2

rn

r∑
m=1

{
n∑

i=1

{∑
B

∣∣�ium(y)
∣∣}2
}

�
(

α2

4nr

)
αn

r∑
m=1

{∑
B

{
n∑

i=1

∣∣�ium(y)
∣∣2}}

=
(

αn+2

4nr

) r∑
m=1

{∑
B

∣∣�um(y)
∣∣2}.

This inequality is the required inequality in (4.8.3) and the proof of Theorem 4.8.2
is complete. �

The following discrete inequality is established in [275].

THEOREM 4.8.3. Let p, q � 2 be constants such that 1
p

+ 1
q

= 1 and suppose
that u,v ∈ F(B). Then

∑
B

∣∣u(y)
∣∣∣∣v(y)

∣∣ � λp

np

∑
B

∣∣�u(y)
∣∣p + λq

nq

∑
B

∣∣�v(y)
∣∣q, (4.8.13)
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where λ = α/2, in which α = max{a1, . . . , an}.

REMARK 4.8.3. If we takeu = v = f andp = q = 2 in (4.8.13), then we get the
following Wirtinger-type discrete inequality inn independent variables

∑
B

∣∣f (y)
∣∣2 � λ2

n

∑
B

∣∣�f (y)
∣∣2. (4.8.14)

PROOF OFTHEOREM 4.8.3. From the hypotheses, it is easy to observe that the
following identities hold

nu(x) =
n∑

i=1

{
xi−1∑
yi=1

�iu(x1, . . . , yi, . . . , xn)

}
, (4.8.15)

nu(x) = −
n∑

i=1

{
ai∑

yi=xi

�iu(x1, . . . , yi, . . . , xn)

}
. (4.8.16)

From (4.8.15) and (4.8.16), we observe that

2n
∣∣u(x)

∣∣ � n∑
i=1

{
ai∑

yi=1

∣∣�iu(x1, . . . , yi, . . . , xn)
∣∣}. (4.8.17)

Similarly, we obtain

2n
∣∣v(x)

∣∣ � n∑
i=1

{
ai∑

yi=1

∣∣�iv(x1, . . . , yi, . . . , xn)
∣∣}. (4.8.18)

From (4.8.17), (4.8.18) and using the elementary inequality

b1b2 � 1

p
b

p

1 + 1

q
b

q

2, (4.8.19)

whereb1, b2 � 0, p > 1 and 1
p

+ 1
q

= 1, we obtain

∣∣u(x)
∣∣∣∣v(x)

∣∣ � 1

p

{
1

2n

[
n∑

i=1

{
ai∑

yi=1

∣∣�iu(x1, . . . , yi, . . . , xn)
∣∣}]}p

+ 1

q

{
1

2n

[
n∑

i=1

{
ai∑

yi=1

∣∣�iv(x1, . . . , yi, . . . , xn)
∣∣}]}q

. (4.8.20)
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From (4.8.20) and using the elementary inequality (4.8.8), Hölder’s inequality
with indicesp, p/(p − 1) andq, q/(q − 1), we obtain

∣∣u(x)
∣∣∣∣v(x)

∣∣ � 1

p

(
1

2n

)p

np−1
n∑

i=1

{
ai∑

yi=1

∣∣�iu(x1, . . . , yi, . . . , xn)
∣∣}p

+ 1

q

(
1

2n

)q

nq−1
n∑

i=1

{
ai∑

yi=1

∣∣�iv(x1, . . . , yi, . . . , xn)
∣∣}q

� 1

p

(
1

2n

)p

np−1αp−1
n∑

i=1

{
ai∑

yi=1

∣∣�iu(x1, . . . , yi, . . . , xn)
∣∣p}

+ 1

q

(
1

2n

)q

nq−1αq−1
n∑

i=1

{
ai∑

yi=1

∣∣�iv(x1, . . . , yi, . . . , xn)
∣∣q}.

(4.8.21)

Setting xi = yi , i = 1, . . . , n, in (4.8.21), taking the sum over both sides of
(4.8.21) with respect toy1, . . . , yn on B, using the definition ofα and the suit-
able applications of (4.8.8) we get

∑
B

∣∣u(y)
∣∣∣∣v(y)

∣∣

� 1

np

(
α

2

)p∑
B

{
n∑

i=1

∣∣�iu(y)
∣∣p}+ 1

nq

(
α

2

)q ∑
B

{
n∑

i=1

∣∣�iv(y)
∣∣q}

= 1

np

(
α

2

)p∑
B

{{
n∑

i=1

∣∣�iu(y)
∣∣p}2/p}p/2

+ 1

nq

(
α

2

)q ∑
B

{{
n∑

i=1

∣∣�iv(y)
∣∣q}2/q}q/2

� λp

np

∑
B

∣∣�u(y)
∣∣p + λq

nq

∑
B

∣∣�v(y)
∣∣q .

This inequality completes the proof of Theorem 4.8.3. �

The discrete inequalities in the following theorems are established in [285].
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THEOREM 4.8.4. Let ur ∈ F(B) for r = 1, . . . ,M and let m � 1 and p � 2 be
real constants. Then

[∑
B

{
M∑

r=1

∣∣ur(y)
∣∣2}p/(p−1)]2m(p−1)/p

� k1

M∑
r=1

∑
B

n∑
i=1

∣∣�iur(y)
∣∣4m

, (4.8.22)

where

k1 = 1

n

(
1

4

)2m

M2m−1α(p(4m+2nm−n)−2nm)/p.

REMARK 4.8.4. If we takem = 1 in (4.8.22) then we get the inequality anal-
ogous to the discrete version of the inequality of the form given by Lieb and
Thirring in [193]. On takingur(x) = u(x) for r = 1, . . . ,M andm = 1, p = 2 in
(4.8.22), we get the following discrete Poincaré-type inequality

∑
B

∣∣u(x)
∣∣4 � 1

n

(
α

2

)4∑
B

n∑
i=1

∣∣�iu(y)
∣∣4. (4.8.23)

THEOREM 4.8.5. Let ur, m, p be as in Theorem 4.8.4.Then

[∑
B

{
M∑

r=1

∣∣ur(y)
∣∣2}p/(p−1)]2m(p−1)/p

� k2

M∑
r=1

∑
B

n∑
i=1

∣∣�iur(y)
∣∣4m + k3

M∑
r=1

∑
B

n∑
i=1

∣∣ur(y)
∣∣2m∣∣�iur(y)

∣∣2m
,

(4.8.24)

where

k2 = 1

2n
M2m−1α(p(2m+2nm−n)−2nm)/p, k3 = 22mk2.

REMARK 4.8.5. In the special case whenm = 1, p = 2 andur(x) = u(x) for
r = 1, . . . ,M , inequality (4.8.24) reduces to the following discrete Sobolev-like
inequality

∑
B

∣∣u(y)
∣∣4 � α2

2n

∑
B

n∑
i=1

∣∣�iu(y)
∣∣4 + 2α2

n

∑
B

n∑
i=1

∣∣u(y)
∣∣2∣∣�iu(y)

∣∣2. (4.8.25)
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PROOFS OFTHEOREMS 4.8.4 AND 4.8.5. Sinceur ∈ F(B), we have the fol-
lowing identities

nur(x) =
n∑

i=1

{
xi−1∑
yi=1

�iur(x1, . . . , yi, . . . , xn)

}
, (4.8.26)

nur(x) = −
n∑

i=1

{
ai∑

yi=xi

�iur(x1, . . . , yi, . . . , xn)

}
, (4.8.27)

for r = 1, . . . ,M . From (4.8.26) and (4.8.27), we obtain

∣∣ur(x)
∣∣ � 1

2n

n∑
i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)
∣∣}. (4.8.28)

From (4.8.28) and using inequality (4.8.8), Schwarz inequality and the definition
of α, we obtain

∣∣ur(x)
∣∣2 �

(
1

2n

)2
[

n∑
i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)
∣∣}]2

�
(

1

2n

)2

n

n∑
i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)
∣∣}2

�
(

α

4n

) n∑
i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)
∣∣2}. (4.8.29)

From (4.8.29) and using (4.8.8) repeatedly, Hölder’s inequality with indicesp,
p/(p − 1) and the definition ofα, we obtain

{
M∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

�
(

α

4n

)p/(p−1)

(Mn)p/(p−1)−1

×
M∑

r=1

{
n∑

i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)
∣∣2}p/(p−1)}
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�
(

α

4n

)p/(p−1)

(Mn)1/(p−1)α1/(p−1)

×
M∑

r=1

{
n∑

i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)
∣∣2p/(p−1)

}}
. (4.8.30)

Settingxi = yi , i = 1, . . . , n, in (4.8.30) and taking the sum over both sides of
(4.8.30) with respect toy1, . . . , yn onB and using the definition ofα, we have

∑
B

{
M∑

r=1

∣∣ur(y)
∣∣2}p/(p−1)

�
(

α

4n

)p/(p−1)

(Mnα)1/(p−1)α

M∑
r=1

{
n∑

i=1

{∑
B

∣∣�iur(y)
∣∣2p/(p−1)

}}
.

(4.8.31)

From (4.8.31) and using inequality (4.8.8) repeatedly, Hölder’s inequality with
indices 2m(p − 1)/p, 2m(p − 1)/(2m(p − 1) − p) and the definition ofα, we
obtain [∑

B

{
M∑

r=1

∣∣ur(y)
∣∣2}p/(p−1)]2m(p−1)/p

�
{(

α

4n

)p/(p−1)

(Mnα)1/(p−1)α

}2m(p−1)/p

(Mn)2m(p−1)/p−1

×
M∑

r=1

{
n∑

i=1

{∑
B

∣∣�iur(y)
∣∣2p/(p−1)

}2m(p−1)/p
}

�
{(

α

4n

)p/(p−1)

(Mnα)1/(p−1)α

}2m(p−1)/p

(Mn)2m(p−1)/p−1

× (
αn
)(2m(p−1)−p)/p

M∑
r=1

{
n∑

i=1

{∑
B

∣∣�iur(y)
∣∣4m
}}

= k1

M∑
r=1

∑
B

n∑
i=1

∣∣�iur(y)
∣∣4m

.

This inequality completes the proof of Theorem 4.8.4.
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From the hypotheses of Theorem 4.8.5, we have the following identities

nu2
r (x) =

n∑
i=1

{
xi−1∑
yi=1

�iu
2
r (x1, . . . , yi, . . . , xn)

}
, (4.8.32)

nu2
r (x) = −

n∑
i=1

{
ai∑

yi=xi

�iu
2
r (x1, . . . , yi, . . . , xn)

}
, (4.8.33)

for r = 1, . . . ,M . From (4.8.32) and (4.8.33), we observe that

∣∣ur(x)
∣∣2

� 1

2n

n∑
i=1

{
ai∑

yi=1

∣∣�iu
2
r (x1, . . . , yi, . . . , xn)

∣∣}

= 1

2n

n∑
i=1

{
ai∑

yi=1

∣∣u2
r (x1, . . . , yi + 1, . . . , xn) − u2

r (x1, . . . , yi, . . . , xn)
∣∣}

= 1

2n

n∑
i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)

× {
ur(x1, . . . , yi + 1, . . . , xn) + ur(x1, . . . , yi, . . . , xn)

}∣∣}

= 1

2n

n∑
i=1

{
ai∑

yi=1

∣∣�iur(x1, . . . , yi, . . . , xn)

× {
�iur(x1, . . . , yi, . . . , xn) + 2ur(x1, . . . , yi, . . . , xn)

}∣∣}

= 1

2n

n∑
i=1

{
ai∑

yi=1

∣∣{�iur(x1, . . . , yi, . . . , xn)
}2

+ 2ur(x1, . . . , yi, . . . , xn)�iur(x1, . . . , yi, . . . , xn)
∣∣}.

(4.8.34)
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From (4.8.34) and using (4.8.8) repeatedly, Hölder’s inequality with indicesp,
p/(p − 1) and the definition ofα, we obtain

{
M∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

�
(

1

2n

)p/(p−1)

(Mn)p/(p−1)−1

×
M∑

r=1

{
n∑

i=1

{
ai∑

yi=1

∣∣{�iur(x1, . . . , yi, . . . , xn)
}2

+ 2ur(x1, . . . , yi, . . . , xn)

× �iur(x1, . . . , yi, . . . , xn)
∣∣}p/(p−1)}

�
(

1

2n

)p/(p−1)

(Mn)1/(p−1)α1/(p−1)

×
M∑

r=1

{
n∑

i=1

{
ai∑

yi=1

∣∣{�iur(x1, . . . , yi, . . . , xn)
}2

+ 2ur(x1, . . . , yi, . . . , xn)

× �iur(x1, . . . , yi, . . . , xn)
∣∣p/(p−1)

}}
. (4.8.35)

Settingxi = yi , i = 1, . . . , n, in (4.8.35) and taking the sum over both sides of
(4.8.35) with respect toy1, . . . , yn onB and using the definition ofα, we have

∑
B

{
M∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)

�
(

1

2n

)p/(p−1)

(Mnα)1/(p−1)α

×
M∑

r=1

{
n∑

i=1

{∑
B

∣∣{�iur(y)
}2 + 2ur(y)�iur(y)

∣∣p/(p−1)
}}

. (4.8.36)

From (4.8.36) and using inequality (4.8.8) repeatedly, Hölder’s inequality with
indices 2m(p − 1)/p, 2m(p − 1)/(2m(p − 1) − p) and the definition ofα, we
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have[∑
B

{
M∑

r=1

∣∣ur(x)
∣∣2}p/(p−1)]2m(p−1)/p

�
{(

1

2n

)p/(p−1)

(Mnα)1/(p−1)α

}2m(p−1)/p

(Mn)2m(p−1)/p−1

×
M∑

r=1

{
n∑

i=1

{∑
B

∣∣{�iur(y)
}2 + 2ur(y)�iur(y)

∣∣p/(p−1)
}2m(p−1)/p

}

�
{(

1

2n

)p/(p−1)

(Mnα)1/(p−1)α

}2m(p−1)/p

× (Mn)2m(p−1)/p−1(αn)(2m(p−1)−p)/p

×
M∑

r=1

{
n∑

i=1

{∑
B

∣∣{�iur(y)
}2 + 2ur(y)�iur(y)

∣∣2m
}}

�
(

1

2n

)2m

(Mnα)2m/pα2m(p−1)/p(Mn)(2m(p−1)−p)/p
(
αn
)(2m(p−1)−p)/p

×
M∑

r=1

{
n∑

i=1

{∑
B

22m−1[∣∣�iur(y)
∣∣4m + 22m

∣∣ur(y)
∣∣2m∣∣�iur(y)

∣∣2m]}}

= k2

M∑
r=1

∑
B

n∑
i=1

∣∣�iur(y)
∣∣4m + k3

M∑
r=1

∑
B

n∑
i=1

∣∣ur(y)
∣∣2m∣∣�iur(y)

∣∣2m
.

This result is the required inequality in (4.8.23) and the proof of Theorem 4.8.5 is
complete. �

4.9 Miscellaneous Inequalities

4.9.1 Horgan [152]

Let u be sufficiently smooth function defined on ann-dimensional domainB
which vanish on the boundary∂B of B, then

∫
B

|u|3 dx � 3−3/4
(∫

B

u2 dx

)3/4(∫
B

|∇u
∣∣2 dx

)3/4

,
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where|∇u| = (
∑n

i=1 | ∂u
∂xi

|2)1/2.

4.9.2 Horgan and Nachlinger [155]

Let B be a bounded, three-dimensional domain with boundary∂B. For any suf-
ficiently smooth functionu defined onB which vanish on the boundary∂B, we
have ∫

B

|u|3 dV � M

[∫
B

u2 dV

]1/2[∫
B

|∇u|2 dV

]
.

Here|∇u| = (
∑3

i=1 | ∂u
∂xi

|2)1/2, dV = dx1 dx2 dx3, the numberM is such that

M � (4π)−1/2λ−1/4,

whereλ is the smallest positive eigenvalue of the problem

∇2w + λw = 0 in B, u = 0 on∂B.

4.9.3 Pachpatte [236]

Let Q, f, g be as in Theorem 4.2.3. Then∫
Q

[∣∣f (x)
∣∣∣∣gradg(x)

∣∣+ ∣∣g(x)
∣∣∣∣gradf (x)

∣∣]dx

� σ

2
√

n

∫
Q

[∣∣gradf (x)
∣∣2 + ∣∣gradg(x)

∣∣2]dx.

4.9.4 Payne [362]

Let u be any smooth function of compact support in three-dimensional Euclidean
spaceE3. Then∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
u4 dx1 dx2 dx3

�
√

3

9

[∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
u2 dx1 dx2 dx3

]1/2

×
[∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
|gradu|2 dx1 dx2 dx3

]3/2

.
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4.9.5 Pachpatte [258]

Let ur(x, y), r = 1, . . . ,m, be any smooth functions of compact support in two-
dimensional Euclidean spaceE2. Then

(∫ ∞

−∞

∫ ∞

−∞

m∏
r=1

∣∣ur(x, y)
∣∣2/m dx dy

)1/2

� 1

2
√

2m

∫ ∞

−∞

∫ ∞

−∞

(
m∑

i=1

∣∣gradur(x, y)
∣∣)dx dy.

4.9.6 Pachpatte [258]

Let p � 1 be an integer andur(x, y), r = 1, . . . ,m, be any smooth functions of
compact support in two-dimensional Euclidean spaceE2. Then

∫ ∞

−∞

∫ ∞

−∞

m∏
r=1

∣∣ur(x, y)
∣∣(p+2)/m dx dy

� 1

2m

(
p + 2

4

)2 m∑
r=1

[(∫ ∞

−∞

∫ ∞

−∞
∣∣ur(x, y)

∣∣p dx dy

)

×
(∫ ∞

−∞

∫ ∞

−∞
∣∣gradur(x, y)

∣∣2 dx dy

)]
.

4.9.7 Pachpatte [265]

Let u, p, B be as in Theorem 4.3.1. Then

∫
B

∣∣u(x)
∣∣p+1 dx � 1

2
α

(
1

n

)1/2(∫
B

∣∣u(x)
∣∣2p dx

)1/2(∫
B

∣∣∇u(x)
∣∣2 dx

)1/2

,

whereα = max{a1, . . . , an} and|∇u| is as in Section 4.9.1.

4.9.8 Pachpatte [259]

Let B be a bounded domain inRn, n � 2, be as in Theorem 4.3.1. Letum,
m = 1, . . . , r , be real-valued functions belonging toC1(B) which vanish on the
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boundary∂B of B. Then

(
r∏

m=1

(∫
B

∣∣um(x)
∣∣dx

))2/r

�
(

αn+2

4nr

)∫
B

(
r∑

m=1

∣∣∇um(x)
∣∣2)dx,

whereα and|∇um| are as defined in Section 4.9.7.

4.9.9 Pachpatte [259]

Let the functionsum, m = 1, . . . , r , be as in Section 4.9.8. Then

(
r∏

m=1

(∫
B

∣∣um(x)
∣∣2 dx

))2/r

� 1

n

(
α

r

)2
(∫

B

(
r∑

m=1

∣∣um(x)
∣∣2)dx

)(∫
B

(
r∑

m=1

∣∣∇um(x)
∣∣2)dx

)
,

whereα and|∇um| are as in Section 4.9.8.

4.9.10 Pachpatte [259]

Let D be a bounded region inRn, n � 2. Let um, m = 1, . . . , r , be real-valued
twice continuously differentiable functions on the closure	D of D which vanish
on the boundary∂D of D and ∂um

∂xi
, i = 1, . . . , n, belong toL2(D), the set of

functions which are square integrable onD. Then

(
r∏

m=1

(∫
D

∣∣∇um(x)
∣∣2 dx

))1/r

� 1

2r

[∫
D

(
r∑

m=1

∣∣um(x)
∣∣2)dx +

∫
D

(
r∑

m=1

∣∣�um(x)
∣∣2)dx

]
,

where

|∇um| =
(

n∑
i=1

(
∂um

∂xi

)2
)1/2

and �um =
n∑

i=1

(
∂2um

∂x2
i

)
.
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4.9.11 Pachpatte [259]

Let the functionsum, m = 1, . . . , r , |∇um| and�um be as in Section 4.9.10. Then(
r∏

m=1

(∫
D

∣∣um(x)
∣∣∣∣∇um(x)

∣∣dx

))1/r

� 1

r

[
3

4

∫
D

(
r∑

m=1

∣∣um(x)
∣∣2)dx + 1

4

∫
D

(
r∑

m=1

∣∣�um(x)
∣∣2)dx

]
.

4.9.12 Pachpatte [248]

Suppose thatu,v ∈ G(B), the class of sufficiently smooth functionsz :B → R,
which vanish on the boundary∂B of B andB is defined as in Theorem 4.3.5.

(i) Let p,q � 2 be constants such that1
p

+ 1
q

= 1. Then

∫
B

∣∣u(x)
∣∣∣∣v(x)

∣∣dx � µp

np

∫
B

∣∣gradu(x)
∣∣p dx + µq

nq

∫
B

∣∣gradv(x)
∣∣q dx,

whereα = max{b1 − a1, . . . , bn − an} andµ = α/2.
(ii) Let p,q � 1 be constants. Then∫
B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q dx

� µp+q

n

[(
p

p + q

)∫
B

∣∣gradu(x)
∣∣p+q

dx +
(

q

p + q

)∫
B

∣∣gradv(x)
∣∣p+q

dx

]
,

whereµ andα are as given in part (i).

4.9.13 Pachpatte [248]

Suppose thatu,v ∈ G(B), whereG(B) is as in Section 4.9.12. Letα be as in
Section 4.9.12.

(i) Let p,q > 1 be constants such that1
p

+ 1
q

= 1. Then

∫
B

∣∣u(x)
∣∣∣∣v(x)

∣∣dx

� α

2
√

n

[(∫
B

∣∣u(x)
∣∣2(p−1)

dx

)1/2(∫
B

∣∣gradu(x)
∣∣2 dx

)1/2
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+
(∫

B

∣∣v(x)
∣∣2(p−1) dx

)1/2(∫
B

∣∣gradv(x)
∣∣2 dx

)1/2]
.

(ii) Let p,q � 1 be constants. Then

∫
B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q dx

�
(

pα

2
√

n

)(∫
B

∣∣u(x)
∣∣2(p+q−1) dx

)1/2(∫
B

∣∣gradu(x)
∣∣2 dx

)1/2

+
(

qα

2
√

n

)(∫
B

∣∣v(x)
∣∣2(p+q−1) dx

)1/2(∫
B

∣∣gradv(x)
∣∣2 dx

)1/2

.

4.9.14 Pachpatte [251]

Let p,q, r � 1 be constants and suppose thatu,v,w ∈ G(B), whereG(B) is as
in Section 4.9.12. Then

∫
B

[∣∣u(x)
∣∣p∣∣v(x)

∣∣q + ∣∣v(x)
∣∣q ∣∣w(x)

∣∣r + ∣∣w(x)
∣∣r ∣∣u(x)

∣∣p]dx

� 1

n
λ2p

∫
B

∣∣gradu(x)
∣∣2p dx + 1

n
λ2q

∫
B

∣∣gradv(x)
∣∣2q dx

+ 1

n
λ2r

∫
B

∣∣gradw(x)
∣∣2r dx,

∫
B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q ∣∣w(x)
∣∣r[∣∣u(x)

∣∣p + ∣∣v(x)
∣∣q + ∣∣w(x)

∣∣r]dx

� 1

n
λ4p

∫
B

∣∣gradu(x)
∣∣4p dx + 1

n
λ4q

∫
B

∣∣gradv(x)
∣∣4q dx

+ 1

n
λ4r

∫
B

∣∣gradw(x)
∣∣4r dx,

whereλ = α/2 andα = max{b1 − a1, . . . , bn − an}.
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4.9.15 Pachpatte [251]

Let p,q, r � 2 be constants and suppose thatu,v,w ∈ G(B), whereG(B) is as
in Section 4.9.12. Letλ be as in Section 4.9.14. Then∫

B

[∣∣u(x)
∣∣p∣∣v(x)

∣∣q + ∣∣v(x)
∣∣q ∣∣w(x)

∣∣r + ∣∣w(x)
∣∣r ∣∣u(x)

∣∣p]dx

� p2

n
λ2
(∫

B

∣∣u(x)
∣∣2p dx

)(p−1)/p(∫
B

∣∣gradu(x)
∣∣2p dx

)1/p

+ q2

n
λ2
(∫

B

∣∣v(x)
∣∣2q dx

)(q−1)/q(∫
B

∣∣gradv(x)
∣∣2q dx

)1/q

+ r2

n
λ2
(∫

B

∣∣w(x)
∣∣2r dx

)(r−1)/r(∫
B

∣∣gradw(x)
∣∣2r dx

)1/r

,

∫
B

∣∣u(x)
∣∣p∣∣v(x)

∣∣q ∣∣w(x)
∣∣r[∣∣u(x)

∣∣p + ∣∣v(x)
∣∣q + ∣∣w(x)

∣∣r]dx

� p4

n
λ4
(∫

B

∣∣u(x)
∣∣4p dx

)(p−1)/p(∫
B

∣∣gradu(x)
∣∣4p dx

)1/p

+ q4

n
λ4
(∫

B

∣∣v(x)
∣∣4q

dx

)(q−1)/q(∫
B

∣∣gradv(x)
∣∣4q

dx

)1/q

+ r4

n
λ4
(∫

B

∣∣w(x)
∣∣4r dx

)(r−1)/r(∫
B

∣∣gradw(x)
∣∣4r dx

)1/r

,

whereλ is as defined in Section 4.9.14.

4.9.16 Dubinskii [95]

Let G be a bounded region inRn with boundaryΓ . Let u(x) ∈ C1(G), α0 � 0,
α1 � 1. Then the following inequalities are valid

(a1) If α1 < n, then(∫
G

|u|(α0+α1)n/(n−α1) dx

)(n−α1)/n

� K

n∑
i=1

(∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1

dx +
∫

Γ

|u|α0+α1 dγ

)
.
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(a2) If α1 = n, then

(∫
G

|u|(α0+α1)p dx

)1/p

� K

n∑
i=1

(∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1

dx +
∫

Γ

|u|α0+α1 dγ

)
,

wherep � 1 is arbitrary.
(a3) If α1 > n, then

max
∣∣u(x)

∣∣ � K

n∑
i=1

(∫
G

|u|α0

∣∣∣∣ ∂u

∂xi

∣∣∣∣
α1

dx +
∫

Γ

|u|α0+α1 dγ

)1/(α0+α1)

,

where the constantK is as explained in Section 4.5. Here, from the uniform
boundedness of the right-hand sides of these inequalities, it follows the compact-
ness of the sets ofu(x) respectively in the spacesLq , q < (α0 + α1)n/(n − α1),
Lp andC.

4.9.17 Pachpatte [263]

Let E be ann-dimensional Euclidean space withn � 2 andB be a bounded
domain in E defined byB = {x ∈ E: a � x � b}, a = (a1, . . . , an), b =
(b1, . . . , bn) ∈ E for −∞ < ai � bi < ∞. Let ur , r = 1, . . . ,m, be real-valued
sufficiently smooth functions defined onB which vanish only on the boundary
∂B of B, andpr � 1 be constants. Then

∫
B

[
m∏

r=1

∣∣∣∣upr
r (x) lnur(x) − 1

pr

u
pr
r (x)

∣∣∣∣
]1/m

dx

� M

m∑
r=1

[∫
B

∣∣gradur(x)
∣∣2 dx +

∫
B

∣∣ur(x)
∣∣2(pr−1)∣∣lnur(x)

∣∣2 dx

]
,

where

M =
(

α
√

n

2m

) m∏
r=1

(
pr

2n

)1/m

, α = max{b1 − a1, . . . , bn − an},

and

∣∣gradur(x)
∣∣ =

(
n∑

i=1

∣∣∣∣∂ur(x)

∂xi

∣∣∣∣
2
)1/2

.
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4.9.18 Pachpatte [263]

Let E be ann-dimensional Euclidean space withn � 2. Letur , r = 1, . . . ,m, be
real-valued and sufficiently smooth functions of compact support inE andpr � 1
be constants. Then{∫

E

[
m∏

r=1

∣∣∣∣upr
r (x) lnur(x) − 1

pr

u
pr
r (x)

∣∣∣∣
n/(n−1)

]1/m

dx

}(n−1)/n

� N

m∑
r=1

[∫
E

∣∣gradur(x)
∣∣2 dx +

∫
E

∣∣ur(x)
∣∣2(pr−1)∣∣lnur(x)

∣∣2 dx

]
,

where

N = 1

2
√

n

(
1

m

)(n−1)/n m∏
r=1

(
pr

2

)1/m

and|gradur(x)| is given as in Section 4.9.17.

4.9.19 Horgan [154]

Let u(x) be a sufficiently regular function defined on a bounded domainB in R
n,

n > 1, with boundary∂B, then we have∫
∂B

u2 dS � C

∫
B

(
u2 + u,iu,i

)
dx,

where the usual Cartesian tensor notation is used, with subscripts preceded by a
comma denoting differentiation with respect to the corresponding coordinate.

4.9.20 Pachpatte [264]

Let B be a normal domain inRn with boundary∂B and 	B = B + ∂B (union of
B and∂B). Letu(x) andv(x) be real-valued functions belonging toC1(	B). Then∫

B

u2(x)v2(x)dx

� µ

[∫
∂B

u2(x)v2(x)dS +
∫

B

[
u2(x)

∣∣gradv(x)
∣∣2 + v2(x)

∣∣gradu(x)
∣∣2]dx

]
,

whereµ = max{2δ, 8δ2

n
}, δ = max{|x1|, . . . , |xn|}.
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4.9.21 Pachpatte [264]

Let B be a normal domain inRn with sufficiently smooth boundary∂B and
	B = B + ∂B (union ofB and∂B). Let αi(x) ∈ C1(	B), i = 1, . . . , n, be auxiliary
functions such thatαi(x) = zi(x) for x ∈ ∂B. Let u(x) andv(x) be real-valued
functions belonging toC1(	B). Then∫

∂B

u2(x)v2(x)dS

� λ

[∫
B

u2(x)v2(x)dx +
∫

B

[
u2(x)

∣∣gradv(x)
∣∣2 + v2(x)

∣∣gradu(x)
∣∣2]dx

]
,

whereλ = max{c0 + c1c,
2nc1

c
}, c > 0 is an arbitrary constant and

c0 = sup
x∈B

∣∣∣∣∣
n∑

i=1

∂

∂xi

αi(x)

∣∣∣∣∣, c1 = sup
i=1,...,n

{
sup
x∈B

∣∣αi(x)
∣∣}.

4.9.22 Allegretto [8]

Let u ∈ C∞
0 (Rn \ {0}), α ∈ R

1, α � 0. Then the following inequality is valid∫
Rn

|x|α(�u)2 dx � K(α)

∫
Rn

|x|α−4u2 dx,

where

� =
n∑

i=1

∂2

∂x2
i

and K(α) = (4− α − n)2(n − α)2

16
+ τ(α),

τ (α) = inf
k∈{0,1,2,...}

{
(k)(k + n − 2)

(
k2 + (n − 2)k + n2 − 4n + 4α − α2

2

)}
.

4.9.23 Schmincke [403]

Supposeu ∈ C∞
0 (B) ands ∈ [−n(n−4)

2 ,∞), whereB = R
n \ {0}, n � 2. Then

∫
Rn

|�u|2 dx � −s

∫
B

|∇u|2|x|−2 dx + (n − 4)2

16

(
n2 + 4s

)∫
B

|u|2|x|−4 dx,

where∇ = ( ∂
∂x1

, . . . , ∂
∂xn

) and� =∑n
i=1

∂2

∂x2
i

.
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4.9.24 Chang, Wilson and Wolff [53]

Let φ(t) be a nonnegative, increasing function on(0,∞) which satisfies∫∞
1

dt
tφ(t)

< ∞. Suppose thatv(x) is a nonnegative function onRn such that for
every cubeI , ∫

I

φ
(|I |2/nv(x)

)
v(x)dx � c|I |1−2/n,

with c independent ofI . Then forf ∈ C∞
0 (Rn),

∫
Rn

∣∣f (x)
∣∣2v(x)dx � c

∫
Rn

∣∣∇f (x)
∣∣2 dx,

wherec is independent off and∇ is as in Section 4.9.23.

4.9.25 Chanillo and Wheeden [55]

Let 1 < p < ∞ and φ(t) be a nonnegative and increasing function on(0,∞)

which satisfies ∫ ∞

1

dt

tφ(t)p
′−1

< ∞,
1

p
+ 1

p′ = 1,

and v and w be weight functions (nonnegative measurable functions) onR
n,

n > 1, with w ∈ Ap, the mean for all cubesI

[
1

|I |
∫

I

w(x)dx

][
1

|I |
∫

I

w(x)−1/(p−1) dx

]p−1

� c,

with c independent ofI . Let f be Lipschitz continuous on a cubeI ⊂ R
n and

suppose that for all cubesQ ⊂ 2I ,

|Q|p/n

∫
Q

φ

(
|Q|p/n v(x)

w(x)

)
v(x)dx � c

∫
Q

w(x)dx,

wherec is independent ofQ. Then∫
I

∣∣f (x) − fI

∣∣pv(x)dx � c

∫
I

∣∣∇f (x)
∣∣pw(x)dx, fI = 1

|I |
∫

I

f (x)dx,

with c independent off and ∇ is as in Section 4.9.23. If the constant in the
hypothesis is independent ofI , then so it is the one in the conclusion.
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4.9.26 Lieb and Thirring [193]

Let φ1, . . . , φN be a finite family of functions inH 1(Rn) which are orthonor-
mal in L2(Rn), that is,

∫
Rn φiφj dx = δi,j , 1 � i, j � N , whereL2(Rn) is the

set of classes of real functions measurable inΩ , a bounded open set ofR
n and

square integrable onRn; H 1(Rn) is the Sobolev space of order one constructed
onL2(Rn). Letp be a constant satisfying max{1, n/2} < p < 1+n/2. Then there
exists a constantk = k(n,p) independent ofN and of theφj ’s such that(∫

Rn

(
N∑

j=1

φj (x)2

)p/(p−1)

dx

)2(p−1)/n

� k

N∑
j=1

∫
Rn

n∑
i=1

(
∂φj (x)

∂xi

)2

dx.

4.9.27 Ghidaglia, Marion and Temam [127]

Let Ω be a bounded open set ofR
n, L2(Ω) be the set of classes of real func-

tions which are measurable inΩ and square integrable onΩ , Hm(Ω) be the
Sobolev space of orderm constructed onL2(Ω). Suppose that there exists a lin-
ear prolongation operatorΠm mappingHm(Ω) into Hm(Rn) such thatΠm ∈
L(Hr(Ω),Hr(Rn)), r = 0,1,2, . . . ,m, andΠmu(x) = u(x) for a.e.x ∈ Ω . Let
{φj }Nj=1 in Hm(Ω), m � 1, is suborthonormal inL2(Ω), that is,

N∑
i,j=1

ξiξj

∫
Ω

φiφj dx �
N∑

i=1

ξ2
i

for all ξ1, . . . , ξN ∈ R. Let p be a constant satisfying the condition

max

{
1,

n

2m

}
< p � 1+ n

2m
,

then there exist two positive constantsk1 andk2 such that(∫
Ω

(
N∑

j=1

∣∣φj (x)
∣∣)p/(p−1)

dx

)2m(p−1)/n

� k1

N∑
j=1

∫
Ω

∑
[α]=m

∣∣Dαφj (x)
∣∣2 dx + k2

δ(Ω)2m

∫
Ω

(
N∑

j=1

∣∣φ2
j (x)

∣∣2)dx,

where| · | denotes the usual Euclidean norm onR
k , δ(Ω) is the diameter ofΩ ,

Dα = D
α1
1 · · ·Dαn

n = ∂ [α]
∂x

α1
1 ··· ∂x

αn
n

, [α] = α1+· · ·+αn. The constantsk1, k2 depend

onm, n, p and the spaceΩ .
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4.9.28 Agarwal, Pěcarić and Brnetić [7]

Let E be a bounded domain inRn defined byE =∏n
i=1[ai, bi]. LetHn(αi) stand

for the harmonic means ofα1, . . . , αn. Let G(E) be the class of continuous func-
tionsu(x) :E → R for whichDnu(x) = D1 · · ·Dnu(x), Di = ∂

∂xi
, exists and that

for eachi, 1� i � n, u(x)|xi=ai
= u(x)|xi=bi

= 0.

(i) Let λ,µ � 1 andu ∈ G(E). Then∫
E

∣∣u(x)
∣∣λ dx � k1(λ,µ)

∫
E

∥∥gradu(x)
∥∥λ

µ
dx,

where

k1(λ,µ) = 1

n
I (λ)C

(
λ

µ

)
Hn

(
(bi − ai)

λ
)
,

I (λ) =
∫ 1

0

[
t1−λ + (1− t)1−λ

]−1 dt,

andC(α) = 1 if α � 1 andC(α) = n1−α if 0 � α � 1.
(ii) Let p,λ � 1 andu ∈ G(E). Then∫

E

∣∣u(x)
∣∣λp dx

� pλHn((bi − ai)
λ)

n
I (λ)

(∫
E

∣∣u(x)
∣∣λp dx

)(p−1)/p(∫
E

∥∥gradu(x)
∥∥λp

λ
dx

)1/p

,

whereI (λ) is defined in (i).
(iii) Let l � 0, m � 1 andu ∈ G(E). Then

∫
E

∣∣u(x)
∣∣l+m dx � 1

n

(
l + m

m

)m

I (m)

n∑
i=1

(bi − ai)
m

∫
E

∣∣u(x)
∣∣l∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
m

dx,

whereI (m) is defined in (i). Moreover, in (i) and (ii),

∥∥gradu(x)
∥∥

µ
=
(

n∑
i=1

∣∣∣∣ ∂

∂xi

u(x)

∣∣∣∣
µ
)1/µ

.

4.9.29 Pachpatte [275]

Let N = {1,2, . . . }, Nk+1 = {1,2, . . . , k, k + 1}, k ∈ N, Nm+1 = {1,2, . . . ,m,

m + 1}, m ∈ N and Q = Nk+1 × Nm+1. Let F(Q) denote the class of func-
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tions c :Q → R such that c(1, y) = c(k + 1, y) = 0 for 1 � y � m + 1,
m ∈ N, �1c(x,1) = 0,�1c(x,m + 1) = 0 for 1 � x � k + 1, k ∈ N, where
�1c(x, y) = c(x + 1, y) − c(x, y), and let�2c(x, y) = c(x, y + 1) − c(x, y)

and�1�2c(x, y) = �1[�2c(x, y)].
(i) Let p,q > 1 be constants such that1

p
+ 1

q
= 1 and suppose that

u,v ∈ F(Q). Then

k∑
x=1

m∑
y=1

∣∣u(x, y)
∣∣∣∣v(x, y)

∣∣

� µp

p

k∑
x=1

m∑
y=1

∣∣�2�1u(x, y)
∣∣p + µq

q

k∑
x=1

m∑
y=1

∣∣�2�1v(x, y)
∣∣q,

whereµ = km/4.
(ii) Let p,q � 1 be constants and suppose thatu,v ∈ F(Q). Then

k∑
x=1

m∑
y=1

∣∣u(x, y)
∣∣p∣∣v(x, y)

∣∣q

� µp+q

[(
p

p + q

) k∑
x=1

m∑
y=1

∣∣�2�1u(x, y)
∣∣p

+
(

q

p + q

) k∑
x=1

m∑
y=1

∣∣�2�1v(x, y)
∣∣p+q

]
,

whereµ is as defined in (i).

4.9.30 Pachpatte [250]

Let Q,F(Q) be as in Section 4.9.29. Letp,q, r � 1 be constants and suppose
thatf,g,h ∈ F(Q). Then

k∑
x=1

m∑
y=1

[∣∣f (x, y)
∣∣p∣∣g(x, y)

∣∣q + ∣∣g(x, y)
∣∣q ∣∣h(x, y)

∣∣r + ∣∣h(x, y)
∣∣r ∣∣f (x, y)

∣∣p]

�
(

km

4

)2p k∑
x=1

m∑
y=1

∣∣�2�1f (x, y)
∣∣2p +

(
km

4

)2q k∑
x=1

m∑
y=1

∣∣�2�1g(x, y)
∣∣2q
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+
(

km

4

)2r k∑
x=1

m∑
y=1

∣∣�2�1h(x, y)
∣∣2r

,

k∑
x=1

m∑
y=1

∣∣f (x, y)
∣∣p∣∣g(x, y)

∣∣q ∣∣h(x, y)
∣∣r(∣∣f (x, y)

∣∣p + ∣∣g(x, y)
∣∣q + ∣∣h(x, y)

∣∣r)

�
(

km

4

)4p k∑
x=1

m∑
y=1

∣∣�2�1f (x, y)
∣∣4p +

(
km

4

)4q k∑
x=1

m∑
y=1

∣∣�2�1g(x, y)
∣∣4q

+
(

km

4

)4r k∑
x=1

m∑
y=1

∣∣�2�1h(x, y)
∣∣4r

.

4.9.31 Pachpatte [242]

Let p � 2 be a constant andF(B), α, � be as in Theorem 4.8.1. Letu ∈ F(B).
Then(∑

B

∣∣u(y)
∣∣p/(p−1)

)(p−1)/p

� 1

2

(
1

n

)1/2

α(2(p−n)+np)/(2p)

(∑
B

∣∣�u(y)
∣∣2)1/2

.

4.9.32 Pachpatte [242]

Let p, u, F (B), α,� be as in Section 4.9.31. Then(∑
B

∣∣u(y)
∣∣2(p+2)/p

)p/(p+2)

�
(

α

2

)2

n−p/(p+2)

(∑
B

∣∣�u(y)
∣∣2(p+2)/p

)p/(p+2)

.

4.10 Notes

Theorem 4.2.1 was formulated by Friedman [120] and is a useful tool in the
study of partial differential equations. Different versions of this theorem essen-
tially go back to Poincaré [389], and this type of investigation was first initiated
by Schwarz [404]. Theorem 4.2.2 is due to Pachpatte [247] and is a variant of
Theorem 4.2.1. Theorem 4.2.3 is taken from Pachpatte [236]. The inequality in
Theorem 4.2.4 is due to Payne [362] and was given while studying the uniqueness
criteria for Navier–Stokes equations, and the inequality in Theorem 4.2.5 is given
by Serrin in [405]. Theorem 4.2.6 is due to Pachpatte [290] and contains, in the
special case, the known inequality due to Nirenberg given in [229].
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The results given in Section 4.3 are due to Pachpatte [249,265,290]. Theo-
rems 4.3.1–4.3.6 deal with different variants of the Poincaré and Sobolev in-
equalities. Theorems 4.4.1–4.4.6 are established by Pachpatte in [237,246]. The
results in Theorems 4.5.1–4.5.4 are taken from Dubinskii [95]. Theorem 4.5.5
is due to Alzer [10]. Theorems 4.5.6 and 4.5.7 are established by Pachpatte
in [265] and are motivated by Dubinskii’s inequalities given in [95]. Theorems
4.6.1–4.6.4 which relate to Poincaré- and Sobolev-type inequalities are estab-
lished by Pachpatte in [276], while Theorems 4.6.5 and 4.6.6 are taken from
Pachpatte [289].

Theorems 4.7.1 and 4.7.2 are taken from Pachpatte [286]. Theorems
4.7.3 and 4.7.4 give the Rellich-type inequalities and are established by Pachpatte
in [286]. Theorem 4.7.5 is taken from [288] and Theorem 4.7.6 is a more general
version of the Rellich-type inequality established by Pachpatte in [288]. Theo-
rems 4.8.1–4.8.5 are due to Pachpatte [269,275,285] which relate to the discrete
Poincaré- and Sobolev-type inequalities involving functions of several indepen-
dent variables and their forward differences. Section 4.9.9 covers miscellaneous
inequalities established by various investigators.
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Chapter 5

Levin- and Lyapunov-Type Inequalities

5.1 Introduction

The importance of basic comparison inequalities has been long recognized in the
study of qualitative behavior of solutions of ordinary second-order differential
equations. The history of these inequalities for continuous differential systems
goes far back starting with the famous paper of Sturm [414] which gives inequal-
ities for the zeros of solutions of linear second-order differential equations. In his
fundamental work [201] Lyapunov has given one of the most basic and inspiring
inequalities which provides a lower bound for the distance between consecutive
zeros of the solutions of the linear second-order differential equation. Lyapunov’s
inequality has become a versatile tool in the study of qualitative nature of solu-
tions of ordinary second-order differential equations. Over the years there have
appeared a number of generalizations, extensions, variants and applications re-
lated to the basic Sturmain comparison theorem and the original Lyapunov in-
equality. This chapter considers basic inequalities developed in the literature re-
lated to the Sturmain comparison theorem and to the Lyapunov inequality which
occupies a fundamental place in the theory of ordinary differential equations.

5.2 Inequalities of Levin and Others

In this section we give results involving comparison of the solutions of linear
and nonlinear second-order differential equations investigated by Levin [187],
Kreith [171] and Ladas [177]. Here we consider only solutions which are defined
on the whole interval of definition of the independent variable and their existence
and uniqueness will be assumed without further mention. An oscillatory solution
is (by definition) one which has arbitrary large zeros.

485
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The basic Sturmain comparison theorem deals with functionsu(x) andv(x)

satisfying

u′′ + c(x)u = 0, (5.2.1)

v′′ + γ (x)v = 0. (5.2.2)

If γ (x) � c(x), then solutions of (5.2.2) oscillate more rapidly than solutions
of (5.2.1). More precisely, ifu(x) is a nontrivial solution of (5.2.1) for which
u(x1) = u(x2) = 0, x1 < x2, andγ (x) � c(x) for x1 � x � x2, thenv(x) has a
zero in(x1, x2].

In 1960, Levin [187] extended Sturm’s theorem in a direction somewhat dif-
ferent from other earlier investigators. The method used by Levin involves the
transformation of the differential equations (5.2.1), (5.2.2) into the Riccati equa-
tions

w′ = w2 + c(x), (5.2.3)

z′ = z2 + γ (x), (5.2.4)

by the substitutionsw = −u′/u, z = −v′/v, respectively, and assuming thatc(x)

andγ (x) are continuous on[α,β].
In the following theorems we present the main comparison theorems estab-

lished by Levin in [187].

THEOREM 5.2.1. Let u and v be nontrivial solutions of (5.2.1)and (5.2.2),re-
spectively, such that u(x) does not vanish on [α,β], v(α) �= 0 and the inequality

−u′(α)

u(α)
+
∫ x

α

c(t)dt >

∣∣∣∣−v′(α)

v(α)
+
∫ x

α

γ (t)dt

∣∣∣∣ (5.2.5)

holds for all x on [α,β]. Then v(x) does not vanish on [α,β] and

−u′(x)

u(x)
>

∣∣∣∣v′(x)

v(x)

∣∣∣∣, α � x � β. (5.2.6)

The same theorem holds if the inequality signs in (5.2.5)and (5.2.6)are replaced
by “�”.

PROOF. Sinceu(x) does not vanish,w = −u′/u is continuous on[α,β] and sat-
isfies the Riccati equation (5.2.3), which is equivalent to the integral equation

w(x) = w(α) +
∫ x

α

w2(t)dt +
∫ x

α

c(t)dt. (5.2.7)
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By the hypothesis (5.2.5),

w(x) � −u′(α)

u(α)
+
∫ x

α

c(t)dt > 0. (5.2.8)

Sincev(α) �= 0, z = −v′/v is continuous on some interval[α, δ], α < δ � β. On
this interval, (5.2.4) is well defined and implies the integral equation

z(x) = z(α) +
∫ x

α

z2(t)dt +
∫ x

α

γ (t)dt. (5.2.9)

From (5.2.9), (5.2.5) and (5.2.8), we observe that

z(x) � z(α) +
∫ x

α

γ (t)dt

> −w(α) −
∫ x

α

c(t)dt

� −w(x),

and consequently,w(x) > −z(x). In order to show that∣∣z(x)
∣∣< w(x) onα � x � δ, (5.2.10)

it is sufficient to show thatw(x) > z(x) on this interval. Suppose to the contrary
that there exists a pointx0 on [α, δ] such thatz(x0) � w(x0). Then, since|z(α)| <
w(α) from (5.2.5) (withx = α) and sincew andz are continuous on[α, δ], there
existsx1 in α < x1 � x0 such thatz(x1) = w(x1) andz(x) < w(x) for α � x < x1.
Since w(x) > −z(x) was established, it follows that|z(x)| < w(x) for α �
x < x1, and consequently,∫ x1

α

z2(t)dt <

∫ x1

α

w2(t)dt.

Using (5.2.9), (5.2.5) and (5.2.7) yields

z(x1) = z(α) +
∫ x1

α

γ (t)dt +
∫ x1

α

z2(t)dt

< w(α) +
∫ x1

α

c(t)dt +
∫ x1

α

w2(t)dt

= w(x1),

contradictingz(x1) = w(x1).
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Thus (5.2.10) holds on any interval[α, δ] of continuity ofz, α < δ � β, but this
implies thatz is continuous on the entire interval[α,β], sincew(x) is bounded
andz(x) has only poles at its points of discontinuity (if any). Thus (5.2.10) holds
on all of the interval[α,β]. This result proves (5.2.6), and since the left member
is bounded on[α,β], v(x) cannot have a zero on this interval.

A slight modification of the proof shows that if “>” is replaced by “�” in the
hypothesis (5.2.5), then the conclusion is still valid provided “>” is replaced by
“�” in (5.2.6). The proof is complete. �

THEOREM 5.2.2. Let u and v be nontrivial solutions of (5.2.1)and (5.2.2),re-
spectively, such that u(x) does not vanish on [α,β], v(β) �= 0, and the inequality

u′(β)

u(β)
+
∫ β

x

c(t)dt >

∣∣∣∣v′(β)

v(β)
+
∫ β

x

γ (t)dt

∣∣∣∣ (5.2.11)

holds for all x on [α,β]. Then v(x) does not vanish on [α,β] and

u′(x)

u(x)
>

∣∣∣∣v′(x)

v(x)

∣∣∣∣, α � x � β. (5.2.12)

The same result holds if “>” in (5.2.11)and (5.2.12)is replaced by “�”.

PROOF. Let new functionsu1, v1, c1, γ1 be defined onα � x � β by the equa-
tions

u1(x) = u(α + β − x), v1(x) = v(α + β − x),

c1(x) = c(α + β − x), γ1(x) = γ (α + β − x).

Thenu1(x) does not vanish on[α,β], v1(α) = v(β) �= 0 and

−u′
1(α)

u1(α)
+
∫ α+β−x

α

c1(t)dt = u′(β)

u(β)
+
∫ β

x

c(t)dt,

−v′
1(α)

v1(α)
+
∫ α+β−x

α

γ1(t)dt = v′(β)

v(β)
+
∫ β

x

γ (t)dt.

Thus the hypothesis (5.2.11) is equivalent to the hypothesis (5.2.5) of Theo-
rem 5.2.1. Sincex ∈ [α,β] if and only if α + β − x ∈ [α,β], and the conclusion
(5.2.12) follows from Theorem 5.2.1. �
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In 1972, Kreith [171] has given the Levin-type comparison theorems for the
differential equations of the form

u′′ − 2b(x)u′ + c(x)u = 0, (5.2.13)

v′′ − 2e(x)v′ + γ (x)v = 0, (5.2.14)

whose coefficients are assumed to be real and continuous, satisfying the initial
conditions

u′(x1) + σu(x1) = 0, (5.2.15)

v′(x1) + τv(x1) = 0, (5.2.16)

respectively, whereσ andτ are finite constants. By means of the transformation

w = −u′

u
, z = −v′

v
,

equations (5.2.13), (5.2.14) are transformed into Riccati equations

w′ = w2 + 2bw + c, (5.2.17)

z′ = z2 + 2ez + γ, (5.2.18)

and the initial conditions

−u′(x1)

u(x1)
= σ, −v′(x1)

v(x1)
= τ, (5.2.19)

for (5.2.13), (5.2.14), become initial values

w(x1) = σ, z(x1) = τ, (5.2.20)

for (5.2.17) and (5.2.18). The differential equations (5.2.17) and (5.2.18) subject
to (5.2.20) can be written as equivalent integral equations

w(x) = σ +
∫ x

x1

w2 dt +
∫ x

x1

2bw dt +
∫ x

x1

c dt, (5.2.21)

z(x) = τ +
∫ x

x1

z2 dt +
∫ x

x1

2ezdt +
∫ x

x1

γ dt. (5.2.22)

It is obvious from these equations that ifτ � σ � 0, e(x) � b(x) � 0 and∫ x

x1

γ (t)dt �
∫ x

x1

c(t)dt � 0
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on an interval[x1, x2], thenz(x) � w(x) � 0 as long asz(x) can be continued
on [x1, x2]. Since the singularities ofw(x) andz(x) correspond to the zeros of
u(x) andv(x), respectively, these observations lead to the following comparison
theorem for (5.2.13) and (5.2.14).

THEOREM 5.2.3. Suppose u(x) is a nontrivial solution of (5.2.13)satisfying
−u′(x1)/u(x1) = σ � 0, u(x2) = 0. If

(i) e(x) � b(x) � 0 for x1 � x � x2,

(ii)
∫ x

x1

γ (t)dt �
∫ x

x1

c(t)dt � 0 for x1 � x � x2,

then every solution of (5.2.14) satisfying −v′(x1)/v(x1) � σ has a zero in
(x1, x2].

In [171] Kreith has also given the variation of Theorem 5.2.3 which do not
require the nonnegativity ofσ, τ, b(x) and

∫ x

x1
c(t)dt . We note that the integral

equations (5.2.21) and (5.2.22) can be written as

w(x) = σ +
∫ x

x1

(w + b)2 dt +
∫ x

x1

(
c − b2)dt, (5.2.23)

z(x) = τ +
∫ x

x1

(z + e)2 dt +
∫ x

x1

(
γ − e2)dt. (5.2.24)

This formulation shows that condition (ii) of Theorem 5.2.3 can be replaced by∫ x

x1

(
γ − e2)dt �

∫ x

x1

(
c − b2)dt � 0.

In order to obtain the generalization of Levin’s Theorem 5.2.1, Kreith [171]
has given the following lemmas which are of independent interest.

LEMMA 5.2.1. Let w(x) and z(x) be solutions of (5.2.23)and (5.2.24),respec-
tively, for which σ > −∞ and

(i) τ +
∫ x

x1

(
γ − e2)dt >

∣∣∣∣σ +
∫ x

x1

(
c − b2)dt

∣∣∣∣ for x1 � x � x2,

(ii) e(x) �
∣∣b(x)

∣∣ for x1 � x � x2.

Then z(x) � |w(x)| as long as z(x) can be continued on [x1, x2].
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PROOF. From (5.2.24) we have

z(x) � τ +
∫ x

x1

(
γ − e2)dt for x1 � x � x2.

Using (i) and (5.2.23) this result implies that

z(x) > −σ −
∫ x

x1

(
c − b2)dt

> −σ −
∫ x

x1

(
c − b2)dt −

∫ x

x1

(w + b)2 dt > −w(x)

for x1 � x � x2. It remains to show thatz(x) > w(x). We assume to the contrary
that there existsx0 ∈ (x1, x2] such thatz(x0) � w(x0). Then there exists an̄x ∈
(x1, x0] such thatz(x̄) = w(x̄) andz(x) > |w(x)| for x1 � x < x̄. Using (ii) we
have that

z(x) + e(x) >
∣∣w(x)

∣∣+ ∣∣b(x)
∣∣� ∣∣w(x) + b(x)

∣∣ for x1 � x < x̄,

and consequently that
∫ x̄

x1
(z + e)2 dt >

∫ x̄

x1
(w + b)2 dt . Using (5.2.24), (i) and

(5.2.23) yields

w(x̄) = σ +
∫ x̄

x1

(
c − b2)dt +

∫ x̄

x1

(w + b)2 dt

< τ +
∫ x̄

x1

(
γ − e2)dt +

∫ x̄

x1

(z + e)2 dt = z(x̄),

which is a contradiction and establishes the lemma. �

A continuity argument can be used to establish the following lemma.

LEMMA 5.2.2. Let w(x) and z(x) be solutions of (5.2.23)and (5.2.24),respec-
tively, for which σ > −∞ and

(i) τ +
∫ x

x1

(
γ − e2)dt �

∣∣∣∣σ +
∫ x

x1

(
c − b2)dt

∣∣∣∣ for x1 � x � x2,

(ii) e(x) �
∣∣b(x)

∣∣ for x1 � x � x2.

Then z(x) � w(x) as long as z(x) can be continued on [x1, x2].

As an immediate consequence of Lemma 5.2.2 we have the following general-
ization of Theorem 5.2.1.
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THEOREM5.2.4. Suppose u(x) and v(x) are nontrivial solutions of (5.2.13)and
(5.2.14),respectively, and that u(x) �= 0 for x1 � x < x2, u(x2) = 0. If

(i) −v′(x1)

v(x1)
+
∫ x

x1

(
γ − e2)dt

�
∣∣∣∣−u′(x1)

u(x1)
+
∫ x

x1

(
c − b2)dt

∣∣∣∣ for x1 � x � x2,

(ii) e(x) �
∣∣b(x)

∣∣ for x1 � x � x2,

then v(x) has a zero in (x1, x2].

In 1969, Ladas [177] has established the following generalizations of Levin’s
comparison theorems for the pair of nonlinear differential equations

x′′ + p(t)g(x) = 0, (5.2.25)

y′′ + q(t)g(y) = 0, (5.2.26)

for t ∈ [a, b], under some suitable conditions on the functions involved in (5.2.25)
and (5.2.26).

THEOREM 5.2.5. Let the following conditions be satisfied:

(i) p(t) and q(t) are real-valued continuous functions for t ∈ [a, b];
(ii) g(s) is a real-valued continuous function for s ∈ R such that g′(s) � 0 for

all s ∈ [a, b], and g(0) = 0;
(iii) x(t) and y(t) are solutions of (5.2.25)and (5.2.26),respectively, such

that x(t) �= 0 for t ∈ [a, b], y(a) �= 0 and, for all t ∈ [a, b],

− x′(a)

g(x(a))
+
∫ t

a

p(s)ds >

∣∣∣∣− y′(a)

g(y(a))
+
∫ t

a

q(s)ds

∣∣∣∣ (5.2.27)

and

g′(s)
∣∣
s=x(t)

� g′(s)
∣∣
s=y(t)

. (5.2.28)

Then, for all t ∈ [a, b], y(t) �= 0 and

− x′(t)
g(x(t))

>

∣∣∣∣ y′(t)
g(y(t))

∣∣∣∣.
PROOF. Sincex(t) �= 0, it follows thatg(x(t)) �= 0, t ∈ [a, b]. Setting

w(t) = − x′(t)
g(x(t))

, t ∈ [a, b], (5.2.29)
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it is easily verified thatw satisfies the differential equation

w′ = p(t) +
[

d

dx
g
(
x(t)

)]
w2, t ∈ [a, b]. (5.2.30)

The differential equation (5.2.30) will play the role of the Riccati equation to
which a linear second-order differential equation is transformed by (5.2.29) in
caseg(s) ≡ s.

The rest of the proof, which we present for completeness, is an adaptation
of Levin’s proof with minor modifications (see [177]). We set for simplicity
d

dx
g(x(t)) = g′(x(t)).
Integrating (5.2.30) over[a, t], t � b, and using (ii) and (iii) we obtain

w(t) = w(a) +
∫ t

a

p(s)ds +
∫ t

a

g′(x(s)
)
w2(s)ds

� w(a) +
∫ t

a

p(s)ds > 0. (5.2.31)

Sincey(a) �= 0, it follows from the continuity ofy(t) that there is a closed
interval [a, c], a < c � b such thaty(t) �= 0, t ∈ [a, c]. Theng(y(t)) �= 0, t ∈
[a, b], andz(t) = −y′(t)/g(y(t)) satisfies the equation

z′ = q(t) +
[

d

dy
g
(
y(t)

)]
z2, t ∈ [a, c]. (5.2.32)

Integrating (5.2.32) over[a, t], t � c, and using (ii), (iii) and (5.2.31) we obtain

z(t) = z(a) +
∫ t

a

q(s)ds +
∫ t

a

g′(y(s)
)
z2(s)ds

� z(a) +
∫ t

a

q(s)ds > −w(a) −
∫ t

a

q(s)ds

� −w(t). (5.2.33)

We claim now that also

z(t) < w(t), t ∈ [a, c], (5.2.34)

so that (5.2.33) and (5.2.34) would imply∣∣z(t)∣∣� w(t), t ∈ [a, c]. (5.2.35)
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Indeed if (5.2.35) were false, there should exist a pointt1 ∈ [a, c] such that
z(t1) = w(t1) andw(t) � |z(t)| for t ∈ [a, t1]. (We used the fact that (5.2.27) for
t = a givesw(a) > |z(a)|.) Then using (5.2.33), (iii) and (5.2.31) we obtain a
contradiction

z(t1) = z(a) +
∫ t1

a

q(s)ds +
∫ t1

a

g′(y(s)
)
z2(s)ds

< w(a) +
∫ t1

a

p(s)ds +
∫ t1

a

g′(x(s)
)
w2(s)ds

= w(t1).

Therefore, inequality (5.2.35) is established for every interval[a, c] of conti-
nuity of z(t). But w(t) is bounded on[a, b] andz(t) can have only pole disconti-
nuities on[a, b] so (5.2.35) holds throughout[a, b], that is,

− x′(t)
g(x(t))

>

∣∣∣∣ y′(t)
g(y(t))

∣∣∣∣, t ∈ [a, b],

andg(y(t)) �= 0, that is,y(t) �= 0. (Here we also used the uniqueness of solutions
of (5.2.26).) �

THEOREM 5.2.6. Let in addition to the hypotheses (i) and (ii) of Theorem 5.2.5,
the following condition be satisfied.

(iii ′) x(t) and y(t) are solutions of (5.2.25)and (5.2.26),respectively, such
that x(t) �= 0, t ∈ [a, b], y(b) �= 0 and, for all t ∈ [a, b],

x′(b)

g(x(b))
+
∫ b

t

p(s)ds >

∣∣∣∣ y′(b)

g(y(b))
+
∫ b

t

q(s)ds

∣∣∣∣ (5.2.36)

and

g′(s)
∣∣
s=x(t)

� g′(s)
∣∣
s=y(t)

. (5.2.37)

Then, for all t ∈ [a, b], y(t) �= 0 and

x′(t)
g(x(t))

>

∣∣∣∣ y′(t)
g(y(t))

∣∣∣∣.
PROOF. It follows from Theorem 5.2.5 by setting−t + a + b in place oft . �

In 1970, Bobisud [34] has established Levin-type results involving comparison
of the solutions of nonlinear second-order differential equations and inequalities
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of the forms

y′′ + a(t)f (y)�
�0 (5.2.38)

and

y′′ + p(t, y)y′ + g(t, y)y �
�0 (5.2.39)

under some suitable conditions on the functions involved in (5.2.38) and (5.2.39).
Here we do not discuss the details.

5.3 Levin-Type Inequalities

In this section we are concerned with Levin-type inequalities established by Lalli
and Jahagirdar [180,181] and Pachpatte [327] for certain second-order nonlinear
differential equations. In what follows, it will be assumed that the solutions of the
equations considered here exist and are unique on the required interval.

In [180,181] Lalli and Jahagirdar have established Levin-type comparison the-
orems for the pair of nonlinear differential equations

u′′ + p(t)f (t, u) = 0, (5.3.1)

v′′ + q(t)f (t, v) = 0, (5.3.2)

under some suitable conditions on the functions involved in (5.3.1), (5.3.2).
The results established in [180] are given in the following theorems.

THEOREM 5.3.1. Let the following conditions be satisfied.

(i) p(t) and q(t) are real-valued nonnegative and continuous functions for
t ∈ [α,β].

(ii) f (t, x) is a real-valued nonnegative continuous function on [α,β] × R

such that ∂f
∂x

� 0, f (t, x) �= 0 for x �= 0, f (t,0) = 0 and f is monotone nonde-
creasing function of t for each fixed x.

(iii) u(t) and v(t) are solutions of (5.3.1)and (5.3.2),respectively, such that
u(t) �= 0 for t ∈ [α,β], v(α) �= 0 and, for all t ∈ [α,β],

− u′(α)

f (α,u(α))
+
∫ t

α

p(s)ds >

∣∣∣∣− v′(α)

f (α, v(α))
+
∫ t

α

q(s)ds

∣∣∣∣. (5.3.3)

Then, for all t ∈ [α,β], v(t) �= 0 and

− u′(t)
f (α,u(t))

>

∣∣∣∣ v′(t)
f (α, v(t))

∣∣∣∣. (5.3.4)
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PROOF. Sinceu(t) �= 0, it follows thatf (t, u(t)) �= 0 for t ∈ [α,β]. Let

w(t) = − u′(t)
f (α,u(t))

, t ∈ [α,β]. (5.3.5)

It follows that

w′(t) = p(t)

[
f (t, u(t))

f (α,u(t))

]
+
[

d

du
f
(
α,u(t)

)]
w2. (5.3.6)

Integrating (5.3.6) over[α, t], t � β, it follows that

w(t) � w(α) +
∫ t

α

p(s)ds > 0. (5.3.7)

Sincev(α) �= 0, it follows from the continuity ofv(t) thatv(t) �= 0 for t in some
interval[α,γ ], α < γ � β. We put

z(t) = − v′(t)
f (α, v(t))

, t ∈ [α,γ ].

Using (5.3.2) we get the inequality

z′ � q(t) + d

dv
f
(
α,v(t)

)
z2, t ∈ [α,γ ]. (5.3.8)

Integrating (5.3.8) fromα to t , α � t � γ , we obtain

z(t) � z(α) +
∫ t

α

q(s)ds, t ∈ [α,γ ]. (5.3.9)

From (5.3.7) and (5.3.9), in view of (5.3.3), it follows that

z(t) > −w(t), t ∈ [α,γ ]. (5.3.10)

We will show now that

z(t) < w(t), t ∈ [α,γ ]. (5.3.11)

Suppose (5.3.11) fails to hold for allt ∈ [α,γ ] then there is at1, α < t1 � γ , such
that

z(t1) = w(t1)

and

w(t) >
∣∣z(t)∣∣ for t ∈ [α, t1).
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For t = t1,

z(t1) = z(α) +
∫ t1

α

q(s)
f (s, u(s))

f (α,u(s))
ds +

∫ t1

α

d

dv
f
(
α,v(s)

)
z2(s)ds

or

−z(t1) � −z(α) −
∫ t1

α

q(s)ds −
∫ t1

α

d

dv
f
(
α,v(s)

)
z2(s)ds

� v′(α)

f (α, v(α))
−
∫ t1

α

q(s)ds

< − u′(α)

f (α,u(α))
+
∫ t1

α

p(s)ds

= w(α) +
∫ t1

α

p(s)ds

� w(t1),

which is a contradiction. Combining (5.3.10) and (5.3.11) we have

w(t) >
∣∣z(t)∣∣, t ∈ [α,γ ]. (5.3.12)

Therefore, (5.3.12) is true for every interval[α,γ ] of continuity of z(t). Since
w(t) is bounded on[α,β] andz(t) can have only poles at points of discontinuities
on [α,β], it follows that (5.3.12) holds throughout[α,β]. Thus,f (α,u(t)) �= 0,
t ∈ [α,β], and consequently,u(t) �= 0 on[α,β]. �

REMARK 5.3.1. We note that in the special case whenf (t, x) = x or f (t, x) =
g(x), the condition thatp andq be nonnegative is no longer needed in the proof
of Theorem 5.3.1.

A slight variant of Theorem 5.3.1 established in [180] is given in the following
theorem.

THEOREM 5.3.2. In the hypotheses of Theorem 5.3.1,let (iii) be replaced by
(iii ′) u(t) and v(t) are solutions of (5.3.1)and (5.3.2),respectively, such that

u(t) �= 0 for t ∈ [α,β], v(α) �= 0 and, for any σ ∈ [α,β] and that v(σ ) �= 0, we
have

− u′(σ )

f (σ,u(σ ))
+
∫ t

σ

p(s)ds >

∣∣∣∣− v′(σ )

f (σ, v(σ ))
+
∫ t

σ

q(s)ds

∣∣∣∣, t ∈ [σ,β].

(5.3.13)
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Then, for all t ∈ [α,β], v(t) �= 0 and

− u′(t)
f (t, u(t))

>

∣∣∣∣ v′(t)
f (t, v(t))

∣∣∣∣. (5.3.14)

PROOF. If (5.3.14) is false, then there is at̄ such that

− u′(t̄ )

f (t̄ , u(t̄ ))
�
∣∣∣∣ v′(t̄ )

f (t̄ , v(t̄ ))

∣∣∣∣.
Sincev(t̄ ) �= 0, from the argument used for proving (5.3.4), it follows that

− u′(t)
f (t̄, u(t))

>

∣∣∣∣ v′(t)
f (t̄, v(t))

∣∣∣∣ for t ∈ [t̄ , β].
In particular, fort = t̄ , we get a contradiction. �

In [181] Lalli and Jahagirdar established comparison theorems of Levin type
given in the following theorems.

THEOREM 5.3.3. Let the following conditions be satisfied.

(i) p(t), q(t) are real-valued, continuous and nonnegative functions for t ∈
[α,β];

(ii) f (t, x) is a real-valued continuous function on [α,β] × R such that

(a) f (t, x) �= 0 for x �= 0, f (t,0) = 0,
(b) 1� K1 � f (t, x)/f (α, x) � K2, t ∈ [α,β],
(c) ∂

∂x
f � 0;

(iii) u(t), v(t) are solutions of (5.3.1) and (5.3.2), respectively, such that
u(t) �= 0 for t ∈ [α,β], v(α) �= 0 and, for all t ∈ [α,β],

− u′(α)

f (α,u(α))
+ K1

∫ t

α

p(s)ds > −
[
− v′(α)

f (α, v(α))
+
∫ t

α

q(s)ds

]
,

(5.3.15)
− u′(α)

f (α,u(α))
+
∫ t

α

p(s)ds > − v′(α)

f (α, v(α))
+ K2

∫ t

α

q(s)ds;

(iv) ∂f

∂x

∣∣∣∣
x(t)=u(t)

� ∂f

∂x

∣∣∣∣
x(t)=v(t)

.



5.3. Levin-Type Inequalities 499

Then, for all t ∈ [α,β], v(t) �= 0 and

− u′(t)
f (α,u(t))

>

∣∣∣∣ v′(t)
f (α, v(t))

∣∣∣∣. (5.3.16)

PROOF. Sinceu(t) �= 0, it follows thatf (t, u(t)) �= 0 for t ∈ [α,β]. Let the func-
tion w(t) be defined by

w(t) = − u′(t)
f (α,u(t))

, t ∈ [α,β]. (5.3.17)

We differentiate (5.3.17) with respect tot and obtain

w′(t) = p(t)
f (t, u(t))

f (α,u(t))
+ d

du

(
f (α,u)

)
w2, t ∈ [α,β],

or

w′(t) � K1p(t) + d

du

(
f (α,u)

)
w2. (5.3.18)

In view of (c), the above inequality reduces to

w′(t) � K1p(t)

or

w(t) � w(α) + K1

∫ t

α

p(s)ds, t ∈ [α,β]. (5.3.19)

Sincev(α) �= 0, it follows from the continuity ofv(t) thatv(t) �= 0 for t in some
closed interval[α,γ ], α < γ � β. We put

z(t) = − v′(t)
f (α, v(t))

, t ∈ [α,γ ].

In view of (5.3.2) and hypothesis (b), we get the inequality

z′(t) � K1q(t) + d

dv

(
f (α, v)

)
z2, t ∈ [α,γ ].

We integrate the above inequality fromα to t , t � γ , and use monotonicity off
to obtain

z(t) � z(α) + K1

∫ t

α

q(s)ds, t ∈ [α,γ ]. (5.3.20)
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From (5.3.20), (5.3.15) and (5.3.19), fort ∈ [α,γ ], we have

z(t) � z(α) + K1

∫ t

α

q(s)ds

� z(α) +
∫ t

α

q(s)ds

> −w(α) − K1

∫ t

α

q(s)ds

� −w(t),

that is,

z(t) > −w(t) for t ∈ [α,γ ]. (5.3.21)

Now we shall show that

z(t) < w(t) for t ∈ [α,γ ]. (5.3.22)

Suppose (5.3.22) fails to hold for allt ∈ [α,γ ] then there is at1, α < t1 < γ , such
that

z(t1) = w(t1) and w(t) > z(t) for t ∈ [α, t1).

For t = t1, we have

z(t1) = z(α) +
∫ t1

α

q(s)
f (s, v(s))

f (α, v(s))
ds +

∫ t1

α

∂

∂v
f (α, v)z2 ds

� z(α) + K2

∫ t1

α

q(s)ds +
∫ t1

α

∂

∂u
f (α,u)w2 ds

< w(α) +
∫ t1

α

p(s)ds +
∫ t1

α

∂

∂u
f (α,u)w2 ds

� w(α) +
∫ t1

α

p(s)
f (s, u(s))

f (α,u(s))
ds +

∫ t1

α

∂

∂u
f (α,u)w2 ds

= w(t1),

which is a contradiction. Hence from (5.3.21) and (5.3.22), we have

w(t) >
∣∣z(t)∣∣, t ∈ [α,γ ]. (5.3.23)

Therefore, (5.3.23) is true for every interval[α,γ ] of continuity of z(t). Since
w(t) is bounded on[α,β] andz(t) can have only poles at points of discontinuities
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on [α,β], it follows that (5.3.23) holds throughout[α,β]. Thusf (α, v(t)) �= 0 for
t ∈ [α,β] and consequently,v(t) �= 0 on[α,β]. �

REMARK 5.3.2. In the special case whenf (t, x) = f (x) or x, then we can dis-
card the condition thatp(t) andq(t) be nonnegative, and inequalities (5.3.15)
reduce to the inequality (5.3.3) withK1 = K2 = 1. In this case Levin’s result and
the result of Ladas are special cases of Theorem 5.3.3.

THEOREM 5.3.4. In addition to the conditions (i) and (iv) in Theorem 5.3.3as-
sume that

(ii ′) f (t, x) is a real-valued continuous function on [α,β] × R such that

(a′) f (t, x) �= 0 for x �= 0, f (t,0) = 0,
(b′) 1� K1 � f (t, x)/f (β, x) � K2, t ∈ [α,β],
(c′) ∂f

∂x
� 0;

(iii ′) u(t) and v(t) are the solutions of (5.3.1)and (5.3.2),respectively, such
that u(t) �= 0 for t ∈ [α,β], v(β) �= 0 and, for t ∈ [α,β],

u′(β)

f (β,u(β))
+ K1

∫ β

t

p(s)ds > −
[

v′(β)

f (β, v(β))
+
∫ β

t

q(s)ds

]
,

u′(β)

f (β,u(β))
+
∫ β

t

p(s)ds >
v′(β)

f (β, v(β))
+ K2

∫ β

t

q(s)ds.

Then, for all t ∈ [α,β], v(t) �= 0 and

u′(t)
f (β,u(t))

>

∣∣∣∣ v′(t)
f (β, v(t))

∣∣∣∣, t ∈ [α,β]. (5.3.24)

PROOF. The result follows from Theorem 5.3.3 by setting−t + α + β in place
of t . �

In [327] Pachpatte has established the Levin-type comparison theorems for
nonlinear differential equations of the forms(

a(t)h
(
u′(t)

))′ + p(t)f
(
u(t)

) = 0, (5.3.25)(
b(t)g

(
v′(t)

))′ + q(t)f
(
v(t)

) = 0, (5.3.26)

where

(i) p,q ∈ C(I,R+), I = [α,β], R+ = [0,∞);
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(ii) a, b ∈ C1(I, (0,∞));
(iii) f ∈ C1(R,R), f (x) �= 0, f (0) = 0 and f ′(x) � 0 for all x ∈ R =

(−∞,∞);
(iv) h,g ∈ C1(R,R), h(−x) = −h(x), g(−x) = −g(x); sgnh(x) = sgnx,

sgng(x) = sgnx; 0 < x/h(x) � m1, 0 < x/g(x) � m2, for some constants
m1,m2 in R; limx→∞ x/h(x), limx→∞ x/g(x) exist finitely.

The main results in [327] are given in the following theorems.

THEOREM 5.3.5. Assume that the hypotheses (i)–(iv) hold. If u(t) and v(t) are
solutions of (5.3.25) and (5.3.26), respectively, such that u(t) �= 0 for t ∈ I ,
v(α) �= 0 and, for all t ∈ I ,

−a(α)h(u′(α))

f (u(α))
+
∫ t

α

p(s)ds >

∣∣∣∣−b(α)g(v′(α))

f (v(α))
+
∫ t

α

q(s)ds

∣∣∣∣, (5.3.27)

then, for all t ∈ I , v(t) �= 0 and

−a(t)h(u′(t))
f (u(t))

>

∣∣∣∣b(t)g(v′(t))
f (v(t))

∣∣∣∣. (5.3.28)

PROOF. Sinceu(t) �= 0, it follows thatf (u(t)) �= 0, t ∈ I . Let

w(t) = −a(t)h(u′(t))
f (u(t))

, t ∈ I. (5.3.29)

Differentiating (5.3.29) with respect tot and using (5.3.25), it follows that

w′(t) = p(t) + f ′(u(t))

a(t)

(
u′(t)

h(u′(t))

)
w2(t), t ∈ I. (5.3.30)

Integrating (5.3.30) over[α, t], t � β, we obtain

w(t) = w(α) +
∫ t

α

p(s)ds +
∫ t

α

f ′(u(s))

a(s)

(
u′(s)

h(u′(s))

)
w2(s)ds. (5.3.31)

From (ii)–(iv), (5.3.27) and (5.3.31), we observe that

w(t) � w(α) +
∫ t

α

p(s)ds > 0. (5.3.32)

Sincev(α) �= 0, it follows from the continuity ofv(t) thatv(t) �= 0 for t in some
closed interval[α, c], α < c � β. Let

z(t) = −b(t)g(v′(t))
f (v(t))

, t ∈ [α, c]. (5.3.33)
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Differentiating (5.3.33) with respect tot and using (5.3.26), it follows that

z′(t) = q(t) + f ′(v(t))

b(t)

(
v′(t)

g(v′(t))

)
z2(t), t ∈ [α, c]. (5.3.34)

Integrating (5.3.34) over[α, t], t � c, we obtain

z(t) = z(α) +
∫ t

α

q(s)ds +
∫ t

α

f ′(v(s))

b(s)

(
v′(s)

g(v′(s))

)
z2(s)ds. (5.3.35)

Using (ii), (iii), (iv), (5.3.27) and (5.3.32) in (5.3.35), we observe that

z(t) � z(α) +
∫ t

α

q(s)ds

> −w(α) −
∫ t

α

p(s)ds

� −w(t) (5.3.36)

for t ∈ [α, c].
Now we shall show that

z(t) < w(t), t ∈ [α, c]. (5.3.37)

Suppose (5.3.37) fails to hold for allt ∈ [α, c] then there is at1, α < t1 � c, such
that

z(t1) = w(t1) (5.3.38)

andw(t) > |z(t)| for t ∈ [α, t1). By taking t = t1 in (5.3.35) and using (ii)–(iv),
(5.3.27) and (5.3.32), we observe that

−z(t1) = −z(α) −
∫ t1

α

q(s)ds −
∫ t1

α

f ′(v(s))

b(s)

(
v′(s)

g(v′(s))

)
z2(s)ds

� −z(α) −
∫ t1

α

q(s)ds

< w(α) −
∫ t1

α

p(s)ds

� w(t1),

which is a contradiction to (5.3.38). Thus, from (5.3.36) and (5.3.37), we have

w(t) >
∣∣z(t)∣∣, t ∈ [α, c]. (5.3.39)
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Therefore, (5.3.39) is true for every interval[α, c] of continuity ofz(t). Sincew(t)

is bounded onI andz(t) can have only poles discontinuities onI , it follows that
(5.3.39) holds throughoutI . Thusf (v(t)) �= 0, t ∈ I , and consequentlyv(t) �= 0
on I . The proof is complete. �

THEOREM 5.3.6. Assume that the hypotheses (i)–(iv) hold. If u(t) and v(t) are
solutions of (5.3.25) and (5.3.26), respectively, such that u(t) �= 0 for t ∈ I ,
v(β) �= 0 and, for all t ∈ I ,

a(β)h(u′(β))

f (u(β))
+
∫ β

t

p(s)ds >

∣∣∣∣b(β)g(v′(β))

f (v(β))
+
∫ β

t

q(s)ds

∣∣∣∣, (5.3.40)

then, for all t ∈ I , v(t) �= 0 and

a(t)h(u′(t))
f (u(t))

>

∣∣∣∣b(t)g(v′(t))
f (v(t))

∣∣∣∣. (5.3.41)

The proof follows by the similar arguments as in the proof of Theorem 5.3.5.
In [327] the following Levin-type comparison theorems are also established

for the pair of nonlinear differential equations of the forms(
a(t)h

(
u(t)

)
u′(t)

)′ + p(t)f
(
u(t)

) = 0, (5.3.42)(
b(t)g

(
v(t)

)
v′(t)

)′ + q(t)f
(
v(t)

) = 0, (5.3.43)

wherea, b,p, q,f are as in equations (5.3.25) and (5.3.26) satisfying the hy-
potheses (i)–(iii) and

(v) h,g ∈ C(R,R) ∩ C1(R,R) andh(x) > 0, g(x) > 0 for x �= 0.

THEOREM 5.3.7. Assume that the hypotheses (i)–(iii) and (v) hold. If u(t) and
v(t) are solutions of (5.3.42)and (5.3.43),respectively, such that u(t) �= 0 for
t ∈ I , v(α) �= 0 and, for all t ∈ I ,

−a(α)h(u(α))u′(α)

f (u(α))
+
∫ t

α

p(s)ds >

∣∣∣∣−b(α)g(v(α))v′(α)

f (v(α))
+
∫ t

α

q(s)ds

∣∣∣∣,
(5.3.44)

then, for all t ∈ I , v(t) �= 0 and

−a(t)h(u(t))u′(t)
f (u(t))

>

∣∣∣∣b(t)g(v(t))v′(t)
f (v(t))

∣∣∣∣. (5.3.45)
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THEOREM 5.3.8. Assume that the hypotheses (i)–(iii) and (v) hold. If u(t) and
v(t) are solutions of (5.3.42)and (5.3.43),respectively, such that u(t) �= 0 for
t ∈ I , v(β) �= 0 and, for all t ∈ I ,

a(β)h(u(β))u′(β)

f (u(β))
+
∫ β

t

p(s)ds >

∣∣∣∣b(β)g(v(β))v′(β)

f (v(β))
+
∫ β

t

q(s)ds

∣∣∣∣,
(5.3.46)

then, for all t ∈ I , v(t) �= 0 and

a(t)h(u(t))u′(t)
f (u(t))

>

∣∣∣∣b(t)g(v(t))v′(t)
f (v(t))

∣∣∣∣. (5.3.47)

The proofs of Theorems 5.3.7 and 5.3.8 follow by the similar arguments as in
the proof of Theorem 5.3.5 given above with suitable changes. Here we omit the
details.

For further extensions of Levin-type comparison theorems to the following
nonlinear differential inequality(

A(t)ψ
(
u(t)

)
u′(t)

)′ + B(t)f
(
u(t)

)
� 0 (5.3.48)

and to the nonlinear differential equation(
a(t)ψ

(
v(t)

)
v′(t)

)′ + b(t)f
(
v(t)

)= 0 (5.3.49)

under some suitable conditions on the functions involved in (5.3.48) and (5.3.49);
see [433].

5.4 Inequalities Related to Lyapunov’s Inequality

In 1893, Lyapunov [201] proved the following remarkable inequality.
If y is a nontrivial solution of

y′′ + q(t)y = 0 (5.4.1)

on an interval containing the pointsa andb, a < b, such thaty(a) = y(b) = 0,
then

4< (b − a)

∫ b

a

∣∣q(s)
∣∣ds. (5.4.2)

Since from the appearance of the above inequality, various proofs, generaliza-
tions, extensions and improvements have appeared in the literature. In this section
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we are concerned with inequalities related to Lyapunov’s inequality established
by Hartman [145], Patula [361], Kwong [176] and Harris [143] for second-order
differential equations.

In [145, p. 345] Hartman has given the following theorem.

THEOREM 5.4.1. Let q(t) be real-valued and continuous for a � t � b. Let
m(t) � 0 be a continuous function for a � t � b and

γm = inf
m(t)

(t − a)(b − t)
for a < t < b. (5.4.3)

If a real-valued nontrivial solution y(t) of (5.4.1)has two zeros, then∫ b

a

m(t)q+(t)dt > γm(b − a), (5.4.4)

where q+(t) = max{q(t),0}, in particular,∫ b

a

(t − a)(b − t)q+(t)dt > b − a. (5.4.5)

PROOF. Assume that (5.4.1) has a nontrivial solution with two zeros on[a, b].
Sinceq+(t) � q(t), the equation

y′′ + q+(t)y = 0 (5.4.6)

is a Sturm majorant for (5.4.1) and hence has a nontrivial solutiony(t) with two
zerost = α,β on [a, b] (see [145, p. 334]). Sincey′′ = −q+y, it follows that (see
[145, p. 328])

(β −α)y(t) = (β − t)

∫ t

α

(s −α)q+(s)y(s)ds + (t −α)

∫ β

t

(β − s)q+(s)y(s)ds.

Suppose thatα,β are successive zeros ofy and thaty(t) > 0 for α < t < β.
Chooset = t0 so thaty(t0) = maxy(t) on (α,β). The right-hand side is increased
if y(s) is replaced byy(t0). Thus dividing byy(t0) > 0 gives

(β − α) < (β − t)

∫ t

α

(s − α)q+(s)ds + (t − α)

∫ β

t

(β − s)q+(s)ds,

wheret = t0. Sinceβ − t � β − s for t � s andt − α � s − α for s � t ,

β − α <

∫ β

α

(β − s)(s − α)q+(s)ds. (5.4.7)
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Finally, note that(t − a)(b − t)/(b − a) � (t − α)(β − t)/(β − α) for a � α �
t � β � b; in fact, differentiation with respect toβ andα shows that(t − α)(β −
t)/(β − α) increases withβ if t � α and decreases withα if t � β. Hence (5.4.5)
follows from the last inequality (5.4.7). The relation (5.4.4) is a consequence of
(5.4.3) and (5.4.5). The proof is complete. �

Since(t − a)(b − t) � (b − a)2/4, the choicem(t) = 1 in Theorem 5.4.1 gives
the following corollary.

COROLLARY 5.4.1 (Lyapunov [201]).Let q(t) be real-valued and continuous
on a � t � b. A necessary condition for (5.4.1)to have a nontrivial solution y(t)

possessing two zeros is that

∫ b

a

q+(t)dt >
4

b − a
.

One of the nice purposes of (5.4.2) is that one may obtain a lower bound for
the distance between two consecutive zeros of a solution of (5.4.1) by means of
the integral measurement ofq.

In [361] Patula (see also [62]) has given the following useful variant of Lya-
punov’s inequality.

THEOREM 5.4.2. Let y(t) be a solution of (5.4.1),where y(a) = y(b) = 0, and
y(t) �= 0, t ∈ (a, b). Let c be a point in (a, b) where |y(t)| is maximized. Then

(i)
∫ c

a

q+(t)dt >
1

c − a
,

(ii)
∫ b

c

q+(t)dt >
1

b − c
,

(iii)
∫ b

a

q+(t)dt >
b − a

(b − c)(c − a)
.

PROOF. Writing q(t) = q+(t) − q−(t), q−(t) = −min{q(t),0} and integrating
(5.4.1) yields

y′(t) − y′(c) =
∫ t

c

q−(s)y(s)ds −
∫ t

c

q+(s)y(s)ds.
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Note thaty′(c) = 0. Another integration gives

y(t) − y(c) =
∫ t

c

(t − s)q−(s)y(s)ds −
∫ t

c

(t − s)q+(s)y(s)ds. (5.4.8)

Let t = b, so thaty(b) = 0. Equation (5.4.8) implies that

y(b) − y(c) =
∫ b

c

(b − s)q−(s)y(s)ds −
∫ b

c

(b − s)q+(s)y(s)ds

or

y(c) +
∫ b

c

(b − s)q−(s)y(s)ds =
∫ b

c

(b − s)q+(s)y(s)ds.

We may assume without loss of generality thaty(t) � 0, t ∈ [a, b]. Thus we have

y(c) �
∫ b

c

(b − s)q+(s)y(s)ds < (b − c)

∫ b

c

q+(s)y(s)ds.

Sincey(s) � y(c) if s ∈ [a, b], it implies

1< (b − c)

∫ b

c

q+(s)ds,

which in turn implies ∫ b

c

q+(s)ds >
1

b − c
.

This result proves part (ii). Part (i) follows in a similar fashion except that in
equation (5.4.8) one now replacest by a. The sum of (i) and (ii) yields part (iii)
and the proof is complete. �

One way to view Theorem 5.4.2 is that it imposes some restrictions on the lo-
cation of the pointc and thus the maximum of|y(t)| in [a, b]. That is,

∫ b

a
q+(t)dt

is a finite number. But

lim
c→a+

b − a

(b − c)(c − a)
= lim

c→b−
b − a

(b − c)(c − a)
= ∞.

Thusc cannot be too close toa or b. Also it is interesting to note that(b − a)/

((b − c)(c − a)) � 4/(b − a). This result means that under the hypotheses of
Theorem 5.4.2, Corollary 5.4.1 follows.

As a consequence of Theorem 5.4.2, in [361] Patula has given the following
theorem.
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THEOREM 5.4.3. Suppose q+(t) ∈ Lp[0,∞), 1� p < ∞. If (5.4.1)is oscilla-
tory and if y(t) is any solution, then the distance between consecutive zeros of
y(t) must become infinite.

PROOF. Suppose not. Then there exists a solutiony(t) with its sequence of zeros
{tn}, which has a subsequence{tnk

} such that|tnk+1 − tnk
| � M < ∞ for all k. Let

snk
be a point in(tnk

, tnk+1) where|y(t)| is maximized. Then|snk
− tnk

| < M for
all k. Sinceq+(t) ∈ Lp(0,∞), 1� p < ∞, choosek so large that

(∫ ∞

tnk

q+(t)p dt

)1/p

� M−1−1/r ,
1

p
+ 1

r
= 1.

From Theorem 5.4.2, part (i), we have∫ snk

tnk

q+(t)dt >
1

snk
− tnk

.

Thus

1 < (snk
− tnk

)

∫ snk

tnk

q+(t)dt

< (snk
− tnk

)

(∫ snk

tnk

q+(t)p dt

)1/p

(snk
− tnk

)1/r

< (snk
− tnk

)1+1/r

(∫ ∞

tnk

q+(t)p dt

)1/p

< M1+1/rM−1−1/r �⇒ 1< 1,

a contradiction. The proof is complete. �

The classical result of Lyapunov is usually formulated in connection with dis-
conjugacy. Hence a violation of inequality (5.4.2) implies that (5.4.1) is disconju-
gate in[a, b]. In [176] Kwong strengthened Lyapunov’s inequality by introducing
the idea of disfocality. Below, by “a solution” we always mean “a nontrivial one”.
It is well known that between any two zeros of a solutiony of (5.4.1) there is a
zero ofy′. We may thus decompose the interval(a, b) between zeros ofy into
the union of the intervals(a, ξ) and [ξ, b), wherey′(ξ) = 0. It is possible now
to construct inequalities similar to (5.4.2) on the intervals(a, ξ) and [ξ, b) sep-
arately. Following Kwong [176], (5.4.1) is right disfocal on the interval[a, b] if
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the solution of (5.4.1) withy′(a) = 0 has no zeros in[a, b]. Left disfocality is de-
fined in a similar way. Equation (5.4.1) is disconjugate in an interval[a, b] if and
only if there exists a pointc ∈ [a, b] such that (5.4.1) is right disfocal in[c, b] and
left disfocal in[a, c]. Thus Lyapunov’s result follows from the following stronger
result. If (5.4.1) is not disfocal in an interval[a, c], then

∫ c

a

q+(t)dt >
1

c − a
. (5.4.9)

This approach has been employed by Kwong in [176] to extend Lyapunov’s in-
equality.

In [176] Kwong has given the following necessary inequality for disfocality.

THEOREM 5.4.4. If (5.4.1) has a solution such that y′(0) = y(c) = 0, 0< c,
then ∫ c

0
Q+(t)dt =

∫ c

0
(c − t)q+(t)dt > 1, (5.4.10)

where Q+(t) = ∫ t

0 q+(s)ds.

PROOF. The idea that the two integrals in (5.4.10) are equal is an elementary fact
of double integration. �

Let us make two reductions. We may first assume thaty has no zeros in[0, c).
Suppose that the theorem has been proved for this case. In the case thaty has
zeros in[0, c), let c̄ be the smallest zero. Then we have

∫ c̄

0 Q+(t)dt > 1 from
which (5.4.10) follows. Next we may assume thatq � 0, so thatq+ = q. In the
contrary case, we consider the equation

z′′(t) + q+(t)z(t) = 0, (5.4.11)

and one of its solutionsz such thatz′(0) = 0. It follows from a form of the
Sturmain comparison theorem (notice that the potentialq+ of the new equa-
tion (5.4.11) dominates that of (5.4.1)) thatz has a zerōc in (0, c). The result for
positive potentials then gives, for equation (5.4.11),

∫ c̄

0 Q+(t)dt > 1 from which
(5.4.10) follows.

The following corollaries of Theorem 5.4.4 can be used in the study of discon-
jugacy criterion, which may be considered as the further extensions of Hartman’s
improvement of Lyapunov’s result [145, p. 346].
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COROLLARY 5.4.2. If, for all t ∈ [a, b], the following inequality holds

∫ t

a

(s − a)q+(s)ds

t − a
+
∫ b

t

(b − s)q+(s)ds

b − t
� 1

t − a
+ 1

b − t
,

then (5.4.1)is disconjugate in (a, b).

COROLLARY 5.4.3. If, for some point c ∈ [a, b],
∫ c

a

(t − a)q+(t)dt � 1 and
∫ b

c

(b − t)q+(t)dt � 1,

then (5.4.1)is disconjugate in [a, b].

In [143] Harris has given further extensions of Kwong’s results in [176].
In [143] Theorem 5.4.4 is stated as follows.

THEOREM A. If y is a solution of (5.4.1)with y′(0) = 0 and y(c) = 0, then

∫ c

0

∫ t

0
q+(r)dr dt > 1. (5.4.12)

This result may be paraphrased to state that if the inequality of (5.4.12)is violated
then (5.4.1)is right disfocal on [0, c).

In [143] Harris has given the following keener result which also uses both
positive and negative parts ofq(t).

THEOREM 5.4.5. Let γ (·) denote a function with the properties

(i) γ (0) = 0,
(ii) γ (·) is differentiable on [0, c].

Set

Q(t) = q(t) − γ (t) + γ (t)2 and

A(c) = sup
0�x�c

∣∣∣∣
∫ x

0
exp

{
2
∫ x

t

γ (s)ds

}
Q(t)dt

∣∣∣∣,
B(c) = sup

0�x�c

∫ x

0
exp

{
2
∫ x

t

γ (s)ds

}
dt.



512 Chapter 5. Levin- and Lyapunov-Type Inequalities

If 4A(c)B(c) < 1, then (5.4.1)is right disfocal on [0, c).

COROLLARY 5.4.4. If 4c sup0�x�c | ∫ x

0 q(t)dt | < 1, then (5.4.1)is right disfo-
cal on [0, c).

PROOF. We setγ (t) = 0 for t ∈ [0, c) in Theorem 4.4.5. �

COROLLARY 5.4.5. If

B(c) = sup
0�x�c

∫ c

0
exp

{
2
∫ x

t

∫ s

0
q(r)dr ds

}
dt

and

A(c) = sup
0�x�c

∫ x

0
exp

{
2
∫ x

t

∫ s

0
q(r)dr ds

}(∫ t

0
q(s)ds

)2

dt,

then (5.4.1)is right disfocal on [0, c) if 4A(c)B(c) < 1.

PROOF. We setγ (t) = ∫ t

0 q(s)ds. �

COROLLARY 5.4.6. If

4c exp

{∫ c

0

(∫ s

0
q(r)dr

)+
ds

}∫ c

0

(∫ t

0
q(s)ds

)2

dt < 1,

then (5.4.1)is right disfocal on [0, c).

PROOF. The proof follows from Corollary 5.4.5. �

In [143] Harris has given an iterated form of Theorem A by means of a trivial
observation.

Let y denote a solution of (5.4.1) withy′(0) = 0 andy(c) = 0. We may sup-
pose without loss of generality thatc is the least positive zero ofy andy(t) > 0
for t ∈ [0, c). It is also sufficient by the Sturmain comparison theorem to consider
only the caseq(t) = q+(t).

We integrate (5.4.1) between 0 andt to obtain

−y′(t) =
∫ t

0
q+(s)y(s)ds. (5.4.13)
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An integration over[0, c] then yields

y(0) =
∫ c

0

∫ t

0
q+(s)y(s)ds dt

� y(0)

∫ c

0

∫ t

0
q+(s)ds dt. (5.4.14)

This result leads to Kwong’s proof of Theorem A.
Suppose now that we integrate (5.4.13) over the interval froms to c and obtain

y(s) =
∫ c

s

∫ τ

0
q+(r)y(r)dr dτ.

Substitution into (5.4.13) now gives

y′(t) =
∫ t

0
q+(s)

∫ c

s

∫ τ

0
q+(r)y(r)dr dτ ds,

and an integration over[0, c] yields

y(0) =
∫ c

0

∫ t

0
q+(s)

∫ c

s

∫ τ

0
q+(r)y(r)dr dτ ds dt

� y(0)

∫ c

0

∫ t

0
q+(s)

∫ c

s

∫ τ

0
q+(r)dr dτ ds dt.

We thus deduce that ify′(0) = 0 andy(c) = 0 then

1�
∫ c

0

∫ t

0
q+(s)

∫ c

s

∫ τ

0
q+(r)dr dτ ds dt. (5.4.15)

In order to compare (5.4.15) with Theorem A, we let

Φ(s) =
∫ c

s

∫ τ

0
q+(r)dr dτ.

Inequality (5.4.15) represents an improvement over Theorem A ifΦ(s) < 1. We
write

Φ(s) =
∫ c

s

{∫ s

0
q+(r)dr +

∫ τ

s

q+(r)dr

}
dτ

= (c − s)

∫ s

0
q+(r)dr +

∫ c

s

(c − r)q+(r)dr

=
∫ c

0
Ψ (s, r)q+(r)dr, (5.4.16)
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where

Ψ (s, r) =
{

c − s if 0 � r � s,

c − r if s < r � c.

We note that 0� Ψ (s, r) � c − r , and using this upper bound in (5.4.16) we have

Φ(s) �
∫ c

0
(c − r)q+(r)dr =

∫ c

0

∫ r

0
q+(s)ds dr. (5.4.17)

This result is inconclusive since, by Theorem A, the right-hand side of (5.4.17)
is greater than 1. On the other hand, if we use the upper bound,Ψ (s, r) � c − s,
in (5.4.16) we deduce that

Φ(s) � (c − s)

∫ c

0
q+(r)dr,

which may be less than 1.
This process may be iterated and leads to the result that ify′(0) = 0 and

y(c) = 0 then for any integern,∫ c

0

∫ t0

0
q+(t1)

∫ c

t1

∫ t2

0
q+(t3) · · ·

∫ c

t2n+1

∫ t2n+2

0
q+(t2n+3)dt2n+3 · · · dt0 � 1.

PROOF OFTHEOREM 5.4.5. Lety(·) denote a solution of (5.4.1) withy′(0) = 0
andγ (·) a differentiable function to be chosen later subject to

γ (0) = 0. (5.4.18)

We follow the approach of Harris [142] and useγ to derive a regularizing trans-
formation of (5.4.1). We write

r(x) = −
(

y′

y
− γ

)
, (5.4.19)

so that by (5.4.18),

r(0) = 0, (5.4.20)

and after substitution in (5.4.1),

r ′ = Q + 2γ r + r2, (5.4.21)

whereQ = q − γ ′ + γ 2. We rearrange (5.4.21) as

r ′ − 2γ r = Q + r2,
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and integration yields

r(x) =
∫ x

0
exp

{
2
∫ x

t

γ (s)ds

}
Q(t)dt +

∫ x

0
exp

{
2
∫ x

t

γ (s)ds

}
r2(t)dt.

(5.4.22)
Let

A(X) = sup
0�x�X

∣∣∣∣
∫ x

0
exp

{
2
∫ x

t

γ (s)ds

}
Q(t)dt

∣∣∣∣,
B(X) = sup

0�x�X

∫ x

0
exp

{
2
∫ x

t

γ (s)ds

}
dt,

R(X) = sup
0�x�X

∣∣r(x)
∣∣.

It is clear from (5.4.22) that∣∣r(x)
∣∣� A(X) + B(X)R(X)2 for x ∈ [0,X]

and thus

R(X) � A(X) + B(X)R(X)2. (5.4.23)

�

LEMMA 5.4.1. If X is such that 4A(X)B(X) < 1, then

R(X) < 2A(X) for x ∈ [0,X].

PROOF. We know thatR(0) = 0 so if the result were false there would be a least
value ofx, x0, say, for whichR(x0) = 2A(x0); thus from (5.4.23),

2A(x0) � A(x0) + B(x0)R(x0)
2

= A(x0)
(
1+ 4A(x0)B(x0)

)
,

which gives a contradiction. �

In particular, Lemma 5.4.1 shows that 4A(c)B(c) < 1 then∣∣∣∣y′(x)

y(x)
− γ (x)

∣∣∣∣� 2A(c), x ∈ [0, c].

Thus, ifγ (·) is bounded forx ∈ [0, c], theny has no zeros in[0, c].
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5.5 Extensions of Lyapunov’s Inequality

In this section we deal with inequalities similar to Lyapunov’s inequality estab-
lished by Harris and Kong [144] and Brown and Hinton [46]. Consider the linear
second-order differential equation

y′′ + q(t)y = 0, (5.5.1)

whereq is a real-valued function belonging toL1
loc. In [144] Harris and Kong

extended the Lyapunov inequality given in Corollary 5.4.1 in such a way as to use
the negative part ofq to obtain keener bound.

The following lemma given in [144] is needed in further discussion.

LEMMA 5.5.1. If y is a solution of (5.5.1)satisfying y′(d) = 0, y(b) = 0, and
y(t) > 0 and y′(t) � 0 for t ∈ (d, b), then

sup
d�t�b

∫ t

d

q(s)ds > 0.

PROOF. Suppose the contrary. Then
∫ t

d
q(s)ds � 0 for t ∈ [d, b]. Let Q(t) =∫ t

d
q(s)ds, and define the Riccati variable

r(t) = −y′(t)
y(t)

. (5.5.2)

We thus haver(d) = 0, limt→b− r(t) = ∞ andr(t) � 0 for t ∈ (d, b). It follows
from (5.5.1) that

r ′(t) = q(t) + r2(t), (5.5.3)

whence

r(t) = Q(t) +
∫ t

d

r2(s)ds.

In a similar way, if z is the nontrivial solution of the equationz′′ = 0 with
z′(d) = 0 andR(t) = −z′(t)/z(t), then

R(t) =
∫ t

d

R(s)2 ds,

so thatR(t) = 0 for all t ∈ [d,∞). As a simple consequence of the general theory
of integral inequalities we see thatr(t) � R(t) = 0 for t ∈ [d, b), thus contradic-
ing the fact that limt→b− r(t) = ∞. The proof is complete. �
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The main results established in [144] are given in the following theorems.

THEOREM 5.5.1. Let y denote a nontrivial solution of (5.5.1) satisfying
y′(d) = 0, y(b) = 0, and y(t) �= 0 for t ∈ [d, b). Then

(b − d) sup
d�t�b

∣∣∣∣
∫ t

d

q(s)ds

∣∣∣∣> 1. (5.5.4)

Moreover, if there are no extreme values of y in (d, b), then

(b − d) sup
d�t�b

∫ t

d

q(s)ds > 1. (5.5.5)

PROOF. We assume, without loss of generality, thaty(t) > 0 for t ∈ [d, b). With
r defined by (5.5.2), we set

w(t) =
∫ t

d

r2(s)ds for t ∈ [d, b). (5.5.6)

Thusr(d) = w(d) = 0 and from (5.5.3) limt→b− r(t) = limt→b− w(t) = ∞ be-
cause

r(t) =
∫ t

d

q(s)ds + w(t) for t ∈ [d, b). (5.5.7)

SetQ∗ = supd�t�b | ∫ t

d
q(s)ds| and observe that∣∣r(t)∣∣� Q∗ + w(t)

so that

w′(t) = r2(t) �
(
Q∗ + w(t)

)2
,

that is,

w′(t)
(Q∗ + w(t))2

� 1. (5.5.8)

Integrating (5.5.8) over[d, b] we obtain

− 1

Q∗ + w(t)

∣∣∣∣
b

d

� b − d,

which implies that 1/Q∗ � b − d or (b − d)Q∗ � 1. We remark that equality can-
not hold, for otherwise|Q(t)| = | ∫ t

d
q(s)ds| = Q∗ almost everywhere on[d, b),

which contradicts the fact thatQ is continuous andQ(d) = 0.
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If d is the largest extreme point ofy in [d, b), theny′(t) � 0 and thusr(t) � 0
for t ∈ [d, b). Set Q∗ = supd�t�b

∫ t

d
q(s)ds. By Lemma 5.5.1,Q∗ > 0 and

from (5.5.7),

0� r(t) � Q∗ + w(t).

The proof of the second part of theorem now follows in a way similar to that of
the first. �

THEOREM 5.5.2. Let y denote a nontrivial solution of (5.5.1) satisfying
y(a) = 0, y′(c) = 0, and y(t) �= 0 for t ∈ (a, c]. Then

(c − a) sup
a�t�c

∣∣∣∣
∫ c

t

q(s)ds

∣∣∣∣> 1. (5.5.9)

Moreover, if there are no extreme values of y in (a, c), then

(c − a) sup
a�t�c

∫ c

t

q(s)ds > 1. (5.5.10)

The proof is similar to the proof of Theorem 5.5.1 and is omitted.

COROLLARY 5.5.1. If

(b − d) sup
d�t�b

∣∣∣∣
∫ t

d

q(s)ds

∣∣∣∣� 1,

then (5.5.1)is right disfocal on [d, b).
If

(c − a) sup
a�t�c

∣∣∣∣
∫ c

t

q(s)ds

∣∣∣∣� 1,

then (5.5.1)is left disfocal on (a, c].

THEOREM 5.5.3. Let a and b denote two consecutive zeros of a nontrivial so-
lution y of (5.5.1).Then there exist two disjoint subintervals of [a, b], I1 and I2
satisfying

(b − a)

∫
I1∪I2

q(s)ds > 4 (5.5.11)

and ∫
[a,b]−(I1∪I2)

q(s)ds � 0. (5.5.12)
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PROOF. Let c andd denote the least and greatest extreme points ofy on [a, b],
respectively. If there is only one zero ofy′ in (a, b), thenc andd coincide. Then
y′(d) = 0, y(b) = 0, andy′(t) �= 0 for t ∈ [d, b]. By Theorem 5.5.1, inequality
(5.5.5) holds. Thus there existsb1 ∈ (d, b] such that

∫ b1

d

q(s)ds >
1

b − d
and

∫ b1

d

q(s)ds �
∫ b

d

q(s)ds.

Similarly, we can choosea1 ∈ [a, c) such that∫ c

a1

q(s)ds >
1

c − a
and

∫ c

a1

q(s)ds �
∫ c

a

q(s)ds.

Let I1 = [d, b1] andI2 = [a1, c], then

(b − a)

∫
I1∪I2

q(s)ds �
[
(b − d) + (c − a)

](∫ b1

d

q(s)ds +
∫ c

a1

q(s)ds

)

>
[
(b − d) + (c − a)

]( 1

b − d
+ 1

c − a

)

= 2+ c − a

b − d
+ b − d

c − a
� 4

and (5.5.11) is verified. It is also easy to see that
∫ b

b1
q(s)ds � 0 and

∫ a1
a

q(s) ×
ds � 0. To verify (5.5.12) it is sufficient to show that

∫ d

c
q(s)ds � 0. In fact, since

y′(c) = y′(d) = 0, we haver(c) = r(d) = 0. From (5.5.3),

0= r(d) − r(c) =
∫ d

c

q(s)ds +
∫ d

c

r2(s)ds.

This result means that
∫ d

c
q(s)ds � 0 and hence that (5.5.12) holds. �

COROLLARY 5.5.2. Suppose that, for every two disjoint subintervals, I1 and I2,
of [α,β], we have

(β − α)

∫
I1∪I2

q(s)ds � 4. (5.5.13)

Then (5.5.1)is disconjugate on [α,β].

PROOF. Suppose the contrary, then there exists a nontrivial solutiony of (5.5.1)
with y(a) = y(b) = 0 for α � a < b � β. Without loss of generality we assume
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thaty(t) �= 0 for t ∈ (a, b). By Theorem 5.5.3, there exist two disjoint intervals,
I1 andI2, of [a, b] ⊂ [α,β] with

(b − a)

∫
I1∪I2

q(s)ds > 4.

Hence,(β − α)
∫
I1∪I2

q(s)ds > 4, which gives a contradiction. �

COROLLARY 5.5.3. Suppose that a nontrivial solution of (5.5.1)has N zeros
in [a, b] for N � 2. There exist 2N disjoint subintervals of [a, b], Iij for i =
1, . . . ,N , j = 1,2, such that

N <
1

2

[
(b − a)

∫
I

q(s)ds

]1/2

+ 1, (5.5.14)

and ∫
[a,b]−I

q(s)ds � 0, (5.5.15)

where I =⋃N
i=1

⋃2
j=1 Iij .

PROOF. Let ti , i = 1, . . . ,N , be the zeros ofy in [a, b]. By Theorem 5.5.3, for
i = 1, . . . ,N − 1, there are two disjoint subintervals of[ti , ti+1], Ii1 andIi2, with∫

Ii1∪Ii2

q(s)ds >
4

ti+1 − ti
(5.5.16)

and ∫
[ti ,ti+1]−(Ii1∪Ii2)

q(s)ds � 0. (5.5.17)

We sum (5.5.16) fori from 1 toN − 1 and see that

∫
I

q(s)ds > 4
N−1∑
i=1

1

ti+1 − ti
,

and by the inequality for harmonic mean∫
I

q(s)ds >
4(N − 1)2

tN − t1
� 4(N − 1)2

b − a
,

whence

(N − 1)2 <
b − a

4

∫
I

q(s)ds.
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This result implies (5.5.14). From (5.5.17) it is easy to deduce (5.5.15). �

REMARK 5.5.1. Corollary 5.5.3 provides an extension of the result [145, Corol-
lary 5.2, p. 347] in that the negative part ofq to achieve a sharper bound is used.

In [46] Brown and Hinton studied the two problems concerning the equation

y′′ + q(x)y = 0, a � x � b, (5.5.1′)

whereq is real andq ∈ L(a, b):
(i) obtain lower bounds for the spacing of zeros of a solution, and

(ii) obtain lower bounds for the spacingβ − α for a solutiony of (5.5.1′)
satisfyingy(α) = y′(β) = 0 ory′(α) = y(β) = 0.

In [46] results which relate to problems (i) and (ii) are given by using the
following versions of the Opial-type inequalities.

LEMMA 5.5.2. If f is absolutely continuous on [a, b] with f (a) = 0 and s ∈
L2(a, b), then ∫ b

a

s(x)
∣∣f (x)

∣∣∣∣f ′(x)
∣∣dx � k

∫ b

a

∣∣f ′(x)
∣∣2 dx, (5.5.18)

where

k = 1√
2

(∫ b

a

s(t)2(t − a)dt

)1/2

, (5.5.19)

with equality if and only if f ≡ 0 (or f is linear and s is constant).

REMARK 5.5.2. Inequality (5.5.18) is a special case of an inequality obtained by
Beesack and Das (see [4]). If we replacef (a) = 0 in Lemma 5.5.2 byf (b) = 0,
then (5.5.18) holds wherek in (5.5.19) is given by

k = 1√
2

(∫ b

a

s(t)2(b − t)dt

)1/2

. (5.5.20)

The following version of the Opial inequality is also used in [46].

LEMMA 5.5.3. If f is absolutely continuous on [a, b] with f (a) = 0 or f (b) = 0
and 1� p � 2, then

∫ b

a

∣∣f (x)
∣∣p∣∣f ′(x)

∣∣p dx � K(p)(b − a)

(∫ b

a

∣∣f ′(x)
∣∣2 dx

)p

, (5.5.21)
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where

K(p) =




1
2, p = 1,
4
π2 , p = 2,

2−p
2p

( 1
p

)2p−2
I−p, 1< p < 2,

(5.5.22)

with

I =
∫ 1

0

{
1+ 2(p − 1)

2− p
t

}−2{
1+ (p − 1)t

}1/p−1 dt.

For p = 1, equality holds in (5.5.21)only for f linear.

REMARK 5.5.3. Lemma 5.5.3 has immediate application to the case where
f (a) = f (b) = 0. Choosec = (a + b)/2 and apply (5.5.21) to[a, c] and [c, b]
then add to obtain that∫ b

a

∣∣f (x)
∣∣p∣∣f ′(x)

∣∣p dx

� K(p)

(
b − a

2

){(∫ c

a

∣∣f ′(x)
∣∣2 dx

)p

+
(∫ b

c

∣∣f ′(x)
∣∣2 dx

)p}

� K(p)

(
b − a

2

){(∫ b

a

∣∣f ′(x)
∣∣2 dx

)}p

. (5.5.23)

For p = 1, (5.5.23) is strict unlessf is linear in each of the subintervals[a, c]
and[c, b].

The main results established in [46] are given in the following theorems.

THEOREM 5.5.4. Suppose y is a nontrivial solution of (5.5.1′) which satisfies
y(a) = y′(b) = 0. Then

1< 2
∫ b

a

Q(x)2(x − a)dx, (5.5.24)

where Q(x) = ∫ b

x
q(t)dt . If y′(a) = y(b) = 0, then

1< 2
∫ b

a

Q(x)2(b − x)dx, (5.5.25)

where Q(x) = ∫ x

a
q(t)dt .
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PROOF. We first establish (5.5.24). Multiplying (5.5.1′) by y and integrating by
parts gives

∫ b

a

y′(x)2 dx =
∫ b

a

q(x)y(x)2 dx

=
∫ b

a

−Q′(x)y(x)2 dx

=
∫ b

a

2Q(x)y(x)y′(x)dx

� 2
∫ b

a

∣∣Q(x)
∣∣∣∣y(x)

∣∣∣∣y′(x)
∣∣dx

� 2√
2

(∫ b

a

Q(x)2(x − a)dx

)1/2∫ b

a

y′(x)2 dx, (5.5.26)

by (5.5.18) and (5.5.19) of Lemma 5.5.2. The inequality is strict sincey linear
impliesy ≡ 0 asy(a) = y′(b) = 0. By canceling

∫ b

a
y′(x)2 dx and squaring, we

obtain (5.5.24). The proof of (5.5.25) is similar using integration by parts and
(5.5.18) and (5.5.20) instead of (5.5.19). �

REMARK 5.5.4. By using the maximum of|Q| on [a, b] in (5.5.24) and (5.5.25),
integrating and then taking a square root, we see that

1< (b − a) max
a�x�b

∣∣∣∣
∫ b

x

q(t)dt

∣∣∣∣ (5.5.27)

wheny(a) = y′(b) = 0, and

1< (b − a) max
a�x�b

∣∣∣∣
∫ x

a

q(t)dt

∣∣∣∣ (5.5.28)

when y′(a) = y(b) = 0, which are the inequalities obtained by Harris and
Kong [144].

The following result similar to Theorem 5.5.4 given in [46] may be obtained
by application of Lemma 5.5.3.

THEOREM 5.5.5. Suppose y is a nontrivial solution of (5.5.1′) which satis-
fies y(a) = y′(b) = 0, 1� p � 2, and p′ is the conjugate index of p, that is,
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1
p

+ 1
p′ = 1. Then

1� 2K(p)1/p(b − a)1/p

(∫ b

a

∣∣Q(x)
∣∣p′

dx

)1/p′

, (5.5.29)

where Q(x) = ∫ b

x
q(t)dt ; if y′(a) = y(b) = 0 then (5.5.29)is true with Q(x) =∫ x

a
q(t)dt . In either case K(p) is given by (5.5.22).For p = 1 the inequality is

strict. For p = 1 the p′ norm of Q in (5.5.29)becomes max|Q(x)|, a � x � b.

PROOF. In the casey(a) = y′(b) = 0 from the proof of Theorem 5.5.4, we have
that ∫ b

a

y′(x)2 dx � 2
∫ b

a

∣∣Q(x)
∣∣∣∣y(x)

∣∣∣∣y′(x)
∣∣dx. (5.5.30)

By application of Hölder’s inequality and Lemma 5.5.2 to (5.5.30), we get that

∫ b

a

y′(x)2 dx � 2

(∫ b

a

∣∣Q(x)
∣∣p′

dx

)1/p′(∫ b

a

∣∣y(x)y′(x)
∣∣p dx

)1/p

� 2K(p)1/p(b − a)1/p

(∫ b

a

∣∣Q(x)
∣∣p′

dx

)1/p′ ∫ b

a

y′(x)2 dx,

with strict inequality forp = 1. Canceling
∫ b

a
y′(x)2 dx yields (5.5.29). A similar

argument yields (5.5.29) withQ(x) = ∫ x

a
q(t)dt wheny′(a) = y(b) = 0. �

REMARK 5.5.5. Note that, forp = 1, (5.5.29) in they(a) = y′(b) = 0 case is
the same as (5.5.27) and in they′(a) = y(b) = 0 case the same as (5.5.28). Theo-
rems 5.5.4 and 5.5.5 yield sufficient conditions for disfocality of (5.5.1′), that is,
sufficient conditions so that there does not exist a nontrivial solutiony of (5.5.1′)
satisfying eithery(a) = y′(b) = 0 ory′(a) = y(b) = 0.

As an application of (5.5.23) in [46] the following Lyapunov-type inequality
is given.

THEOREM 5.5.6. Suppose y is a nontrivial solution of (5.5.1′) which satisfies
y(a) = y(b) = 0, 1� p � 2, and Q′(x) = q(x) on [a, b]. Then

1� 2K(p)1/p

(
b − a

2

)1/p(∫ b

a

∣∣Q(x)
∣∣p′

dx

)1/p′

, (5.5.31)

with K(p) given by (5.5.22).For p = 1 the inequality is strict.
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PROOF. As in the proof of Theorem 5.5.4, multiplying (5.5.1′) by y and integra-
tion by parts yields that

∫ b

a

y′(x)2 dx =
∫ b

a

q(x)y(x)2 dx = −2
∫ b

a

Q(x)y(x)y′(x)dx. (5.5.32)

By application of Hölder’s inequality and (5.5.23) to (5.5.32), we get that

∫ b

a

y′(x)2 dx

� 2

(∫ b

a

∣∣Q(x)
∣∣p′

dx

)1/p′(∫ b

a

∣∣y(x)y′(x)
∣∣p dx

)1/p

� 2K(p)1/p

(
b − a

2

)1/p(∫ b

a

∣∣Q(x)
∣∣p′

dx

)1/p′ ∫ b

a

y′(x)2 dx, (5.5.33)

from which (5.5.31) follows. Forp = 1 the inequality is strict since a solution
of (5.5.1′) cannot be linear on each of the intervals[a, a+b

2 ], [ a+b
2 , b] as this im-

plies a discontinuity ofy′. �

5.6 Lyapunov-Type Inequalities I

In 1970, Eliason [100] established a Lyapunov-type inequality for a second-order
possibly singular nonlinear differential equation of the form

(
r(t)y′)′ + p(t)yf (y) = 0, (5.6.1)

which is more general than (5.4.1). The conditions assumed in [100] onr , p andf

are as follows:

(i) on an interval[a, b] under consideration,r ′ andp are real and continuous,
andr > 0;

(ii) for y �= 0, f (y) is real, even, positive and continuous; and
(iii) on each interval of the form(0,M] for M > 0, there exists aν > 0 such

thatyν+1f (y) is strictly increasing iny and has zero limit at 0.

By a solution of (5.6.1) we mean a real continuous functiony(t) which satis-
fies (5.6.1) wheny(t) �= 0.

The following lemma given in [100] is needed in order to establish a Lyapunov-
type inequality for equation (5.6.1).
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LEMMA 5.6.1. Let r(t), y(t) and y′(t) be differentiable on an interval (a, b) with
r(t) > 0 and y(t) > 0. Suppose that limt→a+,b− y(t) = 0 and limt→a+,b−(r(t) ×
y′(t))′yν(t) = 0 for some ν > 0. Then limt→a+,b− r(t)y′(t)yν(t) = 0.

PROOF. We shall establish the limit ata only. Let g(t) = r(t)y′(t) and assume
the conclusion is false. This result being the case since limt→a+ y(t) = 0, we may
assume there is anε0 > 0 and a sequencetn → a+ such that∣∣g(tn)y

ν(tn)
∣∣� ε0. (5.6.2)

Now, we may assume that, for someδ1 > 0,

∣∣g′(u)yν(u)
∣∣< ε0

2(b − a)
(5.6.3)

for all u ∈ (a, a + δ1).

Choosen0 such thatn � n0 implies tn ∈ (a, a + δ1). For thesen, we will
consider the two possibilities ofg(tn) > 0 andg(tn) < 0.

In the first case whereg(tn) > 0, we havey′(tn) > 0 and so letsn = a + δ1
if y′(u) > 0 on (tn, a + δ1) or let sn be the least zero ofy′(u) on (tn, a + δ1),
otherwise. Clearly it follows that

0� g(sn) �
∣∣g(a + δ1)

∣∣ for eachn � n0. (5.6.4)

Also, by the mean value theorem, we have that

g(tn) = g(sn) + [
g′(ξn)

]
(tn − sn) (5.6.5)

for someξn ∈ (tn, sn). Thus sinceyν(tn) � yν(ξn), we have from (5.6.3)–(5.6.5)
that ∣∣g(tn)

∣∣∣∣yν(tn)
∣∣ � ∣∣g(sn)

∣∣∣∣yν(tn)
∣∣+ ∣∣g′(ξn)

∣∣|tn − sn|
∣∣yν(tn)

∣∣
�
∣∣g(a + δ1)

∣∣∣∣yν(tn)
∣∣+ ∣∣g′(ξn)

∣∣∣∣yν(ξn)
∣∣(b − a)

<
∣∣g(a + δ1)

∣∣∣∣yν(tn)
∣∣+ ε0

2
. (5.6.6)

The second possibility is to consider thosen � n0 whereg(tn) < 0. Clearly,
sincey(t) > 0 on (a, b) and since limt→a+ y(t) = 0, there exists avn ∈ (a, tn)

such thaty′(vn) = 0 andy′(u) < 0 on(vn, tn). Again, by the mean value theorem,
we have

g(tn) = [
g′(θn)

]
(tn − vn)
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for someθn ∈ (vn, tn). Thus sinceyν(θn) > yν(tn) we have∣∣g(tn)y
ν(tn)

∣∣ � ∣∣g′(θn)
∣∣(b − a)

∣∣yν(θn)
∣∣

<
ε0

2
+ ∣∣g(a + δ1)

∣∣∣∣yν(tn)
∣∣. (5.6.7)

Now, since limt→a+ y(t) = 0, we can choose ann1 � n0 such thatn � n1 implies
that|g(a + δ1)||yν(tn)| < ε0/2. This result together with (5.6.5) and (5.6.6) leads
to a contradiction of (5.6.2). Thus the conclusion of the lemma is true. �

The following theorem and corollary are established in [100].

THEOREM 5.6.1. Let y(t) be a solution of (5.6.1) with consecutive zeros at
a < b. Assume (i) and (ii) are satisfied. Let M = sup{|y(t)|: t ∈ (a, b)}, and sup-
pose ν � 1 satisfies (iii) on (0,M]. Then

16ν(ν + 1)−2 < f (M)

∫ b

a

r−1 dt

∫ b

a

p+ dt. (5.6.8)

PROOF. Assume without loss of generality that 0< y(t) � M on (a, b) and let
t0 ∈ (a, b) be such thaty(t0) = M .

With λ = (ν + 1)/2 andν � 1 it follows thatyλ−1(t) is continuous on(a, b).
Also y′(t) is continuous on(a, b) so that we may consider improper integrals in
the following computations.

First we have

λ−1Mλ = λ−1yλ(t0) =
∫ t0

a+
yλ−1y′ dt �

∫ t0

a+
yλ−1

∣∣y′∣∣dt.

This equation together with a similar argument on[t0, b] yields

2λ−1Mλ �
∫ b−

a+
yλ−1

∣∣y′∣∣dt.

The following equalities and inequalities provide the main part of the argument
establishing the theorem. The fourth equality is due to Lemma 5.6.1. We compute

16Mν+1(ν + 1)−2 = (
2Mλλ−1)2

�
(∫ b−

a+
yλ−1

∣∣y′∣∣dt

)2
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=
(∫ b−

a+
r1/2yλ−1

∣∣y′∣∣r−1/2 dt

)2

�
∫ b−

a+
ry2(λ−1)y′2 dt

∫ b−

a+
r−1 dt

= [
ν−1ryνy′]b−

a+

∫ b−

a+
r−1 dt

+
∫ b−

a+
−ν−1(ry′)′yν dt

∫ b−

a+
r−1 dt

=
∫ b−

a+
ν−1pyν+1f (y)dt

∫ b

a

r−1 dt

< ν−1Mν+1f (M)

∫ b

a

p+ dt

∫ b

a

r−1 dt.

The last strict inequality can be established by using the continuously increasing
property ofyν+1f (y) due to (iii), the continuity ofy andy′ on (a, b) and the fact
thatp must be positive on some interval wherey′ > 0.

When 0< ν < 1 holds in (iii) the above theorem can also be established; how-
ever, since 16ν/(ν + 1)2 < 4 for ν ∈ (0,1) the following corollary yields a better
result. This result can be established by noting the fact that ifν1 > 0 satisfies (iii)
on (0,M] then anyν2 > ν1 also satisfies (iii). �

COROLLARY 5.6.1. Let y(t) be as in Theorem 5.6.1 except assume here that
0< ν < 1, then

4< f (M)

∫ b

a

r−1 dt

∫ b

a

p+ dt. (5.6.9)

In [100, p. 465] it is noted that (5.6.9) is sharp and also shown that 16ν(ν +
1)−2 in (5.6.8) cannot be replaced by a constant greater than 4.

In 1974, Eliason [102] established Lyapunov inequalities and bounds on solu-
tions of the nonlinear second-order differential equations of the forms:(

r(t)y′(t)
)′ + p(t)f

(
y(t)

)= 0 (5.6.10)

and

y′′(t) + m(t)y′(t) + n(t)f
(
y(t)

)= 0, (5.6.11)

under the conditions
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(H0) The real-valued functionsr , r ′ andp are continuous on a nontrivial in-
tervalJ of reals, andr(t) > 0 for t ∈ J ;

(H1) f :R → R is continuously differentiable and odd withf ′(y) > 0 for all
realy;

(H2) The real-valued functionsm andn are continuous on a nontrivial inter-
val J of reals.

Multiplying (5.6.11) by

r(t) ≡ exp

[∫ t

α

m(s)ds

]
for t ∈ J, (5.6.12)

whereα ∈ J is fixed, we obtain (5.6.10) and the relation

p(t) = r(t)n(t). (5.6.13)

In the special case whenf (y) ≡ y, Fink and Mary [119] (see also [205]) estab-
lished that ifa < b in J are consecutive zeros of a nontrivial solution of (5.6.11),
then

(b − a)

∫ b

a

n+ − 4 exp

[
−
(

1

2

)∫ b

a

|m|
]

> 0. (5.6.14)

Below, the bounds are expressed in terms of a maximum value of the solution
and integral functionals involving the coefficients.

For realsd < e we let

R(d, e;p) = sup
d�x�e

∫ e

x

p, L(d, e;p) = sup
d�x�e

∫ x

d

p,

(5.6.15)
S(d, e;p) = sup

d�u�v�e

∫ v

u

p, I (d, e;p) = inf
d�u�v�e

∫ v

u

p.

Clearly, we have

−
∫ e

d

p− � F(d, e;p) �
∫ e

d

p+ (5.6.16)

holding forF denotingR,L,S or I . Also for fixede, R andS decrease monoton-
ically asd increases. Other obvious monotonicity properties ofL, S andI will
be used without explicitly stating them here. By studying relationships (5.6.16)
more closely one may also see how the inequalities become strict in certain cases
whenp is not of constant sign on[d, e].
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Two inequalities improving (5.6.14) are

(b − a)

∫ b

a

n+ − 4 exp

{(
1

2

)[
I (a, b;m) − S(a, b;m)

]}
> 0; (5.6.17)

and, whenm ≡ 0 and the solutiony is positive on(a, b) and, for somec ∈ (a, b),
satisfies

(c − t)y′(t) � 0 for t ∈ [a, b], (5.6.18)

(b − a)S(a, b;n) > 4. (5.6.19)

By (5.6.16), the improvement of (5.6.17) follows from

I (a, b;m) − S(a, b;m) �
∫ b

a

−(m− + m+)= −
∫ b

a

|m|. (5.6.20)

Strict inequality holds here, for example, whena = 0, b = 4π andm(t) = sinkt

wherek is a positive integer. In fact, we here have the rather interesting phenom-
ena that−∫ b

a
|m| remains constants whileI (a, b;m)−S(a, b;m) → 0 ask → ∞.

Bounds on solutions and related inequalities. We first consider a solutiony
of (5.6.10) wherey′(c) = 0 for somec ∈ J . By integrating twice and applying
an integration by parts, forx ∈ J , we have

y(c) − y(x) =
∫ c

x

[
r(x)

]−1
{(∫ c

t

p(τ )dτ

)
f
(
y(t)

)

+
∫ c

t

(∫ c

s

p(τ )dτ

)
f ′(y(s)

)
y′(s)ds

}
dt.

(5.6.21)

By the oddness off , if y(c) �= 0, we may assumey(c) > 0; and throughout,
between consecutive zeros we will assume a solution is positive. Thus ifx < c and
if y is positive and monotone increasing on(x, c] we may conclude from (5.6.21)
that

y(c) − y(x) �
∫ c

x

[
r(t)

]−1
R(t, c;p)

[
f
(
y(t)

)+ f
(
y(c)

)− f
(
y(t)

)]
dt

= f
(
y(c)

) ∫ c

x

[
r(t)

]−1
R(t, c;p)dt

� f
(
y(c)

)
R(x, c;p)

∫ c

x

(
1

r

)
. (5.6.22)
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Furthermore, by (H1) and (5.6.21), ify(x) < y(c), theny′ andp must both
be positive on some subinterval of[x, c]. As a result it may be argued that the
inequalities in (5.6.22) are strict in this case.

By a similar argument, ifx > c and ify is a positive and monotone decreasing
on [c, x], then

y(c) − y(x) � f
(
y(c)

)∫ x

c

[
r(t)

]−1
L(c, t;p)dt

� f
(
y(c)

)
L(c, x;p)

∫ x

c

(
1

r

)
, (5.6.23)

where the same conclusions on strictness apply here ify(x) < y(c).
The inequalities in (5.6.22) and (5.6.23) clearly yield lower bounds on the

solutiony. They will next be used to place implicit lower bounds on the distance
from c to the first possible zero ofy lying to the left or right ofc.

Suppose, then, thata < b in J are two consecutive zeros of a solutiony

and supposec ∈ (a, b) satisfies (5.6.18), where, as is understood,y is positive
on (a, b). With f1(y) = f (y)/y for y �= 0, (5.6.22) and (5.6.23), respectively,
yield

1 < f1
(
y(c)

) ∫ c

a

[
r(t)

]−1
R(t, c;p)dt

< f1
(
y(c)

)
R(a, c;p)

∫ c

a

(
1

r

)
(5.6.24)

and

1 < f1
(
y(c)

)∫ b

c

[
r(t)

]−1
L(c, t;p)dt

< f1
(
y(c)

)
L(c, b;p)

∫ b

c

(
1

r

)
. (5.6.25)

The inequalities provided by the extremes of (5.6.24) and (5.6.25) improve
those of Mary [205, Theorem 7] when

R(a, c;p) <

∫ c

a

p+ or L(c, b;p) <

∫ b

c

p+, (5.6.26)

respectively, and of course, (5.6.18) hold.
We now consider a problem of “distance between zeros”. By using differ-

ent variables of integration and then multiplying, from (5.6.24) and (5.6.25), we
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obtain the Lyapunov inequalities

1 < f 2
1

(
y(c)

)∫ c

a

∫ b

c

[
r(u)r(v)

]−1
R(u, c;p)L(c, v;p)dv du

� f 2
1

(
y(c)

)
4−1

∫ c

a

∫ b

c

[
r(u)r(v)

]−1[
S(u, v;p)

]2 dv du

< f 2
1

(
y(c)

)
4−2[S(a, b;p)

]2(∫ b

a

(
1

r

))2

. (5.6.27)

The second inequality above follows fromαβ � 4−1(α + β)2 and

0� R(u, c;p) + L(c, v;p) � S(u, v;p).

The third inequality follows from monotonicity properties ofS and

∫ c

a

(
1

r

)∫ b

c

(
1

r

)
� 4−1

(∫ b

a

(
1

r

))2

.

Inequality (5.6.19) is now a special case of (5.6.27) by simply taking square
roots in (5.6.27) where, of course,f1(v) ≡ 1.

In order to obtain (5.6.17), we considera < b to be two consecutive ze-
ros of a solutiony of (5.6.11) wherey is positive on(a, b). Then, for some
a < c1 � c2 < b, we havey′(c1) = y′(c2) = 0 andy is monotone on(a, c1] and
on [c2, b).

Using (5.6.12) and (5.6.13) the first inequality of (5.6.24) yields

1 < f1
(
y(c1)

) ∫ c1

a

exp

[
−
∫ t

a

m(w)dw

]

× max
t�s�c1

∫ c1

s

exp

[∫ u

α

m(w)dw

]
n(u)dudt

= f1
(
y(c1)

) ∫ c1

a

max
t�s�c1

∫ c1

s

exp

[∫ u

t

m(w)dw

]
n(u)dudt

� f1
(
y(c1)

) ∫ c1

a

exp
[
L(t, c1;m)

] ∫ c1

t

n+(u)dudt. (5.6.28)

In the linear case, the inequality provided by the extremes of (5.6.28) improves
inequality given in [119].
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By (5.6.25), we also obtain

1< f1
(
y(c2)

) ∫ b

c2

exp
[
R(c2, t;m)

] ∫ t

c2

n+(u)dudt. (5.6.29)

Thus with

Q = max
{
f1
(
y(c1)

)
, f1

(
y(c2)

)}
, (5.6.30)

by (5.6.28) and (5.6.29), using different variables of integration and multiplying
we have

1 < Q2
∫ c1

a

∫ b

c2

{
exp

[
L(u, c1;m) + R(c2, v;m)

]}

×
(∫ c1

u

∫ v

c2

n+(x)n+(z)dzdx

)
dv du

� 4−1Q2
∫ c1

a

∫ b

c2

{
exp

[∫ v

u

m − I (u, v;m)

]}(∫ v

u

n+
)2

dv du

< 4−2Q2{exp
[
S(a, b;m) − I (a, b;m)

]}(∫ b

a

n+
)2

(b − a)2. (5.6.31)

The inequalities follow from the definitions and properties ofL,R,S andI , along
with modifications of the argument used to establish (5.6.27).

In the linear case whereQ = 1, by taking square roots of (5.6.31), we ob-
tain (5.6.17).

We now summarize the above results.

THEOREM 5.6.2. Let y be a solution of (5.6.10) satisfying y′(c) = 0 and
y(c) > 0 for some c ∈ J . Then, for x < c (x > c), as long as y is positive and
monotone increasing on (x, c] (monotone decreasing on [c, x)), the inequalities
in (5.6.22) ((5.6.23))provide lower bounds on y(x) which are expressed in terms
of y(c) and integral functionals as defined by (5.6.15)involving the coefficients r

and p of (5.6.10).They are strict if y(x) < y(c).

As a result, inequalities (5.6.24) ((5.6.25)), provide implicit lower bounds on
the distance fromc to the first possible zeroa (b) of y lying to the left (right) ofc.
They improve previous results when (5.6.26) and (5.6.18) hold.

Inequalities (5.6.24) and (5.6.25), in turn, yield Lyapunov inequalities concern-
ing the distance between consecutive zerosa < b of a solutiony of (5.6.10) or
of (5.6.11), which is positive on(a, b). The first inequalities, provided by (5.6.27),
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relate to (5.6.10) and assume condition (5.6.18). The second ones provided by
(5.6.31), relate to (5.6.11) and does not assume condition (5.6.18), and they im-
prove previous results when inequality (5.6.31) is strict.

For various other results on Lyapunov-type inequalities for certain second-
order functional differential equations and equations having delayed arguments,
we refer to Eliason [103,104].

5.7 Lyapunov-Type Inequalities II

This section deals with some Lyapunov-type inequalities established by Pachpatte
in [282,298,322,328]. In what follows, it is assumed that the solutions to the equa-
tions under consideration exist onI ⊂ R (R the set of reals) containing the points
a, b (a < b).

In [322] the following Lyapunov-type inequalities are established for the non-
linear second-order differential equations of the forms(

r(t)
∣∣y(t)

∣∣p∣∣y′(t)
∣∣p−2

y′(t)
)′ + q(t)

∣∣y(t)
∣∣2p−2

y(t) = 0, (A)(
r(t)

∣∣y(t)
∣∣p−2∣∣y′(t)

∣∣p−2
y′(t)

)′ + q(t)
∣∣y(t)

∣∣2p−4
y(t) = 0, (B)

wheret ∈ I , p � 2 is a real constant, the functionr : I → R is C1-smooth and
r > 0, the functionq : I → R is continuous.

THEOREM 5.7.1. Let y(t) be a solution of (A) with y(a) = y(b) = 0 and
y(t) �= 0 for t ∈ (a, b). Let |y(t)| be maximized in a point c ∈ (a, b). Then

1 �
(∫ b

a

r−1/(p−1)(s)ds

)p−1(∫ b

a

∣∣q(s)
∣∣ds

)
, (5.7.1)

1 � 2p

(∫ c

a

r−1/(p−1)(s)ds

)p−1(∫ c

a

∣∣q(s)
∣∣ds

)
, (5.7.2)

1 � 2p

(∫ b

c

r−1/(p−1)(s)ds

)p−1(∫ b

c

∣∣q(s)
∣∣ds

)
. (5.7.3)

PROOF. Let M = max|y(t)| = |y(c)|, c ∈ (a, b). By assumption,M is a positive
constant. Sincey(a) = y(b) = 0, we have

M2 = ∣∣y(c)
∣∣2 = 2

∣∣∣∣
∫ c

a

y(s)y′(s)ds

∣∣∣∣� 2
∫ c

a

∣∣y(s)
∣∣∣∣y′(s)

∣∣ds, (5.7.4)

M2 = ∣∣y(c)
∣∣2 = 2

∣∣∣∣−
∫ b

c

y(s)y′(s)ds

∣∣∣∣� 2
∫ b

c

∣∣y(s)
∣∣∣∣y′(s)

∣∣ds, (5.7.5)
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implying

M2 �
∫ b

a

∣∣y(s)
∣∣∣∣y′(s)

∣∣ds =
∫ b

a

r−1/p(s)r1/p(s)
∣∣y(s)

∣∣∣∣y′(s)
∣∣ds. (5.7.6)

By takingpth power on both sides of (5.7.6), applying Hölder’s inequality with
indicesp, p/(p −1), integrating by parts and using the fact thaty(t) is a solution
of (A) such thaty(a) = y(b) = 0, we have

M2p �
(∫ b

a

r−1/(p−1)(s)ds

)p−1(∫ b

a

r(s)
∣∣y(s)

∣∣p∣∣y′(s)
∣∣p ds

)

=
(∫ b

a

r−1/(p−1)(s)ds

)p−1(∫ b

a

(
r(s)

∣∣y(s)
∣∣p∣∣y′(s)

∣∣p−2
y′(s)

)
y′(s)ds

)

=
(∫ b

a

r−1/(p−1)(s)ds

)p−1(
−
∫ b

a

(
r(s)

∣∣y(s)
∣∣p∣∣y′(s)

∣∣p−2
y′(s)

)′
y(s)ds

)

=
(∫ b

a

r−1/(p−1)(s)ds

)p−1(∫ b

a

(
q(s)

∣∣y(s)
∣∣2p−2

y(s)
)
y(s)ds

)

�
(∫ b

a

r−1/(p−1)(s)ds

)p−1(∫ b

a

(∣∣q(s)
∣∣∣∣y(s)

∣∣2p)ds

)

�
(∫ b

a

r−1/(p−1)(s)ds

)p−1(
M2p

∫ b

a

∣∣q(s)
∣∣ds

)
. (5.7.7)

Now, dividing both sides of (5.7.7) byM2p, we get (5.7.1).
Inequalities in (5.7.2) and (5.7.3) follow in a similar fashion, except that now

we takepth power on both sides of (5.7.4) and (5.7.5) and applying Hölder’s
inequality with indicesp, p/(p − 1), integrating by parts and using the fact that
y(t) is a solution of (A) such thaty(a) = y(b) = 0 andy′(c) = 0. The proof is
complete. �

THEOREM 5.7.2. Let y(t) be a solution of (B) with y(a) = y(b) = 0 and
y(t) �= 0 for t ∈ (a, b). Let |y(t)| be maximized in a point c ∈ (a, b). Then

1 � 1

3

(∫ b

a

r−1/(p−1)(s)ds

)p−1(∫ b

a

∣∣q(s)
∣∣ds

)
, (5.7.8)

1 � 1

3
2p

(∫ c

a

r−1/(p−1)(s)ds

)p−1(∫ c

a

∣∣q(s)
∣∣ds

)
, (5.7.9)
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1 � 1

3
2p

(∫ b

c

r−1/(p−1)(s)ds

)p−1(∫ b

c

∣∣q(s)
∣∣ds

)
. (5.7.10)

The proof can be completed by following the proof of Theorem 5.7.1 with
suitable modifications.

In [328] Pachpatte has established Lyapunov-type inequalities for differential
equations of the forms

(
r(t)

∣∣y′∣∣α−1
y′)′ + p(t)y′ + q(t)y + f (t, y) = 0, (C)(

r(t)
∣∣y′∣∣β ∣∣y′∣∣γ−2

y′)′ + p(t)y′ + q(t)y + f (t, y) = 0, (D)

where t ∈ I , α � 1, β � 0, γ � 2 are real constants andγ > β, the func-
tions r,p, q : I → R are continuous,r andp are continuously differentiable and
r(t) > 0, the functionf : I × R → R is continuous and satisfies the condition
|f (t, y)| � w(t, |y|), wherew : I × R+ → R+ (R+ the set of nonnegative reals)
is continuous andw(t,u) � w(t, v) for 0� u � v.

THEOREM 5.7.3. Let y(t) be a solution of equation (C) with y(a) = y(b) = 0
and y(t) �= 0 for t ∈ (a, b). Let |y(t)| be maximized at a point c ∈ (a, b). Then

1 � 1

2α+1

(∫ b

a

r−1/α(s)ds

)α

×
(

1

Mα−1

∫ b

a

∣∣∣∣q(s) − p′(s)
2

∣∣∣∣ds + 1

Mα

∫ b

a

w(s,M)ds

)
, (5.7.11)

where M = max{|y(t)|: a � t � b}.

PROOF. From the hypotheses, we have

M = ∣∣y(c)
∣∣= ∣∣∣∣

∫ c

a

y′(s)ds

∣∣∣∣=
∣∣∣∣−
∫ b

c

y′(s)ds

∣∣∣∣. (5.7.12)

From (5.7.12) we observe that

2M �
∫ b

a

∣∣y′(s)
∣∣ds =

∫ b

a

r−1/(α+1)(s)r1/(α+1)(s)
∣∣y′(s)

∣∣ds. (5.7.13)

Now, raising both sides of (5.7.13) into(α + 1)th power, using the Hölder in-
equality on the right-hand side of the resulting inequality with indices(α + 1)/α,
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α + 1, performing integration by parts and using the fact thaty(t) is a solution of
equation (C) such thaty(a) = y(b) = 0, we observe that

(2M)α+1 �
(∫ b

a

r−1/α(s)ds

)α(∫ b

a

r(s)
∣∣y′(s)

∣∣α+1 ds

)

=
(∫ b

a

r−1/α(s)ds

)α(∫ b

a

(
r(s)

∣∣y′(s)
∣∣α−1

y′(s)
)
y′(s)ds

)

=
(∫ b

a

r−1/α(s)ds

)α(
−
∫ b

a

(
r(s)

∣∣y′(s)
∣∣α−1

y′(s)
)′
y(s)ds

)

=
(∫ b

a

r−1/α(s)ds

)α

×
(∫ b

a

y(s)
[
p(s)y′(s) + q(s)y(s) + f

(
s, y(s)

)]
ds

)

=
(∫ b

a

r−1/α(s)ds

)α

×
(∫ b

a

(
q(s) − p′(s)

2

)
y2(s)ds +

∫ b

a

y(s)f
(
s, y(s)

)
ds

)

�
(∫ b

a

r−1/α(s)ds

)α

×
(∫ b

a

∣∣∣∣q(s) − p′(s)
2

∣∣∣∣∣∣y(s)
∣∣2 ds +

∫ b

a

∣∣y(s)
∣∣∣∣f (s, y(s)

)∣∣ds

)

�
(∫ b

a

r−1/α(s)ds

)α

×
(∫ b

a

M2
∣∣∣∣q(s) − p′(s)

2

∣∣∣∣ds +
∫ b

a

Mw(s,M)ds

)
. (5.7.14)

Now, dividing both sides of (5.7.14) by(2M)α+1, we get the desired inequality
in (5.7.11). The proof is complete. �

THEOREM 5.7.4. Let y(t) be a solution of equation (D) with y(a) = y(b) = 0,
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and y(t) �= 0 for t ∈ (a, b). Let |y(t)| be maximized in a point c ∈ (a, b). Then

1 �
(∫ b

a

r−1/(γ−1)(s)ds

)γ−1

×
(

1

Mβ+γ−2

∫ b

a

∣∣∣∣q(s) − p′(s)
2

∣∣∣∣ds + 1

Mβ+γ−1

∫ b

a

w(s,M)ds

)
, (5.7.15)

where M = max|y(t)| = |y(c)|, c ∈ (a, b).

PROOF. From the hypotheses, we have

M2 = 2
∫ c

a

y(s)y′(s)ds = −2
∫ c

a

y(s)y′(s)ds. (5.7.16)

From (5.7.16) we observe that

M2 �
∫ b

a

∣∣y(s)
∣∣∣∣y′(s)

∣∣ds

=
∫ b

a

(
r−1/γ (s)

∣∣y(s)
∣∣1−β/γ )(

r1/γ (s)
∣∣y(s)

∣∣β/γ ∣∣y′(s)
∣∣)ds. (5.7.17)

The rest of the proof can be completed by taking the powerγ to both sides
of (5.7.17), using Hölder’s inequality with indicesγ /(γ − 1), γ , performing in-
tegration by parts, using the fact thaty(t) is a solution of equation (D) such that
y(a) = y(b) = 0, and closely looking at the proof of Theorem 5.7.3. �

In [298] Pachpatte has derived Lyapunov-type inequalities for the differential
equations of the forms(

r(t)h
(
y′(t)

))′ + p(t)y(t)f
(
t, y(t)

) = 0, (E)(
r(t)h

(
y(t)

)
y′(t)

)′ + p(t)y(t)f
(
t, y(t)

) = 0, (F)

where the following conditions are assumed to hold:

(i) r , p : I → R are continuous andr is positive and continuously differen-
tiable onI ;

(ii) h ∈ C1(R, (0,∞)), h(−x) = −h(x), sgnh(x) = sgnx, x/h(x) � β,
whereβ > 0 is a constant and limx→0 x/h(x) exists finitely;

(iii) f : I × R → R is a continuous function such that|f (t, y)| � w(t, |y|),
wherew : I × R+ → R+ is continuous andw(t,u) � w(t, v) for 0� u � v.
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THEOREM5.7.5. Assume that the hypotheses (i)–(iii) hold. Let y(t) be a solution
of (E) with y(a) = y(b) = 0, and y(t) �= 0, t ∈ (a, b). Let c be a point in (a, b) at
which |y(t)| is maximized. Then

4 � β

(∫ b

a

1

r(s)
ds

)(∫ b

a

∣∣p(s)
∣∣w(s,M)ds

)
, (5.7.18)

1 � β

(∫ c

a

1

r(s)
ds

)(∫ c

a

∣∣p(s)
∣∣w(s,M)ds

)
, (5.7.19)

1 � β

(∫ b

c

1

r(s)
ds

)(∫ b

c

∣∣p(s)
∣∣w(s,M)ds

)
, (5.7.20)

where M = max|y(t)| = |y(c)|, c ∈ (a, b).

PROOF. By hypotheses, we have the equalities

M = ∣∣y(c)
∣∣= ∣∣∣∣

∫ c

a

y′(s)ds

∣∣∣∣, (5.7.21)

M = ∣∣y(c)
∣∣= ∣∣∣∣−

∫ b

c

y′(s)ds

∣∣∣∣, (5.7.22)

which imply

2M �
∫ b

a

∣∣y′(s)
∣∣ds. (5.7.23)

Squaring both sides of (5.7.23) and using Schwarz inequality, the integration by
parts and the fact thaty(t) is a solution of (E) withy(a) = y(b) = 0, by hypothe-
ses (i)–(iii), we have

4M2 �
(∫ b

a

[
r−1/2(s)

∣∣h(y′(s)
)∣∣−1/2∣∣y′(s)

∣∣1/2]

× [
r1/2(s)

∣∣h(y′(s)
)∣∣1/2∣∣y′(s)

∣∣1/2]ds

)2

�
(∫ b

a

1

r(s)

y′(s)
h(y′(s))

ds

)(∫ b

a

r(s)h
(
y′(s)

)
y′(s)ds

)

� β

(∫ b

a

1

r(s)
ds

)(∫ b

a

r(s)h
(
y′(s)

)
y′(s)ds

)

= β

(∫ b

a

1

r(s)
ds

)(
−
∫ b

a

(
r(s)h

(
y′(s)

))′
y(s)ds

)
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= β

(∫ b

a

1

r(s)
ds

)(∫ b

a

p(s)y2(s)f
(
s, y(s)

)
ds

)

� β

(∫ b

a

1

r(s)
ds

)(
M2

∫ b

a

∣∣p(s)
∣∣w(s,M)ds

)
. (5.7.24)

Now, dividing both sides of (5.7.24) byM2, we get (5.7.18).
Inequalities (5.7.19), (5.7.20) follow in similar fashion, but using, moreover,

the conditiony′(c) = 0. �

THEOREM5.7.6. Assume that the hypotheses (i)–(iii) hold. Let y(t) be a solution
of (F), with y(a) = y(b) = 0, and y(t) �= 0, t ∈ (a, b). Let c be a point in (a, b) at
which |y(t)| is maximized. Then

2 � β

(∫ b

a

1

r(s)
ds

)(
1

M

∫ b

a

∣∣p(s)
∣∣w(s,M)ds

)
, (5.7.25)

1

2
� β

(∫ c

a

1

r(s)
ds

)(
1

M

∫ c

a

∣∣p(s)
∣∣w(s,M)ds

)
, (5.7.26)

1

2
� β

(∫ b

c

1

r(s)
ds

)(
1

M

∫ b

c

∣∣p(s)
∣∣w(s,M)ds

)
, (5.7.27)

where M = max|y(t)| = |y(c)|, c ∈ (a, b).

PROOF. By hypotheses, we have the equalities

M2 = y2(c) = 2
∫ c

a

y(s)y′(s)ds, (5.7.28)

M2 = y2(c) = −2
∫ b

c

y(s)y′(s)ds, (5.7.29)

which imply

M2 �
∫ b

a

∣∣y(s)
∣∣∣∣y′(s)

∣∣ds. (5.7.30)

Squaring both sides of (5.7.30) and rewriting we have

M4 �
(∫ b

a

[
r−1/2(s)

∣∣h(y(s)
)∣∣−1/2∣∣y(s)

∣∣1/2]

× [
r1/2(s)

∣∣h(y(s)
)∣∣1/2∣∣y(s)

∣∣1/2∣∣y′(s)
∣∣]ds

)2

.
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The rest of the proof can be completed by closely looking at the proof of Theo-
rem 5.7.5 with suitable modifications. �

The following result given in [282] deals with a Lyapunov-type inequality for
the second-order linear finite difference equation

�
(
r(n)�y(n)

)+ p(n)y(n) = 0 (G)

for n ∈ I∞ = {a, a + 1, a + 2, . . . }, a is an integer, the operator� is defined
by �y(n) = y(n + 1) − y(n), n ∈ I∞, y(n), r(n), c(n), n ∈ I∞, are real-valued
functions andr(n) > 0. Let I ⊂ I∞ be defined byI = {a, a + 1, a + 2, . . . ,

a + m = b}, m � 2, we denote byI0 the interior ofI . Clearly,I0 is nonempty.

THEOREM 5.7.7. Let y(n) be a solution of equation (G) such that y(a) =
y(b) = 0, y(n) �= 0 for n ∈ I0. Let k be a point in I0 where |y(n)| is maximized.
Then

4�
(

b−1∑
n=a

1

r(n)

)(
b−1∑
n=a

∣∣p(n)
∣∣). (5.7.31)

PROOF. Let M = |y(k)|, k ∈ I0. It is obvious that

y(k) =
k−1∑
n=a

�y(n), (5.7.32)

y(k) = −
b−1∑
n=k

�y(n). (5.7.33)

From (5.7.32) and (5.7.33), we observe that

2M �
b−1∑
n=a

∣∣�y(n)
∣∣. (5.7.34)

Now, squaring both sides of (5.7.34), using the Schwarz inequality, the following
formula of summation by parts

n−1∑
s=0

u(s)�v(s) = (
u(n)v(n) − u(0)v(0)

)−
n−1∑
s=0

v(s + 1)�u(s), (5.7.35)
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and the fact thaty(n) is a solution of (G) withy(a) = y(b) = 0, we observe that

4M2 �
(

b−1∑
n=a

r−1/2(n)r1/2(n)
∣∣�y(n)

∣∣)2

�
(

b−1∑
n=a

1

r(n)

)(
b−1∑
n=a

(
r(n)�y(n)

)
�y(n)

)

=
(

b−1∑
n=a

1

r(n)

)(
−

b−1∑
n=a

y(n + 1)�
(
r(n)�y(n)

))

=
(

b−1∑
n=a

1

r(n)

)(
b−1∑
n=a

y(n + 1)p(n)y(n)

)

�
(

b−1∑
n=a

1

r(n)

)
M2

(
b−1∑
n=a

∣∣p(n)
∣∣). (5.7.36)

Dividing both sides of (5.7.36) byM2 we get the desired inequality in (5.7.32).
The proof is complete. �

5.8 Lyapunov-Type Inequalities III

In this section we present Lyapunov-type inequalities for certain higher-order dif-
ferential equations established by Hochstadt [150], Chen [57], Chen and Yeh [58]
and Pachpatte [321]. We shall consider only those solutions of the equations con-
sidered here which exist onI ⊂ R (R the set of reals) containing the pointsa, b

(a < b) and are nontrivial.
We begin with the following Lyapunov-type inequality established by

Hochstadt in [150] (see also [225]).

THEOREM 5.8.1. Consider the differential equation

y(n) − py(n−1) − qy = 0, n � 2, (A1)

where p and q are integrable on [a, b]. Suppose that a nontrivial solution of (A1)
has at least n zeros on [a, b]. Then

[
(b − a)n−1

∫ b

a

|q|dt

]1/n

+ 1

n

∫ b

a

|p|dt � 2. (5.8.1)
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PROOF. In order to prove (5.8.1), we reduce (A1) to a system by letting

xi = y(i−1), i = 1,2, . . . , n,

so that

x′
i = xi+1, i = 1,2, . . . , n − 1,

(5.8.2)
x′
n = pxn + qx1.

Sincey vanishesn times on[a, b], eachxi vanishes at least once on that interval.
We can, therefore, split[a, b] into two subintervals[a, c] and[c, b], wherea <

c < b, such that on each of them, eachxi vanishes at least once.
First, we shall consider the interval[a, c], and let x̄i denote the maximum

of |xi | on that interval. Using (5.8.2) and the fact that eachxi vanishes at some
point on[a, c] we have

x̄i � x̄i+1(c − a), i = 1,2, . . . , n − 1, (5.8.3)

|xn| � x̄1

∫ c

a

|q|dt +
∫ c

t

|p||xn|dt, (5.8.4)

wherexn(c) = 0. From (5.8.3) we see that

x̄1 � x̄n(c − a)n−1,

and combined with (5.8.4) we finally have

|xn| � x̄n(c − a)n−1
∫ c

a

|q|dt +
∫ c

t

|p||xn|dt. (5.8.5)

From (5.8.5), by means of Gronwall’s inequality [145, p. 24], we find that

x̄n � x̄n(c − a)n−1
∫ c

a

|q|dt exp

(∫ c

a

|p|dt

)
, (5.8.6)

and finally, ∫ c

a

|q|dt �
exp(−∫ c

a
|p|dt)

(c − a)n−1
. (5.8.7)

Similarly, ∫ b

c

|q|dt �
exp(−∫ b

c
|p|dt)

(b − c)n−1
. (5.8.8)
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Combine (5.8.7) and (5.8.8) and use the inequality

An

an−1
+ Bn

bn−1
� (A + B)n

(a + b)n−1
,

to obtain

(b − a)n−1
∫ b

a

|q|dt �
[
exp

(
−1

n

∫ c

a

|p|dt

)
+ exp

(
−1

n

∫ b

c

|p|dt

)]n

.

(5.8.9)

In order to derive the required inequality (5.8.1), we use the fact that

exp(−x) � 1− x

in (5.8.9) and extract thenth root of both sides. Then

[
(b − a)n−1

∫ b

a

|q|dt

]1/n

� 2− 1

n

(∫ c

a

|p|dt +
∫ b

c

|p|dt

)

= 2− 1

n

∫ b

a

|p|dt,

which is equivalent to (5.8.1). �

In [58] Chen and Yeh have given the Lyapunov-type inequality for the differ-
ential equation of the form

Lnx(t) +
m∑

i=1

pi(t)x(t)fi

(
x(t)

)= q(t), (A2)

where the operatorsLj are recursively defined by

L0x = x, Ljx = 1

rj (t)

d

dt
Lj−1x, j = 1,2, . . . , n, rn(t) = 1,

and

(i) rj (t) ∈ C(R+,R+ \ {0}), j = 1,2, . . . , n;
(ii) pi(t), q(t) ∈ C(R+,R), i = 1,2, . . . ,m, p+

i (t) �≡ 0;
(iii) fi(y) ∈ C(R,R), for y > 0, fi(y) = fi(−y) > 0, i = 1,2, . . . ,m.

The main result established in [58] is given in the following theorem.
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THEOREM 5.8.2. Let α1 > α2 > · · · > αn−1 be respectively the zeros of

L1x(t), L2x(t), . . . , Ln−1x(t),

where x(t) is a nontrivial solution of (A2). Suppose that b < αn−1 and a > α1

are zeros of x(t). If

M = max
∣∣x(t)

∣∣= ∣∣x(t0)
∣∣, t, t0 ∈ (b, a),

(5.8.10)
Ki = max

y∈[−M,M]fi(y), i = 1,2, . . . ,m.

Then

1 <

∫ t0

b

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

p+
i (s)Ki + |q(s)|

M

}
ds dsn−1 · · · ds1, (5.8.11)

1 <

∫ a

t0

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

p+
i (s)Ki + |q(s)|

M

}
ds dsn−1 · · · ds1, (5.8.12)

2 <

∫ a

b

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

p+
i (s)Ki + |q(s)|

M

}
ds dsn−1 · · · ds1. (5.8.13)

PROOF. On repeated integration from equation (A2), we get

x′(t)
r1(t)

= L1x(t) − L1x(α1)

=
∫ t

α1

r2(s2)

∫ s2

α2

r3(s3) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

[
p−

i (s) − p+
i (s)

]
x(s)fi

(
x(s)

)+ q(s)

}
ds dsn−1 · · · ds1.



546 Chapter 5. Levin- and Lyapunov-Type Inequalities

Integrating it fromt0 to t we obtain

x(t) − x(t0)

=
∫ t

t0

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

[
p−

i (s) − p+
i (s)

]
x(s)fi

(
x(s)

)+ q(s)

}
ds dsn−1 · · · ds1.

(5.8.14)

Let t = a so thatx(a) = 0. Hence equation (5.8.14) becomes

x(t0) +
∫ a

t0

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

m∑
i=1

p−
i (s)x(s)fi

(
x(s)

)
ds dsn−1 · · · ds1

=
∫ a

t0

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

p+
i (s)x(s)fi

(
x(s)

)− q(s)

}
ds dsn−1 · · · ds1.

Without loss of generality, we may assume thatx(t) � 0, t ∈ [b, a]. Thus, it fol-
lows from condition (iii) that

x(t0) �
∫ a

t0

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

p+
i (s)x(s)fi

(
x(s)

)− q(s)

}
ds dsn−1 · · · ds1

which by (5.8.10) implies

1 <

∫ a

t0

r1(s1)

∫ s1

α1

r2(s2) · · ·

· · ·
∫ sn−1

αn−1

{
m∑

i=1

p+
i (s)Ki + |q(s)|

M

}
ds dsn−1 · · · ds1.
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This result proves (5.8.12). Similarly we can prove (5.8.11) except that in (5.8.14)
we now replacet by b. The sum of (5.8.11) and (5.8.12) yields (5.8.13). �

In [57] Chen has given the Lyapunov-type inequality for the differential-
difference equation of the form

(
r(t)h

(
y′(t)

))n−1 + a(t)y(t)f
(
y
(
t − σ(t)

))= b(t), (A3)

where

(i) a, b ∈ C(R+,R), R+ = [0,∞) ⊂ R (R the set of reals);
(ii) r ∈ Cn−1(R+,R) andr > 0;

(iii) σ ∈ C(R+, (0,∞)) andσ(t) � m, wherem > 0 is a constant;
(iv) h ∈ C1(R, (0,∞)), h(−x) = −h(x), sgnh(x) = sgnx, x/h(x) � β,

whereβ > 0 is a constant and limx→0 x/h(x) exists finitely;
(v) f (x) is a continuous, even, real positive function onR and increasing

on R+, with f (0) = 0.

The following Lyapunov-type inequality is established in [57].

THEOREM 5.8.3. Assume that α1 > α2 > · · · > αn−3 > αn−2 are respectively
zeros of (

r(t)h
(
y′(t)

))′
,

(
r(t)h

(
y′(t)

))′′
, . . . ,

(
r(t)h

(
y′(t)

))n−3
,

(
r(t)h

(
y′(t)

))n−2
,

where y(t) is a nontrivial solution of equation (A3). Furthermore, suppose that
t1 < αn−2 and t2 > α1 are zeros of y(t). Let

L = sup
{
y(t): t ∈ (t1 − m, t2), t1, t2 > m

}
and

M = sup
{∣∣y(t)

∣∣: t ∈ [t1, t2]
}
.

Then

4 � β

∫ t2

t1

dt

r(t)

{
f (L)

∫ t2

t1

(t − t1)
n−2

(n − 2)!
∣∣a(t)

∣∣dt

+ 1

M

∫ t2

t1

(t − t1)
n−2

(n − 2)!
∣∣b(t)

∣∣dt

}
. (5.8.15)
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PROOF. Integration of (A3) n − 2 times gives

(−1)n
(
r(t)h

(
y′(t)

))′
+
∫ α1

t

∫ α2

s2

· · ·
∫ αn−2

sn−2

a(s)y(s)f
(
y
(
s − σ(s)

))
ds dsn−2 · · · ds2

=
∫ α1

t

∫ α2

s2

· · ·
∫ αn−2

sn−2

b(s)ds dsn−2 · · · ds2. (5.8.16)

Sinceα1 > α2 > · · · > αn−3 > αn−2, we obtain from (5.8.16),∣∣(r(t)h(y′(t)
))′∣∣

�
∫ α1

t

∫ α1

s2

· · ·
∫ α1

sn−2

∣∣a(s)
∣∣∣∣y(s)

∣∣∣∣f (y(s − σ(s)
))∣∣ds dsn−2 · · · ds2

+
∫ α1

t

∫ α1

s2

· · ·
∫ α1

sn−2

∣∣b(s)
∣∣ds dsn−2 · · · ds2,

which implies

∣∣(r(t)h(y′(t)
))′∣∣ � ∫ α1

t

(s − t)n−3

(n − 3)!
∣∣a(s)

∣∣∣∣y(s)
∣∣∣∣f (y(s − σ(s)

))∣∣ds

+
∫ α1

t

(s − t)n−3

(n − 3)!
∣∣b(s)

∣∣ds. (5.8.17)

Let M = |y(t0)|, t0 ∈ [t1, t2]. Now,

M = ∣∣y(t0)
∣∣= ∣∣∣∣

∫ t0

t1

y′(t)dt

∣∣∣∣, (5.8.18)

M = ∣∣y(t0)
∣∣= ∣∣∣∣−

∫ t2

t0

y′(t)dt

∣∣∣∣, (5.8.19)

which implies

2M �
∫ t2

t1

∣∣y′(t)
∣∣dt

=
∫ t2

t1

1

(r(t))1/2

|y′(t)|1/2

(h(y′(t)))1/2

(
r(t)

)1/2(
h
(
y′(s)

))1/2∣∣y′(t)
∣∣1/2 dt.

(5.8.20)
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The rest of the proof can be completed by squaring both sides of (5.8.20), using
the Schwarz inequality, integration by parts, the fact thaty(t) is a solution of (A3)
with y(t1) = y(t2) = 0, formula (5.8.17) and by closely looking at the proof of
Theorem 5.7.5. �

In [321] Pachpatte has derived Lyapunov-type inequalities for the equations of
the forms:

Dn
[
r(t)Dn−1[p(t)g

(
y′(t)

)]]+ y(t)f
(
t, y(t)

) = Q(t), (B1)

Dn
[
r(t)Dn−1[p(t)h

(
y(t)

)
y′(t)

]]+ y(t)f
(
t, y(t)

) = Q(t), (B2)

Dn
[
r(t)Dn−1[p(t)h

(
y(t)

)
g
(
y′(t)

)]]+ y(t)f
(
t, y(t)

) = Q(t), (B3)

wheren � 2 is an integer andDn = dn

dtn
. The conditions assumed on the functions

involved in (B1)–(B3) are as follows.

(H1) r : I → R is Cn-smooth andr > 0; p : I → R is C2n−1-smooth and
p > 0 andQ : I → R is continuous;

(H2) g ∈ C1(R, (0,∞)), g(−x) = −g(x), sgng(x) = sgnx, x/g(x) � α,
α > 0 is a constant and limx→0 x/g(x) exists finitely;

(H3) h ∈ C1(R, (0,∞)), h(−x) = −h(x), sgnh(x) = sgnx, x/h(x) � β,
β > 0 is a constant and limx→0 x/h(x) exists finitely;

(H4) f : I × R → R is a continuous function such that|f (t, y)| � w(t, |y|),
wherew : I × R+ → R+ is continuous andw(t,u) � w(t, v) for 0� u � v.

For simplification of details of presentation, we set

E
(
t,m, z(s2n)

)
=
∫ α2

t

∫ α3

s3

· · ·
∫ αn−1

sn−1

1

m(sn)

∫ αn

sn

∫ αn+1

sn+1

· · ·

· · ·
∫ α2n−1

s2n−1

z(s2n)ds2n ds2n−1 · · · dsn+1 dsn dsn−1 · · · ds3, (B4)

where n � 2, t ∈ (a, b), and m(t) > 0, z(t) � 0 are real-valued continuous
functions defined on(a, b) and α2, α3, . . . , αn−1, αn,αn+1, . . . , α2n−1 are suit-
able points in(a, b). We denote by	E(t,m, z(s2n)) the integral on the right-hand
side of (B4) with the upper limitsα2, α3, . . . , αn−1, αn,αn+1, . . . , α2n−1 of the
integrals all replaced by the greatest number fromαi , i = 2,3, . . . , n − 1, n,

n + 1, . . . ,2n − 1.
The main results established in [321] are given in the following theorem.
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THEOREM 5.8.4. (i) Assume that the hypotheses (H1), (H2) and (H4) hold.
Let α2 > α3 > · · · > αn−1 > αn > αn+1 > · · · > α2n−1 be respectively zeros
of D[p(t)g(y′(t))], D2[p(t)g(y′(t))], . . . ,Dn−2[p(t)g(y′(t))], r(t)Dn−1[p(t)×
g(y′(t))], D[r(t)Dn−1[p(t)g(y′(t))]], . . . ,Dn−1[r(t)Dn−1[p(t)g(y′(t))]], where
y(t) is a nontrivial solution of (B1). Suppose that a < α2n−1 and b > α2 are zeros
of y(t). Let c be a point in (a, b) where |y(t)| is maximized. Then

4 � α

(∫ b

a

1

p(s2)
ds2

)

×
(∫ b

a

[
	E(s2, r,w(s2n,M)

)+ 1

M
	E(s2, r,

∣∣Q(s2n)
∣∣)]ds2

)
, (5.8.21)

where M = max|y(t)| = |y(c)|, c ∈ (a, b).
(ii) Assume that the hypotheses (H1), (H3) and (H4) hold. Let α2 > α3 >

· · · > αn−1 > αn > αn+1 > · · · > α2n−1 be respectively zeros of D[p(t)h(y(t)) ×
y′(t)], D2[p(t)h(y(t))y′(t)], . . . ,Dn−2[p(t)h(y(t))y′(t)], r(t)Dn−1[p(t) ×
h(y(t))y′(t)], D[r(t)Dn−1[p(t)h(y(t))y′(t)]], . . . ,Dn−1[r(t)Dn−1[p(t) ×
h(y(t))y′(t)]], where y(t) is a nontrivial solution of (B2). Suppose that a < α2n−1
and b > α2 are zeros of y(t). Let c be a point in (a, b), where |y(t)| is maximized.
Then

2 � β

(∫ b

a

1

p(s2)
ds2

)

×
(∫ b

a

[
1

M
	E(s2, r,w(s2n,M)

)+ 1

M2
	E(s2, r,

∣∣Q(s2n)
∣∣)]ds2

)
, (5.8.22)

where M = max|y(t)| = |y(c)|, c ∈ (a, b).
(iii) Assume that the hypotheses (H1)–(H4) hold. Let α2 > α3 > · · · > αn−1 >

αn > αn+1 > · · · > α2n−1 be respectively zeros of D[p(t)h(y(t))g(y′(t))],
D2[p(t)h(y(t))g(y′(t))], . . . ,Dn−2[p(t)h(y(t))g(y′(t))], r(t)Dn−1[p(t) ×
h(y(t))g(y′(t))], D[r(t)Dn−1[p(t)h(y(t))g(y′(t))]], . . . ,Dn−1[r(t)Dn−1[p(t)×
h(y(t))g(y′(t))]], where y(t) is a nontrivial solution of (B3). Suppose that
a < α2n−1 and b > α2 are zeros of y(t). Let c be a point in (a, b), where |y(t)| is
maximized. Then

2 � αβ

(∫ b

a

1

p(s2)
ds2

)

×
(∫ b

a

[
1

M
	E(s2, r,w(s2n,M)

)+ 1

M2
	E(s2, r,

∣∣Q(s2n)
∣∣)]ds2

)
, (5.8.23)
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where M = max|y(t)| = |y(c)|, c ∈ (a, b).

PROOF. (i) Integrating 2n − 2 times equation (B1), by hypotheses, we get

(−1)2n−2[p(t)g
(
y′(t)

)]′ + E
(
t, r, y(s2n)f

(
s2n, y(s2n)

))
= E

(
t, r,Q(s2n)

)
. (5.8.24)

From the hypotheses, we have

M = ∣∣y(c)
∣∣= ∣∣∣∣

∫ c

a

y′(s2)ds2

∣∣∣∣=
∣∣∣∣−
∫ b

a

y′(s2)ds2

∣∣∣∣. (5.8.25)

From (5.8.25) we observe that

2M �
∫ b

a

∣∣y′(s2)
∣∣ds2

=
∫ b

a

(
p−1/2(s2)

∣∣y′(s2)
∣∣1/2∣∣g(y′(s2)

)∣∣−1/2
)

×
(

p1/2(s2)
∣∣y′(s2)

∣∣1/2∣∣g(y′(s2)
)∣∣1/2

)
ds2. (5.8.26)

By squaring both sides of (5.8.26), applying Schwarz inequality, integrating by
parts, using the facts thaty(a) = y(b) = 0, the solutiony(t) of (B1) satisfies the
equivalent integral equation (5.8.24) and hypotheses (H1), (H2) and (H4), we have

4M2 �
(∫ b

a

1

p(s2)

y′(s2)

g(y′(s2))
ds2

)(∫ b

a

p(s2)g
(
y′(s2)

)
y′(s2)ds2

)

� α

(∫ b

a

1

p(s2)
ds2

)(∫ b

a

p(s2)g
(
y′(s2)

)
y′(s2)ds2

)

= α

(∫ b

a

1

p(s2)
ds2

)(
−
∫ b

a

[
p(s2)g

(
y′(s2)

)]′
y(s2)ds2

)

� α

(∫ b

a

1

p(s2)
ds2

)(∫ b

a

∣∣y(s2)
∣∣∣∣[p(s2)g

(
y′(s2)

)]′∣∣ds2

)

� α

(∫ b

a

1

p(s2)
ds2

)(∫ b

a

∣∣y(s2)
∣∣[	E(s2, r,

∣∣y(s2n)
∣∣∣∣f (s2n, y(s2n)

)∣∣)

+ 	E(s2, r,
∣∣Q(s2n)

∣∣)]ds2

)
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� α

(∫ b

a

1

p(s2)
ds2

)

×
(∫ b

a

M
[	E(s2, r,Mw(s2n,M)

)+ 	E(s2, r,
∣∣Q(s2n)

∣∣)]ds2

)
. (5.8.27)

Now, dividing both sides of (5.8.27) byM2, we get the required inequality
in (5.8.21).

(ii) Integrating 2n − 2 times equation (B2), by hypotheses, we get

(−1)2n−2[p(t)h
(
y(t)

)
y′(t)

]′ + E
(
t, r, y(s2n)f

(
s2n, y(s2n)

))
= E

(
t, r,Q(s2n)

)
. (5.8.28)

From the hypotheses, we have

M2 = y2(c) = 2
∫ c

a

y(s2)y
′(s2)ds2 = −2

∫ b

c

y(s2)y
′(s2)ds2. (5.8.29)

From (5.8.29) we observe that

M2 �
∫ b

a

∣∣y(s2)
∣∣∣∣y′(s2)

∣∣ds2

=
∫ b

a

(
p−1/2(s2)

∣∣y(s2)
∣∣1/2∣∣h(y(s2)

)∣∣−1/2)
× (

p1/2(s2)
∣∣h(y(s2)

)∣∣1/2∣∣y(s2)
∣∣1/2∣∣y′(s2)

∣∣)ds2. (5.8.30)

The rest of the proof follows by arguments similar to those in the proof of (i)
given below inequality (5.8.26) with suitable changes.

(iii) Integrating 2n − 2 times equation (B3), by hypotheses, we get

(−1)2n−2[p(t)h
(
y(t)

)
g
(
y′(t)

)]′ + E
(
t, r, y(s2n)f

(
s2n, y(s2n)

))
= E

(
t, r,Q(s2n)

)
. (5.8.31)

As in the proof of (ii), we observe that

M2 �
∫ b

a

∣∣y(s2)
∣∣∣∣y′(s2)

∣∣ds2

=
∫ b

a

(
p−1/2(s2)

∣∣y(s2)
∣∣1/2∣∣h(y(s2)

)∣∣−1/2∣∣y′(s2)
∣∣1/2∣∣g(y′(s2)

)∣∣−1/2)
× (

p1/2(s2)
∣∣y(s2)

∣∣1/2∣∣h(y(s2)
)∣∣1/2∣∣y′(s2)

∣∣1/2∣∣g(y′(s2)
)∣∣1/2)ds2.
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Inequality (5.8.23) follows in a fashion similar to that in the proofs of (i), (ii) with
suitable modifications. The proof is complete. �

5.9 Miscellaneous Inequalities

5.9.1 Bobisud [34]

Consider the differential inequality

u′′ + A(t)f (u) � 0 (5.9.1)

and the differential equation

v′′ + a(t)f (v) = 0, (5.9.2)

on an interval[a,β). Suppose that the following hypotheses hold.

(H1) f ∈ C1(0,∞) ∩ C[0,∞), f (u) > 0 andf ′(u) > 0 for u > 0, f (0) = 0,
f ′ nondecreasing for positive arguments;

(H2) a,A ∈ C[α,β] with A(t) � a(t) � 0 on [α,β). Let u,v satisfy (5.9.1),
(5.9.2), respectively, on[α,β) and be such thatu(α) > v(α) > 0, u > 0 on[α,β),
v′(α) � 0, and

− u′(α)

f (u(α))
> − v′(α)

f (v(α))
,

− u′(α)

f (v(α))
� − v′(α)

f (v(α))
+
∫ β

α

a(s)ds.

Thenv does not vanish on[α,β).

5.9.2 Bobisud [34]

Consider the differential inequality (5.9.1) and the differential equation (5.9.2).
Suppose that the following hypothesis holds

(H3) f ∈ C1(0,∞) ∩ C[0,∞), f (u) > 0 andf ′(u) > 0 for u > 0, f (0) = 0,
f ′ nonincreasing for positive arguments.

Letu,v satisfy (5.9.1), (5.9.2), respectively, on[α,β), whereA,a ∈ C[α,β]. Sup-
pose further thatv(α) � u(α) > 0, u > 0 on[α,β), and

− u′(α)

f (u(α))
+
∫ t

α

A(s)ds >

∣∣∣∣− v′(α)

f (v(α))
+
∫ t

α

a(s)ds

∣∣∣∣, t ∈ [α,β).



554 Chapter 5. Levin- and Lyapunov-Type Inequalities

Thenv does not vanish on[α,β) and

v(t) � u(t), − u′(t)
f (u(t))

>

∣∣∣∣ v′(t)
f (v(t))

∣∣∣∣, t ∈ [α,β).

5.9.3 Wong [427]

Let f satisfy

(i) f (x, y) is continuous forx � 0 andy � 0,
(ii) f (x, y) > 0 for eachx � 0 andy > 0,

(iii) f (x, y) is an increasing function ofy for eachx � 0.

Supposeu andv are respectively solutions of

u′′ = f (x,u)u1+2ε, u(0) = A, u′(0) = B,

and

v′′ > f (x, v)v1+2ε, v(0) = A, v′(0) = B,

for 0� x < T , whereε > 0 is a constant. Thenv(x) > u(x) for 0 < x < T .

5.9.4 Wong [427]

Let f satisfy

(i) f (x, y) is continuous forx � 0 andy � 0,
(ii) f (x, y) > 0 for eachx � 0 andy > 0,

(iii) f (x, y) is a decreasing function ofy for eachx � 0.

Let L(x) = A + Bx, whereA � 0, B � 0 andA2 + B2 > 0.
Supposeu andv are respectively solutions of

u′′ = f (x,u)u1+2ε, u(0) = A, u′(0) = B,

and

v′′ > f
(
x,L(x)

)
v1+2ε, v(0) = A, v′(0) = B,

on [0, T ), whereε > 0 is a constant. Thenv(x) > u(x) on (0, T ).
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5.9.5 Hartman [145]

Let q(t) be real-valued and continuous for 0� t � T . Let u(t) �≡ 0 be a solution
of

u′′ + q(t)u = 0,

andN the number of its zeros on 0< t � T . Then

N <
1

2

(
T

∫ T

0
q+(t)dt

)1/2

+ 1.

5.9.6 Fink and Mary [119]

Let a andb be successive zeros of a nontrivial solution to

y′′ + gy′ + fy = 0,

wheref andg are integrable. Then

(b − a)

∫ b

a

f +(x)dx − 4 exp

(
−1

2

∫ b

a

∣∣g(x)
∣∣dx

)
> 0

and a fortiori

(b − a)

∫ b

a

f +(x)dx + 2
∫ b

a

∣∣g(x)
∣∣dx > 4.

5.9.7 Eliason [101]

Consider the nonlinear second-order differential equation of the form

y′′ + p(x)y2n+1 = 0, (5.9.3)

wheren is a positive integer andp is a positive and continuous function on a
compact interval of reals[a, b] with a < b. Along with (5.9.3) consider Rayleigh
quotient

J (y) = (
∫ b

a
y′2 dx)n+1

(
∫ b

a
py2n+2 dx)

, (5.9.4)

where the domain ofJ is

D(J ) = {
y ∈ D′[a, b]: y(a) = 0 andy �= 0 on[a, b]},
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whereD′[a, b] is the set of all continuous real-valued functions having sectionally
continuous derivatives on[a, b]. Let λ1(p) be the least positive value ofJ (y)

in (5.9.4) fory ∈ D(J ). Then

(b − a)n+1λ1(p)

∫ b

a

p dx > 1.

Furthermore the inequality is sharp.

5.9.8 Wend [422]

Let G(I) denote the class of all complex-valued, continuous, and nonzero func-
tionsp(x) defined onI : x0 � x < ∞ which has the further property that, for any
three numbersa, b andc such thatx0 � a < b < c < ∞,∣∣∣∣

∫ b

a

1

p(x)
dx

∣∣∣∣ <
∣∣∣∣
∫ c

a

1

p(x)
dx

∣∣∣∣,∣∣∣∣
∫ c

b

1

p(x)
dx

∣∣∣∣ <
∣∣∣∣
∫ c

a

1

p(x)
dx

∣∣∣∣.
Supposep(x) ∈ G(I), anda1 < a2 < · · · < an are consecutive zeros of a solu-
tion of (p(x)y′)′ + f (x)y = 0, a1 � x0, wheref (x) is a complex-valued and
continuous function onI . Thenan must satisfy the inequalities

n − 1 <

∫ an

x0

∣∣f (x)
∣∣dx

∫ an

x0

dx

|p(x)| ,

n − 1 <

∫ an

x0

∣∣f (x)
∣∣(∫ x

x0

dt

|p(t)|
)

dx,

n − 1 <

∫ an

x0

∣∣f (x)
∣∣(∫ an

x

dt

|p(t)|
)

dx.

5.9.9 Wend [422]

Supposef (x) is complex-valued and continuous onI : x0 � x < ∞, x0 � 0, and∫∞
x0

|f (x)|dx = N . If a1 < a2 < · · · < an aren consecutive zeros of a solution of
y′′′ + f (x)y = 0, a1 � x0, then

an >

√[
(n − 1) − (1+ (−1)n)

2

]/
2N, n � 3.
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5.9.10 Pachpatte [297]

Let y(t) be a nontrivial solution of

(
r(t)y′)′ + p(t)y′ + q(t)y + g(t)yf (t, y) = h(t)

with consecutive zeros ata andb, a < b. Assume that the following conditions
hold.

(i) r,p, q, g,h : I → R are continuous functions;r,p are continuously differ-
entiable andr(t) > 0 (whereI ⊂ R),

(ii) The function f : I × R → R is continuous and satisfies|f (t, y)| �
w(t, |y|), in which w : I × R+ → R+ is continuous andw(t,u) � w(t, v) for
0� u � v.

Let M = sup{|y(t)|: t ∈ (a, b)}. Then

4�
(∫ b

a

1

r(t)
dt

)(∫ b

a

[
1

2

∣∣p′(t)
∣∣+ ∣∣q(t)

∣∣+ ∣∣g(t)
∣∣w(t,M) + 1

M

∣∣h(t)
∣∣]dt

)
.

5.9.11 Dahiya and Singh [75]

Let y(t) be a solution of

(
r(t)h

(
y′(t)

))′ + p(t)y(t)f
(
y
(
t − σ(t)

))= 0

with consecutive zeros ata < b. Let L = sup{y(t), t ∈ (a − m,b)}, a, b > m.
Assume that the following conditions hold.

(i) r ∈ C1(R+,R), r(t) > 0; p ∈ C(R+,R);
(ii) σ ∈ C(R+, (0,∞)) andσ(t) � m, wherem > 0 is a constant;f (x) is a

continuous, even, real positive function onR and increasing onR+ with f (0) = 0;
(iii) h ∈ C1(R, (0,∞)), h(−x) = −h(x), sgnh(x) = sgnx, x/h(x) � β,

whereβ > 0 is a constant and limx→0 x/h(x) exists finitely.

Suppose thaty(t) is not identically equal to zero on[a, b], then

4

β
� f (L)

(∫ b

a

1

r(t)
dt

)(∫ b

a

p+(t)dt

)
,

wherep+(t) = max{p(t),0}.
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5.9.12 Pachpatte [354]

Consider the differential equation(
r(t)

∣∣y′(t)
∣∣α−1

y′(t)
)′ + q(t)

∣∣y(t)
∣∣β−1

y(t) = 0, (5.9.5)

wheret ∈ I , α � 1, β � 1 are constants, the functionr : I → R is C1-smooth,
r > 0, and the functionq : I → R is continuous. Lety(t) be a solution of (5.9.5)
with y(a) = y(b) = 0 andy(t) �= 0 for t ∈ (a, b). Let |y(t)| be maximized in a
point c ∈ (a, b). Then

1 � Mβ−α

(∫ b

a

r−1/α(s)ds

)α(∫ b

a

∣∣q(s)
∣∣ds

)
,

1 � 2α+1Mβ−α

(∫ c

a

r−1/α(s)ds

)α(∫ c

a

∣∣q(s)
∣∣ds

)
,

1 � 2α+1Mβ−α

(∫ b

c

r−1/α(s)ds

)α(∫ b

c

∣∣q(s)
∣∣ds

)
,

whereM = max|y(t)| = |y(c)|, c ∈ (a, b).

5.9.13 Pachpatte [320]

Consider the differential equation(
r(t)

∣∣y′(t)
∣∣p−2

y′(t)
)′ + ∣∣y(t)

∣∣p−2
f
(
t, y(t)

)= 0, (5.9.6)

wheret ∈ I andp � 2 is a constant, and (i)r : I → R is a continuously differ-
entiable function andr(t) > 0 (whereI ⊂ R) (ii) f : I × R → R is a continuous
function such that|f (t, y)| � w(t, |y|), wherew : I × R+ → R+ is a continuous
function andw(t,u) � w(t, v) for 0 � u � v. Let y(t) be a solution of (5.9.6)
with y(a) = y(b) = 0, andy(t) �= 0, t ∈ (a, b). Let c be a point in(a, b) where
|y(t)| is maximized. Then

1 �
(

1

2

)p(∫ b

a

r−1/(p−1)(s)ds

)p−1(∫ b

a

1

M
w(s,M)ds

)
,

1 �
(∫ c

a

r−1/(p−1)(s)ds

)p−1(∫ c

a

1

M
w(s,M)ds

)
,

1 �
(∫ b

c

r−1/(p−1)(s)ds

)p−1(∫ b

c

1

M
w(s,M)ds

)
,

whereM = max|y(t)| = |y(c)|, c ∈ (a, b).
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5.9.14 Pachpatte [322]

Consider the following differential equation

(
f (t, y)y′)′ + g(t, y) = 0, (5.9.7)

under the conditions:

(i) f (t, y) ∈ C1(I × R, (0,∞)), is an odd function with respect toy,
sgnf (t, y) = sgny, y/f (t, y) � r(t), where I ⊂ R, r ∈ C(I, (0,∞)) and
limy→0 y/f (t, y) exists finitely;

(ii) g ∈ C(I ×R,R) and|g(t, y)| � w(t, |y|), wherew ∈ C(I ×R+,R+) such
thatw(t,u) � w(t, v) for 0� u � v.

Let y(t) be a solution of (5.9.7) withy(a) = y(b) = 0, andy(t) �= 0 for t ∈
(a, b). Let c be a point in(a, b), where|y(t)| is maximized. Then

1� 1

2

(∫ b

a

r(s)ds

)(
1

M2

∫ b

a

w(s,M)ds

)
,

whereM = max|y(t)| = |y(c)|, c ∈ (a, b).

5.9.15 Pachpatte [331]

Consider the finite difference equation

�
(
r(n)

∣∣�y(n)
∣∣α−1

�y(n)
)+ c(n)

∣∣y(n)
∣∣β−1

y(n) = 0, (5.9.8)

wheren ∈ I∞ = {a, a + 1, a + 2, . . . }, a is an integer,α � 1, β � 1 are constants,
�y(n) = y(n+1)−y(n) for n ∈ I∞, r(n), c(n), n ∈ I∞ are real-valued functions
andr(n) > 0. Define a subsetI of I∞ by I = {a, a + 1, a + 2, . . . , a + m = b},
m � 2, denote byI0 the nonempty interior ofI . Let y(n), n ∈ I , be a solution of
equation (5.9.8) such thaty(a) = y(b) = 0, y(n) �= 0 for n ∈ I0. If k is a point
in I0 where|y(n)| is maximized, then

1� Mβ−α

(
b−1∑
s=a

r−1/α(s)

)α( b−1∑
s=a

∣∣c(s)∣∣
)

,

whereM = max|y(n)| = |y(k)|, k ∈ I0.
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5.9.16 Levin [188]

Let q(t) be a real-valued continuous function on[a, b] such that relative to the
differential equation

(−1)ny(2n)(t) − q(t)y(t) = 0,

there exists on[a, b] a pair of conjugate points, then

∫ b

a

q+(t)dt > 42n−1(2n − 1)
[(n − 1)!]2
(b − a)2n−1

,

whereq+(t) = max{q(t),0}.

5.9.17 Chen [57]

Consider the differential equation

y(n)(t) + a(t)y(t) = 0, (5.9.9)

wherea ∈ C(R+,R). Assume thatα2 > α3 > · · · > αn−1 are zeros ofy′′(t),
y′′′(t), . . . , y(n−1)(t), respectively, wherey(t) is a nontrivial solution of equa-
tion (5.9.9). Lett1 < αn−1 andt2 > α2 be zeros ofy(t). Then

4

t2 − t1
�
∫ t2

t1

(t − t1)
n−2

(n − 2)!
∣∣a(t)

∣∣dt.

5.9.18 Wend [422]

Supposef (x) is continuous and complex-valued function onI : x0 � x < ∞,
x0 � 0. If a1 < a2 < · · · < an aren consecutive zeros of a solution of equation

y(k) + f (x)y = 0,

a1 � x0 � 0, n = kq + r � k, then

1<

∫ aj+k−1

aj

∣∣g(x, s)
∣∣∣∣f (x)

∣∣dx, j = 1,2, . . . , n − k + 1,

whereg(x, s) is Green’s function for the system

y(k) = 0, y(aj ) = y(aj+1) = · · · = y(aj+k−1) = 0.
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5.9.19 Pachpatte [319]

Consider the following differential equation

(∣∣y′(t)
∣∣p−2

y′(t)
)n−1 + q(t)

∣∣y(t)
∣∣p−2

y(t) = 0, p � 2, n � 3, (5.9.10)

whereq is real-valued and continuous function onI = [0,∞). Set

E
(
t, h(s)

)=
∫ α1

t

∫ α2

s2

· · ·
∫ αn−2

sn−2

h(s)ds dsn−2 · · · ds3 ds2, (5.9.11)

whereh(t) is a real-valued nonnegative continuous function defined onI and
α1, α2, . . . , αn−2 are suitable points inI . Denote by	E(t,h(s)) the integral on the
right-hand side of (5.9.11) when the upper limitsα1, α2, . . . , αn−2 of integrals are
all replaced by the greatest number fromαi , i = 1,2, . . . , n − 2. Let α1 > α2 >

· · · > αn−2 be, respectively, zeros of(|y′(t)|p−2y′(t))′, (|y′(t)|p−2y′(t))′′, . . . ,
(|y′(t)|p−2y′(t))(n−2), wherey(t) is a nontrivial solution of (5.9.10), leta < αn−2
andb > α1 be zeros ofy(t), and|y(t)| is maximized inc ∈ (a, b). Then

1 � 2−p(b − a)p−1
∫ b

a

	E(s1,
∣∣q(s)

∣∣)ds1,

1 � (c − a)p−1
∫ c

a

	E(s1,
∣∣q(s)

∣∣)ds1,

1 � (b − c)p−1
∫ b

c

	E(s1,
∣∣q(s)

∣∣)ds1.

5.9.20 Pachpatte [339]

Consider the differential equation

(
rn−1(t)

(
rn−2(t)

(· · · (r2(t)
(
r1(t)

∣∣y′(t)
∣∣α−1

y′(t)
)′)′ · · · )′)′)′

+ q(t)
∣∣y(t)

∣∣β−1
y(t) = 0, (5.9.12)

wheren � 2, t ∈ I = [0,∞), α � 1,β � 1 are constants, the functionsri : I → R,
i = 1,2, . . . , n − 1, are sufficiently smooth andri(t) > 0 and the function
q : I → R is continuous. Set

E
[
t, r̄, h(s)

]
= E

[
t, r2, r3, r4, . . . , rn−1, h(s)

]
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= 1

r2(t)

∫ α1

t

1

r3(s2)

∫ α2

s2

1

r4(s3)
· · ·

· · ·
∫ αn−3

sn−3

1

rn−1(sn−2)

∫ αn−2

sn−2

h(s)ds dsn−2 · · · ds3 ds2, (5.9.13)

where t ∈ I , ri(t) are as defined above andh(t) is a real continuous func-
tion defined onI . Denote by	E[t, r̄, h(s)] the integral on the right-hand side
of (5.9.13), when the upper limitsαi , all replaced by the greatest ofαi . Let
α1 > α2 > · · · > αn−2 be respectively zeros of

(
r1(t)

∣∣y′(t)
∣∣α−1

y′(t)
)′
,

(
r2(t)

(
r1(t)

∣∣y′(t)
∣∣α−1

y′(t)
)′)′

, . . . ,(
rn−2(t)

( · · · (r2(t)
(
r1(t)

∣∣y′(t)
∣∣α−1

y′(t)
)′)′ · · · )′)′,

wherey(t) is a nontrivial solution of (5.9.12), leta < αn−2 andb > α1 be zeros
of y(t) and|y(t)| is maximized inc ∈ (a, b). Then

1 � Mβ−α

(∫ b

a

r
−1/α

1 (s1)ds1

)α(∫ b

a

	E [s1, r̄,
∣∣q(s)

∣∣]ds1

)
,

1 � 2α+1Mβ−α

(∫ c

a

r
−1/α

1 (s1)ds1

)α(∫ c

a

	E [s1, r̄,
∣∣q(s)

∣∣]ds1

)
,

1 � 2α+1Mβ−α

(∫ b

c

r
−1/α

1 (s1)ds1

)α(∫ b

c

	E [s1, r̄,
∣∣q(s)

∣∣]ds1

)
,

whereM = max|y(t)| = |y(c)|, c ∈ (a, b).

5.10 Notes

The results given in Theorems 5.2.1 and 5.2.2 are the further extensions of well-
known Sturm’s theorem, established in 1960 by Levin [187]. Lemmas 5.2.1 and
5.2.2 and Theorems 5.2.3 and 5.2.4 are taken from Kreith [171]. Theorems 5.2.5
and 5.2.6 are due to Ladas [177]. Theorems 5.3.1–5.3.4 are the further general-
izations of Levin’s comparison theorems and are taken from Lalli and Jahagirdar
[180,181]. Theorems 5.3.5–5.3.8 are due to Pachpatte [327] which deals with
Levin-type comparison theorems related to certain second-order differential equa-
tions.

Theorem 5.4.1 and Corollary 5.4.1 are taken from Hartman [145]. Theorems
5.4.2 and 5.4.3 are taken from Patula [361], see also Cohen [62] for similar re-
sults. Theorem 5.4.4 and Corollaries 5.4.2 and 5.4.3 are due to Kwong [176]. The-
orem 5.4.5 and Corollaries 5.4.4–5.4.6 are taken from Harris [143]. Lemma 5.5.1,
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Theorems 5.5.1–5.5.3 and Corollaries 5.5.1–5.5.3 are taken from Harris and
Kong [144], and Lemmas 5.5.2 and 5.5.3, Theorems 5.5.4 and 5.5.5 and Corol-
laries 5.5.4 and 5.5.5 are taken from Brown and Hinton [46]. Lemma 5.6.1, The-
orem 5.6.1, Corollary 5.6.1 and Theorem 5.6.2 are due to Eliason [100,102].

Theorems 5.7.1 and 5.7.2 are taken from Pachpatte [322]. Theorems 5.7.3
and 5.7.4 are due to Pachpatte [328] and Theorems 5.7.5 and 5.7.6 are taken
from Pachpatte [298] while Theorem 5.7.7 is taken from Pachpatte [282]. The-
orem 5.8.1 is due to Hochstadt [150], Theorem 5.8.2 is due to Chen and
Yeh [58], Theorem 5.8.3 is due to Chen [57] and Theorem 5.8.4 is taken from
Pachpatte [321]. Section 5.9 contains some miscellaneous inequalities of Levin
and Lyapunov type.
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with Jensen’s inequality and applications, Mat. Vesnik 44 (1992), 113–121.

[91] Dragomir, S.S. and J. Sándor, Some inequalities for uniformly-convex
functions, Mathematica 34 (1992), 133–138.

[92] Dragomir, S.S., Y.J. Cho and S.S. Kim, Inequalities of Hadamard’s type
for Lipschitzian mappings and their applicaitions, J. Math. Anal. Appl. 245
(2000), 489–501.
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[94] Dragomir, S.S., J.E. Pečaríc and J. Sándor, A note on the Jensen–Hadamard
inequalities, Anal. Numer. Theor. Approx. 19 (1990), 29–34.

[95] Dubinskii, J.A., Some integral inequalities and the solvability of degen-
erate quasilinear elliptic systems of differential equations, Math. Sb. 64
(1964), 458–480.

[96] Ebihara, Y. and T. Nambu, A remark on the initial value problems for
some quasilinear parabolic equations, Math. Rep. Kyushu Univ. 11 (1977),
47–51.

[97] Edelson, A.L. and J.D. Schuur, Nonoscillatory solutions of(rx(n))(n) ±
f (t, x)x = 0, Pacific J. Math. 109 (1983), 313–325.

[98] Edmunds, D.E. and B. Opic, Weighted Poincaré and Friedrichs inequali-
ties, J. London Math. Soc. 47 (1993), 79–96.

[99] Edmunds, D.E., B. Opic and J. Rákosník, Poincaré and Friedrichs inequali-
ties in abstract Sobolev spaces, II, Math. Proc. Cambridge Philos. Soc. 115
(1994), 159–173.

[100] Eliason, S.B., A Lyapunov inequality for a certain second order nonlinear
differential equation, J. London Math. Soc. 2 (1970), 461–466.

[101] Eliason, S.B., Comparison theorems for second order nonlinear differential
equations, Quart. Appl. Math. 35 (1971), 391–402.

[102] Eliason, S.B., Lyapunov inequalities and bounds on solutions of certain
second order equations, Canad. Math. Bull. 17 (1974), 499–504.

[103] Eliason, S.B., Lyapunov type inequalities for certain second order func-
tional differential equations, SIAM J. Appl. Math. 27 (1974), 180–199.

[104] Eliason, S.B., Distance between zeros of certain differential equations hav-
ing delayed arguments, Ann. Mat. Pura Appl. CVI (1975), 273–291.

[105] Elliott, E.B., A simple exposition of some recently proved facts as to con-
vergency, J. London Math. Soc. 1 (1926), 93–96.

[106] Evans, W.D. and W.N. Everitt, A return to the Hardy–Littlewood integral
inequality, Proc. Roy. Soc. London Ser. A 380 (1982), 447–486.



References 571

[107] Evans, W.D. and W.N. Everitt, On an inequality of Hardy–Littlewood
type, I, Proc. Roy. Soc. Edinburgh Sect. A 101 (1985), 131–140.

[108] Fabes, E.B., C.E. Kenig and R.P. Serapioni, The local regularity of solu-
tions of degenerate elliptic equations, Comm. Partial Differential Equations
7 (1982), 77–116.

[109] Fan, K., O. Taussky and J. Todd, Discrete analogues of inequalities of
Wirtinger, Monatsh. Math. 59 (1955), 73–90.

[110] Farwig, R. and D. Zwick, Some divided difference inequalities for
n-convex functions, J. Math. Anal. Appl. 108 (1985), 430–437.

[111] Favard, J., Sur les valeures moyennes, Bull. Sci. Math. 57 (1933), 54–64.
[112] Fefferman, C.L. and E.M. Stein,Hp spaces of several variables, Acta

Math. 129 (1972), 137–193.
[113] Feinberg, J.M., Some Wirtinger-like inequalities, SIAM J. Math. Anal. 10

(1979), 1258–1271.
[114] Fejér, L., Über die Fourierreihen, II, Math.-Naturwiss. Anz. Ungarn Akad.

Wiss. 24 (1906), 369–390.
[115] Fink, A.M., On the zeros ofy′′+py = 0 with linear, convex and concavep,

J. Math. Pures Appl. 46 (1967), 1–10.
[116] Fink, A.M., Discrete inequalities of generalized Wirtinger type, Aequa-

tiones Math. 11 (1974), 31–39.
[117] Fink, A.M., On Opial’s inequality forf (n), Proc. Amer. Math. Soc. 115

(1992), 177–181.
[118] Fink, A.M., Two inequalities, Univ. Beograd Publ. Elektrotehn. Fak. Ser.

Mat. Fiz. 6 (1995), 48–49.
[119] Fink, A.M. and D.F. St. Mary, On an inequality of Nehari, Proc. Amer.

Math. Soc. 21 (1969), 640–642.
[120] Friedman, A., Partial Differential Equations of Parabolic Type, Prentice-

Hall, Englewood Cliffs, NJ, 1964.
[121] Friedman, A., Partial Differential Equations, Holt, Reinhart and Winston,

New York, 1969.
[122] Fuchs, L., A new proof of an inequality of Hardy–Littlewood–Pólya, Math.

Tidsskr. 13 (1947), 53–54.
[123] Gabler, S., Folgenkonvexe Funktionen, Manuscripta Math. 29 (1979),

29–47.
[124] Galbraith, A.S., On the zeros of solutions of ordinary differential equations

of the second order, Proc. Amer. Math. Soc. 17 (1966), 333–337.
[125] Garabedian, P.R., Partial Differential Equations, Wiley, New York, 1964.
[126] Gatto, A.E. and R.L. Wheeden, Sobolev inequalities for products of pow-

ers, Trans. Amer. Math. Soc. 314 (1989), 727–743.



572 References

[127] Ghidaglia, J.M., M. Marion and R. Temam, Generalization of the Sobolev–
Lieb–Thirring inequalities and applications to the dimension of attractors,
Differential Integral Equations 1 (1988), 1–21.

[128] Gill, P.M., C.E.M. Pearce and J.E. Pečaríc, Hadamard’s inequalities for
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“Al.I. Cuza” Iaşi 32 (1986), 35–36.

[248] Pachpatte, B.G., On some new integral inequalities in several independent
variables, Chinese J. Math. 14 (1986), 69–79.

[249] Pachpatte, B.G., A note on two multidimensional integral inequalities, Util-
itas Math. 30 (1986), 123–129.

[250] Pachpatte, B.G., On certain multidimensional discrete inequalities, Chinese
J. Math. 14 (1986), 185–195.

[251] Pachpatte, B.G., On multidimensional integral inequalities involving three
functions, Soochow J. Math. 12 (1986), 67–78.

[252] Pachpatte, B.G., On some extensions of Levinson’s generalizations of
Hardy’s inequality, Soochow J. Math. 13 (1987), 203–210.

[253] Pachpatte, B.G., On Hardy type integral inequalities, Tamkang J. Math. 18
(1987), 27–41.

[254] Pachpatte, B.G., On a new class of Hardy type inequalities, Proc. Roy. Soc.
Edinburgh Sect. A 105 (1987), 265–274.

[255] Pachpatte, B.G., On some variants of Hardy’s inequality, J. Math. Anal.
Appl. 124 (1987), 495–501.

[256] Pachpatte, B.G., On an integral inequality involving functions and their
derivatives, Soochow J. Math. 13 (1987), 211–214.

[257] Pachpatte, B.G., On two inequalities similar to Opial’s inequality in two
independent variables, Period. Math. Hungar. 18 (1987), 137–141.

[258] Pachpatte, B.G., A note on Sobolev type inequalities in two independent
variables, J. Math. Anal. Appl. 122 (1987), 114–120.

[259] Pachpatte, B.G., A note on multidimensional integral inequalities, J. Math.
Anal. Appl. 122 (1987), 122–128.

[260] Pachpatte, B.G., On two independent variable Opial-type integral inequal-
ities, J. Math. Anal. Appl. 125 (1987), 47–57.

[261] Pachpatte, B.G., On multidimensional Opial-type inequalities, J. Math.
Anal. Appl. 126 (1987), 85–89.

[262] Pachpatte, B.G., A note on Opial and Wirtinger type discrete inequalities,
J. Math. Anal. Appl. 127 (1987), 470–474.



References 579

[263] Pachpatte, B.G., On logarithmic Sobolev type inequalities, Chinese
J. Math. 15 (1987), 69–79.

[264] Pachpatte, B.G., On two inequalities of the Sobolev type, Chinese J. Math.
15 (1987), 247–252.

[265] Pachpatte, B.G., A note on Poincaré and Sobolev type integral inequalities,
Tamkang J. Math. 18 (1987), 1–7.

[266] Pachpatte, B.G., On Yang type integral inequalities, Tamkang J. Math. 18
(1987), 69–96.

[267] Pachpatte, B.G., On some new integral inequalities in two independent
variables, J. Math. Anal. Appl. 129 (1988), 375–382.

[268] Pachpatte, B.G., On some integral inequalities similar to Hardy’s inequal-
ity, J. Math. Anal. Appl. 129 (1988), 596–606.

[269] Pachpatte, B.G., On discrete inequalities of the Poincaré type, Period.
Math. Hungar. 19 (1988), 227–233.

[270] Pachpatte, B.G., A note on discrete inequalities in several variables,
Tamkang J. Math. 19 (1988), 1–6.

[271] Pachpatte, B.G., On certain two dimensional integral inequalities, Chinese
J. Math. 17 (1989), 273–279.

[272] Pachpatte, B.G., On Wirtinger like discrete inequalities, Tamkang J. Math.
20 (1989), 211–219.

[273] Pachpatte, B.G., On a generalized Opial type inequality in two independent
variables, An. Stiin¸t. Univ. “Al.I. Cuza” Iaşi 35 (1989), 231–235.
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[338] Pachpatte, B.G., On some inequalities similar to Lyapunov’s inequality,
Bul. Inst. Politeh. Ia¸si Math. XLIV (XLVIII) (1998), 21–30.

[339] Pachpatte, B.G., Integral inequalities associated to the zeros of solutions of
certain higher order differential equations, Fasc. Math. 29 (1999), 87–97.

[340] Pachpatte, B.G., A note on an inequality similar to Opial’s inequality,
Tamkang J. Math. 30 (1999), 63–66.

[341] Pachpatte, B.G., A note on multivariate variants of Hardy’s inequality,
Fasc. Math. 30 (1999), 107–112.

[342] Pachpatte, B.G., Inequalities similar to the integral analogue of Hilbert’s
inequality, Tamkang J. Math. 30 (1999), 139–146.



References 583

[343] Pachpatte, B.G., On a new inequality analogues to Hilbert’s inequality,
Radovi Math. 9 (1999), 5–11.

[344] Pachpatte, B.G., On some generalizations of Hardy’s integral inequality,
J. Math. Anal. Appl. 234 (1999), 15–30.

[345] Pachpatte, B.G., On Sobolev–Visik–Dubinskii type inequalities, Tamkang
J. Math. 30 (1999), 213–218.

[346] Pachpatte, B.G., On some generalized Opial type inequalities, Ana-
lytic and Geometric Inequalities and Their Applications (M. Rassias and
H.M. Srivastava, Eds), Kluwer Academic Publishers, Dordrecht, 1999,
pp. 301–322.

[347] Pachpatte, B.G., A note on two new discrete inequalities, Octogon Math.
Mag. 7 (1999), 33–36.

[348] Pachpatte, B.G., A note on some new Opial type integral inequalities,
Octogon Math. Mag. 7 (1999), 80–84.

[349] Pachpatte, B.G., On some integral inequalities involving convex functions,
RGMIA Res. Rep. Coll. 3(3) (2000), 487–492.

[350] Pachpatte, B.G., A note on an inequality of Hilbert type, Octogon Math.
Mag. 8 (2000), 23–26.

[351] Pachpatte, B.G., A note on Hadamard like inequalities, Octogon Math.
Mag. 8 (2000), 37–42.

[352] Pachpatte, B.G., On an inequality similar to Hilbert’s inequality, Bul. Inst.
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[364] Pearcé, C.E.M and J.E. Pečaríc, On some inequalities of Brenner and Alzer
for concave functions, J. Math. Anal. Appl. 198 (1996), 282–288.
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