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PHYSICS OF THE FUT

Empires of the future will be empires of the mind.
—WINSTON CHURCHILL



I"TH"D“[TI"" Predicting the Next 100 Years

When | was a child, two experiences helped to shape the person | am today and spawned two passions that have helped
to define my entire life.

First, when | was eight years old, | remember all the teachers buzzing with the latest news that a great scientist had
just died. That night, the newspapers printed a picture of his office, with an unfinished manuscript on his desk. The
caption read that the greatest scientist of our era could not finish his greatest masterpiece. What, | asked myself, could
be so difficult that such a great scientist could not finish it? What could possibly be that complicated and that
important? To me, eventually this became more fascinating than any murder mystery, more intriguing than any
adventure story. | had to know what was in that unfinished manuscript.

Later, | found out that the name of this scientist was Albert Einstein and the unfinished manuscript was to be his
crowning achievement, his attempt to create a “theory of everything,” an equation, perhaps no more than one inch
wide, that would unlock the secrets of the universe and perhaps allow him to “read the mind of God.”

But the other pivotal experience from my childhood was when | watched the Saturday morning TV shows,
especially the Flash Gordon series with Buster Crabbe. Every week, my nose was glued to the TV screen. | was
magically transported to a mysterious world of space aliens, starships, ray gun battles, underwater cities, and monsters.
I was hooked. This was my first exposure to the world of the future. Ever since, I’ve felt a childlike wonder when
pondering the future.

But after watching every episode of the series, | began to realize that although Flash got all the accolades, it was the
scientist Dr. Zarkov who actually made the series work. He invented the rocket ship, the invisibility shield, the power
source for the city in the sky, etc. Without the scientist, there is no future. The handsome and the beautiful may earn
the admiration of society, but all the wondrous inventions of the future are a by-product of the unsung, anonymous
scientists.

Later, when | was in high school, | decided to follow in the footsteps of these great scientists and put some of my
learning to the test. | wanted to be part of this great revolution that I knew would change the world. I decided to build
an atom smasher. | asked my mother for permission to build a 2.3-million electron volt particle accelerator in the
garage. She was a bit startled but gave me the okay. Then, | went to Westinghouse and Varian Associates, got 400
pounds of transformer steel, 22 miles of copper wire, and assembled a betatron accelerator in my mom’s garage.

Previously, | had built a cloud chamber with a powerful magnetic field and photographed tracks of antimatter. But
photographing antimatter was not enough. My goal now was to produce a beam of antimatter. The atom smasher’s
magnetic coils successfully produced a huge 10,000 gauss magnetic field (about 20,000 times the earth’s magnetic
field, which would in principle be enough to rip a hammer right out of your hand). The machine soaked up 6 kilowatts
of power, draining all the electricity my house could provide. When I turned on the machine, | frequently blew out all
the fuses in the house. (My poor mother must have wondered why she could not have a son who played football
instead.)

So two passions have intrigued me my entire life: the desire to understand all the physical laws of the universe in a
single coherent theory and the desire to see the future. Eventually, | realized that these two passions were actually
complementary. The key to understanding the future is to grasp the fundamental laws of nature and then apply them to
the inventions, machines, and therapies that will redefine our civilization far into the future.

There have been, | found out, numerous attempts to predict the future, many useful and insightful. However, they
were mainly written by historians, sociologists, science fiction writers, and “futurists,” that is, outsiders who are
predicting the world of science without a firsthand knowledge of the science itself. The scientists, the insiders who are
actually creating the future in their laboratories, are too busy making breakthroughs to have time to write books about
the future for the public.

That is why this book is different. | hope this book will give an insider’s perspective on what miraculous discoveries
await us and provide the most authentic, authoritative look into the world of 2100.



Of course, it is impossible to predict the future with complete accuracy. The best one can do, I feel, is to tap into the
minds of the scientists at the cutting edge of research, who are doing the yeoman’s work of inventing the future. They
are the ones who are creating the devices, inventions, and therapies that will revolutionize civilization. And this book
is their story. | have had the opportunity to sit in the front-row seat of this great revolution, having interviewed more
than 300 of the world’s top scientists, thinkers, and dreamers for national TV and radio. | have also taken TV crews
into their laboratories to film the prototypes of the remarkable devices that will change our future. It has been a rare
honor to have hosted numerous science specials for BBC-TV, the Discovery Channel, and the Science Channel,
profiling the remarkable inventions and discoveries of the visionaries who are daring to create the future. Being free to
pursue my work on string theory and to eavesdrop on the cutting-edge research that will revolutionize this century, |
feel I have one of the most desirable jobs in science. It is my childhood dream come true.

But this book differs from my previous ones. In books like Beyond Einstein, Hyperspace, and Parallel Worlds, 1
discussed the fresh, revolutionary winds sweeping through my field, theoretical physics, that are opening up new ways
to understand the universe. In Physics of the Impossible, I discussed how the latest discoveries in physics may
eventually make possible even the most imaginative schemes of science fiction.

This book most closely resembles my book Visions, in which | discussed how science will evolve in the coming
decades. | am gratified that many of the predictions made in that book are being realized today on schedule. The
accuracy of my book, to a large degree, has depended on the wisdom and foresight of the many scientists | interviewed
for it.

But this book takes a much more expansive view of the future, discussing the technologies that may mature in 100
years, that will ultimately determine the fate of humanity. How we negotiate the challenges and opportunities of the
next 100 years will determine the ultimate trajectory of the human race.

PREDICTING THE NEXT CENTURY

Predicting the next few years, let alone a century into the future, is a daunting task. Yet it is one that challenges us to
dream about technologies we believe will one day alter the fate of humanity.

In 1863, the great novelist Jules Verne undertook perhaps his most ambitious project. He wrote a prophetic novel,
called Paris in the Twentieth Century, in which he applied the full power of his enormous talents to forecast the
coming century. Unfortunately, the manuscript was lost in the mist of time, until his great-grandson accidentally
stumbled upon it lying in a safe where it had been carefully locked away for almost 130 years. Realizing what a
treasure he had found, he arranged to have it published in 1994, and it became a best seller.

Back in 1863, kings and emperors still ruled ancient empires, with impoverished peasants performing backbreaking
work toiling in the fields. The United States was consumed by a ruinous civil war that would almost tear the country
apart, and steam power was just beginning to revolutionize the world. But Verne predicted that Paris in 1960 would
have glass skyscrapers, air conditioning, TV, elevators, high-speed trains, gasoline-powered automobiles, fax machines,
and even something resembling the Internet. With uncanny accuracy, Verne depicted life in modern Paris.

This was not a fluke, because just a few years later he made another spectacular prediction. In 1865, he wrote From
the Earth to the Moon, in which he predicted the details of the mission that sent our astronauts to the moon more than
100 years later in 1969. He accurately predicted the size of the space capsule to within a few percent, the location of
the launch site in Florida not far from Cape Canaveral, the number of astronauts on the mission, the length of time the
voyage would last, the weightlessness that the astronauts would experience, and the final splashdown in the ocean.
(The only major mistake was that he used gunpowder, rather than rocket fuel, to take his astronauts to the moon. But
liquid-fueled rockets wouldn’t be invented for another seventy years.)

How was Jules Verne able to predict 100 years into the future with such breathtaking accuracy? His biographers
have noted that, although Verne was not a scientist himself, he constantly sought out scientists, peppering them with
questions about their visions of the future. He amassed a vast archive summarizing the great scientific discoveries of
his time. Verne, more than others, realized that science was the engine shaking the foundations of civilization,
propelling it into a new century with unexpected marvels and miracles. The key to Verne’s vision and profound
insights was his grasp of the power of science to revolutionize society.



Another great prophet of technology was Leonardo da Vinci, painter, thinker, and visionary. In the late 1400s, he
drew beautiful, accurate diagrams of machines that would one day fill the skies: sketches of parachutes, helicopters,
hang gliders, and even airplanes. Remarkably, many of his inventions would have flown. (His flying machines,
however, needed one more ingredient: at least a 1-horsepower motor, something that would not be available for another
400 years.)

What is equally astonishing is that Leonardo sketched the blueprint for a mechanical adding machine, which was
perhaps 150 years ahead of its time. In 1967, a misplaced manuscript was reanalyzed, revealing his idea for an adding
machine with thirteen digital wheels. If one turned a crank, the gears inside turned in sequence performing the
arithmetic calculations. (The machine was built in 1968 and it worked.)

In addition, in the 1950s another manuscript was uncovered which contained a sketch for a warrior automaton,
wearing German-Italian armor, that could sit up and move its arms, neck, and jaw. It, too, was subsequently built and
found to work.

Like Jules Verne, Leonardo was able to get profound insights into the future by consulting a handful of forward-
thinking individuals of his time. He was part of a small circle of people who were at the forefront of innovation. In
addition, Leonardo was always experimenting, building, and sketching models, a key attribute of anyone who wants to
translate thinking into reality.

Given the enormous, prophetic insights of Verne and Leonardo da Vinci, we ask the question: Is it possible to
predict the world of 21007 In the tradition of Verne and Leonardo, this book will closely examine the work of the
leading scientists who are building prototypes of the technologies that will change our future. This book is not a work
of fiction, a by-product of the overheated imagination of a Hollywood scriptwriter, but rather is based on the solid
science being conducted in major laboratories around the world today.

The prototypes of all these technologies already exist. As William Gibson, the author of Neuromancer who coined
the word cyberspace, once said, “The future is already here. It’s just unevenly distributed.”

Predicting the world of 2100 is a daunting task, since we are in an era of profound scientific upheaval, in which the
pace of discovery is always accelerating. More scientific knowledge has been accumulated just in the last few decades
than in all human history. And by 2100, this scientific knowledge will again have doubled many times over.

But perhaps the best way to grasp the enormity of predicting 100 years into the future is to recall the world of 1900
and remember the lives our grandparents lived.

Journalist Mark Sullivan asks us to imagine someone reading a newspaper in the year 1900:

In his newspapers of January 1, 1900, the American found no such word as radio, for that was yet twenty years in
from coming; nor “movie,” for that too was still mainly of the future; nor chauffeur, for the automobile was only
just emerging and had been called “horseless carriage ....” There was no such word as aviator .... Farmers had not
heard of tractors, nor bankers of the Federal Reserve System. Merchants had not heard of chain-stores nor “self-
service”; nor seamen of oil-burning engines .... Ox-teams could still be seen on country roads .... Horses or mules
for trucks were practically universal .... The blacksmith beneath the spreading chestnut-tree was a reality.

To understand the difficulty of predicting the next 100 years, we have to appreciate the difficulty that the people of
1900 had in predicting the world of 2000. In 1893, as part of the World’s Columbian Exposition in Chicago, seventy-
four well-known individuals were asked to predict what life would be like in the next 100 years. The one problem was
that they consistently underestimated the rate of progress of science. For example, many correctly predicted that we
would one day have commercial transatlantic airships, but they thought that they would be balloons. Senator John J.
Ingalls said, “It will be as common for the citizen to call for his dirigible balloon as it now is for his buggy or his
boots.” They also consistently missed the coming of the automobile. Postmaster General John Wanamaker stated that
the U.S. mail would be delivered by stagecoach and horseback, even 100 years into the future.

This underestimation of science and innovation even extended to the patent office. In 1899, Charles H. Duell,
commissioner of the U.S. Office of Patents, said, “Everything that can be invented has been invented.”



Sometimes experts in their own field underestimated what was happening right beneath their noses. In 1927, Harry
M. Warner, one of the founders of Warner Brothers, remarked during the era of silent movies, “Who the hell wants to
hear actors talk?”

And Thomas Watson, chairman of IBM, said in 1943, “I think there is a world market for maybe five computers.”

This underestimation of the power of scientific discovery even extended to the venerable New York Times. (In 1903,
the Times declared that flying machines were a waste of time, just a week before the Wright brothers successfully flew
their airplane at Kitty Hawk, North Carolina. In 1920, the Times criticized rocket scientist Robert Goddard, declaring
his work nonsense because rockets cannot move in a vacuum. Forty-nine years later, when Apollo 11 astronauts landed
on the moon, the Times, to its credit, ran the retraction: “It is now definitely established that a rocket can function in a
vacuum. The Times regrets the error.”)

The lesson here is that it is very dangerous to bet against the future.

Predictions for the future, with a few exceptions, have always underestimated the pace of technological progress.
History, we are told over and over again, is written by the optimists, not the pessimists. As President Dwight
Eisenhower once said, “Pessimism never won a war.”

We can even see how science fiction writers underestimated the pace of scientific discovery. When watching reruns
of the old 1960s TV series Star Trek, you notice that much of this “twenty-third-century technology” is already here.
Back then, TV audiences were startled to see mobile phones, portable computers, machines that could talk, and
typewriters that could take dictation. Yet all these technologies exist today. Soon, we will also have versions of the
universal translator, which can rapidly translate between languages as you speak, and also “tricorders,” which can
diagnose disease from a distance. (Excepting warp drive engines and transporters, much of this twenty-third-century
science is already here.)

Given the glaring mistakes people have made in underestimating the future, how can we begin to provide a firmer
scientific basis to our predictions?

UNDERSTANDING THE LAWS OF NATURE

Today, we are no longer living in the dark ages of science, when lightning bolts and plagues were thought to be the
work of the gods. We have a great advantage that Verne and Leonardo da Vinci did not have: a solid understanding of
the laws of nature.

Predictions will always be flawed, but one way to make them as authoritative as possible is to grasp the four
fundamental forces in nature that drive the entire universe. Each time one of them was understood and described, it
changed human history.

The first force to be explained was the force of gravity. Isaac Newton gave us a mechanics that could explain that
objects moved via forces, rather than mystical spirits and metaphysics. This helped to pave the way for the Industrial
Revolution and the introduction of steam power, especially the locomotive.

The second force to be understood was the electromagnetic force, which lights up our cities and powers our
appliances. When Thomas Edison, Michael Faraday, James Clerk Maxwell, and others helped to explain electricity and
magnetism, this unleashed the electronic revolution that has created a bounty of scientific wonders. We see this every
time there is a power blackout, when society is suddenly wrenched back 100 years into the past.

The third and fourth forces to be understood were the two nuclear forces: the weak and strong forces. When Einstein
wrote down E = mc® and when the atom was split in the 1930s, scientists for the first time began to understand the
forces that light up the heavens. This revealed the secret behind the stars. Not only did this unleash the awesome power
of atomic weapons, it also held out the promise that one day we would be able to harness this power on the earth.

Today, we have a fairly good grasp of these four forces. The first force, gravity, is now described through Einstein’s
theory of general relativity. And the other three forces are described through the quantum theory, which allows us to
decode the secrets of the subatomic world.

The quantum theory, in turn, has given us the transistor, the laser, and the digital revolution that is the driving force
behind modern society. Similarly, scientists were able to use the quantum theory to unlock the secret of the DNA



molecule. The blinding speed of the biotechnological revolution is a direct result of computer technology, since DNA
sequencing is all done by machines, robots, and computers.

As a consequence, we are better able to see the direction that science and technology will take in the coming
century. There will always be totally unexpected, novel surprises that leave us speechless, but the foundation of
modern physics, chemistry, and biology has largely been laid, and we do not expect any major revision of this basic
knowledge, at least in the foreseeable future. As a result, the predictions we make in this book are the product not of
wild speculation but are reasoned estimates of when the prototype technologies of today will finally reach maturity.

In conclusion, there are several reasons to believe that we can view the outlines of the world of 2100:

1. This book is based on interviews with more than 300 top scientists, those in the forefront of discovery.

2. Every scientific development mentioned in this book is consistent with the known laws of physics.

3. The four forces and the fundamental laws of nature are largely known; we do not expect any major new
changes in these laws.

4. Prototypes of all technologies mentioned in this book already exist.

5. This book is written by an “insider” who has a firsthand look at the technologies that are on the cutting
edge of research.

For countless eons we were passive observers of the dance of nature. We only gazed in wonder and fear at comets,
lightning bolts, volcanic eruptions, and plagues, assuming that they were beyond our comprehension. To the ancients,
the forces of nature were an eternal mystery to be feared and worshipped, so they created the gods of mythology to
make sense of the world around them. The ancients hoped that by praying to these gods they would show mercy and
grant them their dearest wishes.

Today, we have become choreographers of the dance of nature, able to tweak the laws of nature here and there. But
by 2100, we will make the transition to being masters of nature.

2100: BECOMING THE GODS OF MYTHOLOGY

Today, if we could somehow visit our ancient ancestors and show them the bounty of modern science and technology,
we would be viewed as magicians. With the wizardry of science, we could show them jet planes that can soar in the
clouds, rockets that can explore the moon and planets, MRI scanners that can peer inside the living body, and cell
phones that can put us in touch with anyone on the planet. If we showed them laptop computers that can send moving
images and messages instantly across the continents, they would view this as sorcery.

But this is just the beginning. Science is not static. Science is exploding exponentially all around us. If you count the
number of scientific articles being published, you will find that the sheer volume of science doubles every decade or
so. Innovation and discovery are changing the entire economic, political, and social landscape, overturning all the old
cherished beliefs and prejudices.

Now dare to imagine the world in the year 2100.



By 2100, our destiny is to become like the gods we once worshipped and feared. But our tools will not be magic
wands and potions but the science of computers, nanotechnology, artificial intelligence, biotechnology, and most of all,
the quantum theory, which is the foundation of the previous technologies.

By 2100, like the gods of mythology, we will be able to manipulate objects with the power of our minds. Computers,
silently reading our thoughts, will be able to carry out our wishes. We will be able to move objects by thought alone, a
telekinetic power usually reserved only for the gods. With the power of biotechnology, we will create perfect bodies
and extend our life spans. We will also be able to create life-forms that have never walked the surface of the earth.
With the power of nanotechnology, we will be able to take an object and turn it into something else, to create
something seemingly almost out of nothing. We will ride not in fiery chariots but in sleek vehicles that will soar by
themselves with almost no fuel, floating effortlessly in the air. With our engines, we will be able to harness the
limitless energy of the stars. We will also be on the threshold of sending star ships to explore those nearby.

Although this godlike power seems unimaginably advanced, the seeds of all these technologies are being planted
even as we speak. It is modern science, not chanting and incantations, that will give us this power.

| am a quantum physicist. Every day, | grapple with the equations that govern the subatomic particles out of which
the universe is created. The world I live in is the universe of eleven-dimensional hyperspace, black holes, and gateways
to the multiverse. But the equations of the quantum theory, used to describe exploding stars and the big bang, can also
be used to decipher the outlines of our future.

But where is all this technological change leading? Where is the final destination in this long voyage into science and
technology?

The culmination of all these upheavals is the formation of a planetary civilization, what physicists call a Type |
civilization. This transition is perhaps the greatest transition in history, marking a sharp departure from all civilizations
of the past. Every headline that dominates the news reflects, in some way, the birth pangs of this planetary civilization.
Commerce, trade, culture, language, entertainment, leisure activities, and even war are all being revolutionized by the
emergence of this planetary civilization. Calculating the energy output of the planet, we can estimate that we will attain
Type | status within 100 years. Unless we succumb to the forces of chaos and folly, the transition to a planetary
civilization is inevitable, the end product of the enormous, inexorable forces of history and technology beyond
anyone’s control.

WHY PREDICTIONS SOMETIMES DON'T COME TRUE

But several predictions made about the information age were spectacularly untrue. For example, many futurists
predicted the “paperless office,” that is, that the computer would make paper obsolete. Actually, the opposite has
occurred. A glance at any office shows you that the amount of paper is actually greater than ever.

Some also envisioned the “peopleless city.” Futurists predicted that teleconferencing via the Internet would make
face-to-face business meetings unnecessary, so there would be no need to commute. In fact, the cities themselves would
largely empty out, becoming ghost towns, as people worked in their homes rather than their offices.

Likewise, we would see the rise of “cybertourists,” couch potatoes who would spend the entire day lounging on their
sofas, roaming the world and watching the sights via the Internet on their computers. We would also see
“cybershoppers,” who would let their computer mice do the walking. Shopping malls would go bankrupt. And
“cyberstudents” would take all their classes online while secretly playing video games and drinking beer. Universities
would close for lack of interest.

Or consider the fate of the “picture phone.” During the 1964 World’s Fair, AT&T spent about $100 million
perfecting a TV screen that would connect to the telephone system, so that you could see the person whom you were
talking to, and vice versa. The idea never took off; AT&T sold only about 100 of them, making each unit cost about $1
million each. This was a very expensive fiasco.

And finally, it was thought that the demise of traditional media and entertainment was imminent. Some futurists
claimed that the Internet was the juggernaut that would swallow live theater, the movies, radio, and TV, all of which
would soon be seen only in museums.

Actually, the reverse has happened. Traffic jams are worse than ever—a permanent feature of urban life. People
flock to foreign sites in record numbers, making tourism one of the fastest-growing industries on the planet. Shoppers



flood the stores, in spite of economic hard times. Instead of proliferating cyberclassrooms, universities are still
registering record numbers of students. To be sure, there are more people deciding to work from their homes or
teleconference with their coworkers, but cities have not emptied at all. Instead, they have morphed into sprawling
megacities. Today, it is easy to carry on video conversations on the Internet, but most people tend to be reluctant to be
filmed, preferring face-to-face meetings. And of course, the Internet has changed the entire media landscape, as media
giants puzzle over how to earn revenue on the Internet. But it is not even close to wiping out TV, radio, and live
theater. The lights of Broadway still glow as brightly as before.

CAVE MAN PRINCIPLE

Why did these predictions fail to materialize? | conjecture that people largely rejected these advances because of what |
call the Cave Man (or Cave Woman) Principle. Genetic and fossil evidence indicates that modern humans, who looked
just like us, emerged from Africa more than 100,000 years ago, but we see no evidence that our brains and personalities
have changed much since then. If you took someone from that period, he would be anatomically identical to us: if you
gave him a bath and a shave, put him in a three-piece suit, and then placed him on Wall Street, he would be physically
indistinguishable from everyone else. So our wants, dreams, personalities, and desires have probably not changed much
in 100,000 years. We probably still think like our caveman ancestors.

The point is: whenever there is a conflict between modern technology and the desires of our primitive ancestors,
these primitive desires win each time. That’s the Cave Man Principle. For example, the caveman always demanded
“proof of the kill.” It was never enough to boast about the big one that got away. Having the fresh animal in our hands
was always preferable to tales of the one that got away. Similarly, we want hard copy whenever we deal with files. We
instinctively don’t trust the electrons floating in our computer screen, so we print our e-mails and reports, even when
it’s not necessary. That’s why the paperless office never came to be.

Likewise, our ancestors always liked face-to-face encounters. This helped us to bond with others and to read their
hidden emotions. This is why the peopleless city never came to pass. For example, a boss might want to carefully size
up his employees. It’s difficult to do this online, but face-to-face a boss can read body language to gain valuable
unconscious information. By watching people up close, we feel a common bond and can also read their subtle body
language to find out what thoughts are racing through their heads. This is because our apelike ancestors, many
thousands of years before they developed speech, used body language almost exclusively to convey their thoughts and
emotions.

This is the reason cybertourism never got off the ground. It’s one thing to see a picture of the Taj Mahal, but it’s
another thing to have the bragging rights of actually seeing it in person. Similarly, listening to a CD of your favorite
musician is not the same as feeling the sudden rush when actually seeing this musician in a live concert, surrounded by
all the fanfare, hoopla, and noise. This means that even though we will be able to download realistic images of our
favorite drama or celebrity, there is nothing like actually seeing the drama on stage or seeing the actor perform in
person. Fans go to great lengths to get autographed pictures and concert tickets of their favorite celebrity, although they
can download a picture from the Internet for free.

This explains why the prediction that the Internet would wipe out TV and radio never came to pass. When the
movies and radio first came in, people bewailed the death of live theater. When TV came in, people predicted the
demise of the movies and radio. We are living now with a mix of all these media. The lesson is that one medium never
annihilates a previous one but coexists with it. It is the mix and relationship among these media that constantly change.
Anyone who can accurately predict the mix of these media in the future could become very wealthy.

The reason for this is that our ancient ancestors always wanted to see something for themselves and not rely on
hearsay. It was crucial for our survival in the forest to rely on actual physical evidence rather than rumors. Even a
century from now, we will still have live theater and still chase celebrities, an ancient heritage of our distant past.

In addition, we are descended from predators who hunted. Hence, we love to watch others and even sit for hours in
front of a TV, endlessly watching the antics of our fellow humans, but we instantly get nervous when we feel others
watching us. In fact, scientists have calculated that we get nervous if we are stared at by a stranger for about four
seconds. After about ten seconds, we even get irate and hostile at being stared at. This is the reason why the original



picture phone was such a flop. Also, who wants to have to comb one’s hair before going online? (Today, after decades
of slow, painful improvement, video conferencing is finally catching on.)

And today, it is possible to take courses online. But universities are bulging with students. The one-to-one encounter
with professors, who can give individual attention and answer personal questions, is still preferable to online courses.
And a university degree still carries more weight than an online diploma when applying for a job.

So there is a continual competition between High Tech and High Touch, that is, sitting in a chair watching TV
versus reaching out and touching things around us. In this competition, we will want both. That is why we still have
live theater, rock concerts, paper, and tourism in the age of cyberspace and virtual reality. But if we are offered a free
picture of our favorite celebrity musician or actual tickets to his concert, we will take the tickets, hands down.

So that is the Cave Man Principle: we prefer to have both, but if given a choice we will chose High Touch, like our
cavemen ancestors.

But there is also a corollary to this principle. When scientists first created the Internet back in the 1960s, it was
widely believed that it would evolve into a forum for education, science, and progress. Instead, many were horrified
that it soon degenerated into the no-holds-barred Wild West that it is today. Actually, this is to be expected. The
corollary to the Cave Man Principle is that if you want to predict the social interactions of humans in the future, simply
imagine our social interactions 100,000 years ago and multiply by a billion. This means that there will be a premium
placed on gossip, social networking, and entertainment. Rumors were essential in a tribe to rapidly communicate
information, especially about the leaders and role models. Those who were out of the loop often did not survive to pass
on their genes. Today, we can see this played out in grocery checkout stands, which have wall-to-wall celebrity gossip
magazines, and in the rise of a celebrity-driven culture. The only difference today is that the magnitude of this tribal
gossip has been multiplied enormously by mass media and can now circle the earth many times over within a fraction
of a second.

The sudden proliferation of social networking Web sites, which turned young, baby-faced entrepreneurs into
billionaires almost overnight, caught many analysts off guard, but it is also an example of this principle. In our
evolutionary history, those who maintained large social networks could rely on them for resources, advice, and help
that were vital for survival.

And last, entertainment will continue to grow explosively. We sometimes don’t like to admit it, but a dominant part
of our culture is based on entertainment. After the hunt, our ancestors relaxed and entertained themselves. This was
important not only for bonding but also for establishing one’s position within the tribe. It is no accident that dancing
and singing, which are essential parts of entertainment, are also vital in the animal kingdom to demonstrate fitness to
the opposite sex. When male birds sing beautiful, complex melodies or engage in bizarre mating rituals, it is mainly to
show the opposite sex that they are healthy, physically fit, free of parasites, and have genes worthy enough to be passed
down.

And the creation of art was not only for enjoyment but also played an important part in the evolution of our brain,
which handles most information symbolically.

So unless we genetically change our basic personality, we can expect that the power of entertainment, tabloid gossip,
and social networking will increase, not decrease, in the future.

SCIENCE AS A SWORD

| once saw a movie that forever changed my attitude toward the future. It was called Forbidden Planet, based on
Shakespeare’s The Tempest. In the movie astronauts encounter an ancient civilization that, in its glory, was millions of
years ahead of us. They had attained the ultimate goal of their technology: infinite power without instrumentality, that
is, the power to do almost anything via their minds. Their thoughts tapped into colossal thermonuclear power plants,
buried deep inside their planet, that converted their every desire into reality. In other words, they had the power of the
gods.

We will have a similar power, but we will not have to wait millions of years. We will have to wait only a century,
and we can see the seeds of this future even in today’s technology. But the movie was also a morality tale, since this
divine power eventually overwhelmed this civilization.



Of course, science is a double-edged sword; it creates as many problems as it solves, but always on a higher level.
There are two competing trends in the world today: one is to create a planetary civilization that is tolerant, scientific,
and prosperous, but the other glorifies anarchy and ignorance that could rip the fabric of our society. We still have the
same sectarian, fundamentalist, irrational passions of our ancestors, but the difference is that now we have nuclear,
chemical, and biological weapons.

In the future, we will make the transition from being passive observers of the dance of nature, to being the
choreographers of nature, to being masters of nature, and finally to being conservators of nature. So let us hope that we
can wield the sword of science with wisdom and equanimity, taming the barbarism of our ancient past.

Let us now embark upon a hypothetical journey through the next 100 years of scientific innovation and discovery, as
told to me by the scientists who are making it happen. It will be a wild ride through the rapid advances in computers,
telecommunications, biotechnology, artificial intelligence, and nanotechnology. It will undoubtedly change nothing
less than the future of civilization.

Everyone takes the limits of his own vision for the limits of the world.

—ARTHUR SCHOPENHAUER

No pessimist ever discovered the secrets of the stars or sailed to an uncharted land or opened a new heaven to the human spirit.

—HELEN KELLER

1 FUTURE OF THE COMPUTER soint over vaee

I remember vividly sitting in Mark Weiser’s office in Silicon Valley almost twenty years ago as he explained to me his
vision of the future. Gesturing with his hands, he excitedly told me a new revolution was about to happen that would
change the world. Weiser was part of the computer elite, working at Xerox PARC (Palo Alto Research Center, which
was the first to pioneer the personal computer, the laser printer, and Windows-type architecture with graphical user
interface), but he was a maverick, an iconoclast who was shattering conventional wisdom, and also a member of a wild
rock band.

Back then (it seems like a lifetime ago), personal computers were new, just beginning to penetrate people’s lives, as
they slowly warmed up to the idea of buying large, bulky desktop computers in order to do spreadsheet analysis and a
little bit of word processing. The Internet was still largely the isolated province of scientists like me, cranking out
equations to fellow scientists in an arcane language. There were raging debates about whether this box sitting on your
desk would dehumanize civilization with its cold, unforgiving stare. Even political analyst William F. Buckley had to
defend the word processor against intellectuals who railed against it and refused to ever touch a computer, calling it an
instrument of the philistines.

It was in this era of controversy that Weiser coined the expression “ubiquitous computing.” Seeing far past the
personal computer, he predicted that the chips would one day become so cheap and plentiful that they would be
scattered throughout the environment—in our clothing, our furniture, the walls, even our bodies. And they would all be
connected to the Internet, sharing data, making our lives more pleasant, monitoring all our wishes. Everywhere we
moved, chips would be there to silently carry out our desires. The environment would be alive.

For its time, Weiser’s dream was outlandish, even preposterous. Most personal computers were still expensive and
not even connected to the Internet. The idea that billions of tiny chips would one day be as cheap as running water was
considered lunacy.



And then | asked him why he felt so sure about this revolution. He calmly replied that computer power was growing
exponentially, with no end in sight. Do the math, he implied. It was only a matter of time. (Sadly, Weiser did not live
long enough to see his revolution come true, dying of cancer in 1999.)

The driving source behind Weiser’s prophetic dreams is something called Moore’s law, a rule of thumb that has
driven the computer industry for fifty or more years, setting the pace for modern civilization like clockwork. Moore’s
law simply says that computer power doubles about every eighteen months. First stated in 1965 by Gordon Moore, one
of the founders of the Intel Corporation, this simple law has helped to revolutionize the world economy, generated
fabulous new wealth, and irreversibly altered our way of life. When you plot the plunging price of computer chips and
their rapid advancements in speed, processing power, and memory, you find a remarkably straight line going back fifty
years. (This is plotted on a logarithmic curve. In fact, if you extend the graph, so that it includes vacuum tube
technology and even mechanical hand-crank adding machines, the line can be extended more than 100 years into the
past.)

Exponential growth is often hard to grasp, since our minds think linearly. It is so gradual that you sometimes cannot
experience the change at all. But over decades, it can completely alter everything around us.

According to Moore’s law, every Christmas your new computer games are almost twice as powerful (in terms of the
number of transistors) as those from the previous year. Furthermore, as the years pass, this incremental gain becomes
monumental. For example, when you receive a birthday card in the mail, it often has a chip that sings “Happy
Birthday” to you. Remarkably, that chip has more computer power than all the Allied forces of 1945. Hitler, Churchill,
or Roosevelt might have killed to get that chip. But what do we do with it? After the birthday, we throw the card and
chip away. Today, your cell phone has more computer power than all of NASA back in 1969, when it placed two
astronauts on the moon. Video games, which consume enormous amounts of computer power to simulate 3-D
situations, use more computer power than mainframe computers of the previous decade. The Sony PlayStation of
today, which costs $300, has the power of a military supercomputer of 1997, which cost millions of dollars.

We can see the difference between linear and exponential growth of computer power when we analyze how people
viewed the future of the computer back in 1949, when Popular Mechanics predicted that computers would grow
linearly into the future, perhaps only doubling or tripling with time. It wrote: “Where a calculator like the ENIAC today
is equipped with 18,000 vacuum tubes and weighs 30 tons, computers in the future may have only 1,000 vacuum tubes
and weigh only 1'% tons.”

(Mother Nature appreciates the power of the exponential. A single virus can hijack a human cell and force it to
create several hundred copies of itself. Growing by a factor of 100 in each generation, one virus can generate 10 billion
viruses in just five generations. No wonder a single virus can infect the human body, with trillions of healthy cells, and
give you a cold in just a week or so.)

Not only has the amount of computer power increased, but the way that this power is delivered has also radically
changed, with enormous implications for the economy. We can see this progression, decade by decade:

* 1950s. Vacuum tube computers were gigantic contraptions filling entire rooms with jungles of wires, coils,
and steel. Only the military was rich enough to fund these monstrosities.

» 1960s. Transistors replaced vacuum tube computers, and mainframe computers gradually entered the
commercial marketplace.

 1970s. Integrated circuit boards, containing hundreds of transistors, created the minicomputer, which was
the size of a large desk.

* 1980s. Chips, containing tens of millions of transistors, made possible personal computers that can fit inside
a briefcase.



* 1990s. The Internet connected hundreds of millions of computers into a single, global computer network.

» 2000s. Ubiquitous computing freed the chip from the computer, so chips were dispersed into the
environment.

So the old paradigm (a single chip inside a desktop computer or laptop connected to a computer) is being replaced by
a new paradigm (thousands of chips scattered inside every artifact, such as furniture, appliances, pictures, walls, cars,
and clothes, all talking to one another and connected to the Internet).

When these chips are inserted into an appliance, it is miraculously transformed. When chips were inserted into
typewriters, they became word processors. When inserted into telephones, they became cell phones. When inserted
into cameras, they became digital cameras. Pinball machines became video games. Phonographs became iPods.
Airplanes became deadly Predator drones. Each time, an industry was revolutionized and was reborn. Eventually,
almost everything around us will become intelligent. Chips will be so cheap they will even cost less than the plastic
wrapper and will replace the bar code. Companies that do not make their products intelligent may find themselves
driven out of business by their competitors that do.

Of course, we will still be surrounded by computer monitors, but they will resemble wallpaper, picture frames, or
family photographs, rather than computers. Imagine all the pictures and photographs that decorate our homes today;
now imagine each one being animated, moving, and connected to the Internet. When we walk outside, we will see
pictures move, since moving pictures will cost as little as static ones.

The destiny of computers—Ilike other mass technologies like electricity, paper, and running water—is to become
invisible, that is, to disappear into the fabric of our lives, to be everywhere and nowhere, silently and seamlessly
carrying out our wishes.

Today, when we enter a room, we automatically look for the light switch, since we assume that the walls are
electrified. In the future, the first thing we will do on entering a room is to look for the Internet portal, because we will
assume the room is intelligent. As novelist Max Frisch once said, “Technology [is] the knack of so arranging the world
that we don’t have to experience it.”

Moore’s law also allows us to predict the evolution of the computer into the near future. In the coming decade, chips
will be combined with supersensitive sensors, so that they can detect diseases, accidents, and emergencies and alert us
before they get out of control. They will, to a degree, recognize the human voice and face and converse in a formal
language. They will be able to create entire virtual worlds that we can only dream of today. Around 2020, the price of a
chip may also drop to about a penny, which is the cost of scrap paper. Then we will have millions of chips distributed
everywhere in our environment, silently carrying out our orders.

Ultimately, the word computer itself will disappear from the English language.

In order to discuss the future progress of science and technology, | have divided each chapter into three periods: the
near future (today to 2030), the midcentury (from 2030 to 2070), and finally the far future, from 2070 to 2100. These
time periods are only rough approximations, but they show the time frame for the various trends profiled in this book.

The rapid rise of computer power by the year 2100 will give us power like that of the gods of mythology we once
worshipped, enabling us to control the world around us by sheer thought. Like the gods of mythology, who could move
objects and reshape life with a simple wave of the hand or nod of the head, we too will be able to control the world
around us with the power of our minds. We will be in constant mental contact with chips scattered in our environment
that will then silently carry out our commands.

I remember once watching an episode from Star Trek in which the crew of the starship Enterprise came across a
planet inhabited by the Greek gods. Standing in front of them was the towering god Apollo, a giant figure who could
dazzle and overwhelm the crew with godlike feats. Twenty-third-century science was powerless to spar with a god who
ruled the heavens thousands of years ago in ancient Greece. But once the crew recovered from the shock of
encountering the Greek gods, they soon realized that there must be a source of this power, that Apollo must simply be



in mental contact with a central computer and power plant, which then executed his wishes. Once the crew located and
destroyed the power supply, Apollo was reduced to an ordinary mortal.

This was just a Hollywood tale. However, by extending the radical discoveries now being made in the laboratory,
scientists can envision the day when we, too, may use telepathic control over computers to give us the power of this
Apollo.

NEAR FUTLRE [PRESENT TO 2030)

INTERNET GLASSES AND CONTACT LENSES

Today, we can communicate with the Internet via our computers and cell phones. But in the future, the Internet will be
everywhere—in wall screens, furniture, on billboards, and even in our glasses and contact lenses. When we blink, we
will go online.

There are several ways we can put the Internet on a lens. The image can be flashed from our glasses directly through
the lens of our eyes and onto our retinas. The image could also be projected onto the lens, which would act as a screen.
Or it might be attached to the frame of the glasses, like a small jeweler’s lens. As we peer into the glasses, we see the
Internet, as if looking at a movie screen. We can then manipulate it with a handheld device that controls the computer
via a wireless connection. We could also simply move our fingers in the air to control the image, since the computer
recognizes the position of our fingers as we wave them.

For example, since 1991, scientists at the University of Washington have worked to perfect the virtual retinal display
(VRD) in which red, green, and blue laser light are shone directly onto the retina. With a 120-degree field of view and a
resolution of 1600 x 1,200 pixels, the VRD display can produce a brilliant, lifelike image that is comparable to that
seen in a motion picture theater. The image can be generated using a helmet, goggles, or glasses.

Back in the 1990s, | had a chance to try out these Internet glasses. It was an early version created by the scientists at
the Media Lab at MIT. It looked like an ordinary pair of glasses, except there was a cylindrical lens about % inch long,
attached to the right-hand corner of the lens. I could look through the glasses without any problem. But if | tapped the
glasses, then the tiny lens dropped in front of my eye. Peering into the lens, I could clearly make out an entire computer
screen, seemingly only a bit smaller than a standard PC screen. | was surprised how clear it was, almost as if the screen
were staring me in the face. Then | held a device, about the size of a cell phone, with buttons on it. By pressing the
buttons, I could control the cursor on the screen and even type instructions.

In 2010, for a Science Channel special I hosted, | journeyed down to Fort Benning, Georgia, to check out the U.S.
Army’s latest “Internet for the battlefield,” called the Land Warrior. | put on a special helmet with a miniature screen
attached to its side. When | flipped the screen over my eyes, suddenly | could see a startling image: the entire
battlefield with X’s marking the location of friendly and enemy troops. Remarkably, the “fog of war” was lifted, with
GPS sensors accurately locating the position of all troops, tanks, and buildings. By clicking a button, the image would
rapidly change, putting the Internet at my disposal on the battlefield, with information concerning the weather,
disposition of friendly and enemy forces, and strategy and tactics.

A much more advanced version would have the Internet flashed directly through our contact lenses by inserting a
chip and LCD display into the plastic. Babak A. Parviz and his group at the University of Washington in Seattle are
laying the groundwork for the Internet contact lens, designing prototypes that may eventually change the way we
access the Internet.

He foresees that one immediate application of this technology might be to help diabetics regulate their glucose
levels. The lens will display an immediate readout of the conditions within their body. But this is just the beginning.
Eventually, Parviz envisions the day when we will be able to download any movie, song, Web site, or piece of
information off the Internet into our contact lens. We will have a complete home entertainment system in our lens as
we lie back and enjoy feature-length movies. We can also use it to connect directly to our office computer via our lens,



then manipulate the files that flash before us. From the comfort of the beach, we will be able to teleconference to the
office by blinking.

By inserting some pattern-recognition software into these Internet glasses, they will also recognize objects and even
some people’s faces. Already, some software programs can recognize preprogrammed faces with better than 90 percent
accuracy. Not just the name, but the biography of the person you are talking to may flash before you as you speak. At a
meeting this will end the embarrassment of bumping into someone you know whose name you can’t remember. This
may also serve an important function at a cocktail party, where there are many strangers, some of whom are very
important, but you don’t know who they are. In the future, you will be able to identify strangers and know their
backgrounds, even as you speak to them. (This is somewhat like the world as seen through robotic eyes in The
Terminator.)

This may alter the educational system. In the future, students taking a final exam will be able to silently scan the
Internet via their contact lens for the answers to the questions, which would pose an obvious problem for teachers who
often rely on rote memorization. This means that educators will have to stress thinking and reasoning ability instead.

Your glasses may also have a tiny video camera in the frame, so it can film your surroundings and then broadcast the
images directly onto the Internet. People around the world may be able to share in your experiences as they happen.
Whatever you are watching, thousands of others will be able to see it as well. Parents will know what their children are
doing. Lovers may share experiences when separated. People at concerts will be able to communicate their excitement
to fans around the world. Inspectors will visit faraway factories and then beam the live images directly to the contact
lens of the boss. (Or one spouse may do the shopping, while the other makes comments about what to buy.)

Already, Parviz has been able to miniaturize a computer chip so that it can be placed inside the polymer film of a
contact lens. He has successfully placed an LED (light-emitting diode) into a contact lens, and is now working on one
with an 8 x 8 array of LEDs. His contact lens can be controlled by a wireless connection. He claims, “Those
components will eventually include hundreds of LEDs, which will form images in front of the eye, such as words,
charts, and photographs. Much of the hardware is semitransparent so that wearers can navigate their surroundings
without crashing into them or becoming disoriented.” His ultimate goal, which is still years away, is to create a contact
lens with 3,600 pixels, each one no more than 10 micrometers thick.

One advantage of Internet contact lenses is that they use so little power, only a few millionths of a watt, so they are
very efficient in their energy requirements and won’t drain the battery. Another advantage is that the eye and optic
nerve are, in some sense, a direct extension of the human brain, so we are gaining direct access to the human brain
without having to implant electrodes. The eye and the optic nerve transmit information at a rate exceeding a high-speed
Internet connection. So an Internet contact lens offers perhaps the most efficient and rapid access to the brain.

Shining an image onto the eye via the contact lens is a bit more complex than for the Internet glasses. An LED can
produce a dot, or pixel, of light, but you have to add a microlens so that it focuses directly onto the retina. The final
image would appear to float about two feet away from you. A more advanced design that Parviz is considering is to use
microlasers to send a supersharp image directly onto the retina. With the same technology used in the chip industry to
carve out tiny transistors, one can also etch tiny lasers of the same size, making the smallest lasers in the world. Lasers
that are about 100 atoms across are in principle possible using this technology. Like transistors, you could conceivably
pack millions of lasers onto a chip the size of your fingernail.

DRIVERLESS CAR

In the near future, you will also be able to safely surf the Web via your contact lens while driving a car. Commuting to
work won’t be such an agonizing chore because cars will drive themselves. Already, driverless cars, using GPS to
locate their position within a few feet, can drive over hundreds of miles. The Pentagon’s Defense Advanced Research
Projects Agency (DARPA) sponsored a contest, called the DARPA Grand Challenge, in which laboratories were
invited to submit driverless cars for a race across the Mojave Desert to claim a $1 million prize. DARPA was
continuing its long-standing tradition of financing risky but visionary technologies.

(Some examples of Pentagon projects include the Internet, which was originally designed to connect scientists and
officials during and after a nuclear war, and the GPS system, which was originally designed to guide ICBM missiles.
But both the Internet and GPS were declassified and given to the public after the end of the Cold War.)



In 2004, the contest had an embarrassing beginning, when not a single driverless car was able to travel the 150 miles
of rugged terrain and cross the finish line. The robotic cars either broke down or got lost. But the next year, five cars
completed an even more demanding course. They had to drive on roads that included 100 sharp turns, three narrow
tunnels, and paths with sheer drop-offs on either side.

Some critics said that robotic cars might be able to travel in the desert but never in midtown traffic. So in 2007,
DARPA sponsored an even more ambitious project, the Urban Challenge, in which robotic cars had to complete a
grueling 60-mile course through mock-urban territory in less than six hours. The cars had to obey all traffic laws, avoid
other robot cars along the course, and negotiate four-way intersections. Six teams successfully completed the Urban
Challenge, with the top three claiming the $2 million, $1 million, and $500,000 prizes.

The Pentagon’s goal is to make fully one-third of the U.S. ground forces autonomous by 2015. This could prove to
be a lifesaving technology, since recently most U.S. casualties have been from roadside bombs. In the future, many
U.S. military vehicles will have no drivers at all. But for the consumer, it might mean cars that drive themselves at the
touch of a button, allowing the driver to work, relax, admire the scenery, watch a movie, or scan the Internet.

| had a chance to drive one of these cars myself for a TV special for the Discovery Channel. It was a sleek sports car,
modified by the engineers at North Carolina State University so that it became fully autonomous. Its computers had the
power of eight PCs. Entering the car for me was a bit of a problem, since the interior was crammed. Everywhere inside,
I could see sophisticated electronic components piled on the seats and dashboard. When | grabbed the steering wheel, |
noticed that it had a special rubber cable connected to a small motor. A computer, by controlling the motor, could then
turn the steering wheel.

After | turned the key, stepped on the accelerator, and steered the car onto the highway, | flicked a switch that
allowed the computer to take control. | took my hands off the wheel, and the car drove itself. | had full confidence in
the car, whose computer was constantly making tiny adjustments via the rubber cable on the steering wheel. At first, it
was a bit eerie noticing that the steering wheel and accelerator pedal were moving by themselves. It felt like there was
an invisible, ghostlike driver who had taken control, but after a while | got used to it. In fact, later it became a joy to be
able to relax in a car that drove itself with superhuman accuracy and skill. | could sit back and enjoy the ride.

The heart of the driverless car was the GPS system, which allowed the computer to locate its position to within a few
feet. (Sometimes, the engineers told me, the GPS system could determine the car’s position to within inches.) The GPS
system itself is a marvel of modern technology. Each of the thirty-two GPS satellites orbiting the earth emits a specific
radio wave, which is then picked up by the GPS receivers in my car. The signal from each satellite is slightly distorted
because they are traveling in slightly different orbits. This distortion is called the Doppler shift. (Radio waves, for
example, are compressed if the satellite is moving toward you, and are stretched if it moves away from you.) By
analyzing the slight distortion of frequencies from three or four satellites, the car’s computer could determine my
position accurately.

The car also had radar in its fenders so that it could sense obstacles. This will be crucial in the future, as each car
will automatically take emergency measures as soon as it detects an impending accident. Today, almost 40,000 people
in the United States die in car accidents every year. In the future, the words car accident may gradually disappear from
the English language.

Traffic jams may also be a thing of the past. A central computer will be able to track all the motions of every car on
the road by communicating with each driverless car. It will then easily spot traffic jams and bottlenecks on the
highways. In one experiment, conducted north of San Diego on Interstate 15, chips were placed in the road so that a
central computer took control of the cars on the road. In case of a traffic jam, the computer will override the driver and
allow traffic to flow freely.

The car of the future will also be able to sense other dangers. Thousands of people have been killed or injured in car
accidents when the driver fell asleep, especially at night or on long, monotonous trips. Computers today can focus on
your eyes and recognize the telltale signs of your becoming drowsy. The computer is then programmed to make a
sound and wake you up. If this fails, the computer will take over the car. Computers can also recognize the presence of
excessive amounts of alcohol in the car, which may reduce the thousands of alcohol-related fatalities that happen every
year.

The transition to intelligent cars will not happen immediately. First, the military will deploy these vehicles and in the
process work out any kinks. Then robotic cars will enter the marketplace, appearing first on long, boring stretches of
interstate highways. Next, they will appear in the suburbs and large cities, but the driver will always have the ability to
override the computer in case of an emergency. Eventually, we will wonder how we could have lived without them.



FOUR WALL SCREENS

Not only will computers relieve the strain of commuting and reduce car accidents, they will also help to connect us to
friends and acquaintances. In the past, some people have complained that the computer revolution has dehumanized
and isolated us. Actually, it has allowed us to exponentially expand our circle of friends and acquaintances. When you
are lonely or in need of company, you will simply ask your wall screen to set up a bridge game with other lonely
individuals anywhere in the world. When you want some assistance planning a vacation, organizing a trip, or finding a
date, you will do it via your wall screen.

In the future, a friendly face might first emerge on your wall screen (a face you can change to suit your tastes). You
will ask it to plan a vacation for you. It already knows your preferences and will scan the Internet and give you a list of
the best possible options at the best prices.

Family gatherings may also take place via the wall screen. All four walls of your living room will have wall screens,
so you will be surrounded by images of your relatives from far away. In the future, perhaps a relative may not be able
to visit for an important occasion. Instead, the family may gather around the wall screen and celebrate a reunion that is
part real and part virtual. Or, via your contact lens, you can see the images of all your loved ones as if they were really
there, even though they are thousands of miles away. (Some commentators have remarked that the Internet was
originally conceived as a “male” device by the Pentagon, that is, it was concerned with dominating an enemy in
wartime. But now the Internet is mainly “female,” in that it’s about reaching out and touching someone.)

Teleconferencing will be replaced by telepresence—the complete 3-D images and sounds of a person will appear in
your glasses or contact lens. At a meeting, for example, everyone will sit around a table, except some of the
participants will appear only in your lens. Without your lens, you would see that some of the chairs around the table are
empty. With your lens, you will see the image of everyone sitting in their chairs as if they were there. (This means that
all participants will be videotaped by a special camera around a similar table and then their images sent over the
Internet.)

In the movie Star Wars, audiences were amazed to see 3-D images of people appearing in the air. But using
computer technology, we will be able to see these 3-D images in our contact lens, glasses, or wall screens in the future.

At first, it might seem strange talking to an empty room. But remember, when the telephone first came out, some
criticized it, saying that people would be speaking to disembodied voices. They wailed that it would gradually replace
direct person-to-person contact. The critics were right, but today we don’t mind speaking to disembodied voices,
because it has vastly increased our circle of contacts and enriched our lives.

This may also change your love life. If you are lonely, your wall screen will know your past preferences and the
physical and social characteristics you want in a date, and then scan the Internet for a possible match. And since people
sometimes lie in their profiles, as a security measure, your screen will automatically scan each person’s history to detect
falsehoods in their biography.

FLEXIBLE ELECTRONIC PAPER

The price of flat-screen TVs, once more than $10,000, has dropped by a factor of about fifty just within a decade. In the
future, flat screens that cover an entire wall will also fall dramatically in price. These wall screens will be flexible and
superthin, using OLEDs (organic light-emitting diodes). They are similar to ordinary light-emitting diodes, except they
are based on organic compounds that can be arranged in a polymer, making them flexible. Each pixel on the flexible
screen is connected to a transistor that controls the color and intensity of the light.

Already, the scientists at Arizona State University’s Flexible Display Center are working with Hewlett-Packard and
the U.S. Army to perfect this technology. Market forces will then drive down the cost of this technology and bring it to
the public. As prices go down, the cost of these wall screens may eventually approach the price of ordinary wallpaper.
So in the future, when putting up wallpaper, one might also be putting up wall screens at the same time. When we wish
to change the pattern on our wallpaper, we will simply push a button. Redecorating will be so simple.



This flexible screen technology may also revolutionize how we interact with our portable computers. We will not
need to lug heavy laptop computers with us. The laptop may be a simple sheet of OLEDs we then fold up and put in our
wallets. A cell phone may contain a flexible screen that can be pulled out, like a scroll. Then, instead of straining to
type on the tiny keyboard of your cell phone, you may be able to pull out a flexible screen as large as you want.

This technology also makes possible PC screens that are totally transparent. In the near future, we may be staring out
a window, and then wave our hands, and suddenly the window becomes a PC screen. Or any image we desire. We
could be staring out a window thousands of miles away.

Today, we have scrap paper that we scribble on and then throw away. In the future, we might have “scrap
computers” that have no special identity of their own. We scribble on them and discard them. Today, we arrange our
desk and furniture around the computer, which dominates our office. In the future, the desktop computer might
disappear and the files will move with us as we go from place to place, from room to room, or from office to home.
This will give us seamless information, anytime, anywhere. Today at airports you see hundreds of travelers carrying
laptop computers. Once at the hotel, they have to connect to the Internet; and once they return back home, they have to
download files into their desktop machines. In the future, you will never need to lug a computer around, since
everywhere you turn, the walls, pictures, and furniture can connect you to the Internet, even if you are in a train or car.
(“Cloud computing,” where you are billed not for computers but for computer time, treating computation like a utility
that is metered like water or electricity, is an early example of this.)

VIRTUAL WORLDS

The goal of ubiquitous computing is to bring the computer into our world: to put chips everywhere. The purpose of
virtual reality is the opposite: to put us into the world of the computer. Virtual reality was first introduced by the
military in the 1960s as a way of training pilots and soldiers using simulations. Pilots could practice landing on the
deck of an aircraft carrier by watching a computer screen and moving a joystick. In case of a nuclear war, generals and
political leaders from distant locations could meet secretly in cyberspace.

Today, with computer power expanding exponentially, one can live in a simulated world, where you can control an
avatar (an animated image that represents you). You can meet other avatars, explore imaginary worlds, and even fall in
love and get married. You can also buy virtual items with virtual money that can then be converted to real money. One
of the most popular sites, Second Life, registered 16 million accounts by 2009. That year, several people earned more
than $1 million per year using Second Life. (The profit you make, however, is taxable by the U.S. government, which
considers it real income.)

Virtual reality is already a staple of video games. In the future as computer power continues to expand, via your
glasses or wall screen, you will also be able to visit unreal worlds. For example, if you wish to go shopping or visit an
exotic place, you might first do it via virtual reality, navigating the computer screen as if you were really there. In this
way, you will be able to walk on the moon, vacation on Mars, shop in distant countries, visit any museum, and decide
for yourself where you want to go.

You will also, to a degree, have the ability to feel and touch objects in this cyberworld. This is called “haptic
technology” and allows you to feel the presence of objects that are computer generated. It was first developed by
scientists who had to handle highly radioactive materials with remote-controlled robotic arms, and by the military,
which wanted its pilots to feel the resistance of a joystick in a flight simulator.

To duplicate the sense of touch scientists have created a device attached to springs and gears, so that as you push
your fingers forward on the device, it pushes back, simulating the sensation of pressure. As you move your fingers
across a table, for example, this device can simulate the sensation of feeling its hard wooden surface. In this way, you
can feel the presence of objects that are seen in virtual reality goggles, completing the illusion that you are somewhere
else.

To create the sensation of texture, another device allows your fingers to pass across a surface containing thousands
of tiny pins. As your fingers move, the height of each pin is controlled by a computer, so that it can simulate the texture
of hard surfaces, velvety cloth, or rough sandpaper. In the future, by putting on special gloves, it may be possible to
give a realistic sensation of touch over a variety of objects and surfaces.

This will be essential for training surgeons in the future, since the surgeon has to be able to sense pressure when
performing delicate surgery, and the patient might be a 3-D holographic image. It also takes us a bit closer to the



holodeck of the Star Trek series, where you wander in a virtual world and can touch virtual objects. As you roam
around an empty room, you can see fantastic objects in your goggles or contact lens. As you reach out and grab them, a
haptic device rises from the floor and simulates the object you are touching.

| had a chance to witness these technologies firsthand when | visited the CAVE (cave automatic virtual environment)
at Rowan University in New Jersey for the Science Channel. I entered an empty room, where | was surrounded by four
walls, each wall lit up by a projector. 3-D images could be flashed onto the walls, giving the illusion of being
transported to another world. In one demonstration, | was surrounded by giant, ferocious dinosaurs. By moving a
joystick, I could take a ride on the back of a Tyrannosaurus rex, or even go right into its mouth. Then 1 visited the
Aberdeen Proving Ground in Maryland, where the U.S. military has devised the most advanced version of a holodeck.
Sensors were placed on my helmet and backpack, so the computer knew exactly the position of my body. I then walked
on an Omnidirectional Treadmill, a sophisticated treadmill that allows you to walk in any direction while remaining in
the same place. Suddenly | was on a battlefield, dodging bullets from enemy snipers. I could run in any direction, hide
in any alleyway, sprint down any street, and the 3-D images on the screen changed instantly. I could even lie flat on the
floor, and the screens changed accordingly. | could imagine that, in the future, you will be able to experience total
immersion, e.g. engage in dogfights with alien spaceships, flee from rampaging monsters, or frolic on a deserted island,
all from the comfort of your living room.

MEDICAL CARE IN THE NEAR FUTURE

A visit to the doctor’s office will be completely changed. For a routine checkup, when you talk to the “doctor,” it will
probably be a robotic software program that appears on your wall screen and that can correctly diagnose up to 95
percent of all common ailments. Your “doctor” may look like a person, but it will actually be an animated image
programmed to ask certain simple questions. Your “doctor” will also have a complete record of your genes, and will
recommend a course of medical treatments that takes into account all your genetic risk factors.

To diagnose a problem, the “doctor” will ask you to pass a simple probe over your body. In the original Star Trek
TV series, the public was amazed to see a device called the tricorder that could instantly diagnose any illness and peer
inside your body. But you do not have to wait until the twenty-third century for this futuristic device. Already, MRI
machines, which weigh several tons and can fill up an entire room, have been miniaturized to about a foot, and will
eventually be as small as a cell phone. By passing one over your body, you will be able to see inside your organs.
Computers will process these 3-D images and then give you a diagnosis. This probe will also be able to determine,
within minutes, the presence of a wide variety of diseases, including cancer, years before a tumor forms. This probe
will contain DNA chips, silicon chips that have millions of tiny sensors that can detect the presence of the telltale DNA
of many diseases.

Of course, many people hate going to the doctor. But in the future, your health will be silently and effortlessly
monitored several times a day without your being aware of it. Your toilet, bathroom mirror, and clothes will have DNA
chips to silently determine if you have cancer colonies of only a few hundred cells growing in your body. You will have
more sensors hidden in your bathroom and clothes than are found in a modern hospital or university today. For
example, simply by blowing on a mirror, the DNA for a mutated protein called p53 can be detected, which is
implicated in 50 percent of all common cancers. This means that the word tumor will gradually disappear from the
English language.

Today, if you are in a bad car accident on a lonely road, you could easily bleed to death. But in the future, your
clothes and car will automatically spring into action at the first sign of trauma, calling for an ambulance, locating your
car’s position, uploading your entire medical history, all while you are unconscious. In the future, it will be difficult to
die alone. Your clothes will be able to sense any irregularities in your heartbeat, breathing, and even brain waves by
means of tiny chips woven into the fabric. When you get dressed, you go online.

Today, it is possible to put a chip into a pill about the size of an aspirin, complete with a TV camera and radio. When
you swallow it, the “smart pill” takes TV images of your gullet and intestines, and then radios the signals to a nearby
receiver. (This gives new meaning to the slogan “Intel inside.”) In this way, doctors may be able to take pictures of a
patient’s intestines and detect cancers without ever performing a colonoscopy (which involves the inconvenience of
inserting a six-foot-long tube up your large intestine). Microscopic devices like these also will gradually reduce the
necessity of cutting skin for surgery.



This is only a sample of how the computer revolution will affect our health. We will discuss the revolution in
medicine in much more detail in Chapters 3 and 4, where we also discuss gene therapy, cloning, and altering the human
life span.

LIVING IN A FAIRY TALE

Because computer intelligence will be so cheap and widespread in the environment, some futurists have commented
that the future might look like something out of a fairy tale. If we have the power of the gods, then the heaven we
inhabit will look like a fantasy world. The future of the Internet, for example, is to become the magic mirror of Snow
White. We will say, “Mirror, mirror on the wall,” and a friendly face will emerge, allowing us to access the wisdom of
the planet. We will put chips in our toys, making them intelligent, like Pinocchio, the puppet who wanted to be a real
boy. Like Pocahontas, we will talk to the wind and the trees, and they will talk back. We will assume that objects are
intelligent and that we can talk to them.

Because computers will be able to locate many of the genes that control the aging process, we might be forever
young like Peter Pan. We will be able to slow down and perhaps reverse the aging process, like the boys from
Neverland who didn’t want to grow up. Augmented reality will give us the illusion that, like Cinderella, we can ride to
fantasy balls in a royal coach and dance gracefully with a handsome prince. (But at midnight, our augmented reality
glasses turn off and we return to the real world.) Because computers are revealing the genes that control our bodies, we
will be able to reengineer our bodies, replacing organs and changing our appearance, even at the genetic level, like the
beast in “Beauty and the Beast.”

Some futurists have even feared that this might give rise to a return to the mysticism of the Middle Ages, when most
people believed that there were invisible spirits inhabiting everything around them.

MIDCENTURY (2030 TO 2070)

END OF MOORE’S LAW

We have to ask: How long can this computer revolution last? If Moore’s law holds true for another fifty years, it is
conceivable that computers will rapidly exceed the computational power of the human brain. By midcentury, a new
dynamic occurs. As George Harrison once said, “All things must pass.” Even Moore’s law must end, and with it the
spectacular rise of computer power that has fueled economic growth for the past half century.

Today, we take it for granted, and in fact believe it is our birthright, to have computer products of ever-increasing
power and complexity. This is why we buy new computer products every year, knowing that they are almost twice as
powerful as last year’s model. But if Moore’s law collapses—and every generation of computer products has roughly
the same power and speed of the previous generation—then why bother to buy new computers?

Since chips are placed in a wide variety of products, this could have disastrous effects on the entire economy. As
entire industries grind to a halt, millions could lose their jobs, and the economy could be thrown into turmoil.

Years ago, when we physicists pointed out the inevitable collapse of Moore’s law, traditionally the industry pooh-
poohed our claims, implying that we were crying wolf. The end of Moore’s law was predicted so many times, they
said, that they simply did not believe it.

But not anymore.

Two years ago, | keynoted a major conference for Microsoft at their main headquarters in Seattle, Washington.
Three thousand of the top engineers at Microsoft were in the audience, waiting to hear what | had to say about the
future of computers and telecommunications. Staring out at the huge crowd, | could see the faces of the young,



enthusiastic engineers who would be creating the programs that will run the computers sitting on our desks and laps. |
was blunt about Moore’s law, and said that the industry has to prepare for this collapse. A decade earlier, | might have
been met with laughter or a few snickers. But this time | only saw people nodding their heads.

So the collapse of Moore’s law is a matter of international importance, with trillions of dollars at stake. But precisely
how it will end, and what will replace it, depends on the laws of physics. The answers to these physics questions will
eventually rock the economic structure of capitalism.

To understand this situation, it is important to realize that the remarkable success of the computer revolution rests on
several principles of physics. First, computers have dazzling speed because electrical signals travel at near the speed of
light, which is the ultimate speed in the universe. In one second, a light beam can travel around the world seven times
or reach the moon. Electrons are also easily moved around and loosely bound to the atom (and can be scraped off just
by combing your hair, walking across a carpet, or by doing your laundry—that’s why we have static cling). The
combination of loosely bound electrons and their enormous speed allows us to send electrical signals at a blinding pace,
which has created the electric revolution of the past century.

Second, there is virtually no limit to the amount of information you can place on a laser beam. Light waves, because
they vibrate much faster than sound waves, can carry vastly more information than sound. (For example, think of
stretching a long piece of rope and then vibrating one end rapidly. The faster you wiggle one end, the more signals you
can send along the rope. Hence, the amount of information you can cram onto a wave increases the faster you vibrate
it, that is, by increasing its frequency.) Light is a wave that vibrates at roughly 10" cycles per second (that is 1 with 14
zeros after it). It takes many cycles to convey one bit of information (a 1 or a 0). This means that a fiber-optic cable can
carry roughly 10 bits of information on a single frequency. And this number can be increased by cramming many
signals into a single optical fiber and then bundling these fibers into a cable. This means that, by increasing the number
of channels in a cable and then increasing the number of cables, one can transmit information almost without limit.

Third, and most important, the computer revolution is driven by miniaturizing transistors. A transistor is a gate, or
switch, that controls the flow of electricity. If an electric circuit is compared to plumbing, then a transistor is like a
valve controlling the flow of water. In the same way that the simple twist of a valve can control a huge volume of
water, the transistor allows a tiny flow of electricity to control a much larger flow, thereby amplifying its power.

At the heart of this revolution is the computer chip, which can contain hundreds of millions of transistors on a silicon
wafer the size of your fingernail. Inside your laptop there is a chip whose transistors can be seen only under a
microscope. These incredibly tiny transistors are created the same way that designs on T-shirts are made.

Designs on T-shirts are mass-produced by first creating a stencil with the outline of the pattern one wishes to create.
Then the stencil is placed over the cloth, and spray paint is applied. Only where there are gaps in the stencil does the
paint penetrate to the cloth. Once the stencil is removed, one has a perfect copy of the pattern on the T-shirt.

Likewise, a stencil is made containing the intricate outlines of millions of transistors. This is placed over a wafer
containing many layers of silicon, which is sensitive to light. Ultraviolet light is then focused on the stencil, which then
penetrates through the gaps of the stencil and exposes the silicon wafer.

Then the wafer is bathed in acid, carving the outlines of the circuits and creating the intricate design of millions of
transistors. Since the wafer consists of many conducting and semiconducting layers, the acid cuts into the wafer at
different depths and patterns, so one can create circuits of enormous complexity.

One reason why Moore’s law has relentlessly increased the power of chips is because UV light can be tuned so that
its wavelength is smaller and smaller, making it possible to etch increasingly tiny transistors onto silicon wafers. Since
UV light has a wavelength as small as 10 nanometers (a nanometer is a billionth of a meter), this means that the
smallest transistor that you can etch is about thirty atoms across.

But this process cannot go on forever. At some point, it will be physically impossible to etch transistors in this way
that are the size of atoms. You can even calculate roughly when Moore’s law will finally collapse: when you finally hit
transistors the size of individual atoms.



The end of Moore’s law. Chips are made the sameway as designs on T-shirts. Instead of spray painting over a stencil, UV light is focused on astencil, burning animage onto layers of
silicon. Acids then carve out the image, creating hundreds of millions of transistors. But there is a limit to the process when we hit the atomic scale. Will Silicon Valley become arust belt? (photo

credit 1.1)

Around 2020 or soon afterward, Moore’s law will gradually cease to hold true and Silicon Valley may slowly turn
into a rust belt unless a replacement technology is found. According to the laws of physics, eventually the Age of
Silicon will come to a close, as we enter the Post-Silicon Era. Transistors will be so small that quantum theory or
atomic physics takes over and electrons leak out of the wires. For example, the thinnest layer inside your computer will
be about five atoms across. At that point, according to the laws of physics, the quantum theory takes over. The
Heisenberg uncertainty principle states that you cannot know both the position and velocity of any particle. This may
sound counterintuitive, but at the atomic level you simply cannot know where the electron is, so it can never be
confined precisely in an ultrathin wire or layer and it necessarily leaks out, causing the circuit to short-circuit.

We will discuss this in more detail in Chapter 4, when we analyze nanotechnology. For the rest of this chapter, we
will assume that physicists have found a successor to silicon power, but that computer power grows at a much slower
pace than before. Computers will most likely continue to grow exponentially, but the doubling time will not be
eighteen months, but many years.

MIXING REAL AND VIRTUAL REALITY



By midcentury, we should all be living in a mixture of real and virtual reality. In our contact lens or glasses, we will
simultaneously see virtual images superimposed on the real world. This is the vision of Susumu Tachi of Keio
University in Japan and many others. He is designing special goggles that blend fantasy and reality. His first project is
to make things disappear into thin air.

| visited Professor Tachi in Tokyo and witnessed some of his remarkable experiments in mixing real and virtual
reality. One simple application is to make an object disappear (at least in your goggles). First, | wore a special light
brown raincoat. When | spread out my arms, it resembled a large sail. Then a camera was focused on my raincoat and a
second camera filmed the scenery behind me, consisting of buses and cars moving along a road. An instant later, a
computer merged these two images, so the image behind me was flashed onto my raincoat, as if on a screen. If you
peered into a special lens, my body vanished, leaving only the images of the cars and buses. Since my head was above
the raincoat, it appeared as if my head was floating in midair, without a body, like Harry Potter wearing his invisibility
cloak.

Professor Tachi then showed me some special goggles. By wearing them, | could see real objects and then make
them disappear. This is not true invisibility, since it works only if you wear special goggles that merge two images.
However, it is part of Professor Tachi’s grand program, which is sometimes called “augmented reality.”

By midcentury, we will live in a fully functioning cyberworld that merges the real world with images from a
computer. This could radically change the workplace, commerce, entertainment, and our way of life. Augmented
reality would have immediate consequences for the marketplace. The first commercial application would be to make
objects become invisible, or to make the invisible become visible.

For example, if you are a pilot or a driver, you will be able to see 360 degrees around yourself, and even beneath
your feet, because your goggles or lens allow you to see through the plane’s or car’s walls. This will eliminate blind
spots that are responsible for scores of accidents and deaths. In a dogfight, jet pilots will be able to track enemy jets
anywhere they fly, even below themselves, as if your jet were transparent. Drivers will be able to see in all directions,
since tiny cameras will monitor 360 degrees of their surroundings and beam the images into their contact lenses.

If you are an astronaut making repairs on the outside of a rocket ship, you will also find this useful, since you can
see right through walls, partitions, and the rocket ship’s hull. This could be lifesaving. If you are a construction worker
making underground repairs, amid a mass of wires, pipes, and valves, you will know exactly how they are all
connected. This could prove vital in case of a gas or steam explosion, when pipes hidden behind walls have to be
repaired and reconnected quickly.

Likewise, if you are a prospector, you will be able to see right through the soil, to underground deposits of water or
oil. Satellite and airplane photographs taken of a field with infrared and UV light can be analyzed and then fed into
your contact lens, giving you a 3-D analysis of the site and what lies below the surface. As you walk across a barren
landscape, you will “see” valuable mineral deposits via your lens.

In addition to making objects invisible, you will also be able to do the opposite: to make the invisible become
visible.

If you are an architect, you will be able to walk around an empty room and suddenly “see” the entire 3-D image of
the building you are designing. The designs on your blueprint will leap out at you as you wander around each room.
Vacant rooms will suddenly come alive, with furniture, carpets, and decorations on the walls, allowing you to visualize
your creation in 3-D before you actually build it. By simply moving your arms, you will be able to create new rooms,
walls, and furniture. In this augmented world, you will have the power of a magician, waving your wand and creating
any object you desire.



Internet contact lenses will recognize people’s faces, display their biographies, and translate their words as subtitles. Tourists will use them to resurrect ancient monuments. Artists and

architects will use them to manipulate and reshape their virtual creations. The possibilities are endless for augmented reality. (photo credit 1.2)

AUGMENTED REALITY: AREVOLUTION IN TOURISM, ART, SHOPPING, AND WARFARE

As you can see, the implications for commerce and the workplace are potentially enormous. Virtually every job can be
enriched by augmented reality. In addition, our lives, our entertainment, and our society will be greatly enhanced by
this technology.

For example, a tourist walking in a museum can go from exhibit to exhibit as your contact lens gives you a
description of each object; a virtual guide will give you a cybertour as you pass. If you are visiting some ancient ruins,
you will be able to “see” complete reconstructions of the buildings and monuments in their full glory, along with
historical anecdotes. The remains of the Roman Empire, instead of being broken columns and weeds, will spring back
to life as you wander among them, complete with commentary and notes.

The Beijing Institute of Technology has already taken the first baby steps in this direction. In cyberspace, it recreated
the fabulous Garden of Perfect Brightness, which was destroyed by British-French forces during the Second Opium
War of 1860. Today, all that is left of the fabled garden is the wreckage left by marauding troops. But if you view the
ruins from a special viewing platform, you can see the entire garden before you in all its splendor. In the future, this
will become commonplace.

An even more advanced system was created by inventor Nikolas Neecke, who has created a walking tour of Basel,
Switzerland. When you walk around its ancient streets, you see images of ancient buildings and even people
superimposed on the present, as if you were a time traveler. The computer locates your position and then shows you
images of ancient scenes in your goggles, as if you were transported to medieval times. Today, you have to wear large



goggles and a heavy backpack full of GPS electronics and computers. Tomorrow, you will have this in your contact
lens.

If you are driving a car in a foreign land, all the gauges would appear on your contact lens in English, so you would
never have to glance down to see them. You will see the road signs along with explanations of any object nearby, such
as tourist attractions. You will also see rapid translations of road signs.

A hiker, camper, or outdoorsman will know not just his position in a foreign land but also the names of all the plants
and animals, and will be able to see a map of the area and receive weather reports. He will also see trails and camping
sites that may be hidden by brush and trees.

Apartment hunters will be able to see what is available as you walk down the street or drive by in a car. Your lens
will display the price, the amenities, etc., of any apartment or house that’s for sale.

And gazing at the night sky, you will see the stars and all the constellations clearly delineated, as if you were
watching a planetarium show, except that the stars you see are real. You will also see where galaxies, distant black
holes, and other interesting astronomical sights are located and be able to download interesting lectures.

In addition to being able to see through objects and visit foreign lands, augmented vision will be essential if you
need very specialized information at a moment’s touch.

For example, if you are an actor, musician, or performer who has to memorize large amounts of material, in the
future you will see all the lines or music in your lens. You won’t need teleprompters, cue cards, sheet music, or notes to
remind you. You will not need to memorize anything anymore.

Other examples include:

« If you are a student and missed a lecture, you will be able to download lectures given by virtual professors
on any subject and watch them. Via telepresence, an image of a real professor could appear in front of you
and answer any questions you may have. You will also be able to see demonstrations of experiments, videos,
etc., via your lens.

« If you are a soldier in the field, your goggles or headset may give you all the latest information, maps,
enemy locations, direction of enemy fire, instructions from superiors, etc. In a firefight with the enemy, when
bullets are whizzing by from all directions, you will be able to see through obstacles and hills and locate the
enemy, since drones flying overhead can identify their positions.

« If you are a surgeon doing a delicate emergency operation, you will be able to see inside the patient (via
portable MRI machines), through the body (via sensors moving inside the body), as well as access all
medical records and videos of previous operations.

* If you are playing a video game, you can immerse yourself in cyberspace in your contact lens. Although
you are in an empty room, you can see all your friends in perfect 3-D, experiencing some alien landscape as
you prepare to do battle with imaginary aliens. It will be as if you are on the battlefield of an alien planet,
with ray blasts going off all around you and your buddies.

* If you need to look up any athlete’s statistics or sports trivia, the information will spring instantly into your
contact lens.

This means you would not need a cell phone, clocks or watches, or MP3 players anymore. All the icons on your
various handheld objects would be projected onto your contact lenses, so that you could access them anytime you



wanted. Phone calls, music Web sites, etc. could all be accessed this way. Many of the appliances and gadgets you
have at home can be replaced by augmented reality.

Another scientist pushing the boundary of augmented reality is Pattie Maes of the MIT Media Laboratory. Instead of
using special contact lenses, glasses, or goggles, she envisions projecting a computer screen onto common objects in
our environment. Her project, called SixthSense, involves wearing a tiny camera and projector around your neck, like a
medallion, that can project the image of a computer screen on anything in front of you, such as the wall or a table.
Pushing the imaginary buttons automatically activates the computer, just as if you were typing on a real keyboard.
Since the image of a computer screen can be projected on anything flat and solid in front of you, you can convert
hundreds of objects into computer screens.

Also, you wear special plastic thimbles on your thumb and fingers. As you move your fingers, the computer executes
instructions on the computer screen on the wall. By moving your fingers, for example, you can draw images onto the
computer screen. You can use your fingers instead of a mouse to control the cursor. And if you put your hands together
to make a square, you can activate a digital camera and take pictures.

This also means that when you go shopping, your computer will scan various products, identify what they are, and
then give you a complete readout of their contents, calorie content, and reviews by other consumers. Since chips will
cost less than bar codes, every commercial product will have its own intelligent label you can access and scan.

Another application of augmented reality might be X-ray vision, very similar to the X-ray vision found in Superman
comics, which uses a process called “backscatter X-rays.” If your glasses or contact lens are sensitive to X-rays, it may
be possible to peer through walls. As you look around, you will be able to see through objects, just as in the comic
books. Every kid, when they first read Superman comics, dreams of being “faster than a speeding bullet, more
powerful than a locomotive.” Thousands of kids don capes, jump off crates, leap into the air, and pretend to have X-ray
vision, but it is also a real possibility.

One problem with ordinary X-rays is that you have to place X-ray film behind any object, expose the object to X-
rays, and then develop the film. But backscattered X-rays solve all these problems. First, you have X-rays emanating
from a light source that can bathe a room. Then they bounce off the walls, and pass from behind through the object you
want to examine. Your goggles are sensitive to the X-rays that have passed through the object. Images seen via
backscattered X-rays can be just as good as the images found in the comics. (By increasing the sensitivity of the
goggles, one can reduce the intensity of the X-rays, to minimize any health risks.)

UNIVERSAL TRANSLATORS

In Star Trek, the Star Wars saga, and virtually all other science fiction films, remarkably, all the aliens speak perfect
English. This is because there is something called the “universal translator” that allows earthlings to communicate
instantly with any alien civilization, removing the inconvenience of tediously using sign language and primitive
gestures to communicate with an alien.

Although once considered to be unrealistically futuristic, versions of the universal translator already exist. This
means that in the future, if you are a tourist in a foreign country and talk to the locals, you will see subtitles in your
contact lens, as if you were watching a foreign-language movie. You can also have your computer create an audio
translation that is fed into your ears. This means that it may be possible to have two people carry on a conversation,
with each speaking in their own language, while hearing the translation in their ears, if both have the universal
translator. The translation won’t be perfect, since there are always problems with idioms, slang, and colorful
expressions, but it will be good enough so you will understand the gist of what that person is saying.

There are several ways in which scientists are making this a reality. The first is to create a machine that can convert
the spoken word into writing. In the mid-1990s, the first commercially available speech recognition machines hit the
market. They could recognize up to 40,000 words with 95 percent accuracy. Since a typical, everyday conversation
uses only 500 to 1,000 words, these machines are more than adequate. Once the transcription of the human voice is
accomplished, then each word is translated into another language via a computer dictionary. Then comes the hard part:
putting the words into context, adding slang, colloquial expressions, etc., all of which require a sophisticated
understanding of the nuances of the language. The field is called CAT (computer assisted translation).



Another way is being pioneered at Carnegie Mellon University in Pittsburgh. Scientists there already have
prototypes that can translate Chinese into English, and English into Spanish or German. They attach electrodes to the
neck and face of the speaker; these pick up the contraction of the muscles and decipher the words being spoken. Their
work does not require any audio equipment, since the words can be mouthed silently. Then a computer translates these
words and a voice synthesizer speaks them out loud. In simple conversations involving 100 to 200 words, they have
attained 80 percent accuracy.

“The idea is that you can mouth words in English and they will come out in Chinese or another language,” says
Tanja Schultz, one of the researchers. In the future, it might be possible for a computer to lip-read the person you are
talking to, so the electrodes are not necessary. So, in principle, it is possible to have two people having a lively
conversation, although they speak in two different languages.

In the future, language barriers, which once tragically prevented cultures from understanding one another, may
gradually fall with this universal translator and Internet contact lens or glasses.

Although augmented reality opens up an entirely new world, there are limitations. The problem will not be one of
hardware; nor is bandwidth a limiting factor, since there is no limit to the amount of information that can be carried by
fiber-optic cables.

The real bottleneck is software. Creating software can be done only the old-fashioned way. A human—sitting quietly
in a chair with a pencil, paper, and laptop—is going to have to write the codes, line for line, that make these imaginary
worlds come to life. One can mass-produce hardware and increase its power by piling on more and more chips, but you
cannot mass-produce the brain. This means that the introduction of a truly augmented world will take decades, until
midcentury.

HOLOGRAMS AND 3-D

Another technological advance we might see by midcentury is true 3-D TV and movies. Back in the 1950s, 3-D movies
required that you put on clunky glasses whose lenses were colored blue and red. This took advantage of the fact that the
left eye and the right eye are slightly misaligned; the movie screen displayed two images, one blue and one red. Since
these glasses acted as filters that gave two distinct images to the left and right eye, this gave the illusion of seeing three
dimensions when the brain merged the two images. Depth perception, therefore, was a trick. (The farther apart your
eyes are, the greater the depth perception. That is why some animals have eyes outside their heads: to give them
maximum depth perception.)

One improvement is to have 3-D glasses made of polarized glass, so that the left eye and right eye are shown two
different polarized images. In this way, one can see 3-D images in full color, not just in blue and red. Since light is a
wave, it can vibrate up and down, or left and right. A polarized lens is a piece of glass that allows only one direction of
light to pass through. Therefore, if you have two polarized lenses in your glasses, with different directions of
polarization, you can create a 3-D effect. A more sophisticated version of 3-D may be to have two different images
flashed into our contact lens.

3-D TVs that require wearing special glasses have already hit the market. But soon, 3-D TVs will no longer require
them, instead using lenticular lenses. The TV screen is specially made so that it projects two separate images at slightly
different angles, one for each eye. Hence your eyes see separate images, giving the illusion of 3-D. However, your head
must be positioned correctly; there are “sweet spots” where your eyes must lie as you gaze at the screen. (This takes
advantage of a well-known optical illusion. In novelty stores, we see pictures that magically transform as we walk past
them. This is done by taking two pictures, shredding each one into many thin strips, and then interspersing the strips,
creating a composite image. Then a lenticular glass sheet with many vertical grooves is placed on top of the composite,
each groove sitting precisely on top of two strips. The groove is specially shaped so that, as you gaze upon it from one
angle, you can see one strip, but the other strip appears from another angle. Hence, by walking past the glass sheet, we
see each picture suddenly transform from one into the other, and back again. 3-D TVs will replace these still pictures
with moving images to attain the same effect without the use of glasses.)

But the most advanced version of 3-D will be holograms. Without using any glasses, you would see the precise wave
front of a 3-D image, as if it were sitting directly in front of you. Holograms have been around for decades (they appear
in novelty shops, on credit cards, and at exhibitions), and they regularly are featured in science fiction movies. In Star



Wars, the plot was set in motion by a 3-D holographic distress message sent from Princess Leia to members of the
Rebel Alliance.

The problem is that holograms are very hard to create.

Holograms are made by taking a single laser beam and splitting it in two. One beam falls on the object you want to
photograph, which then bounces off and falls onto a special screen. The second laser beam falls directly onto the
screen. The mixing of the two beams creates a complex interference pattern containing the “frozen” 3-D image of the
original object, which is then captured on a special film on the screen. Then, by flashing another laser beam through
the screen, the image of the original object comes to life in full 3-D.

There are two problems with holographic TV. First, the image has to be flashed onto a screen. Sitting in front of the
screen, you see the exact 3-D image of the original object. But you cannot reach out and touch the object. The 3-D
image you see in front of you is an illusion.

This means that if you are watching a 3-D football game on your holographic TV, no matter how you move, the
image in front of you changes as if it were real. It might appear that you are sitting right at the 50-yard line, watching
the game just inches from the football players. However, if you were to reach out to grab the ball, you would bump into
the screen.

The real technical problem that has prevented the development of holographic TV is that of information storage. A
true 3-D image contains a vast amount of information, many times the information stored inside a single 2-D image.
Computers regularly process 2-D images, since the image is broken down into tiny dots, called pixels, and each pixel is
illuminated by a tiny transistor. But to make a 3-D image move, you need to flash thirty images per second. A quick
calculation shows that the information needed to generate moving 3-D holographic images far exceeds the capability of
today’s Internet.

By midcentury, this problem may be resolved as the bandwidth of the Internet expands exponentially.

What might true 3-D TV look like?

One possibility is a screen shaped like a cylinder or dome that you sit inside. When the holographic image is flashed
onto the screen, we see the 3-D images surrounding us, as if they were really there.

FRR FUTURE (2070 TO 2100)

MIND OVER MATTER

By the end of this century, we will control computers directly with our minds. Like Greek gods, we will think of
certain commands and our wishes will be obeyed. The foundation for this technology has already been laid. But it may
take decades of hard work to perfect it. This revolution is in two parts: First, the mind must be able to control objects
around it. Second, a computer has to decipher a person’s wishes in order to carry them out.

The first significant breakthrough was made in 1998, when scientists at Emory University and the University of
Tabingen, Germany, put a tiny glass electrode directly into the brain of a fifty-six-year-old man who was paralyzed
after a stroke. The electrode was connected to a computer that analyzed the signals from his brain. The stroke victim
was able to see an image of the cursor on the computer screen. Then, by biofeedback, he was able to control the cursor
of the computer display by thinking alone. For the first time, a direct contact was made between the human brain and a
computer.

The most sophisticated version of this technology has been developed at Brown University by neuroscientist John
Donoghue, who has created a device called BrainGate to help people who have suffered debilitating brain injuries
communicate. He created a media sensation and even made the cover of Nature magazine in 2006.

Donoghue told me that his dream is to have BrainGate revolutionize the way we treat brain injuries by harnessing
the full power of the information revolution. It has already had a tremendous impact on the lives of his patients, and he



has high hopes of furthering this technology. He has a personal interest in this research because, as a child, he was
confined to a wheelchair due to a degenerative disease and hence knows the feeling of helplessness.

His patients include stroke victims who are completely paralyzed and unable to communicate with their loved ones,
but whose brains are active. He has placed a chip, just 4 millimeters wide, on top of a stroke victim’s brain, in the area
that controls motor movements. This chip is then connected to a computer that analyzes and processes the brain signals
and eventually sends the message to a laptop.

At first the patient has no control over the location of the cursor, but can see where the cursor is moving. By trial and
error, the patient learns to control the cursor, and, after several hours, can position the cursor anywhere on the screen.
With practice, the stroke victim is able to read and write e-mails and play video games. In principle a paralyzed person
should be able to perform any function that can be controlled by the computer.

Initially, Donoghue started with four patients, two who had spinal cord injuries, one who’d had a stroke, and a fourth
who had ALS (amyotrophic lateral sclerosis). One of them, a quadriplegic paralyzed from the neck down, took only a
day to master the movement of the cursor with his mind. Today, he can control a TV, move a computer cursor, play a
video game, and read e-mail. Patients can also control their mobility by manipulating a motorized wheelchair.

In the short term, this is nothing less than miraculous for people who are totally paralyzed. One day, they are
trapped, helpless, in their bodies; the next day, they are surfing the Web and carrying on conversations with people
around the world.

(I once attended a gala reception at Lincoln Center in New York in honor of the great cosmologist Stephen Hawking.
It was heartbreaking to see him strapped into a wheelchair, unable to move anything but a few facial muscles and his
eyelids, with nurses holding up his limp head and pushing him around. It takes him hours and days of excruciating
effort to communicate simple ideas via his voice synthesizer. 1 wondered if it was not too late for him to take
advantage of the technology of BrainGate. Then John Donoghue, who was also in the audience, came up to greet me.
So perhaps BrainGate is Hawking’s best option.)

Another group of scientists at Duke University have achieved similar results in monkeys. Miguel A. L. Nicolelis and
his group have placed a chip on the brain of a monkey. The chip is connected to a mechanical arm. At first, the monkey
flails about, not understanding how to operate the mechanical arm. But with some practice, these monkeys, using the
power of their brains, are able to slowly control the motions of the mechanical arm—for example, moving it so that it
grabs a banana. They can instinctively move these arms without thinking, as if the mechanical arm is their own.
“There’s some physiological evidence that during the experiment they feel more connected to the robots than to their
own bodies,” says Nicolelis.

This also means that we will one day be able to control machines using pure thought. People who are paralyzed may
be able to control mechanical arms and legs in this way. For example, one might be able to connect a person’s brain
directly to mechanical arms and legs, bypassing the spinal cord, so the patient can walk again. Also, this may lay the
foundation for controlling our world via the power of the mind.

MIND READING

If the brain can control a computer or mechanical arm, can a computer read the thoughts of a person, without placing
electrodes inside the brain?

It’s been known since 1875 that the brain is based on electricity moving through its neurons, which generates faint
electrical signals that can be measured by placing electrodes around a person’s head. By analyzing the electrical
impulses picked up by these electrodes, one can record the brain waves. This is called an EEG (electroencephalogram),
which can record gross changes in the brain, such as when it is sleeping, and also moods, such as agitation, anger, etc.
The output of the EEG can be displayed on a computer screen, which the subject can watch. After a while, the person
is able to move the cursor by thinking alone. Already, Niels Birbaumer of the University of Tubingen has been able to
train partially paralyzed people to type simple sentences via this method.

Even toy makers are taking advantage of this. A number of toy companies, including NeuroSky, market a headband
with an EEG-type electrode inside. If you concentrate in a certain way, you can activate the EEG in the headband,
which then controls the toy. For example, you can raise a Ping-Pong ball inside a cylinder by sheer thought.



The advantage of the EEG is that it can rapidly detect various frequencies emitted by the brain without elaborate,
expensive equipment. But one large disadvantage is that the EEG cannot localize thoughts to specific locations of the
brain.

A much more sensitive method is the fMRI (functional magnetic resonance imaging) scan. EEG and fMRI scans
differ in important ways. The EEG scan is a passive device that simply picks up electrical signals from the brain, so we
cannot determine very well the location of the source. An fMRI machine uses “echoes” created by radio waves to peer
inside living tissue. This allows us to pinpoint the location of the various signals, giving us spectacular 3-D images of
inside the brain.

The fMRI machine is quite expensive and requires a laboratory full of heavy equipment, but already it has given us
breathtaking details of how the thinking brain functions. The fMRI scan allows scientists to locate the presence of
oxygen contained within hemoglobin in the blood. Since oxygenated hemoglobin contains the energy that fuels cell
activity, detecting the flow of this oxygen allows one to trace the flow of thoughts in the brain.

Joshua Freedman, a psychiatrist at the University of California, Los Angeles, says: “It’s like being an astronomer in
the sixteenth century after the invention of the telescope. For millennia, very smart people tried to make sense of what
was going on up in the heavens, but they could only speculate about what lay beyond unaided human vision. Then,
suddenly, a new technology let them see directly what was there.”

In fact, fMRI scans can even detect the motion of thoughts in the living brain to a resolution of .1 millimeter, or
smaller than the head of a pin, which corresponds to perhaps a few thousand neurons. An fMRI can thus give three-
dimensional pictures of the energy flow inside the thinking brain to astonishing accuracy. Eventually, fMRI machines
may be built that can probe to the level of single neurons, in which case one might be able to pick out the neural
patterns corresponding to specific thoughts.

A breakthrough was made recently by Kendrick Kay and his colleagues at the University of California at Berkeley.
They did an fMRI scan of people as they looked at pictures of a variety of objects, such as food, animals, people, and
common things of various colors. Kay and colleagues created a software program that could associate these objects
with the corresponding fMRI patterns. The more objects these subjects saw, the better the computer program was at
identifying these objects on their fMRI scans.

Then they showed the same subjects entirely new objects, and the software program was often able to correctly
match the object with the fMRI scan. When shown 120 pictures of new objects, the software program correctly
identified the fMRI scan with these objects 90 percent of the time. When the subjects were shown 1,000 new pictures,
the software program’s success rate was 80 percent.

Kay says it is “possible to identify, from a large set of completely novel natural images, which specific image was
seen by an observer .... It may soon be possible to reconstruct a picture of a person’s visual experience from
measurements of brain activity alone.”

The goal of this approach is to create a “dictionary of thought,” so that each object has a one-to-one correspondence
to a certain fMRI image. By reading the fMRI pattern, one can then decipher what object the person is thinking about.
Eventually, a computer will scan perhaps thousands of fMRI patterns that come pouring out of a thinking brain and
decipher each one. In this way, one may be able to decode a person’s stream of consciousness.

PHOTOGRAPHING A DREAM

The problem with this technique, however, is that while it might be able to tell if you are thinking of a dog, for
example, it cannot reproduce the actual image of the dog itself. One new line of research is to try to reconstruct the
precise image that the brain is thinking of, so that one might be able to create a video of a person’s thoughts. In this
way, one might be able to make a video recording of a dream.

Since time immemorial, people have been fascinated by dreams, those ephemeral images that are sometimes so
frustrating to recall or understand. Hollywood has long envisioned machines that might one day send dreamlike
thoughts into the brain or even record them, as in movies like Total Recall. All this, however, was sheer speculation.

Until recently, that is.



Scientists have made remarkable progress in an area once thought to be impossible: taking a snapshot of our
memories and possibly our dreams. The first steps in this direction were taken by scientists at the Advanced
Telecommunications Research (ATR) Computational Neuroscience Laboratory in Kyoto. They showed their subjects a
pinpoint of light at a particular location. Then they used an fMRI scan to record where the brain stored this
information. They moved the pinpoint of light and recorded where the brain stored this new image. Eventually, they
had a one-to-one map of where scores of pinpoints of light were stored in the brain. These pinpoints were located on a
10 x 10 grid.

Then the scientists flashed a picture of a simple object made from these 10 x 10 points, such as a horseshoe. By
computer they could then analyze how the brain stored this picture. Sure enough, the pattern stored by the brain was
the sum of the images that made up the horseshoe.

In this way, these scientists could create a picture of what the brain is seeing. Any pattern of lights on this 10 x 10
grid can be decoded by a computer looking at the fMRI brain scans.

In the future, these scientists want to increase the number of pixels in their 10 x 10 grid. Moreover, they claim that
this process is universal, that is, any visual thought or even dream should be able to be detected by the fMRI scan. If
true, it might mean that we will be able to record, for the first time in history, the images we are dreaming about.

Of course, our mental images, and especially our dreams, are never crystal sharp, and there will always be a certain
fuzziness, but the very fact that we can look deeply into the visual thoughts of someone’s brain is remarkable.



Reading thoughts via EEG (left) and fMRI (right) scans. In the future, these electrodes will be miniaturized. We will be able to read thoughts and also command objects by simply

thinking. (photo credit 1.4)

ETHICS OF MIND READING

This poses a problem: What happens if we can routinely read people’s thoughts? Nobel laureate David Baltimore,
former president of the California Institute of Technology (Caltech), worries about this problem. He writes, “Can we
tap into the thoughts of others? ... | don’t think that’s pure science fiction, but it would create a hell of a world. Imagine
courting a mate if your thoughts could be read, or negotiating a contract if your thoughts could be read.”

Most of the time, he speculates, mind reading will have some embarrassing but not disastrous consequences. He
writes, “l am told that if you stop a professor’s lecture in midstream ... a significant fraction [of the students] are
involved in erotic fantasies.”

But perhaps mind reading won’t become such a privacy issue, since most of our thoughts are not well defined.
Photographing our daydreams and dreams may one day be possible, but we may be disappointed with the quality of the
pictures. Years ago, | remember reading a short story in which a man was told by a genie that he could have anything
he could imagine. He immediately imagined expensive luxury items, like limousines, millions of dollars in cash, and a
castle. Then the genie instantly materialized them. But when the man examined them carefully, he was shocked that
the limousine had no door handles or engine, the faces on the bills were blurry, and the castle was empty. In his rush to
imagine all these items, he forgot that these images exist in his imagination only as general ideas.

Furthermore, it is doubtful that you can read someone’s mind from a distance. All the methods studied so far
(including EEG, fMRI, and electrodes on the brain itself) require close contact with the subject.

Nonetheless, laws may eventually be passed to limit unauthorized mind reading. Also, devices may be created to
protect our thoughts by jamming, blocking, or scrambling our electrical signals.

True mind reading is still many decades away. But at the very least, an fMRI scanner might function as a primitive
lie detector. Telling a lie causes more centers of the brain to light up than telling the truth. Telling a lie implies that you



know the truth but are thinking of the lie and its myriad consequences, which requires much more energy than telling
the truth. Hence, the fMRI brain scan should be able to detect this extra expenditure of energy. At present, the
scientific community has some reservations about allowing fMRI lie detectors to be the last word, especially in court
cases. The technology is still too new to provide a foolproof lie-detection method. Further research, say its promoters,
will refine its accuracy. This technology is here to stay.

Already, there are two commercial companies offering fMRI lie detectors, claiming a more than 90 percent success
rate. A court in India already has used an fMRI to settle a case, and several cases involving fMRI are now in U.S.
courts.

Ordinary lie detectors do not measure lies; they measure only signs of tension, such as increased sweating (measured
by analyzing the conductivity of the skin) and increased heart rate. Brain scans measure increased brain activity, but
the correlation between this and lying has still to be proven conclusively for a court of law.

It may take years of careful testing to explore the limits and accuracy of fMRI lie detection. In the meantime, the
MacArthur Foundation recently gave a $10 million grant to the Law and Neuroscience Project to determine how
neuroscience will affect the law.

MY fMRI BRAIN SCAN

| once had my own brain scanned by an fMRI machine. For a BBC/Discovery Channel documentary, | flew to Duke
University, where they placed me on a stretcher, which was then inserted into a gigantic metal cylinder. When a huge,
powerful magnet was turned on (20,000 times the earth’s magnetic field), the atoms in my brain were aligned to the
magnetic field, like spinning tops whose axes point in one direction. Then a radio pulse was sent into my brain, which
flipped some of the nuclei of my atoms upside down. When the nuclei eventually flipped back to normal, they emitted
a tiny pulse, or “echo,” that could be detected by the fMRI machine. By analyzing these echoes, computers could
process the signals, then reassemble a 3-D map of the interior of my brain.

The whole process was totally painless and harmless. The radiation sent into my body was non-ionizing and could
not cause damage to my cells by ripping apart atoms. Even suspended in a magnetic field thousands of times stronger
than the earth’s, | could not detect the slightest change in my body.

The purpose of my being in the fMRI scan was to determine precisely where in my brain certain thoughts were being
manufactured. In particular, there is a tiny biological “clock” inside your brain, just between your eyes, behind your
nose, where the brain calculates seconds and minutes. Damage to this delicate part of the brain causes a distorted sense
of time.

While inside the scanner, | was asked to measure the passage of seconds and minutes. Later, when the fMRI pictures
were developed, | could clearly see that there was a bright spot just behind my nose as | was counting the seconds. |
realized that | was witnessing the birth of an entirely new area of biology: tracking down the precise locations in the
brain associated with certain thoughts, a form of mind reading.

TRICORDERS AND PORTABLE BRAIN SCANS

In the future, the MRI machine need not be the monstrous device found in hospitals today, weighing several tons and
taking up an entire room. It might be as small as a cell phone, or even a penny.

In 1993, Bernhard Blimich and his colleagues, when they were at the Max Planck Institute for Polymer Research in
Mainz, Germany, hit upon a novel idea that could create tiny MRI machines. They built a new machine, called the
MRI-MOUSE (mobile universal surface explorer), currently about one foot tall, that may one day give us MRI
machines that are the size of a coffee cup and sold in department stores. This could revolutionize medicine, since one
would be able to perform MRI scans in the privacy of one’s home. Blimich envisions a time, not too far away, when a
person would be able to pass his personal MRI-MOUSE over his skin and look inside his body any time of the day.



Computers would analyze the picture and diagnose any problems. “Perhaps something like the Star Trek tricorder is
not so far off after all,” he has concluded.

(MRI scans work on a principle similar to compass needles. The north pole of the compass needle immediately
aligns to the magnetic field. So when the body is placed in an MRI machine, the nuclei of the atoms, like compass
needles, align to the magnetic field. Now a radio pulse is sent into the body which makes the nuclei flip upside down.
Eventually, the nuclei flips back to its original position, emitting a second radio pulse or “echo.”)

The key to his mini-MRI machine is its nonuniform magnetic fields. Normally, the reason the MRI machine of today
is so bulky is because you need to place the body in an extremely uniform magnetic field. The greater the uniformity of
the field, the more detailed the resulting picture, which today can resolve features down to a tenth of a millimeter. To
obtain these uniform magnetic fields, physicists start with two large coils of wire, roughly two feet in diameter, stacked
on top of each other. This is called a Helmholtz coil, and provides a uniform magnetic field in the space between the
two coils. The human body is then placed along the axis of these two large magnets.

But if you use nonuniform magnetic fields, the resulting image is distorted and useless. This has been the problem
with MRI machines for many decades. But Blimich stumbled on a clever way to compensate for this distortion by
sending multiple radio pulses into the sample and then detecting the resulting echoes. Then computers are used to
analyze these echoes and make up for the distortion created by nonuniform magnetic fields.

Today, Blumich’s portable MRI-MOUSE machine uses a small U-shaped magnet that produces a north pole and a
south pole at each end of the U. This magnet is placed on top of the patient, and by moving the magnet, one can peer
several inches beneath the skin. Unlike standard MRI machines, which consume vast amounts of power and have to
have special electrical power outlets, the MRI-MOUSE uses only about as much electricity as an ordinary lightbulb.

In some of his early tests, Blumich placed the MRI-MOUSE on top of rubber tires, which are soft like human tissue.
This could have an immediate commercial application: rapidly scanning for defects in products. Conventional MRI
machines cannot be used on objects that contain metal, such as steel-belted radial tires. The MRI-MOUSE, because it
uses only weak magnetic fields, has no such limitation. (The magnetic fields of a conventional MRI machine are
20,000 times more powerful than the earth’s magnetic field. Many nurses and technicians have been seriously hurt
when the magnetic field is turned on and then metal tools suddenly come flying at them. The MRI-MOUSE has no
such problem.)

Not only is this ideal to analyze objects that have ferrous metals in them, it can also analyze objects that are too large
to fit inside a conventional MRI machine or cannot be moved from their sites. For example, in 2006 the MRI-MOUSE
successfully produced images of the interior of Otzi the iceman, the frozen corpse found in the Alps in 1991. By
moving the U-shaped magnet over Otzi, it was able to successively peel away the various layers of his frozen bodly.

In the future, the MRI-MOUSE may be miniaturized even more, allowing for MRI scans of the brain using
something the size of a cell phone. Then, scanning the brain to read one’s thoughts may not be such a problem.
Eventually, the MRI scanner may be as thin as a dime, barely noticeable. It might even resemble the less-powerful
EEG, where you put a plastic cap with many electrodes attached over your head. (If you place these portable MRI disks
on your fingertips and then place them on a person’s head, this would resemble performing the Vulcan mind meld of
Star Trek.)

TELEKINESIS AND THE POWER OF THE GODS

The endpoint of this progression is to attain telekinesis, the power of the gods of mythology to move objects by sheer
thought.

In the movie Star Wars, for example, the Force is a mysterious field that pervades the galaxy and unleashes the
mental powers of the Jedi knights, allowing them to control objects with their mind. Lightsabers, ray guns, and even
entire starships can be levitated using the power of the Force—and to control the actions of others.

But we won’t have to travel to a galaxy far, far away to harness this power. By 2100, when we walk into a room, we
will be able to mentally control a computer that in turn will control things around us. Moving heavy furniture,
rearranging our desk, making repairs, etc., may be possible by thinking about it. This could be quite useful for workers,
fire crews, astronauts, and soldiers who have to operate machinery requiring more than two hands. It could also change



the way we interact with the world. We would be able to ride a bike, drive a car, play golf or baseball or elaborate
games just by thinking about them.

Moving objects by thought may become possible by exploiting something called superconductors, which we shall
explain in more detail in Chapter 4. By the end of this century, physicists may be able to create superconductors that
can operate at room temperature, thereby allowing us to create huge magnetic fields that require little power. In the
same way that the twentieth century was the age of electricity, the future may bring us room-temperature
superconductors that will give us the age of magnetism.

Powerful magnetic fields are presently expensive to create but may become almost free in the future. This will allow
us to reduce friction in our trains and trucks, revolutionizing transportation, and eliminate losses in electrical
transmission. This will also allow us to move objects by sheer thought. With tiny supermagnets placed inside different
objects, we will be able to move them around almost at will.

In the near future, we will assume that everything has a tiny chip in it, making it intelligent. In the far future, we will
assume that everything has a tiny superconductor inside it that can generate bursts of magnetic energy, sufficient to
move it across a room. Assume, for example, that a table has a superconductor in it. Normally, this superconductor
carries no current. But when a tiny electrical current is added, it can create a powerful magnetic field, capable of
sending it across the room. By thinking, we should be able to activate the supermagnet embedded within an object and
thereby make it move.

In the X-Men movies, for example, the evil mutants are led by Magneto, who can move enormous objects by
manipulating their magnetic properties. In one scene, he even moves the Golden Gate Bridge via the power of his
mind. But there are limits to this power. For example, it is difficult to move an object like plastic or paper that has no
magnetic properties. (At the end of the first X-Men movie, Magneto is confined in a jail made completely of plastic.)

In the future, room-temperature superconductors may be hidden inside common items, even nonmagnetic ones. If a
current is turned on within the object, it will become magnetic and hence it can be moved by an external magnetic field
that is controlled by your thoughts.

We will also have the power to manipulate robots and avatars by thinking. This means that, as in the movies
Surrogates and Avatar, we might be able to control the motions of our substitutes and even feel pain and pressure. This
might prove useful if we need a superhuman body to make repairs in outer space or rescue people in emergencies.
Perhaps one day, our astronauts may be safely on earth, controlling superhuman robotic bodies as they move on the
moon. We will discuss this more in the next chapter.

We should also point out that possessing this telekinetic power is not without risks. As | mentioned before, in the
movie Forbidden Planet, an ancient civilization millions of years ahead of ours attains its ultimate dream, the ability to
control anything with the power of their minds. As one trivial example of their technology, they created a machine that
can turn your thoughts into a 3-D image. You put the device on your head, imagine something, and a 3-D image
materializes inside the machine. Although this device seemed impossibly advanced for movie audiences back in the
1950s, this device will be available in the coming decades. Also, in the movie, there was a device that harnessed your
mental energy to lift a heavy object. But as we know, we don’t have to wait millions of years for this technology—it’s
already here, in the form of a toy. You place EEG electrodes on your head, the toy detects the electrical impulses of
your brain, and then it lifts a tiny object, just as in the movie. In the future, many games will be played by sheer
thought. Teams may be mentally wired up so that they can move a ball by thinking about it, and the team that can best
mentally move the ball wins.

The climax of Forbidden Planet may give us pause. Despite the vastness of their technology, the aliens perished
because they failed to notice a defect in their plans. Their powerful machines tapped not only into their conscious
thoughts but also into their subconscious desires. The savage, long-suppressed thoughts of their violent, ancient
evolutionary past sprang back to life, and the machines materialized every subconscious nightmare into reality. On the
eve of attaining their greatest creation, this mighty civilization was destroyed by the very technology they hoped would
free them from instrumentality.

For us, however, this is still a distant danger. A device of that magnitude won’t be available until the twenty-second
century. However, we face a more immediate concern. By 2100, we will also live in a world populated by robots that
have humanlike characteristics. What happens if they become smarter than us?

Will robots inherit the earth? Yes, but they will be our children.
—MARVIN MINSKY



]E F”T"HE nF HI Rise of the Machines

The gods of mythology with their divine power could animate the inanimate. According to the Bible, in Genesis,
Chapter 2, God created man out of dust, and then “breathed into his nostrils the breath of life, and man became a living
soul.” According to Greek and Roman mythology, the goddess Venus could make statues spring to life. Venus, taking
pity on the artist Pygmalion when he fell hopelessly in love with his statue, granted his fondest wish and turned the
statue into a beautiful woman, Galatea. The god Vulcan, the blacksmith to the gods, could even create an army of
mechanical servants made of metal that he brought to life.

Today, we are like Vulcan, forging in our laboratories machines that breathe life not into clay but into steel and
silicon. But will it be to liberate the human race or enslave it? If one reads the headlines today, it seems as if the
question is already settled: the human race is about to be rapidly overtaken by our own creation.

THE END OF HUMANITY?

The headline in the New York Times said it all: “Scientists Worry Machines May Outsmart Man.” The world’s top
leaders in artificial intelligence (Al) had gathered at the Asilomar conference in California in 2009 to solemnly discuss
what happens when the machines finally take over. As in a scene from a Hollywood movie, delegates asked probing
questions, such as, What happens if a robot becomes as intelligent as your spouse?

As compelling evidence of this robotic revolution, people pointed to the Predator drone, a pilotless robot plane that
IS now targeting terrorists with deadly accuracy in Afghanistan and Pakistan; cars that can drive themselves; and
ASIMO, the world’s most advanced robot that can walk, run, climb stairs, dance, and even serve coffee.

Eric Horvitz of Microsoft, an organizer of the conference, noting the excitement surging through the conference,
said, “Technologists are providing almost religious visions, and their ideas are resonating in some ways with the same
idea of the Rapture.” (The Rapture is when true believers ascend to heaven at the Second Coming. The critics dubbed
the spirit of the Asilomar conference “the rapture of the nerds.”)

That same summer, the movies dominating the silver screen seemed to amplify this apocalyptic picture. In
Terminator Salvation, a ragtag band of humans battle huge mechanical behemoths that have taken over the earth. In
Transformers: Revenge of the Fallen, futuristic robots from space use humans as pawns and the earth as a battleground
for their interstellar wars. In Surrogates, people prefer to live their lives as perfect, beautiful, superhuman robots, rather
than face the reality of their own aging, decaying bodies.

Judging from the headlines and the theater marquees, it looks like the last gasp for humans is just around the corner.
Al pundits are solemnly asking: Will we one day have to dance behind bars as our robot creations throw peanuts at us,
as we do at bears in a zoo? Or will we become lapdogs to our creations?

But upon closer examination, there is less than meets the eye. Certainly, tremendous breakthroughs have been made
in the last decade, but things have to be put into perspective.

The Predator, a 27-foot drone that fires deadly missiles at terrorists from the sky, is controlled by a human with a
joystick. A human, most likely a young veteran of video games, sits comfortably behind a computer screen and selects
the targets. The human, not the Predator, is calling the shots. And the cars that drive themselves are not making
independent decisions as they scan the horizon and turn the steering wheel; they are following a GPS map stored in
their memory. So the nightmare of fully autonomous, conscious, and murderous robots is still in the distant future.

Not surprisingly, although the media hyped some of the more sensational predictions made at the Asilomar
conference, most of the working scientists doing the day-to-day research in artificial intelligence were much more
reserved and cautious. When asked when the machines will become as smart as us, the scientists had a surprising
variety of answers, ranging from 20 to 1,000 years.



So we have to differentiate between two types of robots. The first is remote-controlled by a human or programmed
and pre-scripted like a tape recorder to follow precise instructions. These robots already exist and generate headlines.
They are slowly entering our homes and also the battlefield. But without a human making the decisions, they are
largely useless pieces of junk. So these robots should not be confused with the second type, which is truly autonomous,
the kind that can think for itself and requires no input from humans. It is these autonomous robots that have eluded
scientists for the past half century.

ASIMO THE ROBOT

Al researchers often point to Honda’s robot called ASIMO (Advanced Step in Innovative Mobility) as a graphic
demonstration of the revolutionary advances made in robotics. It is 4 feet 3 inches tall, weighs 119 pounds, and
resembles a young boy with a black-visored helmet and a backpack. ASIMO, in fact, is remarkable: it can realistically
walk, run, climb stairs, and talk. It can wander around rooms, pick up cups and trays, respond to some simple
commands, and even recognize some faces. It even has a large vocabulary and can speak in different languages.
ASIMO is the result of twenty years of intense work by scores of Honda scientists, who have produced a marvel of
engineering.

On two separate occasions, | have had the privilege of personally interacting with ASIMO at conferences, when
hosting science specials for BBC/Discovery. When | shook its hand, it responded in an entirely humanlike way. When |
waved to it, it waved right back. And when | asked it to fetch me some juice, it turned around and walked toward the
refreshment table with eerily human motions. Indeed, ASIMO is so lifelike that when it talked, | half expected the
robot to take off its helmet and reveal the boy who was cleverly hidden inside. It can even dance better than I can.

At first, it seems as if ASIMO is intelligent, capable of responding to human commands, holding a conversation, and
walking around a room. Actually, the reality is quite different. When I interacted with ASIMO in front of the TV
camera, every motion, every nuance was carefully scripted. In fact, it took about three hours to film a simple five-
minute scene with ASIMO. And even that required a team of ASIMO handlers who were furiously reprogramming the
robot on their laptops after we filmed every scene. Although ASIMO talks to you in different languages, it is actually a
tape recorder playing recorded messages. It simply parrots what is programmed by a human. Although ASIMO
becomes more sophisticated every year, it is incapable of independent thought. Every word, every gesture, every step
has to be carefully rehearsed by ASIMO’s handlers.

Afterward, | had a candid talk with one of ASIMOQ’s inventors, and he admitted that ASIMO, despite its remarkably
humanlike motions and actions, has the intelligence of an insect. Most of its motions have to be carefully programmed
ahead of time. It can walk in a totally lifelike way, but its path has to be carefully programmed or it will stumble over
the furniture, since it cannot really recognize objects around the room.

By comparison, even a cockroach can recognize objects, scurry around obstacles, look for food and mates, evade
predators, plot complex escape routes, hide among the shadows, and disappear in the cracks, all within a matter of
seconds.

Al researcher Thomas Dean of Brown University has admitted that the lumbering robots he is building are “just at
the stage where they’re robust enough to walk down the hall without leaving huge gouges in the plaster.” As we shall
later see, at present our most powerful computers can barely simulate the neurons of a mouse, and then only for a few
seconds. It will take many decades of hard work before robots become as smart as a mouse, rabbit, dog or cat, and then
a monkey.

HISTORY OF Al

Critics sometimes point out a pattern, that every thirty years, Al practitioners claim that superintelligent robots are just
around the corner. Then, when there is a reality check, a backlash sets in.



In the 1950s, when electronic computers were first introduced after World War |1, scientists dazzled the public with
the notion of machines that could perform miraculous feats: picking up blocks, playing checkers, and even solving
algebra problems. It seemed as if truly intelligent machines were just around the corner. The public was amazed; and
soon there were magazine articles breathlessly predicting the time when a robot would be in everyone’s kitchen,
cooking dinner, or cleaning the house. In 1965, Al pioneer Herbert Simon declared, “Machines will be capable, within
twenty years, of doing any work a man can do.” But then the reality set in. Chess-playing machines could not win
against a human expert, and could play only chess, nothing more. These early robots were like a one-trick pony,
performing just one simple task.

In fact, in the 1950s, real breakthroughs were made in Al, but because the progress was vastly overstated and
overhyped, a backlash set in. In 1974, under a chorus of rising criticism, the U.S. and British governments cut off
funding. The first Al winter set in.

Today, Al researcher Paul Abrahams shakes his head when he looks back at those heady times in the 1950s when he
was a graduate student at MIT and anything seemed possible. He recalled, “It’s as though a group of people had
proposed to build a tower to the moon. Each year they point with pride at how much higher the tower is than it was the
previous year. The only trouble is that the moon isn’t getting much closer.”

In the 1980s, enthusiasm for Al peaked once again. This time the Pentagon poured millions of dollars into projects
like the smart truck, which was supposed to travel behind enemy lines, do reconnaissance, rescue U.S. troops, and
return to headquarters, all by itself. The Japanese government even put its full weight behind the ambitious Fifth
Generation Computer Systems Project, sponsored by the powerful Japanese Ministry of International Trade and
Industry. The Fifth Generation Project’s goal was, among others, to have a computer system that could speak
conversational language, have full reasoning ability, and even anticipate what we want, all by the 1990s.

Unfortunately, the only thing that the smart truck did was get lost. And the Fifth Generation Project, after much
fanfare, was quietly dropped without explanation. Once again, the rhetoric far outpaced the reality. In fact, there were
real gains made in Al in the 1980s, but because progress was again overhyped, a second backlash set in, creating the
second Al winter, in which funding again dried up and disillusioned people left the field in droves. It became painfully
clear that something was missing.

In 1992 Al researchers had mixed feelings holding a special celebration in honor of the movie 2001, in which a
computer called HAL 9000 runs amok and slaughters the crew of a spaceship. The movie, filmed in 1968, predicted
that by 1992 there would be robots that could freely converse with any human on almost any topic and also command a
spaceship. Unfortunately, it was painfully clear that the most advanced robots had a hard time keeping up with the
intelligence of a bug.

In 1997 IBM’s Deep Blue accomplished a historic breakthrough by decisively beating the world chess champion
Gary Kasparov. Deep Blue was an engineering marvel, computing 11 billion operations per second. However, instead
of opening the floodgates of artificial intelligence research and ushering in a new age, it did precisely the opposite. It
highlighted only the primitiveness of Al research. Upon reflection, it was obvious to many that Deep Blue could not
think. It was superb at chess but would score 0 on an IQ exam. After this victory, it was the loser, Kasparov, who did
all the talking to the press, since Deep Blue could not talk at all. Grudgingly, Al researchers began to appreciate the
fact that brute computational power does not equal intelligence. Al researcher Richard Heckler says, “Today, you can
buy chess programs for $49 that will beat all but world champions, yet no one thinks they’re intelligent.”

But with Moore’s law spewing out new generations of computers every eighteen months, sooner or later the old
pessimism of the past generation will be gradually forgotten and a new generation of bright enthusiasts will take over,
creating renewed optimism and energy in the once-dormant field. Thirty years after the last Al winter set in, computers
have advanced enough so that the new generation of Al researchers are again making hopeful predictions about the
future. The time has finally come for Al, say its supporters. This time, it’s for real. The third try is the lucky charm. But
if they are right, are humans soon to be obsolete?

IS THE BRAIN ADIGITAL COMPUTER?

One fundamental problem, as mathematicians now realize, is that they made a crucial error fifty years ago in thinking
the brain was analogous to a large digital computer. But now it is painfully obvious that it isn’t. The brain has no



Pentium chip, no Windows operating system, no application software, no CPU, no programming, and no subroutines
that typify a modern digital computer. In fact, the architecture of digital computers is quite different from that of the
brain, which is a learning machine of some sort, a collection of neurons that constantly rewires itself every time it
learns a task. (A PC, however, does not learn at all. Your computer is just as dumb today as it was yesterday.)

So there are at least two approaches to modeling the brain. The first, the traditional top-down approach, is to treat
robots like digital computers, and program all the rules of intelligence from the very beginning. A digital computer, in
turn, can be broken down into something called a Turing machine, a hypothetical device introduced by the great
British mathematician Alan Turing. A Turing machine consists of three basic components: an input, a central processor
that digests this data, and an output. All digital computers are based on this simple model. The goal of this approach is
to have a CD-ROM that has all the rules of intelligence codified on it. By inserting this disk, the computer suddenly
springs to life and becomes intelligent. So this mythical CD-ROM contains all the software necessary to create
intelligent machines.

However, our brain has no programming or software at all. Our brain is more like a “neural network,” a complex
jumble of neurons that constantly rewires itself.

Neural networks follow Hebb’s rule: every time a correct decision is made, those neural pathways are reinforced. It
does this by simply changing the strength of certain electrical connections between neurons every time it successfully
performs a task. (Hebb’s rule can be expressed by the old question: How does a musician get to Carnegie Hall?
Answer: practice, practice, practice. For a neural network, practice makes perfect. Hebb’s rule also explains why bad
habits are so difficult to break, since the neural pathway for a bad habit is so well-worn.)

Neural networks are based on the bottom-up approach. Instead of being spoon-fed all the rules of intelligence, neural
networks learn them the way a baby learns, by bumping into things and learning by experience. Instead of being
programmed, neural networks learn the old-fashioned way, through the “school of hard knocks.”

Neural networks have a completely different architecture from that of digital computers. If you remove a single
transistor in the digital computer’s central processor, the computer will fail. However, if you remove large chunks of
the human brain, it can still function, with other parts taking over for the missing pieces. Also, it is possible to localize
precisely where the digital computer “thinks”: its central processor. However, scans of the human brain clearly show
that thinking is spread out over large parts of the brain. Different sectors light up in precise sequence, as if thoughts
were being bounced around like a Ping-Pong ball.

Digital computers can calculate at nearly the speed of light. The human brain, by contrast, is incredibly slow. Nerve
impulses travel at an excruciatingly slow pace of about 200 miles per hour. But the brain more than makes up for this
because it is massively parallel, that is, it has 100 billion neurons operating at the same time, each one performing a
tiny bit of computation, with each neuron connected to 10,000 other neurons. In a race, a superfast single processor is
left in the dust by a superslow parallel processor. (This goes back to the old riddle: if one cat can eat one mouse in one
minute, how long does it take a million cats to eat a million mice? Answer: one minute.)

In addition, the brain is not digital. Transistors are gates that can either be open or closed, represented by a 1 or 0.
Neurons, too, are digital (they can fire or not fire), but they can also be analog, transmitting continuous signals as well
as discrete ones.

TWO PROBLEMS WITH ROBOTS

Given the glaring limitations of computers compared to the human brain, one can appreciate why computers have not
been able to accomplish two key tasks that humans perform effortlessly: pattern recognition and common sense. These
two problems have defied solution for the past half century. This is the main reason why we do not have robot maids,
butlers, and secretaries.

The first problem is pattern recognition. Robots can see much better than a human, but they don’t understand what
they are seeing. When a robot walks into a room, it converts the image into a jumble of dots. By processing these dots,
it can recognize a collection of lines, circles, squares, and rectangles. Then a robot tries to match this jumble, one by
one, with objects stored in its memory—an extraordinarily tedious task even for a computer. After many hours of
calculation, the robot may match these lines with chairs, tables, and people. By contrast, when we walk into a room,



within a fraction of a second, we recognize chairs, tables, desks, and people. Indeed, our brains are mainly pattern-
recognizing machines.

Second, robots do not have common sense. Although robots can hear much better than a human, they don’t
understand what they are hearing. For example, consider the following statements:

* Children like sweets but not punishment

» Strings can pull but not push

» Sticks can push but not pull

» Animals cannot speak and understand English

* Spinning makes people feel dizzy

For us, each of these statements is just common sense. But not to robots. There is no line of logic or programming
that proves that strings can pull but not push. We have learned the truth of these “obvious” statements by experience,
not because they were programmed into our memories.

The problem with the top-down approach is that there are simply too many lines of code for common sense
necessary to mimic human thought. Hundreds of millions of lines of code, for example, are necessary to describe the
laws of common sense that a six-year-old child knows. Hans Moravec, former director of the Al laboratory at Carnegie
Mellon, laments, “To this day, Al programs exhibit no shred of common sense—a medical diagnosis program, for
instance, may prescribe an antibiotic when presented a broken bicycle because it lacks a model of people, disease, or
bicycles.”

Some scientists, however, cling to the belief that the only obstacle to mastering common sense is brute force. They
feel that a new Manhattan Project, like the program that built the atomic bomb, would surely crack the commonsense
problem. The crash program to create this “encyclopedia of thought” is called CYC, started in 1984. It was to be the
crowning achievement of Al, the project to encode all the secrets of common sense into a single program. However,
after several decades of hard work, the CYC project has failed to live up to its own goals.

CYC’s goal is simple: master “100 million things, about the number a typical person knows about the world, by
2007.” That deadline, and many previous ones, have slipped by without success. Each of the milestones laid out by
CYC engineers has come and gone without scientists being any closer to mastering the essence of intelligence.

MAN VERSUS MACHINE

| once had a chance to match wits with a robot in a contest with one built by MIT’s Tomaso Poggio. Although robots
cannot recognize simple patterns as we can, Poggio was able to create a computer program that can calculate every bit
as fast as a human in one specific area: “immediate recognition.” This is our uncanny ability to instantly recognize an
object even before we are aware of it. (Immediate recognition was important for our evolution, since our ancestors had



only a split second to determine if a tiger was lurking in the bushes, even before they were fully aware of it.) For the
first time, a robot consistently scored higher than a human on a specific vision recognition test.

The contest between me and the machine was simple. First, | sat in a chair and stared at an ordinary computer screen.
Then a picture flashed on the screen for a split second, and | was supposed to press one of two keys as fast as | could, if
| saw an animal in the picture or not. | had to make a decision as quickly as possible, even before | had a chance to
digest the picture. The computer would also make a decision for the same picture.

Embarrassingly enough, after many rapid-fire tests, the machine and | performed about equally. But there were times
when the machine scored significantly higher than I did, leaving me in the dust. | was beaten by a machine. (It was one
consolation when | was told that the computer gets the right answer 82 percent of the time, but humans score only 80
percent on average.)

The key to Poggio’s machine is that it copies lessons from Mother Nature. Many scientists are realizing the truth in
the statement, “The wheel has already been invented, so why not copy it?” For example, normally when a robot looks
at a picture, it tries to divide it up into a series of lines, circles, squares, and other geometric shapes. But Poggio’s
program is different.

When we see a picture, we might first see the outlines of various objects, then see various features within each
object, then shading within these features, etc. So we split up the image into many layers. As soon as the computer
processes one layer of the image, it integrates it with the next layer, and so on. In this way, step by step, layer by layer,
it mimics the hierarchical way that our brains process images. (Poggio’s program cannot perform all the feats of pattern
recognition that we take for granted, such as visualizing objects in 3-D, recognizing thousands of objects from different
angles, etc., but it does represent a major milestone in pattern recognition.)

Later, | had an opportunity to see both the top-down and bottom-up approaches in action. | first went to the Stanford
University’s artificial intelligence center, where | met STAIR (Stanford artificial intelligence robot), which uses the
top-down approach. STAIR is about 4 feet tall, with a huge mechanical arm that can swivel and grab objects off a
table. STAIR is also mobile, so it can wander around an office or home. The robot has a 3-D camera that locks onto an
object and feeds the 3-D image into a computer, which then guides the mechanical arm to grab the object. Robots have
been grabbing objects like this since the 1960s, and we see them in Detroit auto factories.

But appearances are deceptive. STAIR can do much more. Unlike the robots in Detroit, STAIR is not scripted. It
operates by itself. If you ask it to pick up an orange, for example, it can analyze a collection of objects on a table,
compare them with the thousands of images already stored in its memory, then identify the orange and pick it up. It can
also identify objects more precisely by grabbing them and turning them around.

To test its ability, | scrambled a group of objects on a table, and then watched what happened after | asked for a
specific one. | saw that STAIR correctly analyzed the new arrangement and then reached out and grabbed the correct
thing. Eventually, the goal is to have STAIR navigate in home and office environments, pick up and interact with
various objects and tools, and even converse with people in a simplified language. In this way, it will be able to do
anything that a gofer can in an office. STAIR is an example of the top-down approach: everything is programmed into
STAIR from the very beginning. (Although STAIR can recognize objects from different angles, it is still limited in the
number of objects it can recognize. It would be paralyzed if it had to walk outside and recognize random objects.)

Later, | had a chance to visit New York University, where Yann LeCun is experimenting with an entirely different
design, the LAGR (learning applied to ground robots). LAGR is an example of the bottom-up approach: it has to learn
everything from scratch, by bumping into things. It is the size of a small golf cart and has two stereo color cameras that
scan the landscape, identifying objects in its path. It then moves among these objects, carefully avoiding them, and
learns with each pass. It is equipped with GPS and has two infrared sensors that can detect objects in front of it. It
contains three high-power Pentium chips and is connected to a gigabit Ethernet network. We went to a nearby park,
where the LAGR robot could roam around various obstacles placed in its path. Every time it went over the course, it
got better at avoiding the obstacles.

One important difference between LAGR and STAIR is that LAGR is specifically designed to learn. Every time
LAGR bumps into something, it moves around the object and learns to avoid that object the next time. While STAIR
has thousands of images stored in its memory, LAGR has hardly any images in its memory but instead creates a mental
map of all the obstacles it meets, and constantly refines that map with each pass. Unlike the driverless car, which is
programmed and follows a route set previously by GPS, LAGR moves all by itself, without any instructions from a
human. You tell it where to go, and it takes off. Eventually, robots like these may be found on Mars, the battlefield, and
in our homes.



On one hand, | was impressed by the enthusiasm and energy of these researchers. In their hearts, they believe that
they are laying the foundation for artificial intelligence, and that their work will one day impact society in ways we can
only begin to understand. But from a distance, | could also appreciate how far they have to go. Even cockroaches can
identify objects and learn to go around them. We are still at the stage where Mother Nature’s lowliest creatures can
outsmart our most intelligent robots.

NEAR FUTURE (PRESENT 70 2030)

EXPERT SYSTEMS

Today, many people have simple robots in their homes that can vacuum their carpets. There are also robot security
guards patrolling buildings at night, robot guides, and robot factory workers. In 2006, it was estimated that there were
950,000 industrial robots and 3,540,000 service robots working in homes and buildings. But in the coming decades, the
field of robotics may blossom in several directions. But these robots won’t look like the ones of science fiction.

The greatest impact may be felt in what are called expert systems, software programs that have encoded in them the
wisdom and experience of a human being. As we saw in the last chapter, one day, we may talk to the Internet on our
wall screens and converse with the friendly face of a robodoc or robolawyer.

This field is called heuristics, that is, following a formal, rule-based system. When we need to plan a vacation, we
will talk to the face in the wall screen and give it our preferences for the vacation: how long, where to, which hotels,
what price range. The expert system will already know our preferences from past experiences and then contact hotels,
airlines, etc., and give us the best options. But instead of talking to it in a chatty, gossipy way, we will have to use a
fairly formal, stylized language that it understands. Such a system can rapidly perform any number of useful chores.
You just give it orders, and it makes a reservation at a restaurant, checks for the location of stores, orders grocery and
takeout, reserves a plane ticket, etc.

It is precisely because of the advances in heuristics over the past decades that we now have some of the rather
simple search engines of today. But they are still crude. It is obvious to everyone that you are dealing with a machine
and not a human. In the future, however, robots will become so sophisticated that they will almost appear to be
humanlike, operating seamlessly with nuance and sophistication.

Perhaps the most practical application will be in medical care. For example, at the present time if you feel sick, you
may have to wait hours in an emergency room before you see a doctor. In the near future, you may simply go to your
wall screen and talk to robodoc. You will be able to change the face, and even the personality, of the robodoc that you
see with the push of a button. The friendly face you see in your wall screen will ask a simple set of questions: How do
you feel? Where does it hurt? When did the pain start? How often does it hurt?

Each time, you will respond by choosing from a simple set of answers. You will answer not by typing on a keyboard
but by speaking.

Each of your answers, in turn, will prompt the next set of questions. After a series of such questions, the robodoc
will be able to give you a diagnosis based on the best experience of the world’s doctors. Robodoc will also analyze the
data from your bathroom, your clothes, and furniture, which have been continually monitoring your health via DNA
chips. And it might ask you to examine your body with a portable MRI scanner, which is then analyzed by
supercomputers. (Some primitive versions of these heuristic programs already exist, such as WebMD, but they lack the
nuances and full power of heuristics.)

The majority of visits to the doctor’s office can be eliminated in this way, greatly relieving the stress on our health
care system. If the problem is serious, the robodoc will recommend that you go to a hospital, where human doctors can
provide intensive care. But even there, you will see Al programs, in the form of robot nurses, like ASIMO. These robot
nurses are not truly intelligent but can move from one hospital room to another, administer the proper medicines to
patients, and attend to their other needs. They can move on rails in the floor, or move independently like ASIMO.



One robot nurse that already exists is the RP-6 mobile robot, which is being deployed in hospitals such as the UCLA
Medical Center. It is basically a TV screen sitting on top of a mobile computer that moves on rollers. In the TV screen,
you see the video face of a real physician who may be miles away. There is a camera on the robot that allows the
doctor to see what the robot is looking at. There is also a microphone so that the doctor can speak to the patient. The
doctor can remotely control the robot via a joystick, interact with patients, monitor drugs, etc. Since annually 5 million
patients in the United States are admitted to intensive care units, but only 6,000 physicians are qualified to handle
critically ill patients, robots such as this could help to alleviate this crisis in emergency care, with one doctor attending
to many patients. In the future, robots like this may become more autonomous, able to navigate on their own and
interact with patients.

Japan is one of the world’s leaders in this technology. Japan is spending so much money on robots to alleviate the
coming crisis in medical care. In retrospect, it is not surprising that Japan is one of the leading nations in robotics, for
several reasons. First, in the Shinto religion, inanimate objects are believed to have spirits in them. Even mechanical
ones. In the West, children may scream in terror at robots, especially after seeing so many movies about rampaging
Killing machines. But to Japanese children, robots are seen as kindred spirits, playful and helpful. In Japan, it is not
uncommon to see robot receptionists greet you when you enter department stores. In fact, 30 percent of all commercial
robots in the world are in Japan.

Second, Japan is facing a demographic nightmare. Japan has the fastest-aging population. The birthrate has fallen to
an astonishing 1.2 children per family, and immigration is negligible. Some demographers have stated that we are
watching a train wreck in slow motion: one demographic train (aging population and falling birthrate) will soon collide
with another (low immigration rate) in the coming years. (This same train wreck might eventually happen in Europe as
well.) This will be felt most acutely in the medical field, where an ASIMO-like nurse may be quite useful. Robots like
ASIMO would be ideal for hospital tasks, such as fetching medicines, administering drugs, and monitoring patients
twenty-four hours a day.

MIDCENTURY (2030 TO 2070)

MODULAR ROBOTS

By midcentury, our world may be full of robots, but we might not even notice them. That is because most robots
probably won’t have human form. They might be hidden from view, disguised as snakes, insects, and spiders,
performing unpleasant but crucial tasks. These will be modular robots that can change shape depending on the task.

| had a chance to meet one of the pioneers in modular robots, Wei-min Shen of the University of Southern
California. His idea is to create small cubical modules that you can interchange like Lego blocks and reassemble at
will. He calls them polymorphic robots since they can change shape, geometry, and function. In his laboratory, I could
instantly see the difference between his approach and that of Stanford and MIT. On the surface, both those labs
resembled a kid’s dream playhouse, with walking, talking robots everywhere you looked. When | visited Stanford’s
and MIT’s Al laboratories, | saw a wide variety of robotic “toys” that have chips in them and some intelligence. The
workbenches are full of robot airplanes, helicopters, trucks, and insect-shaped robots with chips inside, all moving
autonomously. Each robot is a self-contained unit.



Various types of robots: LAGR (top), STAIR (bottom left), and ASIMO (bottom right). In spite of vast increases in computer power, these robots have the intelligence of a cockroach.

(photo credit 2.1)

But when you enter the USC lab, you see something quite different. You see boxes of cubical modules, each about 2
inches square, that can join or separate, allowing you to create a variety of animal-like creatures. You can create snakes
that slither in a line. Or rings that can roll like a hoop. But then you can twist these cubes or hook them up with Y-
shaped joints, so you can create an entirely new set of devices resembling octopi, spiders, dogs, or cats. Think of a
smart Lego set, with each block being intelligent and capable of arranging itself in any configuration imaginable.

This would be useful for going past barriers. If a spider-shaped robot was crawling in the sewer system and
encountered a wall, it would first find a tiny hole in the wall and then disassemble itself. Each piece would go through
the hole, and then the pieces would reassemble themselves on the other side of the wall. In this way, these modular
robots would be nearly unstoppable, able to negotiate most obstacles.

These modular robots might be crucial in repairing our decaying infrastructure. In 2007, for example, the Mississippi
River bridge in Minneapolis collapsed, killing 13 people and injuring 145, probably because the bridge was aging,
overloaded, and had design flaws. There are perhaps hundreds of similar accidents waiting to happen across the
country, but it simply costs too much money to monitor every decaying bridge and make repairs. This is where
modular robots may come to the rescue, silently checking our bridges, roads, tunnels, pipes, and power stations, and
making repairs when necessary. (For example, the bridges into lower Manhattan have suffered greatly due to corrosion,
neglect, and lack of repairs. One worker found a 1950s Coke bottle left over from when the bridges were last painted.



In fact, one section of the aging Manhattan Bridge came dangerously close to collapse recently and had to be shut
down for repairs.)

ROBOT SURGEONS AND COOKS

Robots may be used as surgeons as well as cooks and musicians. For example, one important limitation of surgery is
the dexterity and accuracy of the human hand. Surgeons, like all people, become fatigued after many hours and their
efficiency drops. Fingers begin to tremble. Robots may solve these problems.

For example, traditional surgery for a heart bypass operation involves opening a foot-long gash in the middle of the
chest, which requires general anesthesia. Opening the chest cavity increases the possibility of infection and the length
of time for recovery, creates intense pain and discomfort during the healing process, and leaves a disfiguring scar. But
the da Vinci robotic system can vastly decrease all these. The da Vinci robot has four robotic arms, one for
manipulating a video camera and three for precision surgery. Instead of making a long incision in the chest, it makes
only several tiny incisions in the side of the body. There are 800 hospitals in Europe and North and South America that
use this system; 48,000 operations were performed in 2006 alone with this robot. Surgery can also be done by remote
control over the Internet, so a world-class surgeon in a major city can perform surgery on a patient in an isolated rural
area on another continent.

In the future, more advanced versions will be able to perform surgery on microscopic blood vessels, nerve fibers, and
tissues by manipulating microscopic scalpels, tweezers, and needles, which is impossible today. In fact, in the future,
only rarely will the surgeon slice the skin at all. Noninvasive surgery will become the norm.

Endoscopes (long tubes inserted into the body that can illuminate and cut tissue) will be thinner than thread.
Micromachines smaller than the period at the end of this sentence will do much of the mechanical work. (In one
episode of the original Star Trek, Doctor McCoy was totally revolted that doctors in the twentieth century had to cut
skin.) The day when this is a reality is coming soon.

Medical students in the future will learn to slice up 3-D virtual images of the human body, where each movement of
the hand is reproduced by a robot in another room.

The Japanese have also excelled at producing robots that can interact socially with humans. In Nagoya, there is the
robot chef that can create a standard fast-food dinner in a few minutes. You simply punch in what you want from a
menu and the robot chef produces your meal in front of you. Built by Aisei, an industrial robotics company, this robot
can cook noodles in 1 minute and 40 seconds and can serve 80 bowls on a busy day. The robot chef looks very much
like ones on the automobile assembly lines in Detroit. You have two large mechanical arms, which are precisely
programmed to move in a certain sequence. Instead of screwing and welding metal in a factory, however, these robotic
fingers grab ingredients from a series of bowls containing dressing, meat, flour, sauces, spices, etc. The robotic arms
mix and then assemble them into a sandwich, salad, or soup. The Aisei cook looks like a robot, resembling two
gigantic hands emerging from the kitchen counter. But other models being planned start to look more human.

Also in Japan, Toyota has created a robot that can play the violin almost as well as any professional. It resembles
ASIMO, except that it can grab a violin, sway with the music, and then delicately play complex violin pieces. The
sound is amazingly realistic and the robot can make grand gestures like a master musician. Although the music is not
yet at the level of a concert violinist, it is good enough to entertain audiences. Of course, in the last century, we have
had mechanical piano machines that played tunes inscribed on a large rotating disk. Like these piano machines, the
Toyota machine is also programmed. But the difference is that the Toyota machine is deliberately designed to mimic
all the positions and postures of a human violinist in the most realistic way.

Also, at Waseda University in Japan, scientists have made a robotic flutist. The robot contains hollow chambers in its
chest, like lungs, which blow air over a real flute. It can play quite complex melodies like “The Flight of the
Bumblebee.” These robots cannot create new music, we should emphasize, but they can rival a human in their ability to
perform music.

The robot chef and robot musician are carefully programmed. They are not autonomous. Although these robots are
quite sophisticated compared to the old player pianos, they still operate on the same principles. True robot maids and
butlers are still in the distant future. But the descendants of the robot chef and the robot violinist and flutist may one



day find themselves embedded in our lives, performing basic functions that were once thought to be exclusively
human.

EMOTIONAL ROBOTS

By midcentury, the era of emotional robots may be in full flower.

In the past, writers have fantasized about robots that yearn to become human and have emotions. In Pinocchio, a
wooden puppet wished to become a real boy. In the Wizard of Oz, the Tin Man wished for a heart. And in Star Trek:
The Next Generation, Data the android tried to master emotions by telling jokes and figuring out what makes us laugh.
In fact, in science fiction, it is a recurring theme that although robots may become increasingly intelligent, the essence
of emotions will always elude them. Robots may one day become smarter than us, some science fiction writers declare,
but they won’t be able to cry.

Actually, that may not be true. Scientists are now understanding the true nature of emotions. First, emotions tell us
what is good for us and what is harmful. The vast majority of things in the world are either harmful or not very useful.
When we experience the emotion of “like,” we are learning to identify the tiny fraction of things in the environment
that are beneficial to us.

In fact, each of our emotions (hate, jealousy, fear, love, etc.) evolved over millions of years to protect us from the
dangers of a hostile world and help us to reproduce. Every emotion helps to propagate our genes into the next
generation.

The critical role of emotions in our evolution was apparent to neurologist Antonio Damasio of the University of
Southern California, who analyzed victims of brain injuries or disease. In some of these patients, the link between the
thinking part of their brains (the cerebral cortex) and the emotional center (located deep in the center of the brain, like
the amygdala) was cut. These people were perfectly normal, except they had difficulty expressing emotions.

One problem became immediately obvious: they could not make choices. Shopping was a nightmare, since
everything had the same value to them, whether it was expensive or cheap, garish or sophisticated. Setting an
appointment was almost impossible, since all dates in the future were the same. They seem “to know, but not to feel,”
he said.

In other words, one of the chief purposes of emotions is to give us values, so we can decide what is important, what
IS expensive, what is pretty, and what is precious. Without emotions, everything has the same value, and we become
paralyzed by endless decisions, all of which have the same weight. So scientists are now beginning to understand that
emotions, far from being a luxury, are essential to intelligence.

For example, when one watches Star Trek and sees Spock and Data performing their jobs supposedly without any
emotions, you now realize the flaw immediately. At every turn, Spock and Data have exhibited emotions: they have
made a long series of value judgments. They decided that being an officer is important, that it is crucial to perform
certain tasks, that the goal of the Federation is a noble one, that human life is precious, etc. So it is an illusion that you
can have an officer devoid of emotions.

Emotional robots could also be a matter of life and death. In the future, scientists may be able to create rescue robots
—robots that are sent into fires, earthquakes, explosions, etc. They will have to make thousands of value judgments
about who and what to save and in what order. Surveying the devastation all around them, they will have to rank the
various tasks they face in order of priority.

Emotions are also essential if you view the evolution of the human brain. If you look at the gross anatomical
features of the brain, you notice that they can be grouped into three large categories.

First, you have the reptilian brain, found near the base of the skull, which makes up most of the brain of reptiles.
Primitive life functions, such as balance, aggression, territoriality, searching for food, etc., are controlled by this part of
the brain. (Sometimes, when staring at a snake that is staring back at you, you get a creepy sensation. You wonder,
What is the snake thinking about? If this theory is correct, then the snake is not thinking much at all, except whether or
not you are lunch.)

When we look at higher organisms, we see that the brain has expanded toward the front of the skull. At the next
level, we find the monkey brain, or the limbic system, located in the center of our brain. It includes components like the
amygdala, which is involved in processing emotions. Animals that live in groups have an especially well-developed



limbic system. Social animals that hunt in groups require a high degree of brainpower devoted to understanding the
rules of the pack. Since success in the wilderness depends on cooperating with others, but because these animals
cannot talk, it means that these animals must communicate their emotional state via body language, grunts, whines, and
gestures.

Finally, we have the front and outer layer of the brain, the cerebral cortex, the layer that defines humanity and
governs rational thought. While other animals are dominated by instinct and genetics, humans use the cerebral cortex
to reason things out.

If this evolutionary progression is correct, it means that emotions will play a vital role in creating autonomous
robots. So far, robots have been created that mimic only the reptilian brain. They can walk, search their surroundings,
and pick up objects, but not much more. Social animals, on the other hand, are more intelligent than those with just a
reptilian brain. Emotions are required to socialize the animal and for it to master the rules of the pack. So scientists
have a long way to go before they can model the limbic system and the cerebral cortex.

Cynthia Breazeal of MIT actually created a robot specifically designed to tackle this problem. The robot is KISMET,
with a face that resembles a mischievous elf. On the surface, it appears to be alive, responding to you with facial
motions representing emotions. KISMET can duplicate a wide range of emotions by changing its facial expressions. In
fact, women who react to this childlike robot often speak to KISMET in “motherese,” what mothers use when talking
to babies and children. Although robots like KISMET are designed to mimic emotions, scientists have no illusion that
the robot actually feels emotions. In some sense, it is like a tape recorder programmed not to make sounds, but to make
facial emotions instead, with no awareness of what it is doing. But the breakthrough with KISMET is that it does not
take much programming to create a robot that will mimic humanlike emotions to which humans will respond.

These emotional robots will find their way into our homes. They won’t be our confidants, secretaries, or maids, but
they will be able to perform rule-based procedures based on heuristics. By midcentury, they may have the intelligence
of a dog or cat. Like a pet, they will exhibit an emotional bond with their master, so that they will not be easily
discarded. You will not be able to speak to them in colloquial English, but they will understand programmed
commands, perhaps hundreds of them. If you tell them to do something that is not already stored in their memory (such
as “go fly a kite”), they will simply give you a curious, confused look. (If by midcentury robot dogs and cats can
duplicate the full range of animal responses, indistinguishable from real animal behavior, then the question arises
whether these robot animals feel or are as intelligent as an ordinary dog or cat.)

Sony experimented with these emotional robots when it manufactured the AIBO (artificial intelligence robot) dog. It
was the first toy to realistically respond emotionally to its master, albeit in a primitive way. For example, if you pet the
AIBO dog on its back, it would immediately begin to murmur, uttering soothing sounds. It could walk, respond to
voice commands, and even learn to a degree. AIBO cannot learn new emotions and emotional responses. (It was
discontinued in 2005 due to financial reasons, but it has since created a loyal following who upgrade the computer’s
software so AIBO can perform more tasks.) In the future, robotic pets that form an emotional attachment to children
may become common.

Although these robot pets will have a large library of emotions and will form lasting attachments with children, they
will not feel actual emotions.

REVERSE ENGINEER THE BRAIN

By midcentury, we should be able to complete the next milestone in the history of Al: reverse engineering the human
brain. Scientists, frustrated that they have not been able to create a robot made of silicon and steel, are also trying the
opposite approach: taking apart the brain, neuron by neuron—just like a mechanic might take apart a motor, screw by
screw—and then running a simulation of these neurons on a huge computer. These scientists are systematically trying
to simulate the firings of neurons in animals, starting with mice, cats, and going up the evolutionary scale of animals.
This is a well-defined goal, and should be possible by midcentury.

MIT’s Fred Hapgood writes, “Discovering how the brain works—exactly how it works, the way we know how a
motor works—would rewrite almost every text in the library.”



The first step in the process of reverse engineering the brain is to understand its basic structure. Even this simple
task has been a long, painful process. Historically, the various parts of the brain were identified during autopsies,
without a clue as to their function. This gradually began to change when scientists analyzed people with brain damage,
and noticed that damage to certain parts of the brain corresponded to changes in behavior. Stroke victims and people
suffering from brain injuries or diseases exhibited specific behavior changes, which could then be matched to injuries
in specific parts of the brain.

The most spectacular example of this was in 1848 in Vermont, when a 3-foot, 8-inch-long metal rod was driven right
through the skull of a railroad foreman named Phineas Gage. This history-making accident happened when dynamite
accidentally exploded. The rod entered the side of his face, shattered his jaw, went through his brain, and passed out
the top of his head. Miraculously, he survived this horrendous accident, although one or both of his frontal lobes were
destroyed. The doctor who treated him at first could not believe that anyone could survive such an accident and still be
alive. He was in a semiconscious state for several weeks, but later miraculously recovered. He even survived for twelve
more years, taking odd jobs and traveling, dying in 1860. Doctors carefully preserved his skull and the rod, and they
have been intensely studied ever since. Modern techniques, using CT scans, have reconstructed details of this
extraordinary accident.

This event forever changed the prevailing opinions of the mind-body problem. Previously, it was believed even
within scientific circles that the soul and the body were separate entities. People wrote knowingly about some “life
force” that animated the body, independent of the brain. But widely circulated reports indicated that Gage’s personality
underwent marked changes after the accident. Some accounts claim that Gage was a well-liked, outgoing man who
became abusive and hostile after the accident. The impact of these reports reinforced the idea that specific parts of the
brain controlled different behaviors, and hence the body and soul were inseparable.

In the 1930s, another breakthrough was made when neurologists like Wilder Penfield noticed that while performing
brain surgery for epilepsy sufferers, when he touched parts of the brain with electrodes, certain parts of the patient’s
body could be stimulated. Touching this or that part of the cortex could cause a hand or leg to move. In this way, he
was able to construct a crude outline of which parts of the cortex controlled which parts of the body. As a result, one
could redraw the human brain, listing which parts of the brain controlled which organ. The result was a homunculus, a
rather bizarre picture of the human body mapped onto the surface of the brain, which looked like a strange little man,
with huge fingertips, lips, and tongue, but a tiny body.

More recently, MRI scans have given us revealing pictures of the thinking brain, but they are incapable of tracing
the specific neural pathways of thought, perhaps involving only a few thousand neurons. But a new field called
optogenetics combines optics and genetics to unravel specific neural pathways in animals. By analogy, this can be
compared to trying to create a road map. The results of the MRI scans would be akin to determining the large interstate
highways and the large flow of traffic on them. But optogenetics might be able to actually determine individual roads
and pathways. In principle, it even allows scientists the possibility of controlling animal behavior by stimulating these
specific pathways.

This, in turn, generated several sensational media stories. The Drudge Report ran a lurid headline that screamed,
“Scientists Create Remote-Controlled Flies.” The media conjured up visions of remote-controlled flies carrying out the
dirty work of the Pentagon. On the Tonight Show, Jay Leno even talked about a remote-controlled fly that could fly
into the mouth of President George W. Bush on command. Although comedians had a field day imagining bizarre
scenarios of the Pentagon commanding hoards of insects with the push of a button, the reality is much more modest.

The fruit fly has roughly 150,000 neurons in the brain. Optogenetics allows scientists to light up certain neurons in
the brains of fruit flies that correspond to certain behaviors. For example, when two specific neurons are activated, it
can signal the fruit fly to escape. The fly then automatically extends its legs, spreads its wings, and takes off. Scientists
were able to genetically breed a strain of fruit flies whose escape neurons fired every time a laser beam was turned on.
If you shone a laser beam on these fruit flies, they took off each time.

The implications for determining the structure of the brain are important. Not only would we be able to slowly tease
apart neural pathways for certain behaviors, but we also could use this information to help stroke victims and patients
suffering from brain diseases and accidents.

Gero Miesenbock of Oxford University and his colleagues have been able to identify the neural mechanisms of
animals in this way. They can study not only the pathways for the escape reflex in fruit flies but also the reflexes
involved in smelling odors. They have studied the pathways governing food-seeking in roundworms. They have studied



the neurons involved in decision making in mice. They found that while as few as two neurons were involved in
triggering behaviors in fruit flies, almost 300 neurons were activated in mice for decision making.

The basic tools they have been using are genes that can control the production of certain dyes, as well as molecules
that react to light. For example, there is a gene from jellyfish that can make green fluorescent protein. Also, there are a
variety of molecules like rhodopsin that respond when light is shone upon them by allowing ions to pass through cell
membranes. In this way, shining light on these organisms can trigger certain chemical reactions. Armed with these
dyes and light-sensitive chemicals, these scientists have been able for the first time to tease apart neural circuits
governing specific behaviors.

So although comedians like to poke fun at these scientists for trying to create Frankenstein fruit flies controlled by
the push of a button, the reality is that scientists are, for the first time in history, tracing the specific neural pathways of
the brain that control specific behaviors.

MODELING THE BRAIN

Optogenetics is a first, modest step. The next step is to actually model the entire brain, using the latest in technology.
There are at least two ways to solve this colossal problem, which will take many decades of hard work. The first is by
using supercomputers to simulate the behavior of billions of neurons, each one connected to thousands of other
neurons. The other way is to actually locate every neuron in the brain.

The key to the first approach, simulating the brain, is simple: raw computer power. The bigger the computer, the
better. Brute force, and inelegant theories, may be the key to cracking this gigantic problem. And the computer that
might accomplish this herculean task is called Blue Gene, one of the most powerful computers on earth, built by IBM.

| had a chance to visit this monster computer when | toured the Lawrence Livermore National Laboratory in
California, where they design hydrogen warheads for the Pentagon. It is America’s premier top-secret weapons
laboratory, a sprawling, 790-acre complex in the middle of farm country, budgeted at $1.2 billion per year and
employing 6,800 people. This is the heart of the U.S. nuclear weapons establishment. | had to pass through many layers
of security to see it, since this is one of the most sensitive weapons laboratories on earth.

Finally, after passing a series of checkpoints, I gained entrance to the building housing IBM’s Blue Gene computer,
which is capable of computing at the blinding speed of 500 trillion operations per second. Blue Gene is a remarkable
sight. It is huge, occupying about a quarter acre, and consists of row after row of jet-black steel cabinets, each one
about 8 feet tall and 15 feet long.

When | walked among these cabinets, it was quite an experience. Unlike Hollywood science fiction movies, where
the computers have lots of blinking lights, spinning disks, and bolts of electricity crackling through the air, these
cabinets are totally quiet, with only a few tiny lights blinking. You realize that the computer is performing trillions of
complex calculations, but you hear nothing and see nothing as it works.

What | was interested in was the fact that Blue Gene was simulating the thinking process of a mouse brain, which
has about 2 million neurons (compared to the 100 billion neurons that we have). Simulating the thinking process of a
mouse brain is harder than you think, because each neuron is connected to many other neurons, making a dense web of
neurons. But while | was walking among rack after rack of consoles making up Blue Gene, | could not help but be
amazed that this astounding computer power could simulate only the brain of a mouse, and then only for a few
seconds. (This does not mean that Blue Gene can simulate the behavior of a mouse. At present, scientists can barely
simulate the behavior of a cockroach. Rather, this means that Blue Gene can simulate the firing of neurons found in a
mouse, not its behavior.)

In fact, several groups have focused on simulating the brain of a mouse. One ambitious attempt is the Blue Brain
Project of Henry Markram of the Ecole Polytechnique Fédérale de Lausanne, in Switzerland. He began in 2005, when
he was able to obtain a small version of Blue Gene, with only 16,000 processors, but within a year he was successful in
modeling the rat’s neocortical column, part of the neocortex, which contains 10,000 neurons and 100 million
connections. That was a landmark study, because it meant that it was biologically possible to completely analyze the
structure of an important component of the brain, neuron for neuron. (The mouse brain consists of millions of these



columns, repeated over and over again. Thus, by modeling one of these columns, one can begin to understand how the
mouse brain works.)

In 2009, Markram said optimistically, “It is not impossible to build a human brain and we can do it in ten years. If
we build it correctly, it should speak and have an intelligence and behave very much as a human does.” He cautions,
however, that it would take a supercomputer 20,000 times more powerful than present supercomputers, with a memory
storage 500 times the entire size of the current Internet, to achieve this.

So what is the roadblock preventing this colossal goal? To him, it’s simple: money.

Since the basic science is known, he feels that he can succeed by simply throwing money at the problem. He says,
“It’s not a question of years, it’s one of dollars .... It’s a matter of if society wants this. If they want it in ten years,
they’ll have it in ten years. If they want it in a thousand years, we can wait.”

But a rival group is also tackling this problem, assembling the greatest computational firepower in history. This
group is using the most advanced version of Blue Gene, called Dawn, also based in Livermore. Dawn is truly an
awesome sight, with 147,456 processors with 150,000 gigabytes of memory. It is roughly 100,000 times more powerful
than the computer sitting on your desk. The group, led by Dharmendra Modha, has scored a number of successes. In
2006, it was able to simulate 40 percent of a mouse’s brain. In 2007, it could simulate 100 percent of a rat’s brain
(which contains 55 million neurons, much more than the mouse brain).

And in 2009, the group broke yet another world record. It succeeded in simulating 1 percent of the human cerebral
cortex, or roughly the cerebral cortex of a cat, containing 1.6 billion neurons with 9 trillion connections. However, the
simulation was slow, about 1/600th the speed of the human brain. (If it simulated only a billion neurons, it went much
faster, about 1/83rd the speed of the human brain.)

“This is a Hubble Telescope of the mind, a linear accelerator of the brain,” says Modha proudly, remarking on the
mammoth scale of this achievement. Since the brain has 100 billion neurons, these scientists can now see the light at
the end of the tunnel. They feel that a full simulation of the human brain is within sight. “This is not just possible, it’s
inevitable. This will happen,” says Modha.

There are serious problems, however, with modeling the entire human brain, especially power and heat. The Dawn
computer devours 1 million watts of power and generates so much heat it needs 6,675 tons of air-conditioning
equipment, which blows 2.7 million cubic feet of chilled air every minute. To model the human brain, you would have
to scale this up by a factor of 1,000.

This is a truly monumental task. The power consumption of this hypothetical supercomputer would be a billion
watts, or the output of an entire nuclear power plant. You could light up an entire city with the energy consumed by
this supercomputer. To cool it, you would need to divert an entire river and channel the water through the computer.
And the computer itself would occupy many city blocks.

Amazingly, the human brain, by contrast, uses just 20 watts. The heat generated by the human brain is hardly
noticeable, yet it easily outperforms our greatest supercomputer. Furthermore, the human brain is the most complex
object that Mother Nature has produced in this section of the galaxy. Since we see no evidence of other intelligent life-
forms in our solar system, this means that you have to go out to at least 24 trillion miles, the distance to the nearest star,
and even beyond to find an object as complex as the one sitting inside your skull.

We might be able to reverse engineer the brain within ten years, but only if we had a massive Manhattan Project—
style crash program and dumped billions of dollars into it. However, this is not very likely to happen any time soon,
given the current economic climate. Crash programs like the Human Genome Project, which cost nearly $3 billion,
were supported by the U.S. government because of their obvious health and scientific benefits. However, the benefits
of reverse engineering the brain are less urgent, and hence will take much longer. More realistically, we will approach
this goal in smaller steps, and it may take decades to fully accomplish this historic feat.

So computer simulating the brain may take us to midcentury. And even then, it will take many decades to sort
through the mountains of data pouring in from this massive project and match it to the human brain. We will be
drowning in data without the means to meaningfully sort out the noise.

TAKING APART THE BRAIN



But what about the second approach, identifying the precise location of every neuron in the brain?

This approach is also a herculean task, and may also take many decades of painful research. Instead of using
supercomputers like Blue Gene, these scientists take the slice-and-dice approach, starting by dissecting the brain of a
fruit fly into incredibly thin slices no more than 50 nm wide (about 150 atoms across). This produces millions of slices.
Then a scanning electron microscope takes a photograph of each, with a speed and resolution approaching a billion
pixels per second. The amount of data spewing from the electron microscope is staggering, about 1,000 trillion bytes of
data, enough to fill a storage room just for a single fruit fly brain. Processing this data, by tediously reconstructing the
3-D wiring of every single neuron of the fly brain, would take about five years. To get a more accurate picture of the
fly brain, you then have to slice many more fly brains.

Gerry Rubin of the Howard Hughes Medical Institute, one of the leaders in this field, thinks that altogether, a
detailed map of the entire fruit fly brain will take twenty years. “After we solve this, I’d say we’re one-fifth of the way
to understanding the human mind,” he concludes. Rubin realizes the enormity of the task he faces. The human brain
has 1 million times more neurons than the brain of a fruit fly. If it takes twenty years to identify every single neuron of
the fly brain, then it will certainly take many decades beyond that to fully identify the neural architecture of the human
brain. The cost of this project will also be enormous.

So workers in the field of reverse engineering the brain are frustrated. They see that their goal is tantalizingly close,
but the lack of funding hinders their work. However, it seems reasonable to assume that sometime by midcentury, we
will have both the computer power to simulate the human brain and also crude maps of the brain’s neural architecture.
But it may well take until late in this century before we fully understand human thought or can create a machine that
can duplicate the functions of the human brain.

For example, even if you are given the exact location of every gene inside an ant, it does not mean you know how an
anthill is created. Similarly, just because scientists now know the roughly 25,000 genes that make up the human
genome, it does not mean they know how the human body works. The Human Genome Project is like a dictionary with
no definitions. Each of the genes of the human body is spelled out explicitly in this dictionary, but what each does is
still largely a mystery. Each gene codes for a certain protein, but it is not known how most of these proteins function in
the body.

Back in 1986, scientists were able to map completely the location of all the neurons in the nervous system of the tiny
worm C. elegans. This was initially heralded as a breakthrough that would allow us to decode the mystery of the brain.
But knowing the precise location of its 302 nerve cells and 6,000 chemical synapses did not produce any new
understanding of how this worm functions, even decades later.

In the same way, it will take many decades, even after the human brain is finally reverse engineered, to understand
how all the parts work and fit together. If the human brain is finally reverse engineered and completely decoded by the
end of the century, then we will have taken a giant step in creating humanlike robots. Then what is to prevent them
from taking over?

FRR FUTURE (2070 TO 2100)

WHEN MACHINES BECOME CONSCIOUS

In The Terminator movie series, the Pentagon proudly unveils Skynet, a sprawling, foolproof computer network
designed to faithfully control the U.S. nuclear arsenal. It flawlessly carries out its tasks until one day in 1995, when
something unexpected happens. Skynet becomes conscious. Skynet’s human handlers, shocked to realize that their
creation has suddenly become sentient, try to shut it down. But they are too late. In self-defense, Skynet decides that



the only way to protect itself is to destroy humanity by launching a devastating nuclear war. Three billion people are
soon incinerated in countless nuclear infernos. In the aftermath, Skynet unleashes legion after legion of robotic killing
machines to slaughter the remaining stragglers. Modern civilization crumbles, reduced to tiny, pathetic bands of misfits
and rebels.

Worse, in the Matrix Trilogy, humans are so primitive that they don’t even realize that the machines have already
taken over. Humans carry out their daily affairs, thinking everything is normal, oblivious to the fact that they are
actually living in pods. Their world is a virtual reality simulation run by the robot masters. Human “existence” is only a
software program, running inside a large computer, that is being fed into the brains of humans living in these pods. The
only reason the machines even bother to have humans around is to use them as batteries.

Hollywood, of course, makes its living by scaring the pants off its audience. But it does raise a legitimate scientific
question: What happens when robots finally become as smart as us? What happens when robots wake up and become
conscious? Scientists vigorously debate the question: not if, but when this momentous event will happen.

According to some experts, our robot creations will gradually rise up the evolutionary tree. Today, they are as smart
as cockroaches. In the future, they will be as smart as mice, rabbits, dogs and cats, monkeys, and then they will rival
humans. It may take decades to slowly climb this path, but they believe that it is only a matter of time before the
machines exceed us in intelligence.

Al researchers are split on the question of when this might happen. Some say that within twenty years robots will
approach the intelligence of the human brain and then leave us in the dust. In 1993, Vernor Vinge said, “Within thirty
years, we will have the technological means to create superhuman intelligence. Shortly after, the human era will be
ended .... I’ll be surprised if this event occurs before 2005 or after 2030.”

On the other hand, Douglas Hofstadter, author of Gddel, Escher, Bach, says, “I’d be very surprised if anything
remotely like this happened in the next 100 years to 200 years.”

When | talked to Marvin Minsky of MIT, one of the founding figures in the history of Al, he was careful to tell me
that he places no timetable on when this event will happen. He believes the day will come but shies away from being
the oracle and predicting the precise date. (Being the grand old man of Al, a field he helped to create almost from
scratch, perhaps he has seen too many predictions fail and create a backlash.)

A large part of the problem with these scenarios is that there is no universal consensus as to the meaning of the word
consciousness. Philosophers and mathematicians have grappled with the word for centuries, and have nothing to show
for it. Seventeenth-century thinker Gottfried Leibniz, inventor of calculus, once wrote, “If you could blow the brain up
to the size of a mill and walk about inside, you would not find consciousness.” Philosopher David Chalmers has even
catalogued almost 20,000 papers written on the subject, with no consensus whatsoever.

Nowhere in science have so many devoted so much to create so little.

Consciousness, unfortunately, is a buzzword that means different things to different people. Sadly, there is no
universally accepted definition of the term.

| personally think that one of the problems has been the failure to clearly define consciousness and then a failure to
quantify it.

But if 1 were to venture a guess, | would theorize that consciousness consists of at least three basic components:

1. sensing and recognizing the environment

2. self-awareness

3. planning for the future by setting goals and plans, that is, simulating the future and plotting strategy



In this approach, even simple machines and insects have some form of consciousness, which can be ranked
numerically on a scale of 1 to 10. There is a continuum of consciousness, which can be quantified. A hammer cannot
sense its environment, so it would have a 0 rating on this scale. But a thermostat can. The essence of a thermostat is
that it can sense the temperature of the environment and act on it by changing it, so it would have a ranking of 1.
Hence, machines with feedback mechanisms have a primitive form of consciousness. Worms also have this ability.
They can sense the presence of food, mates, and danger and act on this information, but can do little else. Insects,
which can detect more than one parameter (such as sight, sound, smells, pressure, etc.), would have a higher numerical
rank, perhaps a 2 or 3.

The highest form of this sensing would be the ability to recognize and understand objects in the environment.
Humans can immediately size up their environment and act accordingly and hence rate high on this scale. However,
this is where robots score badly. Pattern recognition, as we have seen, is one of the principal roadblocks to artificial
intelligence. Robots can sense their environments much better than humans, but they do not understand or recognize
what they see. On this scale of consciousness, robots score near the bottom, near the insects, due to their lack of pattern
recognition.

The next-higher level of consciousness involves self-awareness. If you place a mirror next to most male animals,
they will immediately react aggressively, even attacking the mirror. The image causes the animal to defend its
territory. Many animals lack awareness of who they are. But monkeys, elephants, dolphins, and some birds quickly
realize that the image in the mirror represents themselves and they cease to attack it. Humans would rank near the top
on this scale, since they have a highly developed sense of who they are in relation to other animals, other humans, and
the world. In addition, humans are so aware of themselves that they can talk silently to themselves, so they can evaluate
a situation by thinking.

Third, animals can be ranked by their ability to formulate plans for the future. Insects, to the best of our knowledge,
do not set elaborate goals for the future. Instead, for the most part, they react to immediate situations on a moment-to-
moment basis, relying on instinct and cues from the immediate environment.

In this sense, predators are more conscious than prey. Predators have to plan ahead, by searching for places to hide,
by planning to ambush, by stalking, by anticipating the flight of the prey. Prey, however, only have to run, so they rank
lower on this scale.

Furthermore, primates can improvise as they make plans for the immediate future. If they are shown a banana that is
just out of reach, then they might devise strategies to grab that banana, such as using a stick. So, when faced with a
specific goal (grabbing food), primates will make plans into the immediate future to achieve that goal.

But on the whole, animals do not have a well-developed sense of the distant past or future. Apparently, there is no
tomorrow in the animal kingdom. We have no evidence that they can think days into the future. (Animals will store
food in preparation for the winter, but this is largely genetic: they have been programmed by their genes to react to
plunging temperatures by seeking out food.)

Humans, however, have a very well-developed sense of the future and continually make plans. We constantly run
simulations of reality in our heads. In fact, we can contemplate plans far beyond our own lifetimes. We judge other
humans, in fact, by their ability to predict evolving situations and formulate concrete strategies. An important part of
leadership is to anticipate future situations, weigh possible outcomes, and set concrete goals accordingly.

In other words, this form of consciousness involves predicting the future, that is, creating multiple models that
approximate future events. This requires a very sophisticated understanding of common sense and the rules of nature. It
means that you ask yourself “what if” repeatedly. Whether planning to rob a bank or run for president, this kind of
planning means being able to run multiple simulations of possible realities in your head.

All indications are that only humans have mastered this art in nature.

We also see this when psychological profiles of test subjects are analyzed. Psychologists often compare the
psychological profiles of adults to their profiles when they were children. Then one asks the question: What is the one
quality that predicted their success in marriage, careers, wealth, etc.? When one compensates for socioeconomic
factors, one finds that one characteristic sometimes stands out from all the others: the ability to delay gratification.
According to the long-term studies of Walter Mischel of Columbia University, and many others, children who were
able to refrain from immediate gratification (e.g., eating a marshmallow given to them) and held out for greater long-
term rewards (getting two marshmallows instead of one) consistently scored higher on almost every measure of future
success, in SATS, life, love, and career.



But being able to defer gratification also refers to a higher level of awareness and consciousness. These children
were able to simulate the future and realize that future rewards were greater. So being able to see the future
consequences of our actions requires a higher level of awareness.

Al researchers, therefore, should aim to create a robot with all three characteristics. The first is hard to achieve, since
robots can sense their environment but cannot make sense of it. Self-awareness is easier to achieve. But planning for
the future requires common sense, an intuitive understanding of what is possible, and concrete strategies for reaching
specific goals.

So we see that common sense is a prerequisite for the highest level of consciousness. In order for a robot to simulate
reality and predict the future, it must first master millions of commonsense rules about the world around it. But
common sense is not enough. Common sense is just the “rules of the game,” rather than the rules of strategy and
planning.

On this scale, we can then rank all the various robots that have been created.

We see that Deep Blue, the chess-playing machine, would rank very low. It can beat the world champion in chess,
but it cannot do anything else. It is able to run a simulation of reality, but only for playing chess. It is incapable of
running simulations of any other reality. This is true for many of the world’s largest computers. They excel at
simulating the reality of one object, for example, modeling a nuclear detonation, the wind patterns around a jet
airplane, or the weather. These computers can run simulations of reality much better than a human. But they are also
pitifully one-dimensional, and hence useless in surviving in the real world.

Today, Al researchers are clueless about how to duplicate all these processes in a robot. Most throw up their hands
and say that somehow huge networks of computers will show “emergent phenomena” in the same way that order
sometimes spontaneously coalesces from chaos. When asked precisely how these emergent phenomena will create
consciousness, most roll their eyes to the heavens.

Although we do not know how to create a robot with consciousness, we can imagine what a robot would look like
that is more advanced than us, given this framework for measuring consciousness.

They would excel in the third characteristic: they would be able to run complex simulations of the future far ahead of
us, from more perspectives, with more details and depth. Their simulations would be more accurate than ours, because
they would have a better grasp of common sense and the rules of nature and hence better able to ferret out patterns.
They would be able to anticipate problems that we might ignore or not be aware of. Moreover, they would be able to
set their own goals. If their goals include helping the human race, then everything is fine. But if one day they formulate
goals in which humans are in the way, this could have nasty consequences.

But this raises the next question: What happens to humans in this scenario?

WHEN ROBOTS EXCEED HUMANS

In one scenario, we puny humans are simply pushed aside as a relic of evolution. It is a law of evolution that fitter
species arise to displace unfit species; and perhaps humans will be lost in the shuffle, eventually winding up in zoos
where our robotic creations come to stare at us. Perhaps that is our destiny: to give birth to superrobots that treat us as
an embarrassingly primitive footnote in their evolution. Perhaps that is our role in history, to give birth to our
evolutionary successors. In this view, our role is to get out of their way.

Douglas Hofstadter confided to me that this might be the natural order of things, but we should treat these
superintelligent robots as we do our children, because that is what they are, in some sense. If we can care for our
children, he said to me, then why can’t we also care about intelligent robots, which are also our children?

Hans Moravec contemplates how we may feel being left in the dust by our robots: “... life may seem pointless if we
are fated to spend it staring stupidly at our ultraintelligent progeny as they try to describe their ever more spectacular
discoveries in baby talk that we can understand.”

When we finally hit the fateful day when robots are smarter than us, not only will we no longer be the most
intelligent being on earth, but our creations may make copies of themselves that are even smarter than they are. This
army of self-replicating robots will then create endless future generations of robots, each one smarter than the previous
one. Since robots can theoretically produce ever-smarter generations of robots in a very short period of time, eventually



this process will explode exponentially, until they begin to devour the resources of the planet in their insatiable quest to
become ever more intelligent.

In one scenario, this ravenous appetite for ever-increasing intelligence will eventually ravage the resources of the
entire planet, so the entire earth becomes a computer. Some envision these superintelligent robots then shooting out
into space to continue their quest for more intelligence, until they reach other planets, stars, and galaxies in order to
convert them into computers. But since the planets, stars, and galaxies are so incredibly far away, perhaps the
computer may alter the laws of physics so its ravenous appetite can race faster than the speed of light to consume
whole star systems and galaxies. Some even believe it might consume the entire universe, so that the universe becomes
intelligent.

This is the “singularity.” The word originally came from the world of relativistic physics, my personal specialty,
where a singularity represents a point of infinite gravity, from which nothing can escape, such as a black hole. Because
light itself cannot escape, it is a horizon beyond which we cannot see.

The idea of an Al singularity was first mentioned in 1958, in a conversation between two mathematicians, Stanislaw
Ulam (who made the key breakthrough in the design of the hydrogen bomb) and John von Neumann. Ulam wrote,
“One conversation centered on the ever accelerating progress of technology and changes in the mode of human life,
which gives the appearance of approaching some essential singularity in the history of the human race beyond which
human affairs, as we know them, could not continue.” Versions of the idea have been kicking around for decades. But
it was then amplified and popularized by science fiction writer and mathematician Vernor Vinge in his novels and
essays.

But this leaves the crucial question unanswered: When will the singularity take place? Within our lifetimes? Perhaps
in the next century? Or never? We recall that the participants at the 2009 Asilomar conference put the date at any time
between 20 to 1,000 years into the future.

One man who has become the spokesperson for the singularity is inventor and bestselling author Ray Kurzweil, who
has a penchant for making predictions based on the exponential growth of technology. Kurzweil once told me that
when he gazes at the distant stars at night, perhaps one should be able to see some cosmic evidence of the singularity
happening in some distant galaxy. With the ability to devour or rearrange whole star systems, there should be some
footprint left behind by this rapidly expanding singularity. (His detractors say that he is whipping up a near-religious
fervor around the singularity. However, his supporters say that he has an uncanny ability to correctly see into the
future, judging by his track record.)

Kurzweil cut his teeth on the computer revolution by starting up companies in diverse fields involving pattern
recognition, such as speech recognition technology, optical character recognition, and electronic keyboard instruments.
In 1999, he wrote a best seller, The Age of Spiritual Machines: When Computers Exceed Human Intelligence, which
predicted when robots will surpass us in intelligence. In 2005, he wrote The Singularity Is Near and elaborated on
those predictions. The fateful day when computers surpass human intelligence will come in stages.

By 2019, he predicts, a $1,000 personal computer will have as much raw power as a human brain. Soon after that,
computers will leave us in the dust. By 2029, a $1,000 personal computer will be 1,000 times more powerful than a
human brain. By 2045, a $1,000 computer will be a billion times more intelligent than every human combined. Even
small computers will surpass the ability of the entire human race.

After 2045, computers become so advanced that they make copies of themselves that are ever increasing in
intelligence, creating a runaway singularity. To satisfy their never-ending, ravenous appetite for computer power, they
will begin to devour the earth, asteroids, planets, and stars, and even affect the cosmological history of the universe
itself.

| had the chance to visit Kurzweil in his office outside Boston. Walking through the corridor, you see the awards and
honors he has received, as well as some of the musical instruments he has designed, which are used by top musicians,
such as Stevie Wonder. He explained to me that there was a turning point in his life. It came when he was unexpectedly
diagnosed with type 11 diabetes when he was thirty-five. Suddenly, he was faced with the grim reality that he would not
live long enough to see his predictions come true. His body, after years of neglect, had aged beyond his years. Rattled
by this diagnosis, he now attacked the problem of personal health with the same enthusiasm and energy he used for the
computer revolution. (Today, he consumes more than 100 pills a day and has written books on the revolution in
longevity. He expects that the revolution in microscopic robots will be able to clean out and repair the human body so
that it can live forever. His philosophy is that he would like to live long enough to see the medical breakthroughs that
can prolong our life spans indefinitely. In other words, he wants to live long enough to live forever.)



Recently, he embarked on an ambitious plan to launch the Singularity University, based in the NASA Ames
laboratory in the Bay Area, which trains a cadre of scientists to prepare for the coming singularity.
There are many variations and combinations of these various themes.

Kurzweil himself believes, “It’s not going to be an invasion of intelligent machines coming over the horizon. We’re
going to merge with this technology .... We’re going to put these intelligent devices in our bodies and brains to make us
live longer and healthier.”

Any idea as controversial as the singularity is bound to unleash a backlash. Mitch Kapor, founder of Lotus
Development Corporation, says that the singularity is “intelligent design for the 1Q 140 people .... This proposition
that we’re heading to this point at which everything is going to be just unimaginably different—it’s fundamentally, in
my view, driven by a religious impulse. And all the frantic arm-waving can’t obscure that fact for me.”

Douglas Hofstadter has said, “It’s as if you took a lot of good food and some dog excrement and blended it all up so
that you can’t possibly figure out what’s good or bad. It’s an intimate mixture of rubbish and good ideas, and it’s very
hard to disentangle the two, because these are smart people; they’re not stupid.”

No one knows how this will play out. But I think the most likely scenario is the following.

MOST LIKELY SCENARIO: FRIENDLY Al

First, scientists will probably take simple measures to ensure that robots are not dangerous. At the very least, scientists
can put a chip in robot brains to automatically shut them off if they have murderous thoughts. In this approach, all
intelligent robots will be equipped with a fail-safe mechanism that can be switched on by a human at any time,
especially when a robot exhibits errant behavior. At the slightest hint that a robot is malfunctioning, any voice
command will immediately shut it down.

Or specialized hunter robots may also be created whose duty is to neutralize deviant robots. These robot hunters will
be specifically designed to have superior speed, strength, and coordination in order to capture errant robots. They will
be designed to understand the weak points of any robotic system and how they behave under certain conditions. Human
can also be trained in this skill. In the movie Blade Runner, a specially trained cadre of agents, including one played by
Harrison Ford, are skilled in the techniques necessary to neutralize any rogue robot.

Since it will take many decades of hard work for robots to slowly go up the evolutionary scale, it will not be a
sudden moment when humanity is caught off guard and we are all shepherded into zoos like cattle. Consciousness, as |
see it, is a process that can be ranked on a scale, rather than being a sudden evolutionary event, and it will take many
decades for robots to ascend up this scale of consciousness. After all, it took Mother Nature millions of years to
develop human consciousness. So humans will not be caught off guard one day when the Internet unexpectedly “wakes
up” or robots suddenly begin to plan for themselves.

This is the option preferred by science fiction writer Isaac Asimov, who envisioned each robot hardwired in the
factory with three laws to prevent them from getting out of control. He devised his famous three laws of robotics to
prevent robots from hurting themselves or humans. (Basically, the three laws state that robots cannot harm humans,
they must obey humans, and they must protect themselves, in that order.)

(Even with Asimov’s three laws, there are also problems when there are contradictions among the three laws. For
example, if one creates a benevolent robot, what happens if humanity makes self-destructive choices that can endanger
the human race? Then a friendly robot may feel that it has to seize control of the government to prevent humanity from
harming itself. This was the problem faced by Will Smith in the movie version of I, Robot, when the central computer
decides that “some humans must be sacrificed and some freedoms must be surrendered” in order to save humanity. To
prevent a robot from enslaving us in order to save us, some have advocated that we must add the zeroth law of robotics:
Robots cannot harm or enslave the human race.)

But many scientists are leaning toward something called “friendly Al,” where we design our robots to be benign
from the very beginning. Since we are the creators of these robots, we will design them, from the very start, to perform
only useful and benevolent tasks.

The term “friendly Al” was coined by Eliezer Yudkowsky, a founder of the Singularity Institute for Artificial
Intelligence. Friendly Al is a bit different from Asimov’s laws, which are forced upon robots, perhaps against their



will. (Asimov’s laws, imposed from the outside, could actually invite the robots to devise clever ways to circumvent
them.) In friendly Al, by contrast, robots are free to murder and commit mayhem. There are no rules that enforce an
artificial morality. Rather, these robots are designed from the very beginning to desire to help humans rather than
destroy them. They choose to be benevolent.

This has given rise to a new field called “social robotics,” which is designed to give robots the qualities that will help
them integrate into human society. Scientists at Hanson Robotics, for example, have stated that one mission for their
research is to design robots that “will evolve into socially intelligent beings, capable of love and earning a place in the
extended human family.”

But one problem with all these approaches is that the military is by far the largest funder of Al systems, and these
military robots are specifically designed to hunt, track, and kill humans. One can easily imagine future robotic soldiers
whose missions are to identify enemy humans and eliminate them with unerring efficiency. One would then have to
take extraordinary precautions to guarantee that the robots don’t turn against their masters as well. Predator drone
aircraft, for example, are run by remote control, so there are humans constantly directing their movements, but one day
these drones may be autonomous, able to select and take out their own targets at will. A malfunction in such an
autonomous plane could lead to disastrous consequences.

In the future, however, more and more funding for robots will come from the civilian commercial sector, especially
from Japan, where robots are designed to help rather than destroy. If this trend continues, then perhaps friendly Al
could become a reality. In this scenario, it is the consumer sector and market forces that will eventually dominate
robotics, so that there will be a vast commercial interest in investing in friendly Al.

MERGING WITH ROBOTS

In addition to friendly Al, there is also another option: merging with our creations. Instead of simply waiting for robots
to surpass us in intelligence and power, we should try to enhance ourselves, becoming superhuman in the process. Most
likely, I believe, the future will proceed with a combination of these two goals, i.e., building friendly Al and also
enhancing ourselves.

This is an option being explored by Rodney Brooks, former director of the famed MIT Artificial Intelligence
Laboratory. He has been a maverick, overturning cherished but ossified ideas and injecting innovation into the field.
When he entered the field, the top-down approach was dominant in most universities. But the field was stagnating.
Brooks raised a few eyebrows when he called for creating an army of insectlike robots that learned via the bottom-up
approach by bumping into obstacles. He did not want to create another dumb, lumbering robot that took hours to walk
across the room. Instead, he built nimble *“insectoids” or “bugbots” that had almost no programming at all but would
quickly learn to walk and navigate around obstacles by trial and error. He envisioned the day that his robots would
explore the solar system, bumping into things along the way. It was an outlandish idea, proposed in his essay “Fast,
Cheap, and Out of Control,” but his approach eventually led to an array of new avenues. One by-product of his idea is
the Mars Rovers now scurrying over the surface of the Red Planet. Not surprisingly, he was also the chairman of
iRobot, the company that markets buglike vacuum cleaners to households across the country.

One problem, he feels, is that workers in artificial intelligence follow fads, adopting the paradigm of the moment,
rather than thinking in fresh ways. For example, he recalls, “When | was a kid, | had a book that described the brain as
a telephone-switching network. Earlier books described it as a hydrodynamic system or a steam engine. Then in the
1960s, it became a digital computer. In the 1980s, it became a massively parallel digital computer. Probably there’s a
kid’s book out there somewhere that says the brain is just like the World Wide Web ....”

For example, some historians have noted that Sigmund Freud’s analysis of the mind was influenced by the coming
of the steam engine. The spread of railroads through Europe in the mid-to late 1800s had a profound effect on the
thinking of intellectuals. In Freud’s picture, there were flows of energy in the mind that constantly competed with other
flows, much like in the steam pipes in an engine. The continual interaction between the superego, the id, and the ego
resembled the continual interaction between steam pipes in a locomotive. And the fact that repressing these flows of
energy could create neuroses is analogous to the way that steam power, if bottled up, can be explosive.



Marvin Minsky admitted to me that another paradigm misguided the field for many years. Since many Al
researchers are former physicists, there is something called “physics envy,” that is, the desire to find the single,
unifying theme underlying all intelligence. In physics, we have the desire to follow Einstein to reduce the physical
universe to a handful of unifying equations, perhaps finding an equation one inch long that can summarize the universe
in a single coherent idea. Minsky believes that this envy led Al researchers to look for that single unifying theme for
consciousness. Now, he believes, there is no such thing. Evolution haphazardly cobbled together a bunch of techniques
we collectively call consciousness. Take apart the brain, and you find a loose collection of minibrains, each designed to
perform a specific task. He calls this the “society of minds”: that consciousness is actually the sum of many separate
algorithms and techniques that nature stumbled upon over millions of years.

Rodney Brooks was also looking for a similar paradigm, but one that had never been fully explored before. He soon
realized that Mother Nature and evolution had already solved many of these problems. For example, a mosquito, with
only a few hundred thousand neurons, can outperform the greatest military robotic system. Unlike our flying drones,
mosquitoes, with brains smaller than the head of a pin, can independently navigate around obstacles, find food and
mates. Why not learn from nature and biology? If you follow the evolutionary scale, you learn that insects and mice did
not have the rules of logic programmed into their brains. It was through trial and error that they engaged the world and
mastered the art of survival.

Now he is pursuing yet another heretical idea, contained in his essay “The Merger of Flesh and Machines.” He notes
that the old laboratories at MIT, which used to design silicon components for industrial and military robots, are now
being cleaned out, making way for a new generation of robots made of living tissue as well as silicon and steel. He
foresees an entirely new generation of robots that will marry biological and electronic systems to create entirely new
architectures for robots.

He writes, “My prediction is that by the year 2100 we will have very intelligent robots everywhere in our everyday
lives. But we will not be apart from them—rather, we will be part robot and connected with the robots.”

He sees this progressing in stages. Today, we have the ongoing revolution in prostheses, inserting electronics
directly into the human body to create realistic substitutes for hearing, sight, and other functions. For example, the
artificial cochlea has revolutionized the field of audiology, giving back the gift of hearing to the deaf. These artificial
cochleas work by connecting electronic hardware with biological “wetware,” that is, neurons. The cochlear implant has
several components. A microphone is placed outside the ear. It receives sound waves, processes them, and transmits
the signals by radio to the implant that is surgically placed inside the ear. The implant receives the radio messages and
converts them into electrical currents that are sent down electrodes in the ear. The cochlea recognizes these electrical
impulses and sends them on to the brain. These implants can use up to twenty-four electrodes and can process half a
dozen frequencies, enough to recognize the human voice. Already, 150,000 people worldwide have had cochlear
implants.

Several groups are exploring ways to assist the blind by creating artificial vision, connecting a camera to the human
brain. One method is to directly insert the silicon chip into the retina of the person and attach the chip to the retina’s
neurons. Another is to connect the chip to a special cable that is connected to the back of the skull, where the brain
processes vision. These groups, for the first time in history, have been able to restore a degree of sight to the blind.
Patients have been able to see up to 50 pixels lighting up before them. Eventually, scientists should be able to scale this
up so that they can see thousands of pixels.

The patients can see fireworks, the outlines of their hands, shining objects and lights, the presence of cars and
people, and the borders of objects. “At Little League games, | can see where the catcher, batter, and umpire are,” says
Linda Morfoot, one of the test subjects.

So far, thirty patients have had artificial retinas with up to sixty electrodes. But the Department of Energy’s Artificial
Retina Project, based at the University of Southern California, is already planning a new system with more than 200
electrodes. A 1,000-electrode device is also being studied (but if too many electrodes are packed onto the chip, it could
cause overheating of the retina). In this system, a miniature camera mounted on a blind person’s eyeglasses takes
pictures and sends them wirelessly to a microprocessor, worn on a belt, that relays the information to the chip placed
directly on the retina. This chip sends tiny pulses directly into the retinal nerves that are still active, thereby bypassing
defective retinal cells.



STAR WARS ROBOTIC HAND

Using mechanical enhancements, one can also duplicate the feats of science fiction, including the robotic hand of Star
Wars and the X-ray vision of Superman. In The Empire Strikes Back, Luke Skywalker has his hand chopped off by a
lightsaber wielded by the evil Darth Vader, his father. No problem. Scientists in this faraway galaxy quickly create a
new mechanical hand, complete with fingers that can touch and feel.

This may sound like science fiction, yet it is already here. A significant advance was made by scientists in Italy and
Sweden, who have actually made a robotic hand that can “feel.” One subject, Robin Ekenstam, a twenty-two-year-old
who had his right hand amputated to remove a cancerous tumor, can now control the motion of his mechanical fingers
and feel the response. Doctors connected the nerves in Ekenstam’s arm to the chips contained in his mechanical hand
so that he can control the finger movements with his brain. The artificial “smart hand” has four motors and forty
sensors. The motion of his mechanical fingers is then relayed to his brain so he has feedback. In this way, he is able to
control and also “feel” the motion of his hand. Since feedback is one of the essential features of body motion, this
could revolutionize the way we treat amputees with prosthetic limbs.

Ekenstam says, “It’s great. | have a feeling that | have not had for a long time. Now | am getting sensation back. If |
grab something tightly, then I can feel it in the fingertips, which is strange, since I don’t have them anymore.”

One of the researchers, Christian Cipriani of the Scuola Superiore Sant’Anna, says, “First, the brain controls the
mechanical hand without any muscle contractions. Second, the hand will be able to give feedback to the patient so he
will be able to feel. Just like a real hand.”

This development is significant because it means that one day humans may effortlessly control mechanical limbs as
if they were flesh and bone. Instead of tediously learning how to move arms and legs of metal, people will treat these
mechanical appendages as if they were real, feeling every nuance of the limbs’ movements via electronic feedback
mechanisms.

This is also evidence of a theory that says the brain is extremely plastic, not fixed, and constantly rewires itself as it
learns new tasks and adjusts to new situations. Hence, the brain will be adaptable enough to accommodate any new
appendage or sense organ. They may be attached to the brain at different locations, and the brain simply “learns” to
control this new attachment. If so, then the brain might be viewed as a modular device, able to plug in and then control
different appendages and sensors from different devices. This type of behavior might be expected if our brain is a
neural network of some sort that makes new connections and neural pathways each time it learns a new task, whatever
that task might be.

Rodney Brooks writes, “Over the next ten to twenty years, there will be a cultural shift, in which we will adopt
robotic technology, silicon, and steel into our bodies to improve what we can do and understand the world.” When
Brooks analyzes the progress made at Brown University and Duke University in hooking up the brain directly to a
computer or a mechanical arm, he concludes, “We may all be able to have a wireless Internet connection installed
directly into our brains.”

In the next stage, he sees merging silicon and living cells not just to cure the ailments of the body but to slowly
enhance our capabilities. For example, if today’s cochlear and retinal implants can restore hearing and vision,
tomorrow’s may also give us superhuman abilities. We would be able to hear sounds that only dogs can hear, or see
UV, infrared, and X-rays.

It might be possible to increase our intelligence as well. Brooks cites research in which extra layers of neurons were
added to the brain of a rat at a critical time in its development. Remarkably, the cognitive abilities of these rats were
increased. He envisions a time in the near future when the human brain’s intelligence might also be improved by a
similar process. In a later chapter, we will see that biologists have already isolated a gene in rats that the media has
dubbed the *“smart mouse gene.” With the addition of this gene, enhanced mice have much greater memory and
learning abilities.

And by midcentury, Brooks envisions a time when seemingly fanciful enhancements of the body might be possible,
giving us abilities far beyond those of the ordinary human. “Fifty years from now, we can expect to see radical
alterations of human bodies through genetic modification.” When you also add electronic enhancements, “the human



menagerie will expand in ways unimaginable to us today .... We will no longer find ourselves confined by Darwinian
evolution,” he says.

But anything, of course, can be taken too far. How far should we go in merging with our robot creations before some
people rebel and find it repulsive?

SURROGATES AND AVATARS

One way in which to merge with robots, but without altering the human body, is to create surrogates or avatars. In the
movie Surrogates, starring Bruce Willis, in the year 2017 scientists have discovered a way for people to control robots
as if they were inside them, so that we can live our lives in perfect bodies. The robot responds to every command, and
the person also sees and feels everything the robot sees and feels. While our mortal bodies decay and wither, we can
control the motions of our robot surrogate, which has superhuman powers and is perfectly shaped. The movie gets
complicated because people prefer to live out their lives as beautiful, handsome, and superpowerful robots, abandoning
their rotting bodies, which are conveniently hidden away. The entire human race, in effect, willingly becomes robotic
rather than face reality.

In the movie Avatar, this is taken one step further. Instead of living our lives as perfect robots, in the year 2154 we
might be able to live as alien beings. In the movie, our bodies are placed in pods, which then allow us to control the
motion of specially cloned alien bodies. In a sense, we are given entirely new bodies to live on a new planet. In this
way, we can better communicate with a native alien population on other planets. The movie plot thickens when one
worker decides to abandon his humanity and live out his life as an alien, protecting them from mercenaries.

These surrogates and avatars are not possible today but may be possible in the future.

Recently, ASIMO has been programmed with a new idea: remote sensing. At Kyoto University, humans have been
trained to control the mechanical motion of robots by using brain sensors. For example, by putting on an EEG helmet,
students can move the arms and legs of ASIMO by simply thinking. So far, four distinct motions of the arms and head
are possible. This may open the door to another realm of Al: robots controlled by the mind.

Although this is a crude demonstration of mind over matter, in the coming decades it should be possible to increase
the set of motions we can control in a robot, and also to get feedback, so we can “feel” with our new robotic hands.
Goggles or contact lenses would allow us to see what the robots see, so we might eventually have full control over the
body’s motions.

This may also help alleviate the immigration problem for Japan. Workers may be located in different countries, yet
control robots thousands of miles away by donning brain sensors. So not only can the Internet carry the thoughts of
white-collar workers, it might also carry the thoughts of blue-collar workers and translate them into physical motion.
This might mean that robots will become an integral part of any nation grappling with exploding health costs and a
shortage of workers.

Controlling robots by remote sensing may also have applications elsewhere. In any dangerous environment (for
example, underwater, near high-voltage lines, in fires), robots controlled by human thoughts may be used in rescue
missions. Or undersea robots may be connected directly to humans, so that humans can control many swimming robots
by thoughts alone. Since the surrogate would have superpowers, it would be able to chase criminals (unless the
criminals also have superpowered surrogates). One would have all the advantages of merging with robots without
changing our bodies at all.

Such an arrangement might actually prove useful for space exploration, when we have to manage a permanent moon
base. Our surrogates may perform all the dangerous tasks of maintaining the moon base, while the astronauts are safely
back on earth. The astronauts would have the superstrength and superpowers of the robots while exploring a hazardous
alien landscape. (This would not work if the astronauts are on the earth controlling surrogates on Mars, however, since
radio signals take up to 40 minutes to go from the earth to Mars and back. But it would work if the astronauts were
sitting safely in a permanent base on Mars while the surrogates went out and performed dangerous tasks on the Martian
surface.)



HOW FAR THE MERGER WITHROBOTS?

Robot pioneer Hans Moravec takes this several steps further and imagines an extreme version of this: we become the
very robots that we have built. He explained to me how we might merge with our robot creations by undergoing a brain
operation that replaces each neuron of our brain with a transistor inside a robot. The operation starts when we lie
beside a robot body without a brain. A robotic surgeon takes every cluster of gray matter in our brain, duplicates it
transistor by transistor, connects the neurons to the transistors, and puts the transistors into the empty robot skull. As
each cluster of neurons is duplicated in the robot, it is discarded. We are fully conscious as this delicate operation takes
place. Part of our brain is inside our old body, but the other part is now made of transistors inside our new robot body.
After the operation is over, our brain has been entirely transferred into the body of a robot. Not only do we have a
robotic body, we have also the benefits of a robot: immortality in superhuman bodies that are perfect in appearance.
This will not be possible in the twenty-first century, but becomes an option in the twenty-second.

In the ultimate scenario, we discard our clumsy bodies entirely and eventually evolve into pure software programs
that encode our personalities. We “download” our entire personalities into a computer. If someone presses a button
with your name on it, then the computer behaves as if you are inside its memory, since it has encoded all your
personality quirks inside its circuits. We become immortal, but spend our time trapped inside a computer, interacting
with other “people” (that is, other software programs) in some gigantic cyberspace/virtual reality. Our bodily existence
will be discarded, replaced by the motion of electrons in this gigantic computer. In this picture, our ultimate destiny is
to wind up as lines of code in this vast computer program, with all the apparent sensations of physical bodies dancing in
a virtual paradise. We will share deep thoughts with other lines of computer code, living out this grand illusion. We
have great, heroic exploits conquering new worlds, oblivious to the fact that we are just electrons dancing inside some
computer. Until, of course, someone hits the off button.

But one problem with pushing these scenarios too far is the Cave Man Principle. As we mentioned earlier, the
architecture of our brains is that of a primitive hunter-gatherer who emerged from Africa more than 100,000 years ago.
Our deepest desires, our appetites, our wants were all forged in the grasslands of Africa as we evaded predators, hunted
for game, foraged in the forests, looked for mates, and entertained ourselves at the campfire.

One of our prime directives, buried deep in the fabric of our thoughts, is to look good, especially to the opposite sex
and our peers. An enormous fraction of our disposable income, after entertainment, is devoted to our appearance. That
is why we have had the explosive growth in plastic surgery, Botox, grooming products, sophisticated clothing, as well
as learning new dance steps, muscle building, buying the latest music, and keeping fit. If you add all this up, it becomes
a huge portion of consumer spending, which in turn generates a large fraction of the U.S. economy.

This means that, even with the ability to create perfect bodies that are nearly immortal, we will probably resist the
desire for robotic bodies if we look like a clumsy robot with implants dangling out of our heads. No one wants to look
like a refugee from a science fiction movie. If we have enhanced bodies, they must make us attractive to the opposite
sex and enhance our reputation among our peers, or we will reject them. What teenager wants to be enhanced but look
uncool?

Some science fiction writers have relished the idea that we will all become detached from our bodies and exist as
immortal beings of pure intelligence living inside some computer, contemplating deep thoughts. But who would want
to live like that? Perhaps our descendants will not want to solve differential equations describing a black hole. In the
future, people may want to spend more time listening to rock music the old-fashioned way than calculate the motions of
subatomic particles while living inside a computer.

Greg Stock of UCLA goes further and finds there are few advantages to having our brains hooked up to a
supercomputer. He said, “When | try to think of what | might gain by having a working link between my brain and a
supercomputer, I am stymied if | insist on two criteria: that the benefits could not be as easily achieved through some
other, noninvasive procedure, and that the benefits must be worth the discomforts of brain surgery.”

So although there are many possible options for the future, | personally believe that the most likely path is that we
will build robots to be benevolent and friendly, enhance our own abilities to a degree, but follow the Cave Man
Principle. We will embrace the idea of temporarily living the life of a superrobot via surrogates but will be resistant to
the idea of permanently living out our lives inside a computer or altering our body until it becomes unrecognizable.



ROADBLOCKS TO THE SINGULARITY

No one knows when robots may become as smart as humans. But personally, | would put the date close to the end of
the century for several reasons.

First, the dazzling advances in computer technology have been due to Moore’s law. These advances will begin to
slow down and might even stop around 2020-25, so it is not clear if we can reliably calculate the speed of computers
beyond that. (See Chapter 4 for more on the post-silicon era.) In this book, | have assumed that computer power will
continue to grow, but at a slower rate.

Second, even if a computer can calculate at fantastic speeds like 10" calculations per second, this does not
necessarily mean that it is smarter than us. For example, Deep Blue, IBM’s chess-playing machine, could analyze 200
million positions per second, beating the world champion. But Deep Blue, for all its speed and raw computing power,
cannot do anything else. True intelligence, we learned, is much more than calculating chess positions.

For example, autistic savants can perform miraculous feats of memorization and calculation. But they have difficulty
tying their shoelaces, getting a job, or functioning in society. The late Kim Peek, who was so remarkable that the movie
Rain Man was based on his extraordinary life, memorized every word in 12,000 books and could perform calculations
that only a computer could check. Yet he had an IQ of 73, had difficulty holding a conversation, and needed constant
help to survive. Without his father’s assistance, he was largely helpless. In other words, the superfast computers of the
future will be like autistic savants, able to memorize vast amounts of information, but not much more, unable to survive
in the real world on their own.

Even if computers begin to match the computing speed of the brain, they will still lack the necessary software and
programming to make everything work. Matching the computing speed of the brain is just the humble beginning.

Third, even if intelligent robots are possible, it is not clear if a robot can make a copy of itself that is smarter than
the original. The mathematics behind self-replicating robots was first developed by the mathematician John von
Neumann, who invented game theory and helped to develop the electronic computer. He pioneered the question of
determining the minimum number of assumptions before a machine could create a copy of itself. However, he never
addressed the question of whether a robot can make a copy of itself that is smarter than it. In fact, the very definition of
“smart” is problematic, since there is no universally accepted definition of “smart.”

Certainly, a robot might be able to create a copy of itself with more memory and processing ability by simply
upgrading and adding more chips. But does this mean the copy is smarter, or just faster? For example, an adding
machine is millions of times faster than a human, with much more memory and processing speed, but it is certainly not
smarter. So intelligence is more than just memory and speed.

Fourth, although hardware may progress exponentially, software may not. While hardware has grown by the ability
to etch smaller and smaller transistors onto a wafer, software is totally different; it requires a human to sit down with a
pencil and paper and write code. That is the bottleneck: the human.

Software, like all human creative activity, progresses in fits and starts, with brilliant insights and long stretches of
drudgery and stagnation. Unlike simply etching more transistors onto silicon, which has grown like clockwork,
software depends on the unpredictable nature of human creativity and whim. Therefore all predictions of a steady,
exponential growth in computer power have to be qualified. A chain is no stronger than its weakest link, and the
weakest link is software and programming done by humans.

Engineering progress often grows exponentially, especially when it is a simple matter of achieving greater
efficiency, such as etching more and more transistors onto a silicon wafer. But when it comes to basic research, which
requires luck, skill, and unexpected strokes of genius, progress is more like “punctuated equilibrium,” with long
stretches of time when not much happens, with sudden breakthroughs that change the entire terrain. If we look at the
history of basic research, from Newton to Einstein to the present day, we see that punctuated equilibrium more
accurately describes the way in which progress is made.

Fifth, as we have seen in the research for reverse engineering the brain, the staggering cost and sheer size of the
project will probably delay it into the middle of this century. And then making sense of all this data may take many
more decades, pushing the final reverse engineering of the brain to late in this century.

Sixth, there probably won’t be a “big bang,” when machines suddenly become conscious. As before, if we define
consciousness as including the ability to make plans for the future by running simulations of the future, then there is a
spectrum of consciousness. Machines will slowly climb up this scale, giving us plenty of time to prepare. This will



happen toward the end of this century, | believe, so there is ample time to discuss various options available to us. Also,
consciousness in machines will probably have its own peculiarities. So a form of “silicon consciousness” rather than
pure human consciousness will develop first.

But this raises another question. Although there are mechanical ways to enhance our bodies, there are also biological
ways. In fact, the whole thrust of evolution is the selection of better genes, so why not shortcut millions of years of
evolution and take control of our genetic destiny?

No onereally has the guts to say it, but if we could make better human beings by knowing how to add genes, why shouldn’t we?

—JAMES WATSON, NOBEL LAUREATE

1 don’t really think our bodies are going to have any secrets left within this century. And so, anything that we can manage to think about will probably have areality.

—DAVID BALTIMORE, NOBEL LAUREATE

Idon’t think the time is quite right, but it’s close. I’'m afraid, unfortunately, that I’m in the last generation to die.
—GERALD SUSSMAN
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The gods of mythology possessed the ultimate power: the power over life and death, the ability to heal the sick and
prolong life. Foremost in our prayers to the gods was deliverance from disease and illness.

In Greek and Roman mythology, there is the tale of Eos, the beautiful goddess of the dawn. One day, she fell deeply
in love with a handsome mortal, Tithonus. She had a perfect body and was immortal, but Tithonus would eventually
age, wither away, and perish. Determined to save her lover from this dismal fate, she beseeched Zeus, the father of the
gods, to grant Tithonus the gift of immortality so that they could spend eternity together. Taking pity on these lovers,
he granted Eos her wish.

But Eos, in her haste, forgot to ask for eternal youth for him. So Tithonus became immortal, but his body aged.
Unable to die, he became more and more decrepit and decayed, living an eternity with pain and suffering.

So that is the challenge facing the science of the twenty-first century. Scientists are now reading the book of life,
which includes the complete human genome, and which promises us miraculous advances in understanding aging. But
life extension without health and vigor can be an eternal punishment, as Tithonus tragically found out.

By the end of this century, we too shall have much of this mythical power over life and death. And this power won’t
be limited to healing the sick but will be used to enhance the human body and even create new life-forms. It won’t be
through prayers and incantations, however, but through the miracle of biotechnology.

One of the scientists who is unlocking the secrets of life is Robert Lanza, a man in a hurry. He is a new breed of
biologist, young, energetic, and full of fresh ideas—so many breakthroughs to be made and so little time. Lanza is
riding the crest of the biotech revolution. Like a kid in a candy store, he delights in delving into uncharted territory,
making breakthroughs in a wide range of hot-button topics.

A generation or two ago, the pace was much different. You might find biologists leisurely examining obscure worms
and bugs, patiently studying their detailed anatomy and agonizing over what Latin names to give them.

Not Lanza.

I met him one day at a radio studio for an interview and was immediately impressed by his youth and boundless
creativity. He was, as usual, rushing between experiments. He told me he got his start in this fast-moving field in the
most unusual way. He came from a modest working-class family south of Boston, where few went to college. But
while in high school, he heard the astonishing news about the unraveling of DNA. He was hooked. He decided on a



science project: cloning a chicken in his room. His bewildered parents did not know what he was doing, but they gave
him their blessing.

Determined to get his project off the ground, he went to Harvard to get advice. Not knowing anyone, he asked a man
he thought was a janitor for some directions. Intrigued, the janitor took him to his office. Lanza found out later that the
janitor was actually one of the senior researchers at the lab. Impressed by the sheer audacity of this brash young high
school student, he introduced Lanza to other scientists there, including many Nobel-caliber researchers, who would
change his life. Lanza compares himself to Matt Damon’s character in the movie Good Will Hunting, where a scruffy,
street-smart working-class kid astonishes the professors at MIT, dazzling them with his mathematical genius.

Today, Lanza is chief scientific officer of Advanced Cell Technology, with hundreds of papers and inventions to his
credit. In 2003, he made headlines when the San Diego Zoo asked him to clone a banteng, an endangered species of
wild ox, from the body of one that had died twenty-five years before. Lanza successfully extracted usable cells from
the carcass, processed them, and sent them to a farm in Utah. There, the fertilized cell was implanted into a female
cow. Ten months later he got news that his latest creation had just been born. On another day, he might be working on
“tissue engineering,” which may eventually create a human body shop from which we can order new organs, grown
from our own cells, to replace organs that are diseased or have worn out. Another day, he could be working on cloning
human embryo cells. He was part of the historic team that cloned the world’s first human embryo for the purpose of
generating embryonic stem cells.

THREE STAGES OF MEDICINE

Lanza is riding a tidal wave of discovery, created by unleashing the knowledge hidden within our DNA. Historically,
medicine has gone through at least three major stages. In the first, which lasted for tens of thousands of years, medicine
was dominated by superstition, witchcraft, and hearsay. With most babies dying at birth, the average life expectancy
hovered around eighteen to twenty years. Some useful medicinal herbs and chemicals were discovered during this
period, like aspirin, but for the most part there was no systematic way of finding new therapies. Unfortunately, any
remedies that actually worked were closely guarded secrets. The “doctor” earned his income by pleasing wealthy
patients and had a vested interest in keeping his potions and chants secret.

During this period, one of the founders of the Mayo Clinic kept a private diary when he made the rounds of his
patients. He candidly wrote in his diary that there were only two active ingredients in his black bag that actually
worked: a hacksaw and morphine. The hacksaw was used to cut off diseased limbs, and the morphine was used to
deaden the pain of the amputation. They worked every time. Everything else in his black bag was snake oil and a fake,
he lamented sadly.

The second stage of medicine began in the nineteenth century, with the coming of the germ theory and better
sanitation. Life expectancy in the United States in 1900 rose to forty-nine years. When tens of thousands of soldiers
were dying on the European battlefields of World War I, there was an urgent need for doctors to conduct real
experiments, with reproducible results, which were then published in medical journals. The kings of Europe, horrified
that their best and brightest were being slaughtered, demanded real results, not hocus-pocus. Doctors, instead of trying
to please wealthy patrons, now fought for legitimacy and fame by publishing papers in peer-reviewed journals. This set
the stage for advances in antibiotics and vaccines that increased life expectancy to seventy years and beyond.

The third stage of medicine is molecular medicine. We are seeing the merger of physics and medicine, reducing
medicine to atoms, molecules, and genes. This historic transformation began in the 1940s, when Austrian physicist
Erwin Schrddinger, one of the founders of the quantum theory, wrote an influential book called What Is Life? He
rejected the notion that there was some mysterious spirit, or life force, that animated living things. Instead, he
speculated that all life was based on a code of some sort, and that this was encoded on a molecule. By finding that
molecule, he conjectured, one could unravel the secret of life. Physicist Francis Crick, inspired by Schrédinger’s book,
teamed up with geneticist James Watson to prove that DNA was this fabled molecule. In 1953, in one of the most
important discoveries of all time, Watson and Crick unlocked the structure of DNA, a double helix. When unraveled, a
single strand of DNA stretches about six feet long. On it is contained a sequence of 3 billion nucleic acids, called
A, T,C,G (adenine, thymine, cytosine, and guanine), that carry the code. By reading the precise sequence of these
nucleic acids placed along the DNA molecule, one could read the book of life.



The rapid advances in molecular genetics finally led to the creation of the Human Genome Project, truly a milestone
in the history of medicine. A massive, crash program to sequence all the genes of the human body, it cost about $3
billion and involved the work of hundreds of scientists collaborating around the world. When it was finally completed
in 2003, it heralded a new era in science. Eventually, everyone will have his or her personalized genome available on a
CD-ROM. It will list all your approximately 25,000 genes; it will be your “owner’s manual.”

Nobel laureate David Baltimore summed it up when he said, “Biology is today an information science.”

NEAR TERM (PRESENT TO 2030)

GENOMIC MEDICINE

What is driving this remarkable explosion in medicine is, in part, the quantum theory and the computer revolution. The
quantum theory has given us amazingly detailed models of how the atoms are arranged in each protein and DNA
molecule. Atom for atom, we know how to build the molecules of life from scratch. And gene sequencing—which
used to be a long, tedious, and expensive process—is all automated with robots now. Originally, it cost several million
dollars to sequence all the genes in a single human body. It is so expensive and time-consuming that only a handful of
people (including the scientists who perfected this technology) have had their genomes read. But within a few more
years, this exotic technology may come to the average person.

(I vividly recall keynoting a conference in the late 1990s in Frankfurt, Germany, about the future of medicine. I
predicted that by 2020, personal genomes would be a real possibility, and that everyone might have a CD or chip with
his or her genes described on it. But one participant became quite indignant. He rose and said that this dream was
impossible. There were simply too many genes, and it would cost too much to offer personal genomes to the average
person. The Human Genome Project had cost $3 billion; the cost to sequence one person’s genes could not possibly
drop that much. Discussing the issue with him later, it gradually became clear what the problem was. He was thinking
linearly. But Moore’s law was driving down the costs, making it possible to sequence DNA using robots, computers,
and automatic machines. He failed to understand the profound impact of Moore’s law on biology. Looking back at that
incident, I now realize that if there was a mistake in that prediction, it was in overestimating the time it would take to
offer personal genomics.)

For example, Stanford engineer Stephen R. Quake has perfected the latest development in gene sequencing. He has
now driven down the cost to $50,000 and foresees the price plunging to $1,000 in the next few years. Scientists have
long speculated that when the price of human gene sequencing drops to $1,000, this could open the floodgates to mass
gene sequencing, so a large proportion of the human race may benefit from this technology. Within a few decades, the
price of sequencing all your genes may cost less than $100, no more expensive than a standard blood test.

(The key to this latest breakthrough is to take a shortcut. Quake compares a person’s DNA to DNA sequences that
have already been done of others. He breaks up the human genome into units of DNA containing 32 bits of
information. Then he has a computer program that compares these 32-bit fragments to the completed genomes of other
people. Since any two humans are almost identical in their DNA, differing on average by less than .1 percent, this
means that a computer can rapidly get a match among these 32-bit fragments.)

Quake became the eighth person in the world to have his genome fully sequenced. He had a personal interest in this
project as well, since he scanned his personal genome for evidence of heart disease. Unfortunately, his genome
indicated that he inherited one version of a gene associated with heart disease. “You have to have a strong stomach
when you look at your own genome,” he lamented.

I know that eerie feeling. | had my own genome partially scanned and placed on a CD-ROM for a BBC-TV/
Discovery special that | hosted. A doctor extracted some blood from my arm; sent it to the laboratory at Vanderbilt
University; and then, two weeks later, a CD-ROM came back in the mail, listing thousands of my genes. Holding this



disk in my hands gave me a funny feeling, knowing that it contained a partial blueprint for my body. In principle, this
disk could be used to create a reasonable copy of myself.

But it also piqued my curiosity, since the secrets of my body were contained on that CD-ROM. For example, | could
see if | had a particular gene that increased my chances of getting Alzheimer’s disease. | was concerned, since my
mother died of Alzheimer’s. (Fortunately, | do not have the gene.)

Also, four of my genes were matched with the genome of thousands of people around the world, who had also had
their genes analyzed. Then, the locations of the individuals who had a perfect match with my four genes were placed on
a map of the earth. By analyzing the dots on the map of the earth, I could see a long trail of dots, originating near Tibet
and then stretching through China and to Japan. It was amazing that this trail of dots traced the ancient migration
patterns of my mother’s ancestors, going back thousands of years. My ancestors left no written records of their ancient
migration, but the telltale map of their travels was etched into my blood and DNA. (You can also trace the ancestry of
your father. The mitochondrial genes are passed down unchanged from mother to daughter, while the Y chromosome is
passed down from father to son. Hence, by analyzing these genes, one can trace the ancestry of your mother or your
father’s line.)

| imagine in the near future, many people will have the same strange feeling | did, holding the blueprint of their
bodies in their hands and reading the intimate secrets, including dangerous diseases, lurking in the genome and the
ancient migration patterns of their ancestors.

But for scientists, this is opening an entirely new branch of science, called bioinformatics, or using computers to
rapidly scan and analyze the genome of thousands of organisms. For example, by inserting the genomes of several
hundred individuals suffering from a certain disease into a computer, one might be able to calculate the precise location
of the damaged DNA. In fact, some of the world’s most powerful computers are involved in bioinformatics, analyzing
millions of genes found in plants and animals for certain key genes.

This could even revolutionize TV detective shows like CSI. Given tiny scraps of DNA (found in hair follicles, saliva,
or bloodstains), one might be able to determine not just the person’s hair color, eye color, ethnicity, height, and medical
history, but perhaps also his face. Today, police artists can mold an approximate sculpture of a victim’s face using only
the skull. In the future, a computer might be able to reconstruct a person’s facial features given just some dandruff or
blood from that person. (The fact that identical twins have remarkably similar faces means that genetics alone, even in
the presence of environmental factors, can determine much of a person’s face.)

VISIT TO THE DOCTOR

As we mentioned in the previous chapters, your visit to the doctor’s office will be radically changed. When you talk to
the doctor in your wall screen, you will probably be talking to a software program. Your bathroom will have more
sensors than a modern hospital, silently detecting cancer cells years before a tumor forms. For example, about 50
percent of all common cancers involve a mutation in the gene p53 that can be easily detected using these sensors.

If there is evidence of cancer, then nanoparticles will be injected directly into your bloodstream, which will, like
smart bombs, deliver cancer-fighting drugs directly to the cancer cells. We will view chemotherapy today like we view
leeches of the past century. (We will discuss the details of nanotechnology, DNA chips, nanoparticles, and nanobots in
more detail in the next chapter.)

And if the “doctor” in your wall screen cannot cure a disease or injury to an organ, you will simply grow another. In
the United States alone, there are 91,000 people awaiting an organ transplant. Eighteen die every day, waiting for an
organ that never comes.



Inthe future, we will have tricorders—like these in Star Trek—that can diagnose almost any disease; portable MRI detectors and DNA chips will make this possible. (photo credit 3.1)

If your virtual doctor finds something wrong, such as a diseased organ, then he might order a new one to be grown
directly from your own cells. “Tissue engineering” is one of the hottest fields in medicine, making possible a “human
body shop.” So far, scientists can grow skin, blood, blood vessels, heart valves, cartilage, bone, noses, and ears in the
lab from your own cells. The first major organ, the bladder, was grown in 2007, the first windpipe in 2009. So far, the
only organs that have been grown are relatively simple, involving only a few types of tissues and few structures.
Within five years, the first liver and pancreas might be grown, with enormous implications for public health. Nobel
laureate Walter Gilbert told me that he foresees a time, just a few decades into the future, when practically every organ
of the body will be grown from your own cells.

Tissue engineering grows new organs by first extracting a few cells from your body. These cells are then injected
into a plastic mold that looks like a sponge shaped in the form of the organ in question. The plastic mold is made of
biodegradable polyglycolic acid. The cells are treated with certain growth factors to stimulate cell growth, causing
them to grow into the mold. Eventually, the mold disintegrates, leaving behind a perfect organ.

| had the opportunity to visit Anthony Atala’s laboratory at Wake Forest University in North Carolina and witness
this miraculous technology firsthand. As | walked through his laboratory, | saw bottles that contained living human
organs. | could see blood vessels and bladders; | saw heart valves that were constantly opening and closing because
liquids were being pumped through them. Seeing all these living human organs in bottles, | almost felt as if | were
walking through Dr. Frankenstein’s laboratory, but there were several crucial differences. Back in the nineteenth
century, doctors were ignorant of the body’s rejection mechanism, which makes it impossible to graft new organs. Plus,
doctors did not know how to stop the infections that would inevitably contaminate any organ after surgery. So Atala,
instead of creating a monster, is opening an entirely new lifesaving medical technology that may one day change the
face of medicine.

One future target for his laboratory is to grow a human liver, perhaps within five years. The liver is not that
complicated and consists of only a few types of tissue. Lab-grown livers could save thousands of lives, especially those
in desperate need of liver transplants. It could also save the lives of alcoholics suffering from cirrhosis. (Unfortunately,
it could also encourage people to keep bad habits, knowing that they can get replacement organs for their damaged
ones.)

If organs of the body, like the windpipe and the bladder, can be grown now, what is to prevent scientists from
growing every organ of the body? One basic problem is how to grow the tiny capillaries that provide blood for the



cells. Every cell in the body has to be in contact with a blood supply. In addition, there is the problem of growing
complex structures. The kidney, which purifies the blood of toxins, is composed of millions of tiny filters, so a mold
for these filters is quite difficult to create.

But the most difficult organ to grow is the human brain. Although recreating or growing a human brain seems
unlikely for decades to come, it may instead be possible to inject young cells directly into the brain, which will
incorporate them into the brain’s neural network. This injection of new brain cells, however, is random, so the patient
will have to relearn many basic functions. But because the brain is “plastic’—that is, it constantly rewires itself after it
learns a new task—it might be able to integrate these new neurons so that they fire correctly.

STEM CELLS

One step beyond this is to apply stem cell technology. So far, the human organs were grown using cells that were not
stem cells but were cells specially treated to proliferate inside molds. In the near future, it should be possible to use
stem cells directly.

Stem cells are the “mother of all cells,” and have the ability to change into any type of cell of the body. Each cell in
our body has the complete genetic code necessary to create our entire body. But as our cells mature, they specialize, so
many of the genes are inactivated. For example, although a skin cell may have the genes to turn into blood, these genes
are turned off when an embryonic cell becomes an adult skin cell.

But embryonic stem cells retain this ability to regrow any type of cell throughout their life. Although embryonic stem
cells are more highly prized by scientists, they are also more controversial, since an embryo has to be sacrificed in
order to extract these cells, raising ethical issues. (However, Lanza and his colleagues have spearheaded ways in which
to take adult stem cells, which have already turned into one type of cell, and then turn them into embryonic stem cells.)

Stem cells have the potential to cure a host of diseases, such as diabetes, heart disease, Alzheimer’s, Parkinson’s,
even cancer. In fact, it is difficult to think of a disease in which stem cells will not have a major impact. One particular
area of research is spinal cord injury, once thought to be totally incurable. In 1995, when the handsome actor
Christopher Reeve suffered a severe spinal cord injury that left him totally paralyzed, there was no cure. However, in
animal studies, great strides have been made in repairing the spinal cord with stem cells.

For example, Stephen Davies of the University of Colorado has had impressive success in treating spinal cord
injuries in rats. He says, “I conducted some experiments where we transplanted adult neurons directly into adult central
nervous systems. Real Frankenstein experiments. To our great surprise, adult neurons were able to send new nerve
fibers from one side of the brain to the other in just one week.” In treating spinal cord injury, it was widely thought that
any attempt to repair the nerves would create great pain and distress as well. Davies found that a key type of nerve cell,
called an astrocyte, occurs in two varieties, with different outcomes.

Davies says, “By using the right astrocytes to repair spinal cord injuries, we have all the gains without the pain,
while these other types of appear to provide the opposite—pain but no gain.” Moreover, the same techniques he is
pioneering with stem cells will also work on victims of strokes and Alzheimer’s and Parkinson’s diseases, he believes.

Since virtually every cell of the body can be created by altering embryonic stem cells, the possibilities are endless.
However, Doris Taylor, director of the Center for Cardiovascular Repair at the University of Minnesota, cautions that
much work has yet to be done. “Embryonic stem cells represent the good, the bad, and the ugly. When they are good,
they can be grown to large numbers in the lab and used to give rise to tissues, organs, or body parts. When they are
bad, they don’t know when to stop growing and give rise to tumors. The ugly—well, we don’t understand all the cues,
S0 we can’t control the outcome, and we aren’t ready to use them without more research in the lab,” she notes.

This is one of the main problems facing stem cell research: the fact that these stem cells, without chemical cues from
the environment, might continue to proliferate wildly until they become cancerous. Scientists now realize that the
subtle chemical messages that travel between cells, telling them when and where to grow and stop growing, are just as
important as the cell itself.

Nonetheless, slow but real progress is being made, especially in animal studies. Taylor made headlines in 2008
when her team, for the first time in history, grew a beating mouse heart almost from scratch. Her team started with a
mouse heart and dissolved the cells within that heart, leaving only the scaffolding, a heart-shaped matrix of proteins.



Then they planted a mixture of heart stem cells into that matrix, and watched as the stem cells began to proliferate
inside the scaffolding. Previously, scientists were able to grow individual heart cells in a petri dish. But this was the
first time that an actual beating heart was grown in the laboratory.

Growing the heart was also an exciting personal event for her. She said, “It’s gorgeous. You can see the whole
vascular tree, from arteries to the tiny veins that supply blood to every single heart cell.”

There is also one part of the U.S. government that is keenly interested in making breakthroughs in the area of tissue
engineering: the U.S. Army. In past wars, the death rate on the battlefield was appalling, with entire regiments and
battalions decimated and many dying of wounds. Now rapid-response medical evacuation teams fly the wounded from
Irag and Afghanistan to Europe or the United States, where they receive top-notch medical care. The survival rate for
Gls has skyrocketed. And so has the number of soldiers who have lost arms and limbs. As a consequence, the U.S.
Army has made it a priority to find a way to grow back limbs.

One breakthrough made by the Armed Forces Institute of Regenerative Medicine has been to use a radically new
method of growing organs. Scientists have long known that salamanders have remarkable powers of regeneration,
regrowing entire limbs after they are lost. These limbs grow back because salamander stem cells are stimulated to
make new limbs. One theory that has borne fruit is being explored by Stephen Badylak of the University of Pittsburgh,
who has successfully regrown fingertips. His team has created a “pixie dust” with the miraculous power of regrowing
tissue. This dust is created not from cells but from the extracellular matrix that exists between cells. This matrix is
important because it contains the signals that tell the stem cells to grow in a particular fashion. When this pixie dust is
applied to a fingertip that has been cut off, it will stimulate not just the fingertip but also the nail, leaving an almost
perfect copy of the original finger. Up to one-third of an inch of tissue and nail has been grown in this fashion. The next
goal is to extend this process to see if an entire human limb can be regrown, just like the salamanders’.

CLONING

If we can grow various organs of the human body, then can we regrow an entire human being, creating an exact
genetic copy, a clone? The answer is yes, in principle, but it has not been done, despite numerous reports to the
contrary.

Clones are a favorite theme in Hollywood movies, but they usually get the science backward. In the movie The 6th
Day, Arnold Schwarzenegger’s character battles the bad guys who have mastered the art of cloning human beings.
More important, they have mastered the art of copying a person’s entire memory and then inserting it into the clone.
When Schwarzenegger manages to eliminate one bad guy, a new one rises up with the same personality and memory.
Things get messy when he finds out that a clone was made of him without his knowledge. (In reality, when an animal
is cloned, the memories are not.)

The concept of cloning hit the world headlines in 1997, when lan Wilmut of the Roslin Institute of the University of
Edinburgh was able to clone Dolly the sheep. By taking a cell from an adult sheep, extracting the DNA within its
nucleus, and then inserting this nucleus into an egg cell, Wilmut was able to accomplish the feat of bringing back a
genetic copy of the original. I once asked him if he’d had any idea of the media firestorm that would be ignited by his
historic discovery. He said no. He clearly understood the medical importance of his work but underestimated the
public’s fascination with his discovery.

Soon, groups around the world began to duplicate this feat, cloning a wide variety of animals, including mice, goats,
cats, pigs, dogs, horses, and cattle. I once went with a BBC camera crew and visited Ron Marquess just outside Dallas,
Texas, who has one of the largest cloned-cattle farms in the country. At the ranch, | was amazed to see first-, second-,
and even third-generation cloned cattle—clones of clones of clones. Marquess told me that they would have to invent a
new vocabulary to keep track of the various generations of cloned cattle.

One group of cattle caught my eye. There were about eight identical twins, all lined up. They walked, ran, ate, and
slept precisely in a row. Although the calves had no conception they were clones of one another, they instinctively
banded together and mimicked one another’s motions.

Marquess told me that cloning cattle was potentially a lucrative business. If you have a bull with superior physical
characteristics, then it could fetch a handsome price if it was used for breeding. But if the bull died, then its genetic



line would be lost with it unless its sperm had been collected and refrigerated. With cloning, one could keep the genetic
line of prized bulls alive forever.

Although cloning has commercial applications for animals and animal husbandry, the implications for humans are
less clear. Although there have been a number of sensational claims that human cloning has been achieved, all of them
are probably bogus. So far, no one has successfully cloned a primate, let alone a human. Even cloning animals has
proven to be difficult, given that hundreds of defective embryos are created for every one that reaches full term.

And even if human cloning becomes possible, there are social obstacles. First of all, many religions will oppose
human cloning, similar to the way the Catholic Church opposed test tube babies back in 1978, when Louise Brown
became the first baby in history to be conceived in a test tube. This means that laws will probably be passed banning
the technology, or at least tightly regulating it. Second, the commercial demand for human cloning will be small. At
most, probably only a fraction of the human race will be clones, even if it is legal. After all, we already have clones, in
the form of identical twins (and triplets), so the novelty of human cloning will gradually wear off.

Originally, the demand for test tube babies was enormous, given the legions of infertile couples. But who will clone
a human? Perhaps parents mourning the death of a child. Or, more likely, a wealthy, elderly man on his deathbed who
has no heirs—or no heirs he particularly cares for—and wants to will all his money to himself as a child, in order to
start all over again.

So in the future, although there might be laws passed preventing it, human clones will probably exist. However, they
will represent only a tiny fraction of the human race and the social consequences will be quite small.

GENE THERAPY

Francis Collins, the current director of the National Institutes of Health and the man who led the government’s historic
Human Genome Project, told me that “all of us have about a half-dozen genes which are pretty screwed up.” In the
ancient past, we simply had to suffer from these often lethal genetic defects. In the future, he told me, we will cure
many of them via gene therapy.

Genetic diseases have haunted humanity since the dawn of history, and at key moments may actually have
influenced the course of history. For example, because of inbreeding among the royal families of Europe, genetic
diseases have plagued generations of nobility. George Ill of England, for example, most likely suffered from acute
intermittent porphyria, which causes temporary bouts of insanity. Some historians have speculated that this aggravated
his relationship with the colonies, prompting them to declare their independence from England in 1776.

Queen Victoria was a carrier of the hemophilia gene, which causes uncontrolled bleeding. Because she had nine
children, many of whom married into other royal houses of Europe, this spread the “royal disease” across the
Continent. In Russia, Queen Victoria’s great-grandson Alexis, the son of Nicholas Il, suffered from hemophilia, which
could seemingly be temporarily controlled by the mystic Rasputin. This “mad monk” gained enough power to paralyze
the Russian nobility, delay badly needed reforms, and, as some historians have speculated, help bring about the
Bolshevik Revolution of 1917.

But in the future, gene therapy may be able to cure many of the 5,000 known genetic diseases, such as cystic fibrosis
(which afflicts northern Europeans), Tay-Sachs disease (which affects Eastern European Jews), and sickle cell anemia
(which afflicts African Americans). In the near future, it should be possible to cure many genetic diseases that are
caused by the mutation of a single gene.

Gene therapy comes in two types: somatic and germ line.

Somatic gene therapy involves fixing the broken genes of a single individual. The therapeutic value disappears when
the individual dies. More controversial is germ-line gene therapy, in which one fixes the genes of the sex cells, so that
the repaired gene can be passed on to the next generation, almost forever.

Curing genetic disease follows a long but well-established route. First, one must find victims of a certain genetic
disease and then painstakingly trace their family trees, going back many generations. By analyzing the genes of these
individuals, one then tries to determine the precise location of the gene that may be damaged.

Then one takes a healthy version of that gene, inserts it into a “vector” (usually a harmless virus), and then injects it
into the patient. The virus quickly inserts the “good gene” into the cells of the patient, potentially curing the patient of
this disease. By 2001, there were more than 500 gene therapy trials under way or under review throughout the world.



However, progress has been slow and the results mixed. One problem is that the body often confuses this harmless
virus, containing the “good gene,” with a dangerous virus and begins to attack it. This causes side effects that can
negate the effect of the good gene. Another problem is that not enough of the virus inserts the good gene into its target
cells correctly, so that the body cannot produce enough of the proper protein.

Despite these complications, scientists in France announced in 2000 that they were able to cure children with severe
combined immunodeficiency (SCID), who were born without a functioning immune system. Some SCID patients, like
“David the bubble boy,” must live inside sterile plastic bubbles for the rest of their lives. Without an immune system,
any illness could prove fatal. Genetic analyses of these patients show that their immune cells did indeed incorporate the
new gene, as planned, hence activating their immune systems.

But there have been setbacks. In 1999, at the University of Pennsylvania, one patient died in a gene therapy trial,
causing soul-searching within the medical community. It was the first death among the 1,100 patients undergoing this
type of gene therapy. And by 2007, four of the ten patients who had been cured of one particular form of SCID
developed a severe side effect, leukemia. Research in gene therapy for SCID is now focused on curing the disease
without accidentally triggering a gene that can cause cancer. To date, seventeen patients who suffered from a different
variety of SCID are free of both SCID and cancer, making it one of the few successes in this field.

One target for gene therapy is actually cancer. Almost 50 percent of all common cancers are linked to a damaged
gene, p53. The p53 gene is long and complex; this makes it more probable that it will be damaged by environmental
and chemical factors. So many gene therapy experiments are being conducted to insert a healthy p53 gene into patients.
For example, cigarette smoke often causes characteristic mutations in three well-known sites within the p53 gene. Thus
gene therapy, by replacing the damaged p53 gene, may one day be able to cure certain forms of lung cancer.

Progress has been slow but steady. In 2006, scientists at the National Institutes of Health in Maryland were able to
successfully treat metastatic melanoma, a form of skin cancer, by altering killer T cells so that they specifically
targeted cancer cells. This is the first study to show that gene therapy can be successfully used against some form of
cancer. And in 2007, doctors at the University College and Moorfields Eye Hospital in London were able to use gene
therapy to treat a certain form of inherited retinal disease (caused by mutations in the RPEG5 gene).

Meanwhile, some couples are not waiting for gene therapy but are taking their genetic heritage into their own hands.
A couple can create several fertilized embryos using in vitro fertilization. Each embryo can be tested for a specific
genetic disease, and the couple can select the embryo free of the genetic disease to implant in the mother. In this way,
genetic diseases can gradually be eliminated without using expensive gene therapy techniques. This process is
currently being done with some Orthodox Jews in Brooklyn who have a high risk of Tay-Sachs disease.

One disease, however, will probably remain deadly throughout this century—cancer.

COEXISTING WITH CANCER

Back in 1971, President Richard Nixon, amid great fanfare and publicity, solemnly announced a war on cancer. By
throwing money at cancer, he believed a cure would soon be at hand. But forty years (and $200 billion) later, cancer is
the second-leading cause of death in the United States, responsible for 25 percent of all deaths. The death rate from
cancer has dropped only 5 percent from 1950 to 2005 (adjusting for age and other factors). It is estimated that cancer
will claim the lives of 562,000 Americans this year alone, or more than 1,000 people per day. Cancer rates have fallen
for a few types of the disease but have remained stubbornly flat in others. And the treatment for cancer, involving
poisoning, slicing, and zapping human tissue, leaves a trail of tears for the patients, who often wonder which is worse,
the disease or the treatment.

In hindsight, we can see what went wrong. Back in 1971, before the revolution in genetic engineering, the causes of
cancer were a total mystery.

Now scientists realize that cancer is basically a disease of our genes. Whether caused by a virus, chemical exposure,
radiation, or chance, cancer fundamentally involves mutations in four or more of our genes, in which a normal cell
“forgets how to die.” The cell loses control over its reproduction and reproduces without limit, eventually killing the
patient. The fact that it takes a sequence of four or more defective genes to cause cancer probably explains why it often
Kills decades after an original incident. For example, you might have a severe sunburn as a child. Many decades later,



you might develop skin cancer at that same site. This means it probably took that long for the other mutations to occur
and finally tip the cell into a cancerous mode.

There are at least two major types of these cancer genes, oncogenes and tumor suppressors, which function like the
accelerator and brakes of a car. The oncogene acts like an accelerator stuck in the down position, so the car careens out
of control, allowing the cell to reproduce without limit. The tumor suppressor normally acts like a brake, so when it is
damaged, the cell is like a car that can’t stop.

The Cancer Genome Project plans to sequence the genes of most cancers. Since each cancer requires sequencing the
human genome, the Cancer Genome Project is hundreds of times more ambitious than the original Human Genome
Project.

Some of the first results of this long-awaited Cancer Genome Project were announced in 2009 concerning skin and
lung cancer. The results were startling. Mike Stratton of the Wellcome Trust Sanger Institute said, “What we are
seeing today is going to transform the way that we see cancer. We have never seen cancer revealed in this form
before.”

Cells from a lung cancer cell had an astounding 23,000 individual mutations, while the melanoma cancer cell had
33,000 mutations. This means that a typical smoker develops one mutation for every fifteen cigarettes he or she
smokes. (Lung cancer kills 1 million people every year around the world, mostly from smoking.)

The goal is to genetically analyze all types of cancers, of which there are more than 100. There are many tissues in
the body, all of which can become cancerous; many types of cancers for each tissue; and tens of thousands of mutations
within each type of cancer. Since each cancer involves tens of thousands of mutations, it will take many decades to
isolate precisely which of these mutations causes the cell mechanism to go haywire. Scientists will develop cures for a
wide variety of cancers but no one cure for all of them, since cancer itself is like a collection of diseases.

New treatments and therapies will also continually enter the market, all of them designed to hit cancer at its
molecular and genetic roots. Some of the promising ones include:

* antiangiogenesis, or choking off the blood supply of a tumor so that it never grows

* nanoparticles, which are like “smart bombs™ directed at cancer cells

* gene therapy, especially for gene p53

* new drugs that target just the cancer cells

* new vaccinations against viruses that can cause cancer, like the human papillomavirus (HPV), which can
cause cervical cancer

Unfortunately, it is unlikely that we will find a magic bullet for cancer. Rather, we will cure cancer one step at a
time. More than likely, the major reduction in death rates will come when we have DNA chips scattered throughout
our environment, constantly monitoring us for cancer cells years before a tumor forms.

As Nobel laureate David Baltimore notes, “Cancer is an army of cells that fights our therapies in ways that I’m sure
will keep us continually in the battle.”



MIDCENTURY (2030 TO 2070)

GENE THERAPY

Despite the setbacks in gene therapy, researchers believe steady gains will be made into the coming decades. By
midcentury, many think, gene therapy will be a standard method of treating a variety of genetic diseases. Much of the
success that scientists have had in animal studies will eventually be translated into human studies.

So far, gene therapy has targeted diseases caused by mutations in a single gene. They will be the first to be cured.
But many diseases are caused by mutations in multiple genes, along with triggers from the environment. These are
much more difficult to treat, but they include such important diseases as diabetes, schizophrenia, Alzheimer’s,
Parkinson’s, and heart disease. All of them show definite genetic patterns, but no single gene is responsible. For
example, it is possible to have a schizophrenic whose identical twin is normal.

Over the years, there have been a number of announcements that scientists have been able to isolate some of the
genes involved in schizophrenia by following the genetic history of certain families. However, it is embarrassing that
these results are often not verifiable by other independent studies. So these results are flawed, or perhaps many genes
are involved in schizophrenia. Plus, certain environmental factors seem to be involved.

By midcentury, gene therapy should become a well-established therapy, at least for diseases caused by single genes.
But patients might not be content with just fixing genes. They may also want to improve them.

DESIGNER CHILDREN

By midcentury, scientists will go beyond just fixing broken genes to actually enhancing and improving them.

The desire to have superhuman ability is an ancient one, rooted deeply in Greek and Roman mythology and our
dreams. The great hero Hercules, one of the most popular of all the Greek and Roman demigods, got his great powers
not from exercise and diet but by an injection of divine genes. His mother was a beautiful mortal, Alcmene, who one
day caught the attention of Zeus, who disguised himself as her husband to make love to her. When she became
pregnant with his child, Zeus announced that the baby would one day become a great warrior. But Zeus’s wife, Hera,
became jealous and secretly schemed to kill the baby by delaying his birth. Alcmene almost died in agony during a
prolonged labor, but Hera’s plot was exposed at the last minute and Alcmene delivered an unusually large baby. Half
man and half god, Hercules inherited the godlike strength of his father to accomplish heroic, legendary feats.

In the future, we might not be able to create divine genes, but we certainly will be able to create genes that will give
us superhuman abilities. And like Hercules’ difficult delivery, there will be many difficulties bringing this technology
to fruition.

By midcentury, “designer children” could become a reality. As Harvard biologist E. O. Wilson has said, “Homo
sapiens, the first truly free species, is about to decommission natural selection, the force that made us .... Soon we
must look deep within ourselves and decide what we wish to become.”

Already, scientists are teasing apart the genes that control basic functions. For example, the “smart mouse” gene,
which increases the memory and performance of mice, was isolated in 1999. Mice that have the smart gene are better
able to navigate mazes and remember things.

Scientists at Princeton University such as Joseph Tsien have created a strain of genetically altered mice with an extra
gene called NR2B that helps to trigger the production of the neurotransmitter N-methyl-D-aspartate (NMDA) in the
forebrain of mice. The creators of the smart mice have christened them Doogie mice (after the TV character Doogie
Howser, MD).

These smart mice outperformed normal mice on a variety of tests. If a mouse is placed in a vat of milky water, it
must find a platform hidden just beneath the surface where it can rest. Normal mice forget where this platform is and



swim randomly around the vat, while smart mice make a beeline to it on the first try. If the mice are shown two
objects, one an old one and one a new one, the normal mice do not pay attention to the new object. But the smart mice
immediately recognize the presence of this new object.

What is most important is that scientists understand how these smart mice genes work: they regulate the synapses of
the brain. If you think of the brain as a vast collection of freeways, then the synapse would be equivalent to a toll
booth. If the toll is too high, then cars cannot pass through the gate: a message is stopped within the brain. But if the
toll is low, then cars can pass and the message is transmitted through the brain. Neurotransmitters like NMDA lower
the toll at the synapse, making it possible for messages to pass freely. The smart mice have two copies of the NR2B
gene, which in turn helps to produce the NMDA neurotransmitter.

These smart mice verify Hebb’s rule: learning takes place when certain neural pathways are reinforced. Specifically,
these pathways could be reinforced by regulating the synapses that connect two nerve fibers, making it easier for
signals to cross a synapse.

This result may help to explain certain peculiarities about learning. It’s been known that aging animals have a
reduced ability to learn. Scientists see this throughout the animal kingdom. This might be explained because the NR2B
gene becomes less active with age.

Also, as we saw earlier with Hebb’s rule, memories might be created when neurons form a strong connection. This
might be true, since activating the NMDA receptor creates a strong connection.

MIGHTY MOUSE GENE

In addition, the “mighty mouse gene” has been isolated, which increases the muscle mass so that the mouse appears to
be musclebound. It was first found in mice with unusually large muscles. Scientists now realize that the key lies in the
myostatin gene, which helps to keep muscle growth in check. But in 1997, scientists found that when the myostatin
gene is silenced in mice, muscle growth expands enormously.

Another breakthrough was made soon afterward in Germany, when scientists examined a newborn boy who had
unusual muscles in his upper legs and arms. Ultrasound analysis showed that this boy’s muscles were twice as large as
normal. By sequencing the genes of this baby and of his mother (who was a professional sprinter), they found a similar
genetic pattern. In fact, an analysis of the boy’s blood showed no myostatin whatsoever.

Scientists at the Johns Hopkins Medical School were at first eager to make contact with patients suffering from
degenerative muscle disorders who might benefit from this result, but they were disappointed to find that half the
telephone calls to their office came from bodybuilders who wanted the gene to bulk themselves up, regardless of the
consequences. Perhaps these bodybuilders were recalling the phenomenal success of Arnold Schwarzenegger, who has
admitted to using steroids to jump-start his meteoric career. Because of the intense interest in the myostatin gene and
ways to suppress it, even the Olympic Committee was forced to set up a special commission to look into it. Unlike
steroids, which are relatively easy to detect via chemical tests, this new method, because it involves genes and the
proteins they create, is much more difficult to detect.

Studies done on identical twins who have been separated at birth show that there is a wide variety of behavioral
traits influenced by genetics. In fact, these studies show that roughly 50 percent of a twin’s behavior is influenced by
genes, the other 50 percent by environment. These traits include memory, verbal reasoning, spatial reasoning,
processing speed, extroversion, and thrill seeking.

Even behaviors once thought to be complex are now revealing their genetic roots. For example, prairie voles are
monogamous. Laboratory mice are promiscuous. Larry Young at Emory University shocked the world of
biotechnology by showing that the transfer of one gene from prairie voles could create mice that exhibited
monogamous characteristics. Each animal has a different version of a certain receptor for a brain peptide associated
with social behavior and mating. Young inserted the vole gene for this receptor into the mice and found that the mice
then exhibited behaviors more like the monogamous voles.

Young said, “Although many genes are likely to be involved in the evolution of complex social behaviors such as
monogamy ... changes in the expression of a single gene can have an impact on the expression of components of these
behaviors, such as affiliation.”



Depression and happiness may also have genetic roots. It has long been known that there are people who are happy
even though they may have suffered tragic accidents. They always see the brighter side of things, even in the face of
setbacks that may devastate another individual. These people also tend to be healthier than normal. Harvard
psychologist Daniel Gilbert told me that there is a theory that might explain this. Perhaps we are born with a
“happiness set point.” Day by day we may oscillate around this set point, but its level is fixed at birth. In the future, via
drugs or gene therapy, one may be able to shift this set point, especially for those who are chronically depressed.

SIDEEFFECTS OF THE BIOTECH REVOLUTION

By midcentury, scientists will be able to isolate and alter many of the single genes that control a variety of human
characteristics. But this does not mean humanity will immediately benefit from them. There is also the long, hard work
of ironing out side effects and unwanted consequences, which will take decades.

For example, Achilles was invincible in combat, leading the victorious Greeks in their epic battle with the Trojans.
However, his power had a fatal flaw. When he was a baby, his mother dipped him into the magic river Styx in order to
make him invincible. Unfortunately, she had to hold him by the heel when she placed him into the river, leaving that
one crucial point of vulnerability. Later, he would die during the Trojan War after being hit in the heel by an arrow.

Today, scientists are wondering if the new strains of creatures emerging from their laboratories also have a hidden
Achilles’ heel. For example, today there are about thirty-three different “smart mouse” strains that have enhanced
memory and performance. However, there is an unexpected side effect of having enhanced memory; smart mice are
sometimes paralyzed by fear. If they are exposed to an extremely mild electric shock, for example, they will shiver in
terror. “It’s as if they remember too much,” says Alcino Silva of UCLA, who developed his own strain of smart mice.
Scientists now realize that forgetting may be as important as remembering in making sense of this world and
organizing our knowledge. Perhaps we have to throw out a lot of files in order to organize our knowledge.

This is reminiscent of a case from the 1920s, documented by Russian neurologist A. R. Luria, of a man who had a
photographic memory. After just a single reading of Dante’s Divine Comedy, he had memorized every word. This was
helpful in his work as a newspaper reporter, but he was incapable of understanding figures of speech. Luria observed,
“The obstacles to his understanding were overwhelming: each expression gave rise to an image; this, in turn, would
conflict with another image that had been evoked.”

In fact, scientists believe that there has to be a balance between forgetting and remembering. If you forget too much,
you may be able to forget the pain of previous mistakes, but you also forget key facts and skills. If you remember too
much, you may be able to remember important details, but you might be paralyzed by the memory of every hurt and
setback. Only a trade-off between these two may yield optimal understanding.

Bodybuilders are already flocking to different drugs and therapies that promise them fame and glory. The hormone
erythropoietin (EPO) works by making more oxygen-containing red blood cells, which means increased endurance.
Because EPO thickens the blood, it also has been linked to strokes and heart attacks. Insulin-like growth factors (IGF)
are useful because they help proteins to bulk up muscles, but they have been linked to tumor growth.

Even if laws are passed banning genetic enhancements, they will be difficult to stop. For example, parents are
genetically hardwired by evolution to want to give every advantage to their children. On the one hand, this might mean
giving them violin, ballet, and sports lessons. But on the other hand, this might mean giving them genetic
enhancements to improve their memory, attention span, athletic ability, and perhaps even their looks. If parents find out
that their child is competing with a neighbor’s child who is rumored to have been genetically enhanced, there will be
enormous pressure to give the same benefit to their child.

As Gregory Benford has said, “We all know that good-looking people do well. What parents could resist the
argument that they were giving the child a powerful leg up (maybe literally) in a brave new competitive world?”

By midcentury, genetic enhancements may become commonplace. In fact, genetic enhancements may even be
indispensable if we are to explore the solar system and live on inhospitable planets.



Some say that we should use designer genes to make us healthier and happier. Others say that we should allow for
cosmetic enhancements. The big question will be how far this will go. In any event, it may become increasingly
difficult to control the spread of “designer genes” that enhance looks and performance. We don’t want the human race
to split into different genetic factions, the enhanced and the unenhanced, but society will have to democratically decide
how far to push this technology.

Personally, | believe that laws will be passed to regulate this powerful technology, possibly to allow gene therapy
when it cures disease and allows us to lead productive lives, but to restrict gene therapy for purely cosmetic reasons.
This means that a black market might eventually develop to skirt these laws, so we might have to adjust to a society in
which a small fraction of the population is genetically enhanced.

For the most part, this might not be a disaster. Already, one can use plastic surgery to improve appearance, so using
genetic engineering to do this may be unnecessary. But the danger may arise when one tries to genetically change one’s
personality. There are probably many genes that influence behavior, and they interact in complex ways, so tampering
with behavioral genes may create unintended side effects. It may take decades to sort through all these side effects.

But what about the greatest gene enhancement of all, extending the human life span?

FAR FUTURE (2070 TO 2100)

REVERSING AGING

Throughout history, kings and warlords had the power to command entire empires, but there was one thing that was
forever beyond their control: aging. Hence, the search for immortality has been one of the oldest quests in human
history.

In the Bible, God banishes Adam and Even from the Garden of Eden for disobeying his orders concerning the apple
of knowledge. God’s fear was that Adam and Eve might use this knowledge to unlock the secret of immortality and
become gods themselves. In Genesis 3:22, the Bible reads, “Behold, the man is become as one of us, to know good and
evil: and now, lest he put forth his hand, and take also of the tree of life, and eat, and live for ever.”

Besides the Bible, one of the oldest and greatest tales in human civilization, dating back to the twenty-seventh
century BC, is The Epic of Gilgamesh, about the great warrior of Mesopotamia. When his lifelong, loyal companion
suddenly died, Gilgamesh decided to embark upon a journey to find the secret of immortality. He heard rumors that a
wise man and his wife had been granted the gift of immortality by the gods, and were, in fact, the only ones in their
land to have survived the Great Flood. After an epic quest, Gilgamesh finally found the secret of immortality, only to
see a serpent snatch it away at the last minute.

Because The Epic of Gilgamesh is one of the oldest pieces of literature, historians believe that this search for
immortality was the inspiration for the Greek writer Homer to write the Odyssey, and also for Noah’s flood mentioned
in the Bible.

Many early kings—Ilike Emperor Qin, who unified China around 200 BC—sent huge fleets of ships to find the
Fountain of Youth, but all failed. (According to mythology, Emperor Qin gave instructions to his fleet not to come back
if they failed to find the Fountain of Youth. Unable to find the fountain, but too afraid to return, they founded Japan
instead.)

For decades, most scientists believed that life span was fixed and immutable, beyond the reach of science. Within the
last few years, this view has crumbled under the onslaught of a stunning series of experimental results that have
revolutionized the field. Gerontology, once a sleepy, backwater area of science, has now become one of the hottest
fields, attracting hundreds of millions of dollars in research funds and even raising the possibility of commercial
development.

The secrets of the aging process are now being unraveled, and genetics will play a vital role in this process. Looking
at the animal kingdom, we see a vast variety of life spans. For example, our DNA differs from that of our nearest
genetic relative, the chimpanzee, by only 1.5 percent, yet we live 50 percent longer. By analyzing the handful of genes



separating us from the chimpanzees, we may be able to determine why we live so much longer than our genetic
relative.

This, in turn, has given us a “unified theory of aging” that brings the various strands of research into a single,
coherent tapestry. Scientists now know what aging is. It is the accumulation of errors at the genetic and cellular level.
These errors can build up in various ways. For example, metabolism creates free radicals and oxidation, which damage
the delicate molecular machinery of our cells, causing them to age; errors can build up in the form of “junk” molecular
debris accumulating inside and outside the cells.

The buildup of these genetic errors is a by-product of the second law of thermodynamics: total entropy (that is,
chaos) always increases. This is why rusting, rotting, decaying, etc., are universal features of life. The second law is
inescapable. Everything, from the flowers in the field to our bodies and even the universe itself, is doomed to wither
and die.

But there is a small but important loophole in the second law that states total entropy always increases. This means
that you can actually reduce entropy in one place and reverse aging, as long as you increase entropy somewhere else.
So it’s possible to get younger, at the expense of wreaking havoc elsewhere. (This was alluded to in Oscar Wilde’s
famous novel The Picture of Dorian Gray. Mr. Gray was mysteriously eternally young. But his secret was the painting
of himself that aged horribly. So the total amount of aging still increased.) The principle of entropy can also be seen by
looking behind a refrigerator. Inside the refrigerator, entropy decreases as the temperature drops. But to lower the
entropy, you have to have a motor, which increases the heat generated behind the refrigerator, increasing the entropy
outside the machine. That is why refrigerators are always hot in the back.

As Nobel laureate Richard Feynman once said, “There is nothing in biology yet found that indicates the inevitability
of death. This suggests to me that it is not at all inevitable and that it is only a matter of time before biologists discover
what it is that is causing us the trouble and that this terrible universal disease or temporariness of the human’s body will
be cured.”

The second law can also be seen by the action of the female sex hormone estrogen, which keeps women young and
vibrant until they hit menopause, when aging accelerates and the death rate increases. Estrogen is like putting high-
octane fuel into a sports car. The car performs beautifully but at the price of causing more wear and tear on the engine.
For women, this cellular wear and tear might be manifested in breast cancer. In fact, injections of estrogen are known to
accelerate the growth of breast cancer. So the price women pay for youth and vigor before menopause is possibly an
increase in total entropy, in this case, breast cancer. (There have been scores of theories proposed to explain the recent
rise in breast cancer rates, which are still quite controversial. One theory says that this is in part related to the total
number of menstrual cycles a woman has. Throughout ancient history, after puberty women were more or less
constantly pregnant until they hit menopause, and then they died soon afterward. This meant they had few menstrual
cycles, low levels of estrogen, and hence, possibly, a relatively low level of breast cancer. Today, young girls reach
puberty earlier, have many menstrual cycles, bear an average of only 1.5 children, live past menopause, and hence have
considerably more exposure to estrogen, leading to a possible rise in the occurrence of breast cancer.)

Recently, a series of tantalizing clues has been discovered about genes and aging. First, researchers have shown that
it is possible to breed generations of animals that live longer than normal. In particular, yeast cells, nematode worms,
and fruit flies can be bred in the laboratory to live longer than normal. The scientific world was stunned when Michael
Rose of the University of California at Irvine announced that he was able to increase the life span of fruit flies by 70
percent by selective breeding. His “superflies,” or Methuselah flies, were found to have higher quantities of the
antioxidant superoxide dismutase (SOD), which can slow down the damage caused by free radicals. In 1991, Thomas
Johnson of the University of Colorado at Boulder isolated a gene, which he dubbed age-1, that seems to be responsible
for aging in nematodes and increases their life spans by 110 percent. “If something like age-1 exists in humans, we
might really be able to do something spectacular,” he noted.

Scientists have now isolated a number of genes (age-1, age-2, daf-2) that control and regulate the aging process in
lower organisms, but these genes have counterparts in humans as well. In fact, one scientist remarked that changing the
life span of yeast cells was almost like flicking on a light switch. When one activated a certain gene, the cells lived
longer. When you deactivated it, they lived shorter lives.

Breeding yeast cells to live longer is simple compared to the onerous task of breeding humans, who live so long that
testing is almost impossible. But isolating the genes responsible for aging could accelerate in the future, especially
when all of us have our genomes on a CD-ROM. By then, scientists will have a tremendous database of billions of
genes that can be analyzed by computers. Scientists will be able to scan millions of genomes of two groups of people,



the young and the old. By comparing the two sets, one can then identify where aging takes place at the genetic level. A
preliminary scan of these genes has already isolated about sixty genes on which aging seems to be concentrated.

For example, scientists know that longevity tends to run somewhat in families. People who live long tend to have
parents who also lived long. The effect is not dramatic, but it can be measured. Scientists who analyze identical twins
who were separated at birth can also see this at the genetic level. But our life expectancy is not 100 percent determined
by our genes. Scientists who have studied this believe that our life expectancy is only 35 percent determined by our
genes. So in the future, when everyone has their own $100 personal genome, one may be able to scan the genomes of
millions of people by computer to isolate the genes that partially control our life span.

Furthermore, these computer studies may be able to locate precisely where aging primarily takes place. In a car, we
know that aging takes place mainly in the engine, where gasoline is oxidized and burned. Likewise, genetic analysis
shows that aging is concentrated in the “engine” of the cell, the mitochondria, or the cell’s power plant. This has
allowed scientists to narrow the search for “age genes” and look for ways to accelerate the gene repair inside the
mitochondria to reverse the effects of aging.

By 2050, it might be possible to slow down the aging process via a variety of therapies, for example, stem cells, the
human body shop, and gene therapy to fix aging genes. We could live to be 150 or older. By 2100, it might be possible
to reverse the effects of aging by accelerating cell repair mechanisms to live well beyond that.

CALORIC RESTRICTION

This theory may also explain the strange fact that caloric restriction (that is, lowering the calories we eat by 30 percent
or more) increases the life span by 30 percent. Every organism studied so far—from yeast cells, spiders, and insects to
rabbits, dogs, and now monkeys—exhibits this strange phenomenon. Animals given this restricted diet have fewer
tumors, less heart disease, a lower incidence of diabetes, and fewer diseases related to aging. In fact, caloric restriction
is the only known mechanism guaranteed to increase the life span that has been tested repeatedly, over almost the
entire animal kingdom, and it works every time. Until recently, the only major species that still eluded researchers of
caloric restriction were the primates, of which humans are a member, because they live so long.

Scientists were especially anxious to see the results of caloric restriction on rhesus monkeys. Finally, in 2009, the
long-awaited results came in. The University of Wisconsin study showed that, after twenty years of caloric restriction,
monkeys on the restricted diet suffered less disease across the board: less diabetes, cancer, heart disease. In general,
these monkeys were in better health than their cousins who were fed a normal diet.

There is a theory that might explain this: Nature gives animals two “choices” concerning how they use their energy.
During times of plenty, energy is used to reproduce. During times of famine, the body shuts down reproduction,
conserves energy, and tries to ride out the famine. In the animal kingdom, the state of near starvation is a common one,
and hence animals frequently make the “choice” of shutting down reproduction, slowing metabolism, living longer,
and hoping for better days in the future.

The Holy Grail of aging research is to somehow preserve the benefits of caloric restriction without the downside
(starving yourself). The natural tendency of humans apparently is to gain weight, not lose it. In fact, living on a
calorically restricted diet is no fun; you are fed a diet that would make a hermit gag. Also, animals fed a particularly
severe, restricted diet become lethargic, sluggish, and lose all interest in sex. What motivates scientists is the search for
a gene that controls this mechanism, whereby we can reap the benefits of caloric restriction without the downside.

An important clue to this was found in 1991 by MIT researcher Leonard P. Guarente and others, who were looking
for a gene that might lengthen the life span of yeast cells. Guarente, David Sinclair of Harvard, and coworkers
discovered the gene SIR2, which is involved in bringing on the effects of caloric restriction. This gene is responsible
for detecting the energy reserves of a cell. When the energy reserves are low, as during a famine, the gene is activated.
This is precisely what you might expect in a gene that controls the effects of caloric restriction. They also found that
the SIR2 gene has a counterpart in mice and in people, called the SIRT genes, which produce proteins called sirtuins.
They then looked for chemicals that activate the sirtuins, and found the chemical resveratrol.

This was intriguing, because scientists also believe that resveratrol may be responsible for the benefits of red wine
and may explain the “French paradox.” French cooking is famous for its rich sauces, which are high in fats and oils, yet



the French seem to have a normal life span. Perhaps this mystery can be explained because the French consume so
much red wine, which contains resveratrol.

Scientists have found that sirtuin activators can protect mice from an impressive variety of diseases, including lung
and colon cancer, melanoma, lymphoma, type 2 diabetes, cardiovascular disease, and Alzheimer’s disease, according
to Sinclair. If even a fraction of these diseases can be treated in humans via sirtuins, it would revolutionize all
medicine.

Recently, a theory has been proposed to explain all the remarkable properties of resveratrol. According to Sinclair,
the main purpose of sirtuin is to prevent certain genes from being activated. A single cell’s chromosomes, for example,
if fully stretched, would extend six feet, making an astronomically long molecule. At any time, only a portion of the
genes along this six feet of chromosomes are necessary; all the rest must be inactive. The cell gags most of the genes
when they are not needed by wrapping the chromosome tightly with chromatin, which is maintained by sirtuin.

Sometimes, however, there are catastrophic disruptions of these delicate chromosomes, like a total break in one of
the strands. Then the sirtuins spring into action, helping to repair the broken chromosome. But when the sirtuins
temporarily leave their posts to come to the rescue, they must abandon their primary job of silencing the genes. Hence,
genes get activated, causing genetic chaos. This breakdown, Sinclair proposes, is one of the chief mechanisms for
aging.

If this is true, then perhaps sirtuins can not only halt the advance of aging but also reverse it. DNA damage to our
cells is difficult to repair and reverse. But Sinclair believes that much of our aging is caused by sirtuins that have been
diverted from their primary task, allowing cells to degenerate. The diversion of these sirtuins can be easily reversed, he
claims.

FOUNTAIN OF YOUTH?

One unwanted by-product of this discovery, however, has been the media circus that it sparked. Suddenly, 60 Minutes
and The Oprah Winfrey Show featured resveratrol, creating a stampede on the Internet, with fly-by-night companies
springing up overnight, promising the elixir of life. It seems as if every snake oil salesman and charlatan wanted to
jump on the resveratrol bandwagon.

(I had a chance to interview Guarente, the man who started this media stampede, in his laboratory. He was cautious
in his statements, realizing the media impact that his results may have and the misconceptions that may develop. In
particular, he was incensed that so many Internet sites are now advertising resveratrol as some sort of fountain of
youth. It was appalling, he noted, that people were trying to cash in on the sudden fame that resveratrol has gotten,
although most of the results are still tentative. However, he wouldn’t rule out the possibility that one day, if the
fountain of youth is ever found, assuming it even exists, then SIR2 may play a part. His colleague Sinclair, in fact,
admits that he takes large quantities of resveratrol every day.)

Interest in aging research is so intense within the scientific community that Harvard Medical School sponsored a
conference in 2009 that drew some of the major researchers in the field. In the audience were many who were
personally undergoing caloric restriction. Looking gaunt and frail, they were putting their scientific philosophy to the
test by restricting their diets. There were also members of the 120 Club, who intend to live to the age of 120. In
particular, interest was focused on Sirtris Pharmaceuticals, cofounded by David Sinclair and Christoph Westphal,
which is now putting some of their resveratrol substitutes through clinical trials. Westphal says flatly, “In five or six or
seven years, there will be drugs that prolong longevity.”

Chemicals that did not even exist a few years ago are the subject of intense interest as they go through trials. SRT501
is being tested against multiple myeloma and colon cancer. SRT2104 is being tested against type 2 diabetes. Not only
sirtuins but also a host of other genes, proteins, and chemicals (including IGF-1, TOR, and rapamycin) are being
closely analyzed by various groups.

Only time will tell if these clinical trials will be successful. The history of medicine is riddled with tales of
deception, chicanery, and fraud when it comes to the aging process. But science, not superstition, is based on



reproducible, testable, and falsifiable data. As the National Institute on Aging sets up programs to test various
substances for their effects on aging, then we will see if these intriguing studies on animals carry over to humans.

DO WE HAVE TODIE?

William Haseltine, a biotech pioneer, once told me, “The nature of life is not mortality. It’s immortality. DNA is an
immortal molecule. That molecule first appeared perhaps 3.5 billion years ago. That selfsame molecule, through
duplication, is around today .... It’s true that we run down, but we’ve talked about projecting way into the future the
ability to alter that. First to extend our lives two-or threefold. And perhaps, if we understand the brain well enough, to
extend both our body and our brain indefinitely. And | don’t think that will be an unnatural process.”

Evolutionary biologists point out that evolutionary pressure is placed on animals during their reproductive years.
After an animal is past its reproductive years, it may in fact become a burden on the group and hence perhaps evolution
has programmed it to die of old age. So perhaps we are programmed to die. But maybe we can reprogram ourselves to
live longer.

Actually, if we look at mammals, for example, we find that the larger the mammal, the lower its metabolism rate,
and the longer it lives. Mice, for example, burn up an enormous amount of food for their body weight, and live for only
about four years. Elephants have a much slower metabolism rate and live to seventy. If metabolism corresponds to the
buildup of errors, then this apparently agrees with the concept that you live longer if your metabolism rate is lower.
(This may explain the expression “burning the candle at both ends.” | once read a short story about a genie who offered
to grant a man any wish he wanted. He promptly asked to live 1,000 years. The genie granted him his wish and turned
him into a tree.)

Evolutionary biologists try to explain life span in terms of how longevity may help a species survive in the wild. To
them, a specific life span is determined genetically because it helps the species to survive and flourish. Mice live so
briefly, in their view, because they are constantly being hunted by a variety of predators and often freeze to death in
winter. The mice that pass on their genes to the next generation are the ones that have the most offspring, not the ones
who live longer. (If this theory is correct, then we expect that mice that can somehow fly away from predators would
live longer. Indeed, bats, which are the same size as mice, live 3.5 times longer.)

But one anomaly comes from the reptiles. Apparently, certain reptiles have no known life span. They might even
live forever. Alligators and crocodiles simply get larger and larger, but remain as vigorous and energetic as ever.
(Textbooks often claim that alligators live to be only seventy years of age. But this is perhaps because the zookeeper
died at age seventy. Other textbooks are more honest and simply say that the life span of these creatures is greater than
seventy but has never been carefully measured under laboratory conditions.) In reality, these animals are not immortal,
because they die of accidents, starvation, disease, etc. But if left in a zoo, they have enormous life spans, almost
seeming to live forever.

BIOLOGICAL CLOCK

Another intriguing clue comes from the telomeres of a cell, which act like a “biological clock.” Like the plastic tips at
the ends of shoelaces, the telomeres are found at the ends of a chromosome. After every reproduction cycle, they get
shorter and shorter. Eventually, after sixty or so reproductions (for skin cells), the telomeres unravel. The cell then
enters senescence and ceases to perform properly. So the telomeres are like the fuse on a stick of dynamite. If the fuse
gets shorter after each reproduction cycle, eventually the fuse disappears and the cell stops reproducing.

This is called the Hayflick limit, which seems to put an upper limit on the life cycle of certain cells. Cancer cells, for
example, have no Hayflick limit and produce an enzyme called telomerase that prevents the telomeres from getting
shorter and shorter.

The enzyme telomerase can be synthesized. When applied to skin cells, they apparently reproduce without limit.
They become immortal.



However, there is a danger here. Cancer cells are also immortal, dividing without limit inside a tumor. In fact, that is
why cancer cells are so lethal, because they reproduce without limit, until the body can no longer function. So the
enzyme telomerase has to be analyzed carefully. Any therapy using telomerase to rewind the biological clock must be
checked to make sure it does not cause cancer.

IMMORTALITY PLUS YOUTH

The prospect of extending the human life span is a source of joy for some and a horror for others, as we contemplate a
population explosion and a society of decrepit elderly who will bankrupt the country.

A combination of biological, mechanical, and nanotechnological therapies may in fact not only increase our life span
but also preserve our youth in the process. Robert A. Freitas Jr., who applies nanotechnology to medicine, has said,
“Such interventions may become commonplace a few decades from today. Using annual checkups and cleanouts, and
some occasional major repairs, your biological age could be restored once a year to the more or less constant
physiological age that you select. You might still eventually die of accidental causes, but you’ll live at least ten times
longer than you do now.”

In the future, extending the life span will not be a matter of drinking of the fabled Fountain of Youth. More likely, it
will be a combination of several methods:

1. growing new organs as they wear out or become diseased, via tissue engineering and stem cells

2. ingesting a cocktail of proteins and enzymes that are designed to increase cell repair mechanisms, regulate
metabolism, reset the biological clock, and reduce oxidation

3. using gene therapy to alter genes that may slow down the aging process

4. maintaining a healthy lifestyle (exercise and a good diet)

5. using nanosensors to detect diseases like cancer years before they become a problem

POPULATION, FOOD, AND POLLUTION

But one nagging question is: If life expectancy can be increased, then will we suffer from overpopulation? No one
knows.

Delaying the aging process brings up a host of social implications. If we live longer, won’t we overpopulate the
earth? But some point out that the bulk of life extension has already happened, with life expectancy exploding from
forty-five to seventy to eighty in just one century. Instead of creating a population explosion, it has arguably done the
reverse. As people are living longer, they are pursuing careers and delaying childbearing. In fact, the native European
population is actually decreasing dramatically. So if people live longer and richer lives, they might space out their



children accordingly, and have fewer of them. With many more decades to live, people will reset their time frames
accordingly, and hence space out or delay their children.

Others claim that people will reject this technology because it is unnatural and may violate their religious beliefs.
Indeed, informal polls taken of the general population show that most people think that death is quite natural and helps
to give life meaning. (However, most of the people interviewed in these polls are young to middle-aged. If you go to a
nursing home, where people are wasting away, living with constant pain, and waiting to die and ask the same question,
you might get an entirely different answer.)

As UCLA'’s Greg Stock says, “Gradually, our agonizing about playing God and our worries about longer life spans
would give way to a new chorus: “When can | get a pill?”

In 2002, with the best demographic data, scientists estimated that 6 percent of all humans who have ever walked the
face of the earth are still alive today. This is because the human population hovered at around 1 million for most of
human history. Foraging for meager supplies of food kept the human population down. Even during the height of the
Roman Empire, its population was estimated to be only 55 million.

But within the last 300 years, there has been a dramatic spike in world population coincident with the rise of modern
medicine and the Industrial Revolution, which produced a bounty of food and supplies. And in the twentieth century,
the world population soared to new heights, more than doubling from 1950 to 1992: from 2.5 billion to 5.5 billion. It
now stands at 6.7 billion. Every year, 79 million people join the human race, which is more than the entire population
of France.

As a result, many predictions of doomsday have been made, yet so far humanity has been able to dodge the bullet.
Back in 1798, Thomas Malthus warned us what would happen when the population exceeded the food supply.
Famines, food riots, the collapse of governments, and mass starvation could ensue until a new equilibrium is found
between population and resources. Since the food supply expands only linearly with time, while the population grows
exponentially, it seemed inevitable that at some point the world would hit the breaking point. Malthus predicted mass
famines by the mid-1800s.

But in the 1800s, the world population was only in the early stages of major expansion, and because of the discovery
of new land, the founding of colonies, increases in the food supply, etc., the disasters Malthus predicted never took
place.

In the 1960s, another Malthusian prediction was made, stating that a population bomb would soon hit the earth, with
global collapse by the year 2000. The prediction was wrong. The green revolution successfully expanded the food
supply. The data show that the increase in food supply exceeded the growth in the world population, thereby
temporarily defeating the logic of Malthus. From 1950 to 1984, grain production increased by more than 250 percent,
mainly due to new fertilizers and new farming technologies.

Once again, we were able to dodge the bullet. But now the population expansion is in full swing, and some say we
are reaching the limit of the earth’s ability to create food supplies.

Ominously, food production is beginning to flatten out, both in world grain production and in food harvested from
the oceans. The UK government’s chief scientist warned of a perfect storm of exploding population and falling food
and energy supplies by 2030. The world will have to produce 70 percent more food by 2050 to feed an extra 2.3 billion
people, the UN’s Food and Agriculture Organization has said, or else face disaster.

These projections may underestimate the true scope of the problem. With hundreds of millions of people from China
and India entering the middle class, they will want to enjoy the same luxuries that they have seen in Hollywood movies
—such as two cars, spacious suburban homes, hamburgers and French fries, etc.—and may strain the world’s
resources. In fact, Lester Brown, one of the world’s leading environmentalists and founder of the World Watch
Institute in Washington, D.C., confided to me that the world may not be able to handle the strain of providing a middle-
class lifestyle to so many hundreds of millions of people.

SOME HOPE FOR WORLD POPULATION



There are some glimmers of hope, however. Birth control, once a taboo topic, has taken hold in the developed world
and is making inroads in the developing world.

In Europe and Japan, we see the implosion, not the explosion, of the population. The birthrate is as low as 1.2 to 1.4
children per family in some European nations, far below the replacement level of 2.1. Japan is being hit with a triple
whammy. One, it has the fastest-aging population on earth. Japanese women, for example, have held the record for
more than twenty years for having the longest life expectancy of any group. Two, Japan has a plunging birthrate. And
three, the government keeps immigration extremely low. These three demographic forces are creating a train wreck in
slow motion. And Europe is not far behind.

One lesson here is that the world’s greatest contraceptive is prosperity. In the past, peasants without retirement plans
or social security tried to have as many children as possible to toil in the fields and care for them when they got old,
doing a simple calculation: each new child in the family means more hands to work, more income, and more people to
nurse you in old age. But when a peasant enters the middle class, complete with retirement benefits and a comfortable
lifestyle, the equation flips the other way: each child reduces income and quality of life.

In the third world, you have the opposite problem—a rapidly expanding population, where much of the population is
below the age of twenty. Even where the population explosion is expected to be the largest, in Asia and sub-Saharan
Africa, the birthrate has been falling, for several reasons.

First, you have the rapid urbanization of the peasant population, as farmers leave their ancestral lands to try their
luck in the megacities. In 1800, only 3 percent of the population lived in cities. By the end of the twentieth century,
that figure rose to 47 percent, and it is expected to soar above that in the coming decades. The expense of child rearing
in the city drastically reduces the number of children in a family. With rents, food, and expenses being so high,
workers in the slums of the megacities perform the same calculus and conclude that each child reduces their wealth.

Second, as countries industrialize, as in China and India, this creates a middle class that wants fewer children, as in
the industrialized West. And third, the education of women, even in poor countries like Bangladesh, has created a class
of women who want fewer children. Because of an extensive educational plan, the birthrate in Bangladesh has gone
down from 7 to 2.7, even without large-scale urbanization or industrialization.

Given all these factors, the UN has continually revised its figures about future population growth. Estimates still
vary, but the world population may hit 9 billion by 2040. Although the population will continue to increase, the rate of
growth will eventually slow down and level off. Optimistically, it may even stabilize at around 11 billion by 2100.

Normally, one might consider this to be beyond the carrying capacity of the planet. But it depends on how one
defines carrying capacity, because there might be another green revolution in the making.

One possible solution to some of these problems is biotechnology. In Europe, bioengineered foods have earned a
bad reputation that may last for an entire generation. The biotech industry simultaneously marketed herbicides to
farmers as well as herbicide-resistant crops. To the biotech industry, this meant more sales, but to the consumer, this
meant more poisons in their food, and the market quickly imploded.

In the future, however, grains such as “super-rice” may enter the market, that is, crops specifically engineered to
thrive in dry, hostile, and barren environments. On moral grounds, it would be difficult to oppose the introduction of
crops that are safe and can feed hundreds of millions of people.

RESURRECTING EXTINCT LIFE-FORMS

But other scientists are not just interested in extending human life span and cheating death. They are interested in
bringing back creatures from the dead.

In the movie Jurassic Park, scientists extract DNA from the dinosaurs, insert it into the eggs of reptiles, and bring
dinosaurs back to life. Although usable DNA from dinosaurs has so far never been found, there are tantalizing hints
that this dream is not totally far-fetched. By the end of this century, our zoos may be populated by creatures that ceased
walking the surface of the earth thousands of years ago.

As we mentioned earlier, Robert Lanza took the first major step by cloning banteng, an endangered species. It would
be a shame, he feels, if this rare ox dies out. So he is considering another possibility: creating a new cloned animal, but
of the opposite sex. In mammals, the sex of an organism is determined by the X and Y chromosomes. By tinkering



with these chromosomes, he is confident he can clone another animal from this carcass, except of the opposite sex. In
this way, zoos around the world could enjoy watching animals from long-dead species have babies.

| once had dinner with Richard Dawkins of Oxford University and author of The Selfish Gene, who takes this a step
further. He speculates that one day we might be able to resurrect a variety of life-forms that are not just endangered but
also have been long extinct. He first notes that every twenty-seven months, the number of genes that have been
sequenced doubles. Then he calculates that in the coming decades it will cost only $160 to fully sequence anyone’s
genome. He envisions a time when biologists will carry a small kit with them and then, within minutes, be able to
sequence the entire genome of any life-form they encounter.

But he goes further and theorizes that, by 2050, we will be able to construct the entire organism from its genome
alone. He writes, “I believe that by 2050, we shall be able to read the language [of life]. We shall feed the genome of
an unknown animal into a computer which will reconstruct not only the form of the animal but the detailed world in
which its ancestors ... lived, including their predators or prey, parasites or hosts, nesting sites, and even hopes and
fears.” Quoting from the work of Sydney Brenner, Dawkins believes that we can reconstruct the genome of the
“missing link” between humans and the apes.

This would be a truly remarkable breakthrough. Judging from the fossil and DNA evidence, we separated from the
apes about 6 million years ago.

Since our DNA differs from that of chimpanzees by only 1.5 percent, in the future a computer program should be
able to analyze our DNA and the chimpanzee’s DNA and then mathematically approximate the DNA of the common
ancestor who gave birth to both species. Once the hypothetical genome of our common ancestor is mathematically
reconstructed, a computer program will then give us a visual reconstruction of what it looked like, as well as its
characteristics. He calls this the Lucy Genome Project, named after the celebrated fossil of an Australopithecus.

He even theorizes that once the genome of the missing link has been mathematically recreated by a computer
program, it might be possible to actually create the DNA of this organism, implant it into a human egg, and then insert
the egg into a woman, who will then give birth to our ancestor.

Although this scenario would have been dismissed as preposterous just a few years ago, several developments
indicate that it is not such a far-fetched dream.

First, the handful of key genes that separate us from the chimpanzees are now being analyzed in detail. One
interesting candidate is the ASPM gene, which is responsible for controlling brain size. The human brain increased in
size several million years ago, for reasons that are not understood. When this gene is mutated, it causes microcephaly,
in which the skull is small and the brain reduced by 70 percent, about the size of our ancient ancestors’ millions of
years ago. Intriguingly, it is possible using computers to analyze the history of this gene. Analyses show that it
mutated fifteen times in the last 5to 6 million years, since we separated from the chimpanzees, which coincides with
the increase in our brain size. Compared to our primate cousins, humans have experienced the fastest rate of change in
this key gene.

Even more interesting is the HAR1 region of the genome, which contains only 118 letters. In 2004, it was
discovered that the crucial difference between chimps and humans in this region was just 18 letters, or nucleic acids.
Chimps and chickens diverged 300 million years ago, yet their base pairs in the HAR1 region differ by only two letters.
What this means is that the HAR1 region was remarkably stable throughout evolutionary history, until the coming of
humans. So perhaps the genes that make us human are contained there.

But there is an even more spectacular development that makes Dawkins’s proposal seem feasible. The entire
genome of our nearest genetic neighbor, the long-extinct Neanderthal, has now been sequenced. Perhaps by computer
analysis of the genome of humans, chimpanzees, and Neanderthals, one might use pure mathematics to reconstruct the
genome of the missing link.

BRING BACK THE NEANDERTHAL?

Humans and the Neanderthals probably diverged about 300,000 years ago. But these creatures died out about 30,000
years ago in Europe. So it was long thought that it was impossible to extract usable DNA from long-dead Neanderthals.



But in 2009, it was announced that a team led by Svante P&&bo of the Max Planck Institute for Evolutionary
Anthropology in Leipzig had produced a first draft of the entire Neanderthal genome, analyzing the DNA from six
Neanderthals. This was a monumental achievement. The Neanderthal genome, as expected, was very similar to the
human genome, both containing 3 billion base pairs, but also different in key respects.

Anthropologist Richard Klein of Stanford, commenting on this work of Paabo and his colleagues, said that this
reconstruction might answer long-standing questions about Neanderthal behavior, such as whether they could talk.
Humans have two particular changes in the FOXP2 gene, which, in part, allow us to speak thousands of words. A close
analysis shows that the Neanderthal had the same two genetic changes in its FOXP2 gene. So it is conceivable that the
Neanderthal might have been able to vocalize in a way similar to us.

Since the Neanderthals were our closest genetic relative, they are a subject of intense interest among scientists. Some
have raised the possibility of one day reconstructing the DNA of the Neanderthal and inserting it into an egg, which
may one day become a living Neanderthal. Then, after thousands of years, the Neanderthal may one day walk the
surface of the earth.

George Church of the Harvard Medical School even estimated that it would cost only $30 million to bring the
Neanderthal back to life, and he even laid out a plan to do so. One could first divide the entire human genome into
chunks, with 100,000 DNA pairs in each piece. Each one would be inserted into a bacterium and then altered
genetically so the genome matched that of the Neanderthal. Each of these altered chunks of DNA would then be
reassembled into the complete Neanderthal DNA. This cell would then be reprogrammed to revert to its embryonic
state and then inserted into the womb of a female chimp.

However, Klein of Stanford brought up some reasonable concerns when he asked, “Are you going to put them in
Harvard or in a zoo?”

All this talk of resurrecting another long-extinct species like the Neanderthal “will doubtless raise ethical worries,”
cautions Dawkins. Will the Neanderthal have rights? What happens if he or she wants to mate? Who is responsible if
he or she gets hurt or hurts someone else?

So if the Neanderthal can be brought back to life, can scientists eventually create a zoo for long-extinct animals, like
the mammoth?

BRING BACK THE MAMMOTH?

The idea is not as crazy as it sounds. Already, scientists have been able to sequence much of the genome of the extinct
Siberian mammoth. Previously, only tiny fragments of DNA had been extracted from woolly mammoths that were
frozen in Siberia tens of thousands of years ago. Webb Miller and Stephan C. Schuster of Pennsylvania State
University did the impossible: they extracted 3 billion base pairs of DNA from the frozen carcasses of the mammoths.
Previously, the record for sequencing the DNA of an extinct species was only 13 million base pairs, less than 1 percent
of the animal’s genome. (This breakthrough was made possible by a new sequencing machine, called the high-
throughput sequencing device, that allows one to scan thousands of genes at once, rather than individually.) Another
trick was knowing where to look for ancient DNA. Miller and Schuster found that the hair follicle of the woolly
mammoth, not the body itself, contained the best DNA.

The idea of resurrecting an extinct animal may now be biologically possible. “A year ago, | would have said this
was science fiction,” Schuster said. But now, with so much of the mammoth genome sequenced, this is no longer out of
the question. He even sketched how this might be done. He estimated that perhaps only 400,000 changes in the DNA
of an Asian elephant could create an animal that had all the essential features of a woolly mammoth. It might be
possible to genetically alter the elephant’s DNA to accommodate these changes, insert this into the nucleus of an
elephant egg, and then implant the egg into a female elephant.

Already, the team is looking to sequence the DNA from yet another extinct animal, the thylacine, an Australian
marsupial, closely related to the Tasmanian devil, that became extinct in 1936. There is also some talk of sequencing



the dodo bird. “Dead as a dodo” is a common expression, but it may become obsolete if scientists can extract usable
DNA from the soft tissue and bones of carcasses of dodos that exist in Oxford and elsewhere.

JURASSIC PARK?

This naturally leads to the original question: Can we resurrect the dinosaurs? In a word, perhaps no. A Jurassic Park
depends on being able to retrieve the intact DNA of a life-form that died out more than 65 million years ago, and this
may be impossible. Although soft tissue has been found within the thigh bones of dinosaur fossils, so far no DNA has
been extracted in this way, only proteins. Although these proteins have chemically proven the close relationship
between the Tyrannosaurus rex and the frog and chicken, this is a far cry from being able to reclaim the genome of a
dinosaur.

Dawkins holds out the possibility, however, of being able to genetically compare the genome of various bird species
with reptiles and then mathematically reconstruct the DNA sequence of a “generalized dinosaur.” He notes that it is
possible to induce chicken beaks to grow tooth buds (and induce snakes to grow legs). Hence, ancient characteristics,
which have long vanished into the sands of time, might be lingering within genomes.

This is because biologists now realize that genes can be turned on and hence can also be turned off. This means that
the genes for ancient characteristics may still exist but simply be dormant. By turning on these long-dormant genes, it
might be possible to bring back these ancient traits.

For example, in the ancient past, chicken feet once had webbing. The gene for webbing did not disappear but was
simply turned off. By turning this gene back on, one can in principle create chicken with webbed feet. Similarly,
humans once were covered with fur. However, we lost our fur when we began to sweat, which is a very efficient way
to regulate the temperature of the body. (Dogs don’t have sweat glands, and so cool themselves off by panting.) The
gene for human fur apparently still exists but has been turned off. Thus, by turning on this gene, it might be possible to
have people with fur all over their bodies. (Some have speculated that this may be responsible for the werewolf
legend.)

If we assume that some of the genes of the dinosaurs were in fact turned off for millions of years but still survive in
the genome of birds, then it might be possible to reactivate these long-dormant genes and induce dinosaur
characteristics in birds. So Dawkins’s proposal is speculative but not out of the question.

CREATING NEW LIFE-FORMS

This raises the final question: Can we create life according to our wishes? Is it possible to create not just long-extinct
animals but also animals that have never existed before? For example, could we make a pig with wings or an animal
described in ancient mythology? Even by the end of this century, science will not be able to create animals to order.
However, science will go a long way to being able to modify the animal kingdom.

So far, the limiting factor has been our ability to move genes around. Only single genes can be reliably modified. For
example, it is possible to find a gene that causes certain animals to glow in the dark. This gene can be isolated, then
placed in other animals so they glow in the dark. In fact, research is currently going on whereby family pets may be
modified by the addition of single genes.

But creating an entirely new animal, like a chimera from Greek mythology (which is the combination of three
different animals), requires the transposition of thousands of genes. To create a pig with wings, you would have to
move the hundreds of genes that represent the wing and make sure all the muscles and blood vessels match up
properly. This is far beyond anything that can be done today.

However, inroads have been made that might facilitate this futuristic possibility. Biologists were amazed to find that
the genes that describe the layout of the body (from head to toe) were mirrored in the order in which they appear in the
chromosomes. These are called the HOX genes, and they describe how the body is constructed. Nature, apparently, has
taken a shortcut, mirroring the order of the organs of the body with the sequence found in the chromosomes



themselves. This, in turn, has greatly accelerated the process by which the evolutionary history of these genes can be
deciphered.

Furthermore, there are master genes that apparently govern the properties of many other genes. By manipulating a
handful of these master genes, you can manipulate the properties of dozens of other genes.

In retrospect, we see that Mother Nature has decided to create the layout of the body in much the way an architect
might create blueprints. The geometric layout of the blueprint is in the same order as the actual physical layout of the
building. Also, the blueprints are modular, so that blocks of sub-blueprints are contained in a single master blueprint.

In addition to creating entirely new hybrid animals by exploiting the modularity of the genome, there is also the
possibility of applying genetics to humans, using biotechnology to bring back historical figures. Lanza believes that as
long as an intact cell can be extracted from a long-dead person, it will be possible to bring this person back to life. In
Westminster Abbey, we have the carefully preserved bodies of long-dead kings and queens, as well as poets, religious
figures, politicians, and even scientists like Isaac Newton. One day, Lanza confided to me, it may be possible to find
intact DNA within their bodies and bring them back to life.

In the movie The Boys from Brazil, the plot revolves around bringing back Hitler. One should not believe, however,
that one will be able to bring back the genius or notoriety of any of these historic figures. As one biologist noted, if you
bring back Hitler, maybe all you get is a second-rate artist (which is what Hitler was before he led the Nazi movement).

BAN ALL DISEASES?

The prophetic movie Things to Come was based on a novel by H. G. Wells and predicted the future of civilization,
where World War Il unleashed a cycle of endless suffering and misery. Eventually, all the achievements of the human
race are reduced to rubble, with gangs of warlords ruling over crushed, impoverished people. But at the end of the
movie, a group of farsighted scientists, armed with powerful superweapons, begin to restore order. Civilization finally
rises again from the ashes. In one scene, a child is taught the brutal history of the twentieth century and learns about
something called colds. What is a cold, she asks? She is told that colds were something that were cured a long time
ago.
Maybe not.

Curing all diseases has been one of our most ancient goals. But even by 2100, scientists will not be able to cure all
diseases, since diseases mutate faster than we can cure them, and there are too many of them. We sometimes forget
that we live in an ocean of bacteria and viruses, which existed billions of years before humans walked the surface of the
earth, and will exist billions of years after Homo sapiens is gone.

Many diseases originally came from animals. This is one of the prices we paid for the domestication of animals,
which began roughly 10,000 years ago. So there is a vast reservoir of diseases lurking in animals that will probably
outlast the human race. Normally, these diseases infect only a handful of individuals. But with the rise of large cities,
these communicable diseases could spread rapidly among the human population, reaching critical mass and creating
pandemics.

For example, when scientists analyzed the genetic sequence of the flu virus, they were surprised to find its origin:
birds. Many birds can carry variations of the flu virus without any effects. But then pigs sometimes act as genetic
mixing bowls, after eating bird droppings. And then farmers often live near both. Some speculate that this is the reason
the flu virus often comes from Asia, because farmers there engage in polyfarming, i.e., living in close proximiy to both
ducks and pigs.

The recent HIN1 flu epidemic is only the most recent wave of bird flu and pig flu mutations.

One problem is that humans are continually expanding into new environments, cutting down forests, building
suburbs and factories, and in the process encountering ancient diseases lurking among the animals. Because the human
population is continuing to expand, this means that we expect to find more surprises coming out of the forest.

For example, there is considerable genetic evidence that HIV began as simian immunodeficiency virus (SIV), which
originally infected monkeys but then jumped to humans. Similarly, the hantavirus affected people in the Southwest as
they encroached on the territory of prairie rodents. Lyme disease, which is spread largely by ticks, has invaded the
suburbs of the Northeast because people now build houses close to the forests where the ticks live. The Ebola virus



probably affected tribes of humans back in antiquity, but it was only with the coming of jet travel that it spread to a
larger population and made the headlines. Even Legionnaires’ disease is probably an ancient one that spawned in
stagnant water, but it was the proliferation of air-conditioning units that spread this disease to the elderly on cruise
ships.

This means that there will be plenty of surprises to come, with new waves of exotic diseases dominating the
headlines of the future.

Unfortunately, cures for these diseases may be late in coming.

For example, even the common cold currently has no cure. The plethora of products found in any drugstore for it
treats only the symptoms, rather than killing the virus itself. The problem is that there are probably more than 300
variations of the rhinovirus that causes the common cold, and it is simply too expensive to create a vaccine for all 300.

The situation for HIV is much worse, since there may be thousands of different strains. In fact, HIV mutates so
rapidly that, even if you can develop a vaccine for one variety, the virus will soon mutate. Devising a vaccine for HIV
is like trying to hit a moving target.

So while we will cure many diseases in the future, probably we will always have some disease that can evade our
most advanced science.

BRAVE NEW WORLD

By 2100, when we will have control over our genetic destiny, we have to compare our fate with the dystopia laid out by
Aldous Huxley in his prophetic novel Brave New World, which is set in the year 2540. The book caused universal
shock and dismay when it was first published in 1932,

Yet more than seventy-five years later, many of his predictions have already come to pass. He scandalized British
society when he wrote about test tube babies, when recreation and procreation would be separated, and when drugs
became commonplace, yet today we live in a world where in vitro fertilization and birth control pills are taken for
granted. (The only major prediction he made that has not come to pass is human cloning.) He envisioned a hierarchical
world where doctors deliberately clone brain-damaged human embryos, which grow up to become servants of the
ruling elite. Depending on the level of mental damage, they could be ranked into the Alphas, who are perfect and
destined to rule, down to the Epsilons, who are little more than mentally retarded slaves. So technology, instead of
liberating humanity from poverty, ignorance, and disease, has become a nightmare, enforcing an artificial and corrupt
stability at the expense of enslaving an entire population.

Although the novel was accurate in many ways, Huxley did not anticipate genetic engineering. If he had known
about this technology, then he might have worried about another problem: Will the human species split into fragments,
with fickle parents and devious governments meddling with the genes of our children? Parents already dress their kids
in outlandish outfits and make them compete in silly contests, so why not change the genes to fit the parents’ whims?
Indeed, parents are probably hardwired by evolution to give every benefit to their progeny, so why not tamper with
their genes as well?

As an elementary example of what might go wrong, consider the lowly sonogram. Although doctors innocently
introduced the sonogram to help with pregnancies, this has led to a massive epidemic of abortions of female fetuses,
especially in the countrysides of China and India. One study in Bombay found that 7,997 out of 8,000 aborted fetuses
were female. In South Korea 65 percent of all third-born children are male. The generation of children whose parents
chose this gender-based abortion will soon be of marriageable age, and millions will find that there are no females to be
found. This in turn could cause enormous social dislocation. Peasants who wanted only boys to carry on their name will
find that they have no grandchildren.

And in the United States, there is rampant misuse of human growth hormone (HGH), which is often touted as a cure
for aging. Originally, HGH was intended to correct hormone deficiencies in children who were too short. Instead,
HGH has grown into a huge underground industry based on questionable data concerning aging. In effect, the Internet
has created a huge population of human guinea pigs for specious therapies.

So, given the chance, people will often misuse technology and create an enormous amount of mischief. What
happens if they get hold of genetic engineering?



In a worst-case scenario, we might have the nightmare imagined by H. G. Wells in his classic science fiction novella
The Time Machine, when the human race, in the year 802,701 AD, splits into two distinct races. He wrote, “Gradually,
the truth dawned on me: that Man had not remained one species, but had differentiated into two distinct animals: that
my graceful children of the Upper World were not the sole descendants of our generation, but that this bleached,
obscene, nocturnal Thing, which had flashed before me, was also heir to all the ages.”

To see what variations of the human race are possible, simply look at the household dog. Although there are
thousands of breeds of dogs, all originally descended from Canis lupus, the gray wolf, which was domesticated roughly
10,000 years ago at the end of the last Ice Age. Because of selective breeding by their human masters, dogs today come
in a bewildering variety of sizes and shapes. Body shape, temperament, color, and abilities have all been radically
altered by selective breeding.

Since dogs age roughly seven times faster than humans, we can estimate that about 1,000 generations of dogs have
existed since they separated from wolves. If we apply this to humans, then systematic breeding of humans might split
the human race into thousands of breeds in only 70,000 years, although they would be of the same species. With
genetic engineering, this process could conceivably be vastly accelerated, to a single generation.

Fortunately, there are reasons to believe the speciation of the human race will not happen, at least not in the coming
century. In evolution, a single species usually splits apart if it separates geographically into two separate breeding
populations. This happened, for example, in Australia, where the physical separation of many animal species has led to
the evolution of animals found nowhere else on earth, such as marsupials like the kangaroo. Human populations, by
contrast, are highly mobile, without evolutionary bottlenecks, and are highly intermingled.

As Gregory Stock of UCLA has said, “Traditional Darwinian evolution now produces almost no change in humans
and has little prospect of doing so in the foreseeable future. The human population is too large and entangled, and
selective pressures are too localized and transitory.”

There are also constraints coming from the Cave Man Principle.

As we mentioned earlier, people often reject the advances of technology (for example, the paperless office) when it
contradicts human nature, which has remained relatively constant over the past 100,000 years. People may not want to
create designer children who deviate from the norm and are considered freaks by their peers. This decreases their
chances of success in society. Dressing one’s children in silly clothing is one thing, but permanently changing their
heredity is an entirely different thing. (In a free market, there probably will be a place for weird genes, but it will be
small, since the market will be driven by consumer demand.) More than likely, by the end of the century, a couple will
be given a library of genes to choose from, mostly those for eliminating genetic diseases but also some for genetic
enhancement. However, there will be little market pressure to finance the study of bizarre genes because the demand
for them will be so small.

The real danger will come not so much from consumer demand but from dictatorial governments that may want to
use genetic engineering for their own purposes, such as breeding stronger but more obedient soldiers.

Another problem arises in the distant future, when we have space colonies on other planets whose gravity and
climactic conditions are much different from the earth. At that point, perhaps in the next century, it becomes realistic to
think of engineering a new breed of humans who can adjust to different gravity fields and atmospheric conditions. For
example, a new breed of humans may be able to consume different amounts of oxygen, adjust to a different length of
day, and have a different body weight and metabolism. But space travel will be expensive for a long time. By the end
of the century, we may have a small outpost on Mars, but an overwhelming fraction of the human race will still be on
the earth. For decades to centuries to come, space travel will be for astronauts, the wealthy, and maybe a handful of
hardy space colonists.

So the splitting of the human race into different spacefaring species around the solar system and beyond will not
happen in this century, or perhaps even the next. For the foreseeable future, unless there are dramatic breakthroughs in
space technology, we are largely stuck on the earth.

Lastly, there is yet another threat that faces us before we reach 2100: that this technology may be deliberately turned
against us, in the form of designer germ warfare.

GERM WARFARE



Germ warfare is as old as the Bible. Ancient warriors used to hurl diseased bodies over the walls of enemy cities or
poison their wells with the bodies of diseased animals. Deliberately giving smallpox-infected clothing to an adversary
is another way to destroy them. But with modern technology, germs can be genetically bred to wipe out millions of
people.

In 1972, the United States and the former Soviet Union signed an historic treaty banning the use of germ warfare for
offensive purposes. However, the technology of bioengineering is so advanced today that the treaty is meaningless.

First, there is no such thing as offensive and defensive technology when it comes to DNA research. The
manipulation of genes can be used for either purpose.

Second, with genetic engineering, it is possible to create weaponized germs, those that have been deliberately
modified to increase their lethality or their ability to spread into the environment. It was once believed that only the
United States and Russia possessed the last vials containing smallpox, the greatest Killer in the history of the human
race. In 1992, a Soviet defector claimed that the Russians had weaponized smallpox and actually produced up to
twenty tons of it. With the breakup of the Soviet Union, there is the nagging fear that one day a terrorist group may pay
to gain access to weaponized smallpox.

In 2005, biologists successfully resurrected the Spanish flu virus of 1918, which killed more people than World War
I. Remarkably, they were able to resurrect the virus by analyzing a woman who had died and was buried in the
permafrost of Alaska, as well as samples taken from U.S. soldiers during the epidemic.

The scientists then proceeded to publish the entire genome of the virus on the Web, making it known to the entire
world. Many scientists felt uneasy about this, since one day even a college student with access to a university
laboratory might be able to resurrect one of the greatest killers in the history of the human race.

In the short term, the publication of the genome of the Spanish flu virus was a bonanza for scientists, who then
could examine the genes to solve a long-standing puzzle: How did a tiny mutation cause such widespread damage to
the human population? The answer was soon found. The Spanish flu virus, unlike other varieties, causes the body’s
immune system to overreact, releasing large amounts of fluid that eventually kills the patient. The person literally
drowns in his own fluids. Once this was understood, the genes that cause this deadly effect could be compared to the
genes of the HIN1 flu and other viruses. Fortunately, none of them possessed this lethal gene. Moreover, one could
actually calculate how close a virus was to attaining this alarming capability, and the HIN1 flu was still far from
achieving this ability.

But in the long term, there is a price to pay. Every year, it becomes easier and easier to manipulate the genes of living
organisms. Costs keep plummeting, and the information is widely available on the Internet.

Within a few decades, some scientists believe that it will be possible to create a machine that will allow you to create
any gene simply by typing the desired components. By typing in the A-T-C-G symbols making up a gene, the machine
will then automatically splice and dice DNA to create that gene. If so, then it means that perhaps even high school
students may one day do advanced manipulations of life-forms.

One nightmare scenario is airborne AIDS. Cold viruses, for example, possess a few genes that allow them to survive
in droplets of aerosols, so that sneezing can infect others. At present, the AIDS virus is quite vulnerable when it is
exposed to the environment. But if the cold virus genes are implanted into the AIDS virus, then it is conceivable that
they might make it able to survive outside the human body. This could then cause the AIDS virus to spread like the
common cold, thereby infecting a large portion of the human race. It is also known that viruses and bacteria do
exchange genes, so there is also the possibility that the AIDS and common cold viruses can exchange genes naturally,
although this is less likely.

In the future, a terrorist group or nation-state may be able to weaponize AIDS. The only thing preventing them from
unleashing it would be the fact that they, too, would also perish if the virus were to be dispersed into the environment.

This threat became real right after the tragedy of 9/11. An unknown person mailed packets of a white powder
containing anthrax spores to well-known politicians around the country. A careful, microscopic analysis of the white
powder showed that the anthrax spores had been weaponized for maximum death and destruction. Suddenly, the entire
country was gripped with fear that a terrorist group had access to advanced biological weapons. Although anthrax is
found in the soil and throughout our environment, only a person with advanced training and maniacal intentions could
have purified and weaponized the anthrax and pulled off this feat.

Even after one of the largest manhunts in U.S. history, the culprit was never found, even to this day (although a
leading suspect recently committed suicide). The point here is that even a single individual with some advanced
biological training can terrorize an entire nation.



One restraining factor that has kept germ warfare in check is simple self-interest. During World War 1, the efficacy
of poison gas on the battlefield was mixed. The wind conditions were often unpredictable, so the gas could blow back
onto your own troops. Its military value was largely in terrorizing the enemy, rather than defeating him. Not a single
decisive battle was won using poison gas. And even at the height of the Cold War, both sides knew that poison gas and
biological weapons could have unpredictable effects on the battlefield, and could easily escalate to a nuclear
confrontation.

All the arguments mentioned in this chapter, as we have seen, involved the manipulation of genes, proteins, and
molecules. Then the next question naturally arises: How far can we manipulate individual atoms?

The principles of physics, as far as | can see, do not speak against the possibility of maneuvering things atom by atom.

—RICHARD FEYNMAN, NOBEL LAUREATE

Nanotechnology has given us the tools to play with the ultimate toy box of nature—atoms and molecules. Everything is made from these, and the possibilities to create new things appear
limitless.

—HORST STORMER, NOBEL LAUREATE

The role of the infinitely small is infinitely large.

—LOUISPASTEUR
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The mastery of tools is a crowning achievement that distinguishes humanity from the animals. According to Greek and
Roman mythology, this process began when Prometheus, taking pity on the plight of humans, stole the precious gift of
fire from Vulcan’s furnace. But this act of thievery enraged the gods. To punish humanity, Zeus devised a clever trick.
He asked Vulcan to forge a box and a beautiful woman out of metal. Vulcan created this statue, called Pandora, and
then magically brought her to life, and told her never to open the box. Out of curiosity, one day she did, and unleashed
all the winds of chaos, misery, and suffering in the world, leaving only hope in the box.

So from Vulcan’s divine furnace emerged both the dreams and the suffering of the human race. Today, we are
designing revolutionary new machines that are the ultimate tools, forged from individual atoms. But will they unleash
the fire of enlightenment and knowledge or the winds of chaos?

Throughout human history, the mastery of tools has determined our fate. When the bow and arrow were perfected
thousands of years ago, it meant that we could fire projectiles much farther than our hands could throw them,
increasing the efficiency of our hunting and increasing our food supply. When metallurgy was invented around 7,000
years ago, it meant that we could replace huts of mud and straw and eventually create great buildings that soared above
the earth. Soon, empires began to rise from the forest and the desert, built by the tools forged from metals.

And now we are on the brink of mastering yet another type of tool, much more powerful than anything we have seen
before. This time, we will be able to master the atoms themselves out of which everything is created. Within this
century, we may possess the most important tool ever imagined—nanotechnology that will allow us to manipulate
individual atoms. This could begin a second industrial revolution, as molecular manufacturing creates new materials
we can only dream about today, which are superstrong, superlight, with amazing electrical and magnetic properties.

Nobel laureate Richard Smalley has said, “The grandest dream of nanotechnology is to be able to construct with the
atom as the building block.” Philip Kuekes of Hewlett-Packard said, “Eventually, the goal is not just to make
computers the size of dust particles. The idea would be to make simple computers the size of bacteria. Then you could
get something as powerful as what’s now on your desktop into a dust particle.”



This is not just the hope of starry-eyed visionaries. The U.S. government takes it seriously. In 2009, because of
nanotechnology’s immense potential for medical, industrial, aeronautical, and commercial applications, the National
Nanotechnology Initiative allocated $1.5 billion for research. The government’s National Science Foundation
Nanotechnology Report states, “Nanotechnology has the potential to enhance human performance, to bring sustainable
development for materials, water, energy, and foods, to protect against unknown bacteria and viruses ....”

Ultimately, the world economy and fate of nations may depend on this. Around 2020 or soon afterward, Moore’s law
will begin to falter and perhaps eventually collapse. The world economy could be thrown into disarray unless
physicists can find a suitable replacement for silicon transistors to power our computers. The solution to the problem
may come from nanotechnology.

Nanotechnology might also, perhaps by the end of this century, create a machine that only the gods can wield, a
machine that can create anything out of almost nothing.

THE QUANTUM WORLD

The first to call attention to this new realm of physics was Nobel laureate Richard Feynman, who asked a deceptively
simple question: How small can you make a machine? This was not an academic question. Computers were gradually
becoming smaller, changing the face of industry, so it was becoming apparent that the answer to this question could
have an enormous impact on society and the economy.

In his prophetic talk given in 1959 to the American Physical Society titled “There’s Plenty of Room at the Bottom,”
Feynman said, “It is interesting that it would be, in principle, possible (I think) for a physicist to synthesize any
chemical substance that the chemist writes down. Give the orders and the physicist synthesizes it. How? Put the atoms
down where the chemist says, and so you make the substance.” Feynman concluded that machines made out of
individual atoms were possible, but that new laws of physics would make them difficult, but not impossible, to create.

So ultimately, the world economy and the fate of nations may depend on the bizarre and counterintuitive principles
of the quantum theory. Normally, we think that the laws of physics remain the same if you go down to smaller scales.
But this is not true. In movies like Disney’s Honey, | Shrunk the Kids and The Incredible Shrinking Man, we get the
mistaken impression that miniature people would experience the laws of physics the same way we do. For example, in
one scene in the Disney movie, our shrunken heroes ride on an ant during a rainstorm. Raindrops fall onto the ground
and make tiny puddles, just as in our world. But in reality, raindrops can be larger than ants. So when an ant encounters
a raindrop, it would see a huge hemisphere of water. The hemisphere of water does not collapse because surface
tension acts like a net that holds the droplet together. In our world, surface tension of water is quite small, so we don’t
notice it. But on the scale of an ant, surface tension is proportionately huge, so rain beads up into droplets.

(Furthermore, if you tried to scale up the ant so that it was the size of a house, you have another problem: its legs
would break. As you increase the size of the ant, its weight grows much faster than the strength of its legs. If you
increase the size of an ant by a factor of 10, its volume and hence its weight is 10 x 10 x 10 = 1,000 times heavier. But
its strength is related to the thickness of its muscles, which is only 10 x 10 = 100 times stronger. Hence, the giant ant is
10 times weaker, relatively speaking, than an ordinary ant. This also means that King Kong, instead of terrorizing New
York City, would crumble if he tried to climb the Empire State Building.)

Feynman noted that other forces also dominate at the atomic scale, such as hydrogen bonding and the van der Waals
force, caused by tiny electrical forces that exist between atoms and molecules. Many of the physical properties of
substances are determined by these forces.

(To visualize this, consider the simple problem of why the Northeast has so many potholes in its highways. Every
winter, water seeps into tiny cracks in the asphalt; the water expands as it freezes, causing the asphalt to crumble and
gouging out a pothole. But it violates common sense to think that water expands when it freezes. Water does expand
because of hydrogen bonding. The water molecule is shaped like a V, with the oxygen atom at the base. The water
molecule has a slight negative charge at the bottom and a positive charge at the top. Hence, when you freeze water and
stack water molecules, they expand, forming a regular lattice of ice with plenty of spaces between the molecules. The
water molecules are arranged like hexagons. So water expands as it freezes since there is more space between the



atoms in a hexagon. This is also the reason snowflakes have six sides, and explains why ice floats on water, when by
rights it should sink.)

WALKING THROUGH WALLS

In addition to surface tension, hydrogen bonding, and van der Waals forces, there are also bizarre quantum effects at
the atomic scale. Normally, we don’t see quantum forces at work in everyday life. But quantum forces are everywhere.
For example, by rights, since atoms are largely empty, we should be able to walk through walls. Between the nucleus
at the center of the atom and the electron shells, there is only a vacuum. If the atom were the size of a football stadium,
then the stadium would be empty, since the nucleus would be roughly the size of a grain of sand.

(We sometimes amaze our students with a simple demonstration. We take a Geiger counter, place it in front of a
student, and put a harmless radioactive pellet in back. The student is startled that some particles pass right through his
body and trigger the Geiger counter, as if he is largely empty, which he is.)

But if we are largely empty, then why can’t we walk through walls? In the movie Ghost, Patrick Swayze’s character
is killed by a rival and turns into a ghost. He is frustrated every time he tries to touch his former fiancée, played by
Demi Moore. His hands pass through ordinary matter; he finds that he has no material substance and simply floats
through solid objects. In one scene, he sticks his head into a moving subway car. The train races by with his head
sticking inside, yet he doesn’t feel a thing. (The movie does not explain why gravity does not pull him through the floor
so he falls to the center of the earth. Ghosts, apparently, can pass through anything except floors.)

So why can’t we pass through solid objects like ghosts? The answer resides in a curious quantum phenomenon. The
Pauli exclusion principle states that no two electrons can exist in the same quantum state. Hence when two nearly
identical electrons get too close, they repel each other. This is the reason objects appear to be solid, which is an
illusion. The reality is that matter is basically empty.

When we sit in a chair, we think we are touching it. Actually, we are hovering above the chair, floating less than a
nanometer above it, repelled by the chair’s electrical and quantum forces. This means that whenever we “touch”
something, we are not making direct contact at all but are separated by these tiny atomic forces. (This also means that
if we could somehow neutralize the exclusion principle, then we might be able to pass through walls. However, no one
knows how to do this.)

Not only does the quantum theory keep atoms from crashing through one another, it also binds them together into
molecules. Imagine for the moment that an atom is like a tiny solar system, with planets revolving around a sun. Now,
if two such solar systems collided, then the planets would either crash into one another or fly out in all directions,
causing the solar system to collapse. Solar systems are never stable when they collide with another solar system, so by
rights, atoms should collapse when they bump into one another.

In reality, when two atoms get very close, they either bounce off each other or they combine to form a stable
molecule. The reason atoms can form stable molecules is because electrons can be shared between two atoms.
Normally, the idea of an electron being shared between two atoms is preposterous. It is impossible if the electron
obeyed the commonsense laws of Newton. But because of the Heisenberg uncertainty principle, you don’t know
precisely where the electron is. Instead, it’s smeared out between two atoms, which holds them together.

In other words, if you turn off the quantum theory, then your molecules fall apart when they bump into one another
and you would dissolve into a gas of particles. So the quantum theory explains why atoms can bind to form solid
matter, rather than disintegrate.

(This is also the reason you cannot have worlds within worlds. Some people imagine that our solar system or galaxy
might be an atom in someone else’s gigantic universe. This was, in fact, the final scene in the movie Men in Black,
where the entire known universe was in fact just an atom in some alien’s ball game. But according to physics, this is
impossible, since the laws of physics change as we go from scale to scale. The rules governing atoms are quite different
from the rules governing galaxies.)

Some of the mind-bending principles of the quantum theory are:

* you cannot know the exact velocity and location of any particle—there is always uncertainty



* particles can in some sense be in two places at the same time

« all particles exist as mixtures of different states simultaneously; for example, spinning particles can be
mixtures of particles whose axes spin both up and down simultaneously

* you can disappear and reappear somewhere else

All these statements sound ridiculous. In fact, Einstein once said, “the more successful the quantum theory is, the
sillier it looks.” No one knows where these bizarre laws come from. They are simply postulates, with no explanation.
The quantum theory has only one thing going for it: it is correct. Its accuracy has been measured to one part in ten
billion, making it the most successful physical theory of all time.

The reason we don’t see these incredible phenomena in daily life is because we are composed of trillions upon
trillions of atoms, and these effects, in some sense, average out.

MOVING INDIVIDUAL ATOMS

Richard Feynman dreamed of the day when a physicist could manufacture any molecule, atom for atom. That seemed
impossible back in 1959, but part of that dream is now a reality.

I had a chance to witness this up close, when 1 visited the IBM Almaden Research Center in San Jose, California. |
came to observe a remarkable instrument, the scanning tunneling microscope, which allows scientists to view and
manipulate individual atoms. This device was invented by Gerd Binnig and Heinrich Rohrer of IBM, for which they
won the Nobel Prize in 1986. (I remember, as a child, my teacher telling us that we would never be able to see atoms.
They are just too small, he said. By then, | had already decided to become an atomic scientist. | realized that 1 would
spend the rest of my life studying something | would never be able to observe directly. But today, not only can we see
atoms, but we can play with them, with atomic tweezers.)

The scanning tunneling microscope is actually not a microscope at all. It resembles an old phonograph. A fine
needle (with a tip that is only a single atom across) passes slowly over the material being analyzed. A small electrical
current travels from the needle, through the material, to the base of the instrument. As the needle passes over the
object, the electrical current changes slightly every time it passes over an atom. After multiple passes, the machine
prints out the stunning outline of the atom itself. Using an identical needle, the microscope is then capable not just of
recording these atoms but also of moving them around. In this way, one can spell out the letters, such as the initials
IBM, and in fact even design primitive machines built out of atoms.

(Another recent invention is the atomic force microscope, which can give us stunning 3-D pictures of arrays of
atoms. The atomic force microscope also uses the needle with a very small point, but it shines a laser onto it. As the
needle passes over the material being studied, the needle jiggles, and this motion is recorded by the laser beam image.)

| found that moving individual atoms around was quite simple. | sat in front of a computer screen, looking at a series
of white spheres, each resembling a Ping-Pong ball about an inch across. Actually, each ball was an individual atom. |
placed the cursor over an atom and then moved the cursor to another position. | pushed a button that then activated the
needle to move the atom. The microscope rescanned the substance. The screen changed, showing that the ball had
moved to precisely where | wanted it.

The whole process took only a minute to move each atom to any position | wanted. In fact, in about thirty minutes, |
found that I could actually spell out some letters on the screen, made of individual atoms. In an hour, | could make
rather complex patterns involving ten or so atoms.



I had to recover from the shock that | had actually moved individual atoms, something that was once thought to be
impossible.

MEMS AND NANOPARTICLES

Although nanotechnology is still in its infancy, it has already generated a booming commercial industry in chemical
coatings. By spraying thin layers of chemicals only a few molecules thick onto a commercial product, one can make it
more resistant to rust or change its optical properties. Other commercial applications today are stain-resistant clothing,
enhanced computer screens, stronger metal-cutting tools, and scratch-resistant coatings. In the coming years, more and
more novel commercial products will be marketed that have microcoatings to improve their performance.

For the most part, nanotechnology is still a very young science. But one aspect of nanotechnology is now beginning
to affect the lives of everyone and has already blossomed into a lucrative $40 billion worldwide industry—
microelectromechanical systems (MEMS)—that includes everything from ink-jet cartridges, air bag sensors, and
displays to gyroscopes for cars and airplanes. MEMS are tiny machines so small they can easily fit on the tip of a
needle. They are created using the same etching technology used in the computer business. Instead of etching
transistors, engineers etch tiny mechanical components, creating machine parts so small you need a microscope to see
them.

Scientists have made an atomic version of the abacus, the venerable Asian calculating device, that consists of several
vertical columns of wires containing wooden beads. In 2000, scientists at the IBM Zurich Research Laboratory made
an atomic version of the abacus by manipulating individual atoms with a scanning microscope. Instead of wooden
beads that move up and down the vertical wires, the atomic abacus used buckyballs, which are carbon atoms arranged
to form a molecule shaped like a soccer ball, 5,000 times smaller than the width of a human hair.

At Cornell, scientists have even created an atomic guitar. It has six strings, each string just 100 atoms wide. Laid end
to end, twenty of these guitars would fit inside a human hair. The guitar is real, with real strings that can be plucked
(although the frequency of this atomic guitar is much too high to be heard by the human ear).

But the most widespread practical application of this technology is in air bags, which contain tiny MEM
accelerometers that can detect the sudden braking of your car. The MEM accelerometer consists of a microscopic ball
attached to a spring or lever. When you slam on the brakes, the sudden deceleration jolts the ball, whose movement
creates a tiny electrical charge. This charge then triggers a chemical explosion that releases large amounts of nitrogen
gas within 1/25 of a second. Already, this technology has saved thousands of lives.

NEAR TERM (PRESENT TO 2030)

NANOMACHINES IN OUR BODIES

In the near future, we should expect a new variety of nanodevices that may revolutionize medicine, such as
nanomachines coursing throughout the bloodstream. In the movie Fantastic Voyage, a crew of scientists and their ship
are miniaturized to the size of a red blood cell. They then embark on a voyage through the bloodstream and brain of a
patient, encountering a series of harrowing dangers within the body. One goal of nanotechnology is to create molecular
hunters that will zoom in on cancer cells and destroy them cleanly, leaving normal cells intact. Science fiction writers
have long dreamed about molecular search-and-destroy craft floating in the blood, constantly on the lookout for cancer
cells. But critics once considered this to be impossible, an idle dream of fiction writers.



Part of this dream is being realized today. In 1992, Jerome Schentag of the University at Buffalo invented the smart
pill, which we mentioned earlier, a tiny instrument the size of a pill that you swallow and that can be tracked
electronically. It can then be instructed to deliver medicines to the proper location. Smart pills have been built that
contain TV cameras to photograph your insides as they go down your stomach and intestines. Magnets can be used to
guide them. In this way, the device can search for tumors and polyps. In the future, it may be possible to perform minor
surgery via these smart pills, removing any abnormalities and doing biopsies from the inside, without cutting the skin.

A much smaller device is the nanoparticle, a molecule that can deliver cancer-fighting drugs to a specific target,
which might revolutionize the treatment of cancer. These nanoparticles can be compared to a molecular smart bomb,
designed to hit a specific target with a chemical payload, vastly reducing collateral damage in the process. While a
dumb bomb hits everything, including healthy cells, smart bombs are selective and home in on just the cancer cells.

Anyone who has experienced the horrific side effects of chemotherapy will understand the vast potential of these
nanoparticles to reduce human suffering. Chemotherapy works by bathing the entire body with deadly toxins, killing
cancer cells slightly more efficiently than ordinary cells. The collateral damage from chemotherapy is widespread. The
side effects—including nausea, loss of hair, loss of strength, etc.—are so severe that some cancer patients would rather
die of cancer than subject themselves to this torture.

Nanoparticles may change all this. Medicines, such as chemotherapy drugs, will be placed inside a molecule shaped
like a capsule. The nanoparticle is then allowed to circulate in the bloodstream, until it finds a particular destination,
where it releases its medicine.

The key to these nanoparticles is their size: between 10 to 100 nanometers, too big to penetrate a blood cell. So
nanoparticles harmlessly bounce off normal blood cells. But cancer cells are different; their cell walls are riddled with
large, irregular pores. The nanoparticles can enter freely into the cancer cells and deliver their medicine but leave
healthy tissue untouched. So doctors do not need complicated guidance systems to steer these nanoparticles to their
target. They will naturally accumulate in certain types of cancerous tumors.

The beauty of this is that it does not require complicated and dangerous methods, which might have serious side
effects. These nanoparticles are simply the right size: too big to attack normal cells but just right to penetrate a cancer
cell.

Another example is the nanoparticles created by the scientists at BIND Biosciences in Cambridge, Massachusetts.
Its nanoparticles are made of polylactic acid and copolylactic acid/glycolic acid, which can hold drugs inside a
molecular mesh. This creates the payload of the nanoparticle. The guidance system of the nanoparticle is the peptides
that coat the particle and specifically bind to the target cell.

What is especially appealing about this work is that these nanoparticles form by themselves, without complicated
factories and chemical plants. The various chemicals are mixed together slowly, in proper sequence, under very
controlled conditions, and the nanoparticles self-assemble.

“Because the self-assembly doesn’t require multiple complicated chemical steps, the particles are very easy to
manufacture .... And we can make them on a kilogram scale, which no one else has done,” says BIND’s Omid
Farokhzad, a physician at the Harvard Medical School. Already, these nanoparticles have proven their worth against
prostate, breast, and lung cancer tumors in rats. By using colored dyes, one can show that these nanoparticles are
accumulating in the organ in question, releasing their payload in the desired way. Clinical trials on human patients start
in a few years.

ZAPPING CANCER CELLS

Not only can these nanoparticles seek out cancer cells and deliver chemicals to kill them, they might actually be able to
Kill them on the spot. The principle behind this is simple. These nanoparticles can absorb light of a certain frequency.
By focusing laser light on them, they heat up, or vibrate, destroying any cancer cells in the vicinity by rupturing their
cell walls. The key, therefore, is to get these nanoparticles close enough to cancer cells.

Several groups have already developed prototypes. Scientists at the Argonne National Laboratory and the University
of Chicago have created titanium dioxide nanoparticles (titanium dioxide is a common chemical found in sunscreen).
This group found that they could bind these nanoparticles to an antibody that naturally seeks out certain cancer cells



called glioblastoma multiforme (GBM). So these nanoparticles, by hitching a ride on this antibody, are carried to the
cancer cells. Then a white light is illuminated for five minutes, heating and eventually killing the cancer cells. Studies
have shown that 80 percent of the cancer cells can be destroyed in this way.

These scientists have also devised a second way to kill cancer cells. They created tiny magnetic disks that can
vibrate violently. Once these disks are led to the cancer cells, a small external magnetic field can be passed over them,
causing them to shake and tear apart the cell walls of the cancer. In tests, 90 percent of the cancer cells were Killed after
just 10 minutes of shaking.

This result is not a fluke. Scientists at the University of California at Santa Cruz have devised a similar system using
gold nanoparticles. These particles are only 20 to 70 nanometers across and only a few atoms thick, arranged in the
shape of a sphere. Scientists used a certain peptide that is known to be attracted to skin cancer cells. This peptide was
made to connect with the gold nanoparticles, which then were carried to the skin cancer cells in mice. By shining an
infrared laser, these gold particles could destroy the tumor cells by heating them up. “It’s basically like putting a cancer
cell in hot water and boiling it to death. The more heat the metal nanospheres generate, the better,” says Jin Zhang, one
of the researchers.

So in the future, nanotechnology will detect cancer colonies years to decades before they can form a tumor, and
nanoparticles circulating in our blood might be used to destroy these cells. The basic science is being done today.

NANOCARS IN OUR BLOOD

One step beyond the nanoparticle is the nanocar, a device that can actually be guided in its travels inside the body.
While the nanoparticle is allowed to circulate freely in the bloodstream, these nanocars are like remote-controlled
drones that can be steered and piloted.

James Tour and his colleagues at Rice University have made such a nanocar. Instead of wheels, it has four
buckyballs. One future goal of this research is to design a molecular car that can push a tiny robot around the
bloodstream, zapping cancer cells along the way or delivering lifesaving drugs to precise locations in the body.

But one problem with the molecular car is that it has no engine. Scientists have created more and more sophisticated
molecular machines, but creating a molecular power source has been one of the main roadblocks. Mother Nature has
solved this problem by using the molecule adenosine triphosphate (ATP) as her energy source. The energy of ATP
makes life possible; it energizes every second of our muscles’ motions. This energy of ATP is stored within an atomic
bond between its atoms. But creating a synthetic alternative has proven difficult.

Thomas Mallouk and Ayusman Sen of Pennsylvania State University have found a potential solution to this problem.
They have created a nanocar that can actually move tens of microns per second, which is the speed of most bacteria.
(They first created a nanorod, made of gold and platinum, the size of a bacterium. The nanorod was placed into a
mixture of water and hydrogen peroxide. This created a chemical reaction at either end of the nanorod that caused
protons to move from one end of the rod to the other. Since the protons push against the electrical charges of the water
molecule, this propels the nanorod forward. The rod continues to move forward as long as there is hydrogen peroxide in
the water.)

Steering these nanorods is also possible using magnetism. Scientists have embedded nickel disks inside these
nanorods, so they act like compass needles. By moving an ordinary refrigerator magnet next to these nanorods, you can
steer them in any direction you want.

Yet another way to steer a molecular machine is to use a flashlight. Light can break up the molecules into positive
and negative ions. These two types of ions diffuse through the medium at different speeds, which sets up an electric
field. The molecular machines are then attracted by these electric fields. So by pointing the flashlight one can steer the
molecular machines in that direction.

| had a demonstration of this when | visited the laboratory of Sylvain Martel of the Polytechnic Montréal in Canada.
His idea was to use the tails of ordinary bacteria to propel a tiny chip forward in the bloodstream. So far, scientists
have been unable to manufacture an atomic motor, like the one found in the tails of bacteria. Martel asked himself: If
nanotechnology could not make these tiny tails, why not use the tails of living bacteria?



He first created a computer chip smaller than the period at the end of this sentence. Then he grew a batch of bacteria.
He was able to place about eighty of these bacteria behind the chip, so that they acted like a propeller that pushed the
chip forward. Since these bacteria were slightly magnetic, Martel could use external magnets to steer them anywhere
he wanted.

| had a chance to steer these bacteria-driven chips myself. | looked in a microscope, and I could see a tiny computer
chip that was being pushed by several bacteria. When | pressed a button, a magnet turned on, and the chip moved to the
right. When | released the button, the chip stopped and then moved randomly. In this way, | could actually steer the
chip. While doing this, | realized that one day, a doctor may be pushing a similar button, but this time directing a
nanorobot in the veins of a patient.
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Molecular robots will be patrolling our bloodstreams, identifying and zapping cancer cells and pathogens. They could revolutionize medicine. (photo credit 4.1)

One can imagine a future where surgery is completely replaced by molecular machines moving through the
bloodstream, guided by magnets, homing in on a diseased organ, and then releasing medicines or performing surgery.
This could make cutting the skin totally obsolete. Or, magnets could guide these nanomachines to the heart in order to
remove a blockage of the arteries.

DNA CHIPS



As we mentioned in Chapter 3, in the future we will have tiny sensors in our clothes, body, and bathroom, constantly
monitoring our health and detecting diseases like cancer years before they become a danger. The key to this is the
DNA chip, which promises a “laboratory on a chip.” Like the tricorder of Star Trek, these tiny sensors will give us a
medical analysis within minutes.

Today, screening for cancer is a long, costly, and laborious process, often taking weeks. This severely limits the
number of cancer analyses that can be performed. However, computer technology is changing all this. Already,
scientists are creating devices that can rapidly and cheaply detect cancer, by looking for certain biomarkers produced
by cancer cells.

Using the very same etching technology used in computer chips, it is possible to etch a chip on which there are
microscopic sites that can detect specific DNA sequences or cancer cells.

Using transistor etching technology, DNA fragments are embedded into the chip. When fluids are passed over the
chip, these DNA fragments can bind to specific gene sequences. Then, using a laser beam, one can rapidly scan the
entire site and identify the genes. In this way, genes do not have to be read one by one as before, but can be scanned by
the thousands all at once.

In 1997, the Affymetrix company released the first commercial DNA chip that could rapidly analyze 50,000 DNA
sequences. By 2000, 400,000 DNA probes were available for a few thousand dollars. By 2002, prices had dropped to $
200 for even more powerful chips. Prices continue to plunge due to Moore’s law, down to a few dollars.

Shana Kelley, a professor at the University of Toronto’s medical school, said, “Today, it takes a room filled with
computers to evaluate a clinically relevant sample of cancer biomarkers and the results aren’t quickly available. Our
team was able to measure biomolecules on an electronic chip the size of your fingertip.” She also envisions the day
when all the equipment to analyze this chip will be shrunk to the size of a cell phone. This lab on a chip will mean that
we can shrink a chemical laboratory found in a hospital or university down to a single chip that we can use in our own
bathrooms.

Doctors at Massachusetts General Hospital have created their own custom-made biochip that is 100 times more
powerful than anything on the market today. Normally, circulating tumor cells (CTCs) make up fewer than one in a
million cells in our blood, but these CTCs eventually kill us if they proliferate. The new biochip is sensitive enough to
find one in a billion CTCs circulating in our blood. As a result, this chip has been proven to detect lung, prostate,
pancreatic, breast, and colorectal cancer cells by analyzing as little as a teaspoon of blood.

Standard etching technology carves out chips containing 78,000 microscopic pegs (each 100 microns tall). Under an
electron microscope, they resemble a forest of round pegs. Each peg is coated with an antibody for the epithelial cell
adhesion molecule (EpCAM), which is found in many types of cancer cells but is absent in ordinary cells. EpCAM is
vital for cancer cells to communicate with one another as they form a tumor. If blood is passed through the chip, the
CTC cells stick to the round pegs. In clinical trials, the chip successfully detected cancers in 115 out of 116 patients.

The proliferation of these labs on a chip will also radically affect the cost of diagnosing disease. At present, it may
cost several hundred dollars to have a biopsy or chemical analysis, which might take a few weeks. In the future, it may
cost a few pennies and take a few minutes. This could revolutionize the speed and accessibility of cancer diagnoses.
Every time we brush our teeth, we will have a thorough checkup for a variety of diseases, including cancer.

Leroy Hood and his colleagues at the University of Washington created a chip, about 4 centimeters wide, that can
test for specific proteins from a single drop of blood. Proteins are the building blocks of life. Our muscles, skin, hair,
hormones, and enzymes are all made of proteins. Detecting proteins from diseases like cancer could lead to an early
warning system for the body. At present, the chip costs only ten cents and can identify a specific protein within ten
minutes, so it is several million times more efficient than the previous system. Hood envisions a day when a chip will
be able to rapidly analyze hundreds of thousands of proteins, alerting us to a wide variety of diseases years before they
become serious.

CARBON NANOTUBES

One preview of the power of nanotechnology is carbon nanotubes. In principle, carbon nanotubes are stronger than
steel and can also conduct electricity, so carbon-based computers are a possibility. Although they are enormously



strong, one problem is that they must be in pure form, and the longest pure carbon fiber is only a few centimeters long.
But one day, entire computers may be made of carbon nanotubes and other molecular structures.

Carbon nanotubes are made of individual carbon atoms bonded to form a tube. Imagine chicken wire, where every
joint is a carbon atom. Now roll up the chicken wire into a tube, and you have the geometry of a carbon nanotube.
Carbon nanotubes are formed every time ordinary soot is created, but scientists never realized that carbon atoms could
bond in such a novel way.

The near-miraculous properties of carbon nanotubes owe their power to their atomic structure. Usually, when you
analyze a solid piece of matter, like a rock or wood, you are actually analyzing a huge composite of many overlapping
structures. It is easy to create tiny fractures within this composite, which cause it to break. So the strength of a material
depends on imperfections in its molecular structure. For example, graphite is made of pure carbon, but it is extremely
soft because it is made of layers that can slide past each other. Each layer consists of carbon atoms, each of which is
bonded with three other carbon atoms.

Diamonds are also made of pure carbon, but they are the strongest naturally occurring mineral. The carbon atoms in
diamonds are arranged in a tight, interlocking crystal structure, giving them their phenomenal strength. Similarly,
carbon nanotubes owe their amazing properties to their regular atomic structure.

Already, carbon nanotubes are finding their way into industry. Because of their conductivity, they can be used to
create cables to carry large amounts of electrical power. Because of their strength, they can be used to create substances
tougher than Kevlar.

But perhaps the most important application of carbon will be in the computer business. Carbon is one of several
candidates that may eventually succeed silicon as the basis of computer technology. The future of the world economy
may eventually depend on this question: What will replace silicon?

POST-SILICON ERA

As we mentioned earlier, Moore’s law, one of the foundations of the information revolution, cannot last forever. The
future of the world economy and the destiny of nations may ultimately hinge on which nation develops a suitable
replacement for silicon.

The question—When will Moore’s law collapse?—sends shudders throughout the world economy. Gordon Moore
himself was asked in 2007 if he thought the celebrated law named after him could last forever. Of course not, he said,
and predicted that it would end in ten to fifteen years.

This rough assessment agreed with a previous estimate made by Paolo Gargini, an Intel Fellow, who is responsible
for all external research at Intel. Since the Intel Corporation sets the pace for the entire semiconductor industry, his
words were carefully analyzed. At the annual Semicon West conference in 2004, he said, “We see that for at least the
next fifteen to twenty years, we can continue staying on Moore’s law.”

The current revolution in silicon-based computers has been driven by one overriding fact: the ability of UV light to
etch smaller and smaller transistors onto a wafer of silicon. Today, a Pentium chip may have several hundred million
transistors on a wafer the size of your thumbnail. Because the wavelength of UV light can be as small as 10
nanometers, it is possible to use etching techniques to carve out components that are only thirty atoms across. But this
process cannot continue forever. Sooner or later, it collapses, for several reasons.

First, the heat generated by powerful chips will eventually melt them. One naive solution is to stack the wafers on
top of one another, creating a cubical chip. This would increase the processing power of the chip but at the expense of
creating more heat. The heat from these cubical chips is so intense you could fry an egg on top of them. The problem is
simple: there is not enough surface area on a cubical chip to cool it down. In general, if you pass cool water or air
across a hot chip, the cooling effect is greater if you have more surface contact with the chip. But if you have a cubical
chip, the surface area is not enough. For example, if you could double the size of a cubical chip, the heat it generates
goes up by a factor of eight (since the cube contains eight times more electrical components), but its surface area
increases only by a factor of four. This means that the heat generated in a cubical chip rises faster than the ability to



cool it down. The larger the cubical chip, the more difficult it is to cool it. So cubical chips will provide only a partial,
temporary solution to the problem.

Some have suggested that we simply use X-rays instead of UV light to etch the circuits. In principle, this might
work, since X-rays can have a wavelength 100 times smaller than UV light. But there is a trade-off. As you move from
UV light to X-rays, you also increase the energy of the beam by a factor of 100 or so. This means that etching with X-
rays may destroy the wafer you are trying to etch. X-ray lithography can be compared to an artist trying to use a
blowtorch to create a delicate sculpture. X-ray lithography has to be very carefully controlled, so X-ray lithography is
only a short-term solution.

Second, there is a fundamental problem posed by the quantum theory: the uncertainty principle, which says that you
cannot know for certain the location and velocity of any atom or particle. Today’s Pentium chip may have a layer
about thirty atoms thick. By 2020, that layer could be five atoms across, so that the electron’s position is uncertain, and
it begins to leak through the layer, causing a short circuit. Thus, there is a quantum limit to how small a silicon
transistor can be.

As | mentioned earlier, I once keynoted a major conference of 3,000 of Microsoft’s top engineers in their
headquarters in Seattle, where | highlighted the problem of the slowing down of Moore’s law. These top software
engineers confided to me that they are now taking this problem very seriously, and parallel processing is one of their
top answers to increase computer processing power. The easiest way to solve this problem is to string a series of chips
in parallel, so that a computer problem is broken down into pieces and then reassembled at the end.

Parallel processing is one of the keys to how our own brain works. If you do an MRI scan of the brain as it thinks,
you find that various regions of the brain light up simultaneously, meaning that the brain breaks up a task into small
pieces and processes each piece simultaneously. This explains why neurons (which carry electrical messages at the
excruciatingly slow pace of 200 miles per hour) can outperform a supercomputer, in which messages travel at nearly
the speed of light. What our brain lacks in speed, it more than makes up for by doing billions of small calculations
simultaneously and then adding them all up.

The difficulty with parallel processing is that every problem has to be broken into several pieces. Each piece is then
processed by different chips, and the problem is reassembled at the end. The coordination of this breakup can be
exceedingly complicated, and it depends specifically on each problem, making a general procedure very difficult to
find. The human brain does this effortlessly, but Mother Nature has had millions of years to solve this problem.
Software engineers have had only a decade or so.

ATOMIC TRANSISTORS

One possible replacement for silicon chips is transistors made of individual atoms. If silicon transistors fail because
wires and layers in a chip are going down in size to the atomic scale, then why not start all over again and compute on
atoms?

One way of realizing this is with molecular transistors. A transistor is a switch that allows you to control the flow of
electricity down a wire. It’s possible to replace a silicon transistor with a single molecule, made of chemicals like
rotaxane and benzenethiol. When you see a molecule of benzenethiol, it looks like a long tube, with a “knob,” or valve,
made of atoms in the middle. Normally, electricity is free to flow down the tube, making it conductive. But it is also
possible to twist the “knob,” which shuts off the flow of electricity. In this way, the entire molecule acts like a switch
that can control the flow of electricity. In one position, the knob allows electricity to flow, which can represent the
number “1.” If the knob is turned, then the electric flow is stopped, which represents the number “0.” Thus, digital
messages can be sent by using molecules.

Molecular transistors already exist. Several corporations have announced that they have created transistors made of
individual molecules. But before they can be commercially viable, one must be able to wire them up correctly and
mass-produce them.

One promising candidate for the molecular transistor comes from a substance called graphene, which was first
isolated from graphite in 2004 by Andre Geim and Kostya Novoselov of the University of Manchester, who won a
Nobel Prize for their work. It is like a single layer of graphite. Unlike carbon nanotubes, which are sheets of carbon
atoms rolled up into long, narrow tubes, graphene is a single sheet of carbon, no more than one atom thick. Like carbon



nanotubes, graphene represents a new state of matter, so scientists are teasing apart its remarkable properties, including
conducting electricity. “From the point of view of physics, graphene is a goldmine. You can study it for ages,” remarks
Novoselov. (Graphene is also the strongest material ever tested in science. If you placed an elephant on a pencil, and
balanced the pencil on a sheet of graphene, the graphene would not tear.)

Novoselov’s group has employed standard techniques used in the computer industry to carve out some of the
smallest transistors ever made. Narrow beams of electrons can carve out channels in graphene, making the world’s
smallest transistor: one atom thick and ten atoms across. (At present, the smallest molecular transistors are about 30
nanometers in size. Novoselov’s smallest transistors are thirty times smaller than that.)

These transistors of graphene are so small, in fact, they may represent the ultimate limit for molecular transistors.
Any smaller, and the uncertainty principle takes over and electrons leak out of the transistor, destroying its properties.
“It’s about the smallest you can get,” says Novoselov.

Although there are several promising candidates for molecular transistors, the real problem is more mundane: how
to wire them up and assemble them into a commercially viable product. Creating a single molecular transistor is not
enough. Molecular transistors are notoriously hard to manipulate, since they can be thousands of times thinner than a
human hair. It is a nightmare thinking of ways to mass-produce them. At present, the technology is not yet in place.

For example, graphene is such a new material that scientists do not know how to produce large quantities of it.
Scientists can produce only about .1 millimeter of pure graphene, much too small for commercial use. One hope is that
a process can be found that self-assembles the molecular transistor. In nature, we sometimes find arrays of molecules
that condense into a precise pattern, as if by magic. So far, no one has been able to reliably re-create this magic.

QUANTUM COMPUTERS

The most ambitious proposal is to use quantum computers, which actually compute on individual atoms themselves.
Some claim that quantum computers are the ultimate computer, since the atom is the smallest unit that one can
calculate on.

An atom is like a spinning top. Normally, you can store digital information on spinning tops by assigning the
number “0” if the top is spinning upward, or “1” if the top is spinning down. If you flip over a spinning top, then you
have converted a 0 into a 1 and have done a calculation.

But in the bizarre world of the quantum, an atom is in some sense spinning up and down simultaneously. (In the
quantum world, being several places at the same time is commonplace.) An atom can therefore contain much more
information than a 0 or a 1. It can describe a mixture of 0 and 1. So quantum computers use “qubits” rather than bits.
For example, it can be 25 percent spinning up and 75 percent spinning down. In this way, a spinning atom can store
vastly more information than a single bit.

Quantum computers are so powerful that the CIA has looked into their code-breaking potentials. When the CIA tries
to break the code of another nation, it searches for the key. Nations have devised ingenious ways of constructing the
key that encodes their messages. For example, the key may be based on factorizing a large number. It’s easy to
factorize the number 21 as the product of 3 and 7. Now let’s say that you have an integer of 100 digits, and you ask a
digital computer to rewrite it as the product of two other integers. It might take a digital computer a century to be able
to factorize this number. A quantum computer, however, is so powerful that in principle it can effortlessly crack any
such code. A quantum computer quickly outperforms a standard computer on these huge tasks.

Quantum computers are not science fiction but actually exist today. In fact, | had a chance to see a quantum
computer for myself when | visited the MIT laboratory of Seth Lloyd, one of the pioneers in the field. His laboratory is
full of computers, vacuum pumps, and sensors, but the heart of his experiment is a machine that resembles a standard
MRI machine, except much smaller. Like the MRI machine, his device has two large coils of wire that create a uniform
magnetic field in the space between them. In this uniform magnetic field, he places his sample material. The atoms
inside the sample align, like spinning tops. If the atom points up, it corresponds to a 0. If it points down, it corresponds
toa 1. Then he sends an electromagnetic pulse into the sample, which changes the alignment of the atoms. Some of the
atoms flip over, so a 1 becomes a 0. In this way, the machine has performed a calculation.



So why don’t we have quantum computers sitting on our desks, solving the mysteries of the universe? Lloyd
admitted to me the real problem that has stymied research in quantum computers is the disturbances from the outside
world that destroy the delicate properties of these atoms.

When atoms are “coherent” and vibrating in phase with one another, the tiniest disturbances from the outside world
can ruin this delicate balance and make the atoms “decohere,” so they no longer vibrate in unison. Even the passing of
a cosmic ray or the rumble of a truck outside the lab can destroy the delicate spinning alignment of these atoms and
destroy the computation.

The decoherence problem is the single most difficult barrier to creating quantum computers. Anyone who can solve
the problem of decoherence will not only win a Nobel Prize but also become the richest man on earth.

As you can imagine, creating quantum computers out of individual coherent atoms is an arduous process, because
these atoms quickly decohere and fall out of phase. So far, the world’s most complex calculation done on a quantum
computer is 3 x 5 = 15. Although this might not seem much, remember that this calculation was done on individual
atoms.

In addition, there is another bizarre complication coming from the quantum theory, again based on the uncertainty
principle. All calculations done on a quantum computer are uncertain, so you have to repeat the experiment many
times. So 2 + 2 = 4, at least sometimes. If you repeat the calculation of 2 + 2 a number of times, the final answer
averages out to 4. So even arithmetic becomes fuzzy on a quantum computer.

No one knows when one might solve this problem of decoherence. Vint Cerf, one of the original creators of the
Internet, predicts, “By 2050, we will surely have found ways to achieve room-temperature quantum computation.”

We should also point out that the stakes are so high that a variety of computer designs have been explored by
scientists. Some of these competing designs include:

* optical computers: These computers calculate on light beams rather than electrons. Since light beams can
pass through each other, optical computers have the advantage that they can be cubical, without wires. Also,
lasers can be fabricated using the same lithographic techniques as ordinary transistors, so you can in theory
pack millions of lasers onto a chip.

* quantum dot computers: Semiconductors used in chips can be etched into tiny dots so small they consist
of a collection of perhaps 100 atoms. At that point, these atoms can begin to vibrate in unison. In 2009, the
world’s smallest quantum dot was built out of a single electron. These quantum dots have already proven
their worth with light-emitting diodes and computer displays. In the future, if these quantum dots are
arranged properly, they might even create a quantum computer.

* DNA computers: In 1994, the first computer made of DNA molecules was created at the University of
Southern California. Since a strand of DNA encodes information on amino acids represented by the letters
A, T,C,G instead of Os and 1s, DNA can be viewed as ordinary computer tape, except it can store more
information. In the same way that a large digital number can be manipulated and rearranged by a computer,
one can also perform analogous manipulations by mixing tubes of fluids containing DNA, which can be cut
and spliced in various ways. Although the process is slow, there are so many trillions of DNA molecules
acting simultaneously that a DNA computer can solve certain calculations more conveniently than a digital
computer. Although a digital computer is quite convenient and can be placed inside your cell phone, DNA
computers are more awkward, involving mixing tubes of liquid containing DNA.

MIDCENTURY (2030 TO 2070)



SHAPE-SHIFTING

In the movie Terminator 2: Judgment Day, Arnold Schwarzenegger is attacked by an advanced robot from the future, a
T-1000, which is made of liquid metal. Resembling a quivering mass of mercury, it can change shape and slither its
way through any obstacle. It can seep through the tiniest cracks and fashion deadly weapons by reshaping its hands and
feet. And then it can suddenly re-form into its original shape to carry on its murderous rampage. The T-1000 appeared
to be unstoppable, the perfect killing machine.

All this was science fiction, of course. The technology of today does not allow you to change a solid object at will.
Yet by midcentury a form of this shape-shifting technology may become commonplace. In fact, one of the main
companies driving this technology is Intel.

Ironically, by 2050, most of the fruits of nanotechnology will be everywhere, but hidden from view. Almost every
product will be enhanced via molecular manufacturing techniques, so they will become superstrong, resistant,
conductive, and flexible. Nanotechnology will also give us sensors that constantly protect and help us, distributed in
the environment, hidden away, beneath the surface of our consciousness. We will walk down the street and everything
will appear to be the same, so we will never know how nanotechnology has changed the world around us.

But there is one consequence of nanotechnology that will be obvious.

The Terminator T-1000 killer robot is perhaps the most dramatic example of an object from the field called
programmable matter, which may allow us one day to change the shape, color, and physical form of an object with the
push of a button. On a primitive level, even a neon sign is a form of programmable matter, since you can flick a light
switch and send electricity through a tube of gas. The electricity excites the gas atoms, which then decay back to their
normal state, releasing light in the process. A more sophisticated version of this is the LCD display found on computer
screens everywhere. The LCD contains a liquid crystal that becomes opaque when a small electrical current is applied.
Thus, by regulating the electrical current flowing inside a liquid crystal, one can create colors and shapes on a screen
with the push of a button.

The scientists at Intel are much more ambitious. They visualize using programmable matter to actually change the
shape of a solid object, just like in science fiction. The idea is simple: create a computer chip in the shape of a tiny
grain of sand. These smart grains of sand allow you to change the static electric charge on the surface, so that these
grains can attract and repel each other. With one set of charges, these grains can line up to form a certain array. But you
can reprogram these grains so that their electrical charges change. Instantly, these grains rearrange themselves, forming
an entirely different arrangement. These grains are called “catoms” (short for claytronic atoms) since they can form a
wide range of objects by simply changing their charges, much like atoms. (Programmable matter has much in common
with the modular robots we saw in Chapter 2. While the modular robots contain smart blocks, about 2 inches in size,
that can rearrange themselves, programmable matter shrinks these building blocks to submillimeter size and beyond.)

One of the promoters of this technology is Jason Campbell, a senior researcher at Intel. He says, “Think of a mobile
device. My cell phone is too big to fit comfortably in my pocket and too small for my fingers. It’s worse if | try to
watch movies or do my e-mail. But if | had 200 to 300 milliliters of catoms, | could have it take on the shape of the
device that | need at that moment.” So one moment, | have a cell phone in my hand. The next moment, it morphs into
something else. This way, | don’t have to carry so many electronic gadgets.

In its laboratories, Intel has already created an array of catoms that are about an inch in size. The catom resembles a
cube with scores of tiny electrodes spread evenly on its surfaces. What makes the catom unique is that you can change
the charge on each of its electrodes, so that catoms bind to each other in different orientations. With one set of charges,
these cubes might combine to create a large cube. Change the charges on each cube’s electrode, and then the catoms
disassemble and quickly rearrange themselves into an entirely different shape, such as a boat.

The point is to shrink each catom to the size of a grain of sand, or even smaller. If one day silicon-etching techniques
allow us to create catoms that are as small as a cell, then we might be able to realistically change one shape into
another, simply by pushing a button. Justin Rattner, a senior fellow at Intel, says, “Sometime over the next forty years,
this will become everyday technology.” One immediate application would be for automobile designers, airline



engineers, artists, architects, and anyone who has to design three-dimensional models of their projects and then
continually modify them. If one has a mold of a four-door sedan, for example, one can grab the mold, stretch it, and it
suddenly morphs into a hatchback. Compress the mold a bit more and it turns into a sports car. This is far superior to
molding clay, which has no memory or intelligence. Programmable matter has intelligence, can remember previous
shapes, adapt to new ideas, and respond to the designers’ wishes. Once the mold is finalized, the design can simply be
e-mailed to thousands of other designers, who can then create exact copies.

This could have a profound effect on consumer products. Toys, for example, can be programmed to change shape by
inserting new software instructions. So for Christmas, one need only download the software for a new toy, reprogram
the old toy, and an entirely new toy appears. Children might celebrate Christmas not by opening presents under the tree
but by downloading software for their favorite toy that Santa has e-mailed them, and the catoms making up last year’s
toy become the hottest thing on the market. This means that a wide array of consumer products may eventually be
reduced to software programs sent over the Internet. Instead of hiring a truck to deliver your new furniture and
appliances, you may simply download the software off the net and recycle your old products. Renovating homes and
apartments won’t be such a chore with programmable matter. In your kitchen, replacing the tiles, tabletops, appliances,
and cabinets might simply involve pushing a button.

In addition, this could cut down on waste disposal. You don’t have to throw out many of your unwanted things if you
can simply reprogram them. If an appliance or piece of furniture breaks, you have only to reprogram it and it becomes
new again.

Despite its enormous promise, there are also numerous problems facing the Intel team. One is how to orchestrate the
movements of all these millions of catoms. There will be bandwidth problems when we try to upload all this
information into the programmable matter. But there are also shortcuts one can take.

For example, in science fiction movies it is common to see “morphing,” that is, one person suddenly changing into a
monster. This used to be a very complex, tedious process to create on film, but can now be done easily by computer.
First, you identify certain vectors that mark different key points on the face, such as the nose and eyes, for both the
human and the monster. Each time a vector is moved, the face changes gradually. Then computers are programmed to
move these vectors, from one face to the next, thereby slowly changing one face into another. In the same way, it
might be possible to use shortcuts when shape-shifting a 3-D object.

Another problem is that the static electrical forces between the catoms are weak when compared to the tough
interatomic forces that hold most solids together. As we have seen, quantum forces can be quite powerful, responsible
for the tough properties of metals and the elastic properties of plastic. Duplicating these quantum forces with static
electrical forces to ensure that these products remain stable is going to be an issue in the future.

| had a chance to witness firsthand the remarkable, rapid advances in programmable matter when | took a Science
Channel film crew to visit Seth Goldstein at Carnegie Mellon University. In his laboratory you could see large stacks
of cubes scattered all over a table in various sizes, each with chips inside. | saw two of these cubes bound tightly
together by electrical forces, and he asked me to try to rip them apart by hand. Surprisingly, | couldn’t. I found that the
electrical forces binding these two cubes were quite powerful. Then he pointed out that these electrical forces would be
correspondingly greater if you miniaturized the cubes. He took me to another lab, where he showed me just how small
these catoms can become. By employing the same techniques used to carve out millions of transistors on silicon
wafers, he could carve out microscopic catoms that were only millimeters across. In fact, they were so small that | had
to look at them under a microscope to see them clearly. He hopes that eventually, by controlling their electrical forces,
he can get them to arrange in any shape with a push of a button, almost like a sorcerer conjuring up anything he wants.

Then | asked him, How can you give detailed instructions to billions upon billions of catoms, so that a refrigerator,
say, might suddenly transform into an oven? It seems like a programming nightmare, | said. But he replied that it
wasn’t necessary to give detailed instructions to every single catom. Each catom has to know only which neighbors it
must attach to. If each catom is instructed to bind with only a tiny set of neighboring catoms, then the catoms would
magically rearrange themselves into complex structures (much like the neurons of a baby’s brain need to know only
how to attach themselves to neighboring neurons as the brain develops).

Assuming that the problem of programming and stability can be solved, then by late century there is the possibility
that entire buildings or even cities may rise at the push of a button. One need only lay out the location of the buildings,
dig their foundations, and allow trillions of catoms to create entire cities rising from the desert or forest.

However, these Intel engineers envision the day when the catoms may even take human form. “Why not? It’s an
interesting thing to speculate on,” says Rattner. (Then perhaps the T-1000 robot may become a reality.)



FAR FUTURE (2070 TO 2100)

HOLY GRAIL: THE REPLICATOR

By 2100, advocates of nanotechnology envision an even more powerful machine: a molecular assembler, or
“replicator,” capable of creating anything. It would consist of a machine perhaps the size of a washing machine. You
would put the basic raw materials into the machine and then push a button. Trillions upon trillions of nanobots would
then converge on the raw materials, each one programmed to take them apart molecule by molecule and then
reassemble them into an entirely new product. This machine would be able to manufacture anything. The replicator
would be the crowning achievement of engineering and science, the ultimate culmination of our struggles ever since
we picked up the first tool back in prehistory.

One problem with the replicator is the sheer number of atoms that must be rearranged in order to copy an object. The
human body, for example, has over 50 trillion cells and in excess of 10?° atoms. That is a staggering number, requiring
a colossal amount of memory space just to store the locations of all these atoms.

But one way to overcome this problem is to create a nanobot, a still-hypothetical molecular robot. These nanobots
have several key properties. First, they can reproduce themselves. If they can reproduce once, then they can, in
principle, create an unlimited number of copies of themselves. So the trick is to create just the first nanobot. Second,
they are capable of identifying molecules and cutting them up at precise points. Third, by following a master code,
they are capable of reassembling these atoms into different arrangements. So the task of rearranging 10%° atoms is
reduced to making a similar number of nanobots, each one designed to manipulate individual atoms. In this way, the
sheer number of atoms of the body is no longer such a daunting obstacle. The real problem is creating just the first one
of these mythical nanobots and letting it reproduce by itself.

However, the scientific community is split on the question of whether the full-blown dream of a nanofabricator is
physically possible. A few, like Eric Drexler, a pioneer in nanotechnology and author of The Engines of Creation,
envision a future where all products are manufactured at the molecular level, creating a cornucopia of goods that we
can only dream of today. Every aspect of society would be turned upside down by the creation of a machine that can
create anything you want. Other scientists, however, are skeptical.

The late Nobel laureate Richard Smalley, for example, raised the problem of “sticky fingers” and “fat fingers” in an
article in Scientific American in 2001. The key question is: Can a molecular nanobot be built that is nimble enough to
rearrange molecules at will? He said the answer was no.

This debate spilled open when Smalley squared off with Drexler in a series of letters, reprinted in the pages of
Chemical and Engineering News in 2003 to 2004. The repercussions of that debate are being felt even today. Smalley’s
position was that the “fingers” of a molecular machine would not be able to perform this delicate task for two reasons.

First, the “fingers” would face tiny attractive forces that would make them stick to other molecules. Atoms stick to
each other, in part, because of tiny electrical forces, like the van der Waals force, that exist between their electrons.
Think of trying to repair a watch when your tweezers are covered with honey. Assembling anything as delicate as
watch components would be impossible. Now imagine assembling something even more complicated than a watch,
like a molecule, that constantly sticks to your fingers.

Second, these fingers might be too “fat” to manipulate atoms. Think of trying to repair that watch wearing thick
cotton gloves. Since the “fingers” are made of individual atoms, as are the objects being manipulated, the fingers may
simply be too thick to perform the delicate operations needed.

Smalley concluded, “Much like you can’t make a boy and a girl fall in love with each other simply by pushing them
together, you cannot make precise chemistry occur as desired between two molecular objects with simple mechanical
motion .... Chemistry, like love, is more subtle than that.”

This debate goes to the very heart of whether a replicator will one day revolutionize society or be treated as a
curiosity and relegated to the trash bin of technology. As we have seen, the laws of physics in our world do not easily
translate to the physics of the nanoworld. Effects that we can ignore, such as van der Waals forces, surface tension, the
uncertainty principle, the Pauli exclusion principle, etc., become dominant in the nanoworld.



To appreciate this problem, imagine that the atom is the size of a marble and that you have a swimming pool full of
these atoms. If you fell into the swimming pool, it would be quite different from falling into a swimming pool of water.
These “marbles” would be constantly vibrating and hitting you from all directions, because of Brownian motion.
Trying to swim in this pool would be almost impossible, since it would be like trying to swim in molasses. Every time
you tried to grab one of the marbles, it would either move away from you or stick to your fingers, due to a complex
combination of forces.

In the end, both scientists agreed to disagree. Although Smalley was unable to throw a knockout punch against the
molecular replicator, several things became clear after the dust settled. First, both agreed that the naive idea of a
nanobot armed with molecular tweezers cutting and pasting molecules had to be modified. New quantum forces
become dominant at the atomic scale.

Second, although this replicator, or universal fabricator, is science fiction today, a version of it already exists.
Mother Nature, for example, can take hamburgers and vegetables and turn them into a baby in just nine months. This
process is carried out by DNA molecules (which encode the blueprint for the baby) that guide the actions of ribosomes
(which cut and splice the molecules into correct order) using the proteins and amino acids present in your food.

And third, a molecular assembler might work, but in a more sophisticated version. For example, as Smalley pointed
out, bringing two atoms together does not guarantee a reaction. Mother Nature often gets around this problem by
employing a third party, an enzyme in a water solution, to facilitate a chemical reaction. Smalley pointed out that many
chemicals found in computers and the electronics industry cannot be dissolved in water. But Drexler countered by
saying that not all chemical reactions involve water or enzymes.

One possibility, for example, is called self-assembly, or the bottom-up approach. Since antiquity, humans have used
the top-down approach to building. With tools like a hammer and saw, one begins to cut wood and then piece together
boards to create larger structures like a house according to a plan. You have to carefully guide this process from above
at every step of the way.

In the bottom-up approach, things assemble by themselves. In nature, for example, beautiful snowflakes crystallize
all by themselves in a thunderstorm. Trillions upon trillions of atoms rearrange to create novel forms. No one has to
design each snowflake. This often occurs in biological systems as well. Bacterial ribosomes, which are complex
molecular systems containing at least fifty-five different protein molecules and several RNA molecules, can
spontaneously self-assemble in a test tube.

Self-assembly is also used in the semiconductor industry. Components used in transistors sometimes assemble by
themselves. By applying various complex techniques and processes in a precise sequence (such as quenching,
crystallization, polymerization, vapor deposition, solidification, etc.) one can produce a variety of commercially
valuable computer components. As we saw earlier, a certain type of nanoparticle used against cancer cells can be
produced using this method.

However, most things do not create themselves. In general, only a tiny fraction of nanomaterials have been shown to
self-assemble properly. You cannot order a nanomachine using self-assembly like you can order from a menu. So
progress in creating nanomachines this way will be steady but slow.

In sum, molecular assemblers apparently violate no law of physics, but they will be exceedingly difficult to build.
Nanobots do not exist now, and will not in the near future, but once (and if) the first nanobot is successfully produced,
it might alter society as we know it.

BUILDING A REPLICATOR

What might a replicator look like? No one knows exactly, since we are decades to a century away from actually
building one, but I got a taste of how a replicator might appear when | had my head examined (literally). For a Science
Channel special, they created a realistic 3-D copy of my face out of plastic by scanning a laser beam horizontally
across my face. As the beam bounced off my skin, the reflection was recorded by a sensor that fed the image into a
computer. Then the beam made the next pass across my face, but slightly lower. Eventually, it scanned my entire face,
dividing it up into many horizontal slices. By looking at a computer screen, you could see a 3-D image of the surface of
my face emerge, to an accuracy of perhaps a tenth of a millimeter, consisting of these horizontal slices.



Then this information was fed into a large device, about the size of a refrigerator, that can create a plastic 3-D image
of almost anything. The device has a tiny nozzle that moves horizontally, making many passes. On each pass, it sprays
out a tiny amount of molten plastic, duplicating the original laser image of my face. After about ten minutes and
numerous passes, the mold emerged from this machine, bearing an eerie resemblance to my face.

The commercial applications of this technology are enormous, since you can create a realistic copy of any 3-D
object, such as complicated machine parts, within a matter of a few minutes. However, one can imagine a device that,
decades to centuries from now, may be able to create a 3-D copy of a real object, down to the cellular and atomic level.

At the next level, it is possible to use this 3-D scanner to create living organs of the human body. At Wake Forest
University, scientists have pioneered a novel way to create living heart tissue, with an ink-jet printer. First, they have to
carefully write a software program that successively sprays out living heart cells as the nozzle makes each pass. For
this, they use an ordinary ink-jet printer but one whose ink cartridge is filled with a mixture of fluids containing living
heart cells. In this way, they have control over the precise 3-D placement of every cell. After multiple passes, they can
actually create the layers of heart tissue.

There is another instrument that might one day record the location of every atom of our body: the MRI. As we
observed earlier, the accuracy of the MRI scan is about a tenth of a millimeter. This means that every pixel of a
sensitive MRI scan may contain thousands of cells. But if you examine the physics behind the MRI, you find that the
accuracy of the image is related to the uniformity of the magnetic field within the machine. Thus, by making the
magnetic field increasingly uniform, one can even go below a tenth of a millimeter.

Already, scientists are envisioning an MRI-type machine with a resolution down to the size of a cell, and even
smaller, one that can scan down to the individual molecules and atoms.

In summary, a replicator does not violate the laws of physics, but it would be difficult to create using self-assembly.
By late in this century, when the techniques of self-assembly are finally mastered, we can think about commercial
applications of replicators.

GRAY GOO?

Some people, including Bill Joy, a founder of Sun Microsystems, have expressed reservations about nanotechnology,
writing that it’s only a matter of time before the technology runs wild, devours all the minerals of the earth, and spits
out useless “gray goo” instead. Even Prince Charles of England has spoken out against nanotechnology and the gray-
goo scenario.

The danger lies in the key property of these nanobots: they can reproduce themselves. Like a virus, they cannot be
recalled once they are let loose into the environment. Eventually, they could proliferate wildly, taking over the
environment and destroying the earth.

My own belief is that there are many decades to centuries before this technology is mature enough to create a
replicator, so concerns about the gray goo are premature. As the decades pass, there will be plenty of time to design
safeguards against nanobots that run amok. For example, one can design a fail-safe system so that, by pressing a panic
button, all the nanobots are rendered useless. Or one could design “killer bots,” specifically designed to seek out and
destroy nanobots that have run out of control.

Another way to deal with this is to study Mother Nature, who has had billions of years of experience with this
problem. Our world is full of self-replicating molecular life-forms, called viruses and bacteria, that can proliferate out
of control and mutate as well. However, our body has also created “nanobots” of its own, antibodies and white blood
cells in our immune system that seek out and destroy alien life-forms. The system is certainly not perfect, but it provides
a model for dealing with this out-of-control-nanobot problem.

SOCIAL IMPACT OF REPLICATORS



For a BBC/Discovery Channel special | once hosted, Joel Garreau, author of Radical Evolution, said, “If a self-
assembler ever does become possible, that’s going to be one of history’s great ‘holy s—!" moments. Then you are
really talking about changing the world into something we’ve never recognized before.”

There is an old saying, Be careful what you wish for, because it may come true. The holy grail of nanotechnology is
to create the molecular assembler, or replicator, but once it is invented, it could alter the very foundation of society
itself. All philosophies and social systems are ultimately based on scarcity and poverty. Throughout human history, this
has been the dominant theme running through society, shaping our culture, philosophy, and religion. In some religions,
prosperity is viewed as a divine reward and poverty as just punishment. Buddhism, by contrast, is based on the
universal nature of suffering and how we cope with it. In Christianity, the New Testament reads: “It is easier for a
camel to go through the eye of a needle than for a rich man to enter into the kingdom of God.”

The distribution of wealth also defines the society itself. Feudalism is based on preserving the wealth of a handful of
aristocrats against the poverty of the peasants. Capitalism is based on the idea that energetic, productive people are
rewarded for their labors by starting companies and getting rich. But if lazy, nonproductive individuals can get as much
as they want almost for free by pushing a button, then capitalism no longer works. A replicator upsets the entire apple
cart, turning human relations upside down. The distinctions between the haves and have-nots may disappear, and along
with it the notion of status and political power.

This conundrum was explored in an episode in Star Trek: The Next Generation, in which a capsule from the
twentieth century is found floating in outer space. Inside the capsule are the frozen bodies of people who suffered from
incurable diseases of that primitive time period, hoping to be revived in the future. The doctors of the starship
Enterprise quickly cure these individuals of their diseases and revive them. These fortunate individuals are surprised
that their gamble paid off, but one of them is a shrewd capitalist. The first thing he asks is: What time period is this?
When he finds out that he is now alive in the twenty-fourth century, he quickly realizes that his investments must today
be worth a fortune. He immediately demands to contact his banker back on earth. But the crew of the Enterprise is
bewildered. Money? Investments? These do not exist in the future. In the twenty-fourth century, you simply ask for
something, and it is given to you.

This also calls into question the search for the perfect society, or utopia, a word coined in the novel written by Sir
Thomas More in 1516 titled Utopia. Appalled by the suffering and squalor he saw around him, he envisioned a
paradise on a fictional island in the Atlantic Ocean. In the nineteenth century, there were many social movements in
Europe that searched for various forms of utopia, and many of them eventually found sanctuary by escaping to the
United States, where we see evidence of their settlements even today.

On one hand, a replicator could give us the utopia that was once envisioned by nineteenth-century visionaries.
Previous experiments in utopia failed because of scarcity, which led to inequalities, then bickering, and ultimately
collapse. But if replicators solve the problem of scarcity, then perhaps utopia is within reach. Art, music, and poetry
will flourish, and people will be free to explore their fondest dreams and wishes.

On the other hand, without the motivating factor of scarcity and money, it could lead to a self-indulgent, degenerate
society that sinks to the lowest level. Only a tiny handful, the most artistically motivated, will strive to write poetry.
The rest of us, the critics claim, will become good-for-nothing loafers and slackers.

Even the definitions used by the utopians are called into question. The mantra for socialism, for example, is: “From
each according to his ability, to each according to his contribution.” The mantra for communism, the highest stage of
socialism, is: “From each according to his ability, to each according to his need.”

But if replicators are possible, then the mantra simply becomes: “To each according to his desire.”

There is, however, a third way of looking at this question. According to the Cave Man Principle, people’s basic
personalities have not changed much in the past 100,000 years. Back then, there was no such thing as a job.
Anthropologists say that primitive societies were largely communal, sharing goods and hardships equally. Daily
rhythms were not governed by a job and pay, since neither of them existed.

Yet people back then did not become loafers, for several reasons. First, they would starve to death. People who did
not do their share of the work were simply thrown out of the tribe, and they soon perished. Second, people became
proud of their work, and even found meaning in their tasks. Third, there was enormous social pressure to remain a
productive member of society. Productive individuals could marry to pass their genes onto the next generation, while
the genes of loafers usually died with them.

So why will people live productive lives when replicators are invented and everyone can have anything they want?
First of all, replicators would guarantee that no one starves. But second, most people will probably still continue to



work because they are proud of their skills and find meaning in their labor. But the third reason, social pressure, is
harder to maintain without infringing on personal liberties. Instead of social pressure there would probably have to be a
major shift in education to change people’s attitudes toward work and reward, so that the replicator is not abused.
Fortunately, since progress will be slow and the replicator is a century or so away, society will have plenty of time to
debate the merits and implications of this technology and adjust to this new reality so that society does not disintegrate.

More than likely, the first replicators will be expensive. As MIT robotics expert Rodney Brooks says,
“Nanotechnology will thrive, much as photolithography thrives—in very expensive, controlled situations rather than as
a freestanding mass-market technology.” The problem of unlimited free goods will not be so much a problem. Given
the sophistication of these machines, it may take many decades after they are first created to bring down the cost.

| once had an interesting conversation with Jamais Cascio, a leading futurist with a long career of thoughtfully
contemplating the outlines of tomorrow. First, he told me that he doubted the singularity theory mentioned in Chapter
2, observing that human nature and social dynamics are much too messy, complicated, and unpredictable to be fit into a
simple neat theory. But he also admitted that remarkable advances in nanotechnology might eventually create a society
in which there was an overabundance of goods, especially with replicators and robots. So | asked him: How will society
behave when goods are nearly for free, when society is finally so rich that there is no necessity to work?

Two things would happen, he said. First, he thought there would be enough wealth to guarantee a decent, minimum
income for everyone, even if they did not work. So there probably would be a fraction of the population who become
permanent slackers. He foresaw a permanent safety net for society. This might be undesirable, but it is unavoidable,
especially if replicators and robots meet all our material needs. Second, this would be compensated for, he thought, by
unleashing a revolution in the entrepreneurial spirit. Freed from the fear of plunging into poverty and ruin, the more
industrious individuals would have more initiative and take on additional risks to create new industries and new
opportunities for others. He foresaw a new renaissance of society, as the creative spirit was unleashed from the fear of
bankruptcy.

In my own field, physics, | see that most of us engage in physics not for the money but for the sheer joy of discovery
and innovation. Often, we passed up lucrative jobs in other fields because we wanted to pursue a dream, not the dollar.
The artists and intellectuals | know also feel the same way—that their goal is not to amass as big a bank account as
possible but to be creative and ennoble the human spirit.

Personally, if by 2100 society becomes so rich that we are surrounded by material wealth, | feel that society may
react in a similar way. A fraction of the population will form a permanent class of people who simply refuse to work.
Others may be liberated from the constraints of poverty and pursue creative scientific and artistic achievement. For
them, the sheer joy of being creative, innovative, and artistic will outweigh the lure of a materialistic world. But the
majority will continue to work and be useful simply because it is part of our genetic heritage, the Cave Man Principle
within us.

But there is one problem that even replicators cannot solve. And this is the problem of energy. All these miraculous
technologies need vast amounts of energy to drive them. Where will this energy come from?

The Stone Age did not end for lack of stone. And the Oil Age will end long before the world runs out of oil.
—JAMES CANTON

Inmy mind, (fusion) ranks with the original gift of fire, back in the mists of prehistory.

—BEN BOVA
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The stars were the energy source of the gods. When Apollo rode across the sky in a chariot drawn by fire-breathing
horses, he illuminated the heavens and the earth with the infinite power of the sun. His power was rivaled only by that
of Zeus himself. Once, when Semele, one of Zeus’s numerous mortal lovers, begged to see him in his true form, he
reluctantly obliged. The resulting burst of blinding, cosmic energy burned her to a crisp.

In this century, we will harness the power of the stars, the energy source of the gods. In the short term, this means
ushering in an era of solar/hydrogen power to replace fossil fuels. But in the long term, it means harnessing the power
of fusion and even solar energy from outer space. Further advances in physics could usher in the age of magnetism,
whereby cars, trains, and even skateboards will float through the air on a cushion of magnetism. Our energy
consumption could be drastically reduced, since almost all the energy used in cars and trains is simply to overcome the
friction of the road.

END OF OIL?

Today our planet is thoroughly wedded to fossil fuels in the form of oil, natural gas, and coal. Altogether, the world
consumes about 14 trillion watts of power, of which 33 percent comes from oil, 25 percent from coal, 20 percent from
gas, 7 percent from nuclear, 15 percent from biomass and hydroelectric, and a paltry .5 percent from solar and
renewables.

Without fossil fuels, the world economy would come to a grinding halt.

One man who clearly saw the end of the age of oil was M. King Hubbert, a Shell Oil petroleum engineer. In 1956,
Hubbert presented a far-reaching talk to the American Petroleum Institute, making a disturbing prediction that was
universally derided by his colleagues at the time. He predicted that U.S. oil reserves were being depleted so rapidly
that soon 50 percent of the oil would be taken out of the ground, triggering an irreversible era of decline that would set
in between 1965 and 1971. He saw that the total amount of oil in the United States could be plotted as a bell-shaped
curve, and that we were then near the top of that curve. From then on, things could only go downhill, he predicted.
This meant that oil would become increasingly difficult to extract, hence the unthinkable would happen: the United
States would begin importing oil.

His prediction seemed rash, even outlandish and irresponsible, since the United States was still pumping an
enormous amount of oil from Texas and elsewhere in this country. But oil engineers are not laughing anymore.
Hubbert’s prediction was right on the button. By 1970, U.S. oil production peaked at 10.2 million barrels a day and
then fell. It has never recovered. Today, the United States imports 59 percent of its oil. In fact, if you compare a graph
of Hubbert’s estimates made decades ago with a graph of actual U.S. oil production through 2005, the two curves are
almost identical.

Now the fundamental question facing oil engineers is: Are we at the top of Hubbert’s peak in world oil reserves?
Back in 1956, Hubbert also predicted that global oil production would peak in about fifty years. He could be right
again. When our children look back at this era, will they view fossil fuels the same way we view whale oil today, as an
unfortunate relic of the distant past?

I have lectured many times in Saudi Arabia and throughout the Middle East, speaking about science, energy, and the
future. On one hand, Saudi Arabia has 267 billion barrels of oil, so this country seems to be floating on a huge
underground lake of crude oil. Traveling throughout Saudi Arabia and the Persian Gulf states, | could see an exorbitant
waste of energy, with huge fountains gushing in the middle of the desert, creating mammoth artificial ponds and lakes.
In Dubai, there is even an indoor ski slope with thousands of tons of artificial snow, in utter defiance of the sweltering
heat outside.

But now the oil ministers are worried. Behind all the rhetoric of “proven oil reserves,” which are supposed to
reassure us that we will have plenty of oil for decades to come, there is the realization that many of these authoritative
oil figures are a deceptive form of make-believe. “Proven oil reserves” sounds soothingly authoritative and definitive,
until you realize that the reserves are often the creation of a local oil minister’s wishful thinking and political pressure.

Speaking to the experts in energy, | could see that a rough consensus is emerging: we are either at the top of
Hubbert’s peak for world oil production, or are perhaps a decade away from that fateful point. This means that in the
near future, we may be entering a period of irreversible decline.



Of course, we will never totally run out of oil. New pockets are being found all the time. But the cost of extracting
and refining these will gradually skyrocket. For example, Canada has huge tar sands deposits, enough to supply the
world’s oil for decades to come, but it is not cost-effective to extract and refine it. The United States probably has
enough coal reserves to last 300 years, but there are legal restrictions, and the cost of extracting all the particulate and
gaseous pollutants is onerous.

Furthermore, oil continues to be found in politically volatile regions of the world, contributing to foreign instability.
Oil prices, when graphed over the decades, are like a roller-coaster ride, peaking at an astonishing $140 per barrel in
2008 (and more than $4 per gallon at the gas pump) and then plunging due to the great recession. Although there are
wild swings, due to political unrest, speculation, rumors, etc., one thing is clear: the average price of oil will continue to
rise over the long term.

This will have profound implications for the world economy. The rapid rise of modern civilization in the twentieth
century has been fueled by two things: cheap oil and Moore’s law. With energy prices rising, this puts pressure on the
world’s food supply as well as on the control of pollution. As novelist Jerry Pournelle has said, “Food and pollution are
not primary problems: they are energy problems. Given sufficient energy we can produce as much food as we like, if
need be, by high-intensity means such as hydroponics and greenhouses. Pollution is similar: given enough energy,
pollutants can be transformed into manageable products; if need be, disassembled into their constituent products.”

We also face another issue: the rise of a middle class in China and India, one of the great demographic changes of
the postwar era, which has created enormous pressure on oil and commodity prices. Seeing McDonald’s hamburgers
and two-car garages in Hollywood movies, they also want to live the American dream of wasteful energy consumption.

NEAR FUTURE (PRESENT TO 2030)

SOLAR/HYDROGEN ECONOMY

In this regard, history seems to be repeating itself. Back in the 1900s, Henry Ford and Thomas Edison, two longtime
friends, made a bet as to which form of energy could fuel the future. Henry Ford bet on oil replacing coal, with the
internal combustion engine replacing steam engines. Thomas Edison bet on the electric car. It was a fateful bet, whose
outcome would have a profound effect on world history. For a while, it appeared that Edison would win the bet, since
whale oil was extremely hard to get. But the rapid discovery of cheap oil deposits in the Middle East and elsewhere
soon had Ford emerging victorious. The world has never been the same since. Batteries could not keep up with the
phenomenal success of gasoline. (Even today, pound for pound, gasoline contains roughly forty times more energy
than a battery.)

But now the tide is slowly turning. Perhaps Edison will win yet, a century after the bet was made.

The question being asked in the halls of government and industry is: What will replace oil? There is no clear answer.
In the near term, there is no immediate replacement for fossil fuels, and there most likely will be an energy mix, with
no one form of energy dominating the others.

But the most promising successor is solar/hydrogen power (based on renewable technologies like solar power, wind
power, hydroelectric power, and hydrogen).

At the present time, the cost of electricity produced from solar cells is several times the price of electricity produced
from coal. But the cost of solar/hydrogen keeps plunging due to steady technological advances, while the cost of fossil
fuels continues its slow rise. It is estimated that within ten to fifteen years or so, the two curves will cross. Then market
forces will do the rest.

WIND POWER



In the short term, renewables like wind power are a big winner. Worldwide, generating capacity from wind grew from
17 billion watts in 2000 to 121 billion watts in 2008. Wind power, once considered a minor player, is becoming
increasingly prominent. Recent advances in wind turbine technology have increased the efficiency and productivity of
wind farms, which are one of the fastest-growing sectors of the energy market.

The wind farms of today are a far cry from the old windmills that used to power farms and mills in the late 1800s.
Nonpolluting and safe, a single wind power generator can produce 5 megawatts of power, enough for a small village.
A wind turbine has huge, sleek blades, about 100 feet long, that turn with almost no friction. Wind turbines create
electricity in the same way as hydroelectric dams and bicycle generators. The rotating motion spins a magnet inside a
coil. The spinning magnetic field pushes electrons inside the coil, creating a net current of electricity. A large wind
farm, consisting of 100 windmills, can produce 500 megawatts, comparable to the 1,000 megawatts produced by a
single coal-burning or nuclear power plant.

Over the past few decades, Europe has been the world’s leader in wind technology. But recently, the United States
overtook Europe in generating electricity from wind. In 2009, the United States produced just 28 billion watts from
wind power. But Texas alone produces 8 billion watts from wind power and has 1 billion watts in construction, and
even more in development. If all goes as planned, Texas will generate 50 billion watts of electrical power from wind,
more than enough to satisfy the state’s 24 million people.

China will soon surpass the United States in wind power. Its Wind Base program will create six wind farms with a
generating capacity of 127 billion watts.

Although wind power looks increasingly attractive and will undoubtedly grow in the future, it cannot supply the
bulk of energy for the world. At best, it will be an integral part of a larger energy mix. Wind power faces several
problems. Wind power is generated only intermittently, when the wind blows, and only in a few key regions of the
world. Also, because of losses in the transmission of electricity, wind farms have to be close to cities, which further
limits their usefulness.

HERE COMES THE SUN

Ultimately, all energy comes from the sun. Even oil and coal are, in some sense, concentrated sunlight, representing
the energy that fell on plants and animals millions of years ago. As a consequence, the amount of concentrated sunlight
energy stored within a gallon of gasoline is much larger than the energy we can store in a battery. That was the
fundamental problem facing Edison in the last century, and it is the same problem today.

Solar cells operate by converting sunlight directly into electricity. (This process was explained by Einstein in 1905.
When a particle of light, or a photon, hits a metal, it kicks out an electron, thereby creating a current.)

Solar cells, however, are not efficient. Even after decades of hard work by engineers and scientists, solar cell
efficiency hovers around 15 percent. So research has gone in two directions. The first is to increase the efficiency of
solar cells, which is a very difficult technical problem. The other is to reduce the cost of the manufacture, installation,
and construction of solar parks.

For example, one might be able to supply the electrical needs of the United States by covering the entire state of
Arizona with solar cells, which is impractical. However, land rights to large chunks of Saharan real estate have
suddenly become a hot topic, and investors are already creating massive solar parks in this desert to meet the needs of
European consumers.

Or in cities, one might be able to reduce the cost of solar power by covering homes and buildings with solar cells.
This has several advantages, including eliminating the losses that occur during the transmission of power from a
central power plant. The problem is one of reducing costs. A quick calculation shows that you would have to squeeze
every possible dollar to make these ventures profitable.

Although solar power still has not lived up to its promise, the recent instability in oil prices has spurred efforts to
finally bring solar power to the marketplace. The tide could be turning. Records are being broken every few months.



Solar voltaic production is growing by 45 percent per year, almost doubling every two years. Worldwide, photovoltaic
installation is now 15 billion watts, growing by 5.6 billion watts in 2008 alone.

In 2008, Florida Power & Light announced the largest solar plant project in the United States. The contract was
given by SunPower, which plans to generate 25 megawatts of power. (The current record holder in the United States is
the Nellis Air Force Base in Nevada, with a solar plant that generates 15 megawatts of solar power.)

In 2009, BrightSource Energy, based in Oakland, California, announced plans to beat that record by building
fourteen solar plants, generating 2.6 billion watts, across California, Nevada, and Arizona.

One of BrightSource’s projects is the Ivanpah solar plant, consisting of three solar thermal plants to be based in
Southern California, which will produce 440 megawatts of power. In a joint project with Pacific Gas and Electric,
BrightSource plans to build a 1.3 billion watt plant in the Mojave Desert.

In 2009, First Solar, the world’s largest manufacturer of solar cells, announced that it will create the world’s largest
solar plant just north of the Great Wall of China. The ten-year contract, whose details are still being hammered out,
envisions a huge solar complex containing 27 million thin-film solar panels that will generate 2 billion watts of power,
or the equivalent of two coal-fired plants, producing enough energy to supply 3 million homes. The plant, which will
cover twenty-five square miles, will be built in Inner Mongolia and is actually part of a much larger energy park.
Chinese officials state that solar power is just one component of this facility, which will eventually supply 12 billion
watts of power from wind, solar, biomass, and hydroelectric.

It remains to be seen whether these ambitious projects will finally negotiate the gauntlet of environmental
inspections and cost overruns, but the point is that solar economics are gradually undergoing a sea change, with large
solar companies seriously viewing solar power as being competitive with fossil fuel plants.

ELECTRIC CAR

Since about half the world’s oil is used in cars, trucks, trains, and planes, there is enormous interest in reforming that
sector of the economy. There is now a race to see who will dominate the automotive future, as nations make the
historic transition from fossil fuels to electricity. There are several stages in this transition. The first is the hybrid car,
already on the market, which uses a combination of electricity from a battery and gasoline. This design uses a small
internal combustion engine to solve the long-standing problems with batteries: it is difficult to create a battery that can
operate for long distances as well as provide instantaneous acceleration.

But the hybrid is the first step. The plug-in hybrid car, for example, has a battery powerful enough to run the car on
electrical power for the first fifty miles or so before the car has to switch to its gasoline engine. Since most people do
their commuting and shopping within fifty miles, it means that these cars are powered only by electricity during that
time.

One major entry into the plug-in hybrid race is the Chevy Volt, made by General Motors. It has a range of 40 miles
(using only a lithium-ion battery) and a range of 300 miles using the small gasoline engine.

And then there is the Tesla Roadster, which has no gasoline engine at all. It is made by Tesla Motors, a Silicon
Valley company that is the only one in North America selling fully electric cars in series production. The Roadster is a
sleek sports car that can go head-to-head with any gasoline-fired car, putting to rest the idea that electric lithium-ion
batteries cannot compete against gasoline engines.

| had a chance to drive a two-seat Tesla, owned by John Hendricks, founder of Discovery Communications, the
parent company of the Discovery Channel. As | sat in the driver’s seat, Mr. Hendricks urged me to hit the accelerator
with all my might to test his car. Taking his advice, | floored the accelerator. Immediately, | could feel the sudden
surge in power. My body sank into the seat as | hit 60 miles per hour in just 3.9 seconds. It is one thing to hear an
engineer boast about the performance of fully electric cars; it is another thing to hit the accelerator and feel it for
yourself.

The successful marketing of the Tesla has forced mainstream automakers to play catch-up, after decades of putting
down the electric car. Robert Lutz, when he was vice chairman of General Motors, said, “All the geniuses here at
General Motors kept saying lithium-ion technology is ten years away, and Toyota agreed with us—and boom, along
comes Tesla. So | said, ‘How come some tiny little California startup, run by guys who know nothing about the car
business, can do this and we can’t?” ”



Nissan Motors is leading the charge to introduce the fully electric car to the average consumer. It is called the Leaf,
has a range of 100 miles, a top speed of up to ninety miles per hour, and is fully electric.

After the fully electric car, another car that will eventually hit the showrooms is the fuel cell car, sometimes called
the car of the future. In June 2008, Honda Motor Company announced the debut of the world’s first commercially
available fuel cell car, the FCX Clarity. It has a range of 240 miles, has a top speed of 100 miles per hour, and has all
the amenities of a standard four-door sedan. Using only hydrogen as fuel, it needs no gasoline and no electric charge.
However, because the infrastructure for hydrogen does not yet exist, it is available for leasing in the United States only
in Southern California. Honda is also advertising a sports car version of its fuel cell car, called the FC Sport.

Then in 2009, GM, emerging from bankruptcy after its old management was summarily fired, announced that its fuel
cell car, the Chevy Equinox, had passed the million-mile mark in terms of testing. For the past twenty-five months
5,000 people have been testing 100 of these fuel cell cars. Detroit, chronically lagging behind Japan in introducing
small car technology and hybrids, is trying to get a foothold in the future.

On the surface, the fuel cell car is the perfect car. It runs by combining hydrogen and oxygen, which then turns into
electrical energy, leaving only water as the waste product. It creates not an ounce of smog. It’s almost eerie looking at
the tailpipe of a fuel cell car. Instead of choking on the toxic fumes billowing from the back, all you see are colorless,
odorless droplets of water.

“You put your hand over the exhaust pipe and the only thing coming out is water. That was such a cool feeling,”
observed Mike Schwabl, who test-drove the Equinox for ten days.

Fuel cell technology is nothing new. The basic principle was demonstrated as far back as 1839. NASA has used fuel
cells to power its instruments in space for decades. What is new is the determination of car manufacturers to increase
production and bring down costs.

Another problem facing the fuel cell car is the same problem that dogged Henry Ford when he marketed the Model
T. Critics claimed that gasoline was dangerous, that people would die in horrible car accidents, being burned alive in a
crash. Also, you would have to have a gasoline pump on nearly every block. On all these points, the critics were right.
People do die by the thousands every year in gruesome car accidents, and we see gasoline stations everywhere. But the
convenience and utility of the car are so great that people ignore these facts.

Now the same objections are being raised against fuel cell cars. Hydrogen fuel is volatile and explosive, and
hydrogen pumps would have to be built every few blocks. Most likely, the critics are right again. But once the
hydrogen infrastructure is in place, people will find pollution-free fuel cell cars to be so convenient that they will
overlook these facts. Today, there are only seventy refueling stations for fuel cell cars in the entire United States. Since
fuel cell cars have a range of about 170 miles per fill-up, it means you have to watch the fuel meter carefully as you
drive. But this will change gradually, especially if the price of the fuel car begins to drop with mass production and
advances in technology.

But the main problem with the electric car is that the electric battery does not create energy from nothing. You have
to charge the battery in the first place, and that electricity usually comes from a coal-burning plant. So even though the
electric car is pollution free, ultimately the energy source for it is fossil fuels.

Hydrogen is not a net producer of energy. Rather, it is a carrier of energy. You have to create hydrogen gas in the
first place. For example, you have to use electricity to separate water into hydrogen and oxygen. So although electric
and fuel cell cars give us the promise of a smog-free future, there is still the problem that the energy they use comes
largely from burning coal. Ultimately, we bump up against the first law of thermodynamics: the total amount of matter
and energy cannot be destroyed or created out of nothing. You can’t get something for nothing.

This means that, as we make the transition from gasoline to electricity, we need to replace the coal-burning plants
with an entirely new form of energy.

NUCLEAR FISSION

One possibility to create energy, rather than just transmit energy, is by splitting the uranium atom. The advantage is
that nuclear energy does not produce copious quantities of greenhouse gases, like coal-and oil-burning plants, but
technical and political problems have tied nuclear power in knots for decades. The last nuclear power plant in the
United States began construction in 1977, before the fateful 1979 accident at Three Mile Island, which crippled the



future of commercial nuclear energy. The devastating 1986 accident at Chernobyl sealed the fate of nuclear power for a
generation. Nuclear power projects dried up in the United States and Europe, and were kept on life support in France,
Japan, and Russia only through generous subsidies from the government.

The problem with nuclear energy is that when you split the uranium atom, you produce enormous quantities of
nuclear waste, which is radioactive for thousands to tens of millions of years. A typical 1,000-megawatt reactor
produces about thirty tons of high-level nuclear waste after one year. It is so radioactive that it literally glows in the
dark, and has to be stored in special cooling ponds. With about 100 commercial reactors in the United States, this
amounts to thousands of tons of high-level waste being produced per year.

This nuclear waste causes problems for two reasons. First, it remains hot even after the reactor has been turned off.
If the cooling water is accidentally shut off, as in Three Mile Island, then the core starts to melt. If this molten metal
comes into contact with water, it can cause a steam explosion that can blow the reactor apart, spewing tons of high-
level radioactive debris into the air. In a worst-case class-9 nuclear accident, you would have to immediately evacuate
perhaps millions of people out to 10 to 50 miles from the reactor. The Indian Point reactor is just 24 miles north of
New York City. One government study estimated that an accident at Indian Point could conceivably cost hundreds of
billions of dollars in property damages. At Three Mile Island, the reactor came within minutes of a major catastrophe
that would have crippled the Northeast. Disaster was narrowly averted when workers successfully reintroduced cooling
water into the core barely thirty minutes before the core would have reached the melting point of uranium dioxide.

At Chernobyl, outside Kiev, the situation was much worse. The safety mechanism (the control rods) were manually
disabled by the workers. A small power surge occurred, which sent the reactor out of control. When cold water
suddenly hit molten metal, it created a steam explosion that blew off the entire top of the reactor, releasing a large
fraction of the core into the air. Many of the workers sent in to control the accident eventually died horribly of
radiation burns. With the reactor fire burning out of control, eventually the Red Air Force had to be called in.
Helicopters with special shielding were sent in to spray borated water onto the flaming reactor. Finally, the core had to
be encased in solid concrete. Even today, the core is still unstable and continues to generate heat and radiation.

In addition to the problems of meltdowns and explosions, there is also the problem of waste disposal. Where do we
put it? Embarrassingly, fifty years into the atomic age, there is still no answer. In the past, there has been a string of
costly errors with regard to the permanent disposal of the waste. Originally, some waste was simply dumped into the
oceans by the United States and Russia, or buried in shallow pits. In the Ural Mountains one plutonium waste dump
even exploded catastrophically in 1957, requiring a massive evacuation and causing radiological damage to a 400-
square-mile area between Sverdlovsk and Chelyabinsk.

Originally, in the 1970s the United States tried to bury the high-level waste in Lyons, Kansas, in salt mines. But later,
it was discovered that the salt mines were unusable, as they already were riddled with numerous holes drilled by oil and
gas explorers. The United States was forced to close the Lyons site, an embarrassing setback.

Over the next twenty-five years, the United States spent $9 billion studying and building the giant Yucca Mountain
waste-disposal center in Nevada, only to have it canceled by President Barack Obama in 2009. Geologists have
testified that the Yucca Mountain site may be incapable of containing nuclear waste for 10,000 years. The Yucca
Mountain site will never open, leaving commercial operators of nuclear power plants without a permanent waste-
storage facility.

At present, the future of nuclear energy is unclear. Wall Street remains skittish about investing several billion dollars
in each new nuclear power plant. But the industry claims that the latest generation of plants is safer than before. The
Department of Energy, meanwhile, is keeping its options open concerning nuclear energy.

NUCLEAR PROLIFERATION

Yet with great power also comes great danger. In Norse mythology, for example, the Vikings worshipped Odin, who
ruled Asgard with wisdom and justice. Odin presided over a legion of gods, including the heroic Thor, whose honor
and valor were the most cherished qualities of any warrior. However, there was also Loki, the god of mischief, who
was consumed by jealousy and hate. He was always scheming and excelled in deception and deceit. Eventually, Loki
conspired with the giants to bring on the final battle between darkness and light, the epic battle Ragnarok, the twilight
of the gods.



The problem today is that jealousies and hatreds between nations could unleash a nuclear Ragnarok. History has
shown that when a nation masters commercial technology, it can, if it has the desire and political will, make the
transition to nuclear weapons. The danger is that nuclear weapons technology will proliferate into some of the most
unstable regions of the world.

During World War 11, only the greatest nations on earth had the resources, know-how, and capability to create an
atomic bomb. However, in the future, the threshold could be dramatically lowered as the price of uranium enrichment
plummets due to the introduction of new technologies. This is the danger we face: newer and cheaper technologies may
place the atomic bomb into unstable hands.

The key to building the atomic bomb is to secure large quantities of uranium ore and then purify it. This means
separating uranium 238 (which makes up 99.3 percent of naturally occurring uranium) from uranium 235, which is
suitable for an atomic bomb but makes up only .7 percent. These two isotopes are chemically identical, so the only way
to reliably separate the two is to exploit the fact that uranium 235 weighs about 1 percent less than its cousin.

During World War 11, the only way of separating the two isotopes of uranium was the laborious process of gaseous
diffusion: uranium was made into a gas (uranium hexafluoride) and then forced to travel down hundreds of miles of
tubing and membranes. At the end of this long journey, the faster (that is, lighter) uranium 235 won the race, leaving
the heavier uranium 238 behind. After the gas containing uranium 235 was extracted, the process was repeated, until
the enrichment level of uranium 235 rose from .7 percent to 90 percent, which is bomb-grade uranium. But pushing the
gas required vast amounts of electricity. During the war, a significant fraction of the total U.S. electrical supply was
diverted to Oak Ridge National Laboratory for this purpose. The enrichment facility was gigantic, occupying 2 million
square feet and employing 12,000 workers.

After the war, only the superpowers, the United States and the Soviet Union, could amass huge stockpiles of nuclear
weapons, up to 30,000 apiece, because they had mastered the art of gaseous diffusion. But today, only 33 percent of
the world’s enriched uranium comes from gaseous diffusion.

Second-generation enrichment plants use a more sophisticated, cheaper technology: ultracentrifuges, which have
created a dramatic shift in world politics as a result. Ultracentrifuges can spin a capsule containing uranium to speeds of
up to 100,000 revolutions per minute. This accentuates the 1 percent difference in mass between uranium 235 and
uranium 238. Eventually, the uranium 238 sinks to the bottom. After many revolutions, one can remove the uranium
235 from the top of the tube.

Ultracentrifuges are fifty times more efficient in energy than gaseous diffusion. About 54 percent of the world’s
uranium is purified in this way.

With ultracentrifuge technologyi, it takes only 1,000 ultracentrifuges operating continuously for one year to produce
one atomic bomb’s worth of enriched uranium. Ultracentrifuge technology can easily be stolen. In one of the worst
breeches of nuclear security in history, an obscure atomic engineer, A. Q. Khan, was able to steal blueprints for the
ultracentrifuge and components of the atomic bomb and sell them for profit. In 1975, while working in Amsterdam for
URENCO, which was established by the British, West Germany, and the Netherlands to supply European reactors with
uranium, he gave these secret blueprints to the Pakistani government, which hailed him as a national hero, and he is
also suspected of selling this classified information to Saddam Hussein and to the governments of Iran, North Korea,
and Libya.

Using this stolen technology, Pakistan was able to create a small stockpile of nuclear weapons, which it began
testing in 1998. The ensuing nuclear rivalry between Pakistan and India, with each exploding a series of atomic bombs,
almost led to a nuclear confrontation between these two rival nations.

Perhaps because of the technology it purchased from A. Q. Khan, Iran reportedly accelerated its nuclear program,
building 8,000 ultracentrifuges by 2010, with the intention of building 30,000 more. This put pressure on other Middle
East states to create their own atomic bombs, furthering instability.

The second reason the geopolitics of the twenty-first century might be altered is because another generation of
enrichment technology—Ilaser enrichment—is coming online, one potentially even cheaper than ultracentrifuges.

If you examine the electron shells of these two isotopes of uranium, they are apparently the same, since the nucleus
has the same charge. But if you analyze the equations for the electron shells very carefully, you find that there is a tiny
separation in energy between the electron shells of uranium 235 and uranium 238. By shining a laser beam that is
extremely fine-tuned, you can knock out electrons from the shell of uranium 235 but not from that of uranium 238.
Once the uranium 235 atoms are ionized, they can be easily separated from uranium 238 by an electric field.

But the difference in energy between the two isotopes is so small that many nations have tried to exploit this fact and
have failed. In the 1980s and 1990s, the United States, France, Britain, Germany, South Africa, and Japan attempted to



master this difficult technology and were unsuccessful. In the United States, one attempt actually involved 500
scientists and $2 billion.

But in 2006, Australian scientists announced that not only have they solved the problem, they intend to
commercialize it. Since 30 percent of the cost of uranium fuel comes from the enrichment process, the Australian
company Silex thinks there could be a market for this technology. Silex even signed a contract with General Electric to
begin commercialization. Eventually, they hope to produce up to one-third of the world’s uranium using this method. In
2008, GE Hitachi Nuclear Energy announced plans to build the first commercial laser enrichment plant in Wilmington,
North Carolina, by 2012. The plant will occupy 200 acres of a 1,600-acre site.

For the nuclear power industry, this is good news, since it will drive down the cost of enriched uranium over the
next few years. However, others are worried because it is only a matter of time before this technology proliferates into
unstable regions of the world. In other words, we have a window of opportunity to sign treaties to restrict and regulate
the flow of enriched uranium. Unless we control this technology, the bomb will continue to proliferate, perhaps even to
terrorist groups.

One of my acquaintances was the late Theodore Taylor, who had the rare distinction of designing some of the
biggest and smallest nuclear warheads for the Pentagon. One of his designs was the Davy Crockett, weighing only fifty
pounds, but capable of hurling a small atomic bomb at the enemy. Taylor was such a gung ho advocate of nuclear
bombs that he worked on the Orion project, which was to use nuclear bombs to propel a spaceship to the nearby stars.
He calculated that by successively dropping nuclear bombs out the end, the resulting shock wave would propel such a
spacecraft to near the speed of light.

I once asked him why he got disillusioned with designing nuclear bombs and switched to working on solar energy.
He confided to me that he had a recurring nightmare. His work on nuclear weapons, he felt, was leading to one thing:
producing third-generation atomic warheads. (First-generation warheads of the 1950s were huge and difficult to carry
to their targets. Second-generation warheads of the 1970s were small, compact, and ten of them could fit into the nose
cone of a missile. But third-generation bombs are “designer bombs,” specifically tailored to work in various
environments, such as the forest, the desert, even outer space.) One of these third-generation bombs is a miniature
atomic bomb, so small that a terrorist could carry it in a suitcase and use it to destroy an entire city. The idea that his
life’s work could one day be used by a terrorist haunted him for the rest of his life.

MIDCENTURY (2030 TO 2070)

GLOBAL WARMING

By midcentury, the full impact of a fossil fuel economy should be in full swing: global warming. It is now indisputable
that the earth is heating up. Within the last century, the earth’s temperature rose 1.3° F, and the pace is accelerating.
The signs are unmistakable everywhere we look:

* The thickness of Arctic ice has decreased by an astonishing 50 percent in just the past fifty years. Much of
this Arctic ice is just below the freezing point, floating on water. Hence, it is acutely sensitive to small
temperature variations of the oceans, acting as a canary in a mineshaft, an early warning system. Today, parts
of the northern polar ice caps disappear during the summer months, and may disappear entirely during
summer as early as 2015. The polar ice cap may vanish permanently by the end of the century, disrupting the
world’s weather by altering the flow of ocean and air currents around the planet.



» Greenland’s ice shelves shrank by twenty-four square miles in 2007. This figure jumped to seventy-one
square miles in 2008. (If all the Greenland ice were somehow to melt, sea levels would rise about twenty feet
around the world.)

* Large chunks of Antarctica’s ice, which have been stable for tens of thousands of years, are gradually
breaking off. In 2000, a piece the size of Connecticut broke off, containing 4,200 square miles of ice. In
2002, a piece of ice the size of Rhode Island broke off the Thwaites Glacier. (If all Antarctica’s ice were to
melt, sea levels would rise about 180 feet around the world.)

* For every vertical foot that the ocean rises, the horizontal spread of the ocean is about 100 feet. Already,
sea levels have risen 8 inches in the past century, mainly caused by the expansion of seawater as it heats up.
According to the United Nations, sea levels could rise by 7 to 23 inches by 2100. Some scientists have said
that the UN report was too cautious in interpreting the data. According to scientists at the University of
Colorado’s Institute of Arctic and Alpine Research, by 2100 sea levels could rise by 3 to 6 feet. So gradually
the map of the earth’s coastlines will change.

» Temperatures started to be reliably recorded in the late 1700s; 1995, 2005, and 2010 ranked among the
hottest years ever recorded; 2000 to 2009 was the hottest decade. Likewise, levels of carbon dioxide are
rising dramatically. They are at the highest levels in 100,000 years.

* As the earth heats up, tropical diseases are gradually migrating northward. The recent spread of the West
Nile virus carried by mosquitoes may be a harbinger of things to come. UN officials are especially concerned
about the spread of malaria northward. Usually, the eggs of many harmful insects die every winter when the
soil freezes. But with the shortening of the winter season, it means the inexorable spread of dangerous
insects northward.

CARBON DIOXIDE—GREENHOUSE GAS

According to the UN’s Intergovernmental Panel on Climate Change, scientists have concluded with 90 percent
confidence that global warming is driven by human activity, especially the production of carbon dioxide via the
burning of oil and coal. Sunlight easily passes through carbon dioxide. But as sunlight heats up the earth, it creates
infrared radiation, which does not pass back through carbon dioxide so easily. The energy from sunlight cannot escape
back into space and is trapped.

We also see a somewhat similar effect in greenhouses or cars. The sunlight warms the air, which is prevented from
escaping by the glass.

Ominously, the amount of carbon dioxide generated has grown explosively, especially in the last century. Before the
Industrial Revolution, the carbon dioxide content of the air was 270 parts per million (ppm). Today, it has soared to
387 ppm. (In 1900, the world consumed 150 million barrels of oil. In 2000, it jumped to 28 billion barrels, a 185-fold
jump. In 2008, 9.4 billion tons of carbon dioxide were sent into the air from fossil fuel burning and also deforestation,



but only 5 billion tons were recycled into the oceans, soil, and vegetation. The remainder will stay in the air for
decades to come, heating up the earth.)

VISIT TO ICELAND

The rise in temperature is not a fluke, as we can see by analyzing ice cores. By drilling deep into the ancient ice of the
Arctic, scientists have been able to extract air bubbles that are thousands of years old. By chemically analyzing the air
in these bubbles, scientists can reconstruct the temperature and carbon dioxide content of the atmosphere going back
more than 600,000 years. Soon, they will be able to determine the weather conditions going back a million years.

| had a chance to see this firsthand. I once gave a lecture in Reykjavik, the capital of Iceland, and had the privilege of
visiting the University of Iceland, where ice cores are being analyzed. When your airplane lands in Reykjavik, at first
all you see is snow and jagged rock, resembling the bleak landscape of the moon. Although barren and forbidding, the
terrain makes the Arctic an ideal place to analyze the climate of the earth hundreds of thousands of years ago.

When 1 visited their laboratory, which is kept at freezing temperatures, | had to pass through thick refrigerator doors.
Once inside, | could see racks and racks containing long metal tubes, each about an inch and a half in diameter and
about ten feet long. Each hollow tube had been drilled deep into the ice of a glacier. As the tube penetrated the ice, it
captured samples from snows that had fallen thousands of years ago. When the tubes were removed, | could carefully
examine the icy contents of each. At first, all I could see was a long column of white ice. But upon closer examination,
| could see that the ice had stripes made of tiny bands of different colors.

Scientists have to use a variety of techniques to date them. Some of the ice layers contain markers indicating
important events, such as the soot emitted from a volcanic eruption. Since the dates of these eruptions are known to
great accuracy, one can use them to determine how old that layer is.

These ice cores were then cut in various slices so they could be examined. When | peered into one slice under a
microscope, | saw tiny, microscopic bubbles. | shuddered to realize that | was seeing air bubbles that were deposited
tens of thousands of years ago, even before the rise of human civilization.

The carbon dioxide content within each air bubble is easily measured. But calculating the temperature of the air
when the ice was first deposited is more difficult. (To do this, scientists analyze the water in the bubble. Water
molecules can contain different isotopes. As the temperature falls, heavier water isotopes condense faster than ordinary
water molecules. Hence, by measuring the amount of the heavier isotopes, one can calculate the temperature at which
the water molecule condensed.)

Finally, after painfully analyzing the contents of thousands of ice cores, these scientists have come to some
important conclusions. They found that temperature and carbon dioxide levels have oscillated in parallel, like two
roller coasters moving together, in synchronization over many thousands of years. When one curve rises or falls, so
does the other.

Most important, they found a sudden spike in temperature and carbon dioxide content happening just within the last
century. This is highly unusual, since most fluctuations occur slowly over millennia. This unusual spike is not part of
this natural heating process, scientists claim, but is a direct indicator of human activity.

There are other ways to show that this sudden spike is caused by human activity, and not natural cycles. Computer
simulations are now so advanced that we can simulate the temperature of the earth with and without the presence of
human activity. Without civilization producing carbon dioxide, we find a relatively flat temperature curve. But with the
addition of human activity, we can show that there should be a sudden spike in both temperature and carbon dioxide.
The predicted spike fits the actual spike perfectly.

Lastly, one can measure the amount of sunlight that lands on every square foot of the earth’s surface. Scientists can
also calculate the amount of heat that is reflected into outer space from the earth. Normally, we expect these two
amounts to be equal, with input equaling output. But in reality, we find the net amount of energy that is currently
heating the earth. Then if we calculate the amount of energy being produced by human activity, we find a perfect
match. Hence, human activity is causing the current heating of the earth.

Unfortunately, even if we were to suddenly stop producing any carbon dioxide, the gas that has already been
released into the atmosphere is enough to continue global warming for decades to come.

As a result, by midcentury, the situation could be dire.



Scientists have created pictures of what our coastal cities will look like at midcentury and beyond if sea levels
continue to rise. Coastal cities may disappear. Large parts of Manhattan may have to be evacuated, with Wall Street
underwater. Governments will have to decide which of their great cities and capitals are worth saving and which are
beyond hope. Some cities may be saved via a combination of sophisticated dikes and water gates. Other cities may be
deemed hopeless and allowed to vanish under the ocean, creating mass migrations of people. Since most of the
commercial and population centers of the world are next to the ocean, this could have a disastrous effect on the world
economy.

Even if some cities can be salvaged, there is still the danger that large storms can send surges of water into a city,
paralyzing its infrastructure. For example, in 1992 a huge storm surge flooded Manhattan, paralyzing the subway
system and trains to New Jersey. With transportation flooded, the economy grinds to a halt.

FLOODING BANGLADESH AND VIETNAM

A report by the Intergovernmental Panel on Climate Change isolated three hot spots for potential disaster: Bangladesh,
the Mekong Delta of Vietnam, and the Nile Delta in Egypt.

The worst situation is that of Bangladesh, a country regularly flooded by storms even without global warming. Most
of the country is flat and at sea level. Although it has made significant gains in the last few decades, it is still one of the
poorest nations on earth, with one of the highest population densities. (It has a population of 161 million, comparable to
that of Russia, but with 1/120 of the land area.) About 50 percent of the land area will be permanently flooded if sea
levels rise by three feet. Natural calamities occur there almost every year, but in September 1998, the world witnessed
in horror a preview of what may become commonplace. Massive flooding submerged two-thirds of the nation, leaving
30 million people homeless almost overnight; 1,000 were killed, and 6,000 miles of roads were destroyed. This was
one of the worst natural disasters in modern history.

Another country that would be devastated by a rise in sea level is Vietnam, where the Mekong Delta is particularly
vulnerable. By midcentury, this country of 87 million people could face a collapse of its main food-growing area. Half
the rice in Vietnam is grown in the Mekong Delta, home to 17 million people, and much of it will be flooded
permanently by rising sea levels. According to the World Bank, 11 percent of the entire population would be displaced
if sea levels rise by three feet by midcentury. The Mekong Delta will also be flooded with salt water, permanently
destroying the fertile soil of the area. If millions are flooded out of their homes in Vietnam, many will flock to Ho Chi
Minh City seeking refuge. But one-fourth of the city will also be underwater.

In 2003 the Pentagon commissioned a study, done by the Global Business Network, that showed that, in a worst-
case scenario, chaos could spread around the world due to global warming. As millions of refugees cross national
borders, governments could lose all authority and collapse, so countries could descend into the nightmare of looting,
rioting, and chaos. In this desperate situation, nations, when faced with the prospect of the influx of millions of
desperate people, may resort to nuclear weapons.

“Envision Pakistan, India, and China—all armed with nuclear weapons—skirmishing at their borders over refugees,
access to shared rivers, and arable land,” the report said. Peter Schwartz, founder of the Global Business Network and
a principal author of the Pentagon study, confided to me the details of this scenario. He told me that the biggest hot
spot would be the border between India and Bangladesh. In a major crisis in Bangladesh, up to 160 million people
could be driven out of their homes, sparking one of the greatest migrations in human history. Tensions could rapidly
rise as borders collapse, local governments are paralyzed, and mass rioting breaks out. Schwartz sees that nations may
use nuclear weapons as a last resort.

In a worst-case scenario, we could have a greenhouse effect that feeds on itself. For example, the melting of the
tundra in the Arctic regions may release millions of tons of methane gas from rotting vegetation. Tundra covers nearly
9 million square miles of land in the Northern Hemisphere, containing vegetation frozen since the last Ice Age tens of
thousands of years ago. This tundra contains more carbon dioxide and methane than the atmosphere, and this poses an
enormous threat to the world’s weather. Methane gas, moreover, is a much deadlier greenhouse gas than carbon
dioxide. It does not stay in the atmosphere as long, but it causes much more damage than carbon dioxide. The release



of so much methane gas from the melting tundra could cause temperatures to rapidly rise, which will cause even more
methane gas to be released, causing a runaway cycle of global warming.

TECHNICAL FIXES

The situation is dire, but we have not yet reached the point of no return. The problem of controlling greenhouse gases
is actually largely economic and political, not technical. Carbon dioxide production coincides with economic activity,
and hence wealth. For example, the United States generates roughly 25 percent of the world’s carbon dioxide. This is
because the United States has roughly 25 percent of the world’s economic activity. And in 2009, China overtook the
United States in creating greenhouse gases, mainly because of the explosive growth of its economy. This is the
fundamental reason that nations are so reluctant to deal with global warming: it interferes with economic activity and
prosperity.

Various schemes have been devised to deal with this global crisis, but ultimately, a quick fix may not be enough.
Only a major shift in the way we consume energy will solve the problem. Some technical measures have been
advocated by serious scientists, but none has won wide acceptance. The proposals include:

* Launching pollutants into the atmosphere. One proposal is to send rockets into the upper atmosphere,
where they would release pollutants, such as sulfur dioxide, in order to reflect sunlight into space, thereby
cooling the earth. In fact, Nobel laureate Paul Crutzen has advocated shooting pollution into space as a
“doomsday device,” providing one final escape route for humanity to stop global warming. This idea has its
roots in 1991, when scientists carefully monitored the huge volcanic explosion of Mount Pinatubo in the
Philippines, which lofted 10 billion metric tons of dirt and debris into the upper atmosphere. This darkened
the skies and caused the average temperature around the earth to drop by 1° F. This made it possible to
calculate how much pollutants would be necessary to reduce the world temperature. Although this is a serious
proposal, some critics doubt that it can solve the problem by itself. Little is known about how a huge
quantity of pollutants will affect the world temperature. Maybe the benefits will be short-lived, or the
unintended side effects may be worse than the original problem. For example, there was a sudden drop in
global precipitation after the Mount Pinatubo eruption; if the experiment goes awry, it could similarly cause
massive droughts. Cost estimates show that $100 million would be required to conduct field tests. Since the
effect of the sulfate aerosols is temporary, it would cost a minimum of $8 billion per year to regularly inject
massive amounts of them into the atmosphere.

* Creating algae blooms. Another suggestion is to dump iron-based chemicals into the oceans. These
mineral nutrients will cause algae to thrive in the ocean, which in turn will increase the amount of carbon
dioxide that is absorbed by the algae. However, after Planktos, a corporation based in California, announced
that it would unilaterally begin a private effort to fertilize part of the South Atlantic with iron—hoping to
deliberately spawn plankton blooms that would absorb the carbon dioxide in the air—countries bound by the
London Convention, which regulates dumping at sea, issued a “statement of concern” about this effort. Also,
a United Nations group called for a temporary moratorium on such experiments. The experiment was ended
when Planktos ran out of funds.

» Carbon sequestration. Yet another possibility is to use carbon sequestration, a process by which the
carbon dioxide emitted from coal-burning power plants is liquefied and then separated from the
environment, perhaps by being buried underground. Although this might work in principle, it is a very
expensive process, and it cannot remove the carbon dioxide that has already been lofted into the atmosphere.
In 2009, engineers were carefully monitoring the first major test of carbon sequestration. The huge
Mountaineer power plant, built in 1980 in West Virginia, was retrofitted to separate carbon dioxide from the
environment, making it the United States’ first electricity-generating coal-burning plant to experiment with



sequestration. The liquefied gas will be injected 7,800 feet underground, eventually into a layer of dolomite.
The liquid will eventually form a mass thirty to forty feet high and hundreds of yards long. The plant’s
owner, American Electric Power, plans to inject 100,000 tons of carbon dioxide annually for two to five
years. This is only 1.5 percent of the plant’s yearly emission, but eventually the system could capture up to
90 percent. The initial costs are about $73 million. But if it’s successful, then this model could rapidly be
disseminated to other sites such as four nearby giant coal-burning plants generating 6 billion watts of energy
(so much that this area is dubbed Megawatt Valley). There are large unknowns: it is not clear if the carbon
dioxide will eventually migrate or if the gas will combine with water, perhaps creating carbonic acid that
may poison groundwater. However, if the project is a success, it may very well be part of a mix of
technologies used to deal with global warming.

» Genetic engineering. Another proposal is to use genetic engineering to specifically create life-forms that
can absorb large quantities of carbon dioxide. One enthusiastic promoter of this approach is J. Craig Venter,
who gained fame and fortune pioneering high-speed techniques that successfully led to sequencing the
human genome years ahead of schedule. “We view the genome as the software, or even the operating system,
of the cell,” he says. His goal is to rewrite that software, so that microbes can be genetically modified, or
even constructed almost from scratch, so that they absorb the carbon dioxide from coal-burning plants and
convert it into useful substances, such as natural gas. He notes, “There are already thousands, perhaps
millions, of organisms on our planet that know how to do this.” The trick is to modify them so that they can
increase their output and also flourish in a coal-fired plant. “We think this field has tremendous potential to
replace the petrochemical industry, possibly within a decade,” he said optimistically.

Princeton physicist Freeman Dyson has advocated another variation, creating a genetically engineered
variety of trees that would be adept at absorbing carbon dioxide. He has stated that perhaps a trillion such
trees might be enough to control the carbon dioxide in the air. In his paper “Can We Control the Carbon
Dioxide in the Atmosphere?” he advocated creating a “carbon bank” of “fast-growing trees” to regulate
carbon dioxide levels.

However, as with any plan to use genetic engineering on a large scale, one must be careful about side
effects. One cannot recall a life-form in the same way that we can recall a defective car. Once it is released
into the environment, the genetically engineered life-form may have unintended consequences for other life-
forms, especially if it displaces local species of plants and upsets the balance of the food chain.

Sadly, there has been a conspicuous lack of interest among politicians to fund any of these plans. However,
one day, global warming will become so painful and disruptive that politicians will be forced to implement
some of them.

The critical period will be the next few decades. By midcentury, we should be in the hydrogen age, where
a combination of fusion, solar power, and renewables should give us an economy that is much less dependent
on fossil fuel consumption. A combination of market forces and advances in hydrogen technology should
give us a long-term solution to global warming. The danger period is now, before a hydrogen economy is in
place. In the short term, fossil fuels are still the cheapest way to generate power, and hence global warming
will pose a danger for decades to come.



FUSION POWER

By midcentury, a new option arises that is a game changer: fusion. By that time, it should be the most viable of all
technical fixes, perhaps giving us a permanent solution to the problem. While fission power relies on splitting the
uranium atom, thereby creating energy (and a large amount of nuclear waste), fusion power relies on fusing hydrogen
atoms with great heat, thereby releasing vastly more energy (with very little waste).

Unlike fission power, fusion power unleashes the nuclear energy of the sun. Buried deep inside the hydrogen atom is
the energy source of the universe. Fusion power lights up the sun and the heavens. It is the secret of the stars. Anyone
who can successfully master fusion power will have unleashed unlimited eternal energy. And the fuel for these fusion
plants comes from ordinary seawater. Pound for pound, fusion releases 10 million times more energy than gasoline. An
8-ounce glass of water is equal to the energy content of 500,000 barrels of petroleum.

Fusion (not fission) is nature’s preferred way to energize the universe. In star formation, a hydrogen-rich ball of gas
is gradually compressed by gravity, until it starts to heat up to enormous temperatures. When the gas reaches around 50
million degrees or so (which varies depending on the specific conditions), the hydrogen nuclei inside the gas are
slammed into one another, until they fuse to form helium. In the process, vast amounts of energy are released, which
causes the gas to ignite. (More precisely, the compression must satisfy something called Lawson’s criterion, which
states that you have to compress hydrogen gas of a certain density to a certain temperature for a certain amount of time.
If these three conditions involving density, temperature, and time are met, you have a fusion reaction, whether it is a
hydrogen bomb, a star, or a fusion in a reactor.)

So that is the key: heating and compressing hydrogen gas until the nuclei fuse, releasing cosmic amounts of energy.

But previous attempts to harness this cosmic power have failed. It is a fiendishly difficult task to heat hydrogen gas
to tens of millions of degrees, until the protons fuse to form helium gas and release vast amounts of energy.

Moreover, the public is cynical about these claims, since every twenty years scientists claim that fusion power is
twenty years away. But after decades of overoptimistic claims, physicists are increasingly convinced that fusion power
is finally arriving, perhaps as early as 2030. Sometime by midcentury, we may see fusion plants dotting the
countryside.

The public has a right to be skeptical about fusion, since there have been so many hoaxes, frauds, and failures in the
past. Back in 1951, when the United States and the Soviet Union were gripped in Cold War frenzy and were feverishly
developing the first hydrogen bomb, President Juan Perdn of Argentina announced, with huge fanfare and a media
blitz, that his country’s scientists had made a breakthrough in controlling the power of the sun. The story sparked a
firestorm of publicity. It seemed unbelievable, yet it made the front page of the New York Times. Argentina, boasted
Peron, had scored a major scientific breakthrough where the superpowers had failed. An unknown German-speaking
scientist, Ronald Richter, had convinced Peron to fund his “thermotron,” which promised unlimited energy and eternal
glory for Argentina.

The American scientific community, which was still grappling with fusion in the fierce race with Russia to produce
the H-bomb, declared that the claim was nonsense. Atomic scientist Ralph Lapp said, “I know what the other material
is that the Argentines are using. It’s baloney.”

The press quickly dubbed it the Baloney Bomb. Atomic scientist David Lilienthal was asked if there was the
“slightest chance” the Argentines could be correct. He shot back, “Less than that.”

Under intense pressure, Perdn simply dug in his heels, hinting that the superpowers were jealous that Argentina had
scooped them. The moment of truth finally came the next year, when Peron’s representatives visited Richter’s lab.
Under fire, Richter was acting increasingly erratic and bizarre. When inspectors arrived, he blew the laboratory door
off using tanks of oxygen and then scribbled on a piece of paper the words “atomic energy.” He ordered gunpowder to
be injected into the reactor. The verdict was that he was probably insane. When inspectors placed a piece of radium



next to Richter’s “radiation counters,” nothing happened, so clearly his equipment was fraudulent. Richter was later
arrested.

But the most celebrated case was that of Stanley Pons and Martin Fleischmann, two well-respected chemists from
the University of Utah who in 1989 claimed to have mastered “cold fusion,” that is, fusion at room temperature. They
claimed to have placed palladium metal in water, which then somehow magically compressed hydrogen atoms until
they fused into helium, releasing the power of the sun on a tabletop.

The shock was immediate. Almost every newspaper in the world put this discovery on its front page. Overnight,
journalists talked of ending the energy crisis and ushering in a new age of unlimited energy. A feeding frenzy hit the
world media. The state of Utah immediately passed a $5 million bill to create a National Institute for Cold Fusion.
Even Japanese car manufacturers began to donate millions of dollars to promote research in this hot new field. A
cultlike following began to emerge based around cold fusion.

Unlike Richter, Pons and Fleischmann were well respected in the scientific community and were glad to share their
results with others. They carefully laid out their equipment and their data for the world to see.

But then things got complicated. Since the apparatus was so simple, groups around the world tried to duplicate these
astonishing results. Unfortunately, most groups failed to find any net release of energy, declaring cold fusion a dead
end. However, the story was kept alive because there were sporadic claims that certain groups had successfully
duplicated the experiment.

Finally, the physics community weighed in. They analyzed Pons and Fleischmann’s equations, and found them
deficient. First, if their claims were correct, a blistering barrage of neutrons would have radiated from the glass of
water, killing Pons and Fleischmann. (In a typical fusion reaction, two hydrogen nuclei are slammed together and fuse,
creating energy, a helium nuclei, and also a neutron.) So the fact that Pons and Fleischmann were still alive meant the
experiment hadn’t worked. If their experiments had produced cold fusion, they would be dying of radiation burns.
Second, more than likely Pons and Fleischmann had found a chemical reaction rather than a thermonuclear reaction.
And last, the physicists concluded, palladium metal cannot bind hydrogen atoms closely enough to cause the hydrogen
to fuse into helium. It would violate the laws of the quantum theory.

But the controversy has not died down, even today. There are still occasional claims that someone has achieved cold
fusion. The problem is that no one has been able to reliably attain cold fusion on demand. After all, what is the point of
making an automobile engine if it works only occasionally? Science is based on reproducible, testable, and falsifiable
results that work every time.

HOT FUSION

But the advantages of fusion power are so great that many scientists have heeded its siren call.

For example, fusion creates minimal pollution. It is relatively clean, and is nature’s way of energizing the universe.
One by-product of fusion is helium gas, which is actually commercially valuable. Another is the radioactive steel of the
fusion chamber, which eventually has to be buried. It is mildly dangerous only for a few decades. But a fusion plant
produces an insignificant amount of nuclear waste compared to a standard uranium fission plant (which produces thirty
tons of high-level nuclear waste per year that lasts for thousands to tens of millions of years).

Also, fusion plants cannot suffer a catastrophic meltdown. Uranium fission plants, precisely because they contain
tons of high-level nuclear waste in their core, produce volatile amounts of heat even after shutdown. It is this residual
heat that can eventually melt the solid steel and enter the groundwater, creating a steam explosion and the nightmare of
the China Syndrome accident.

Fusion plants are inherently safer. A “fusion meltdown” is a contradiction in terms. For example, if one were to shut
down a fusion reactor’s magnetic field, the hot plasma would hit the walls of the chamber and the fusion process would
stop immediately. So a fusion plant, instead of undergoing a runaway chain reaction, spontaneously turns itself off in
case of an accident.

“Even if the plant were flattened, the radiation level one kilometer outside the fence would be so small that
evacuation would not be necessary,” says Farrokh Najmabadi, who directs the Center for Energy Research at the
University of California at San Diego.



Although commercial fusion power has all these marvelous advantages, there is still one small detail: it doesn’t exist.
No one has yet produced an operating fusion plant.

But physicists are cautiously optimistic. “A decade ago, some scientists questioned whether fusion was possible,
even in the lab. We now know that fusion will work. The question is whether it is economically practical,” says David
E. Baldwin of General Atomics, who oversees one of the largest fusion reactors in the United States, the DIII-D.

NIF—FUSION BY LASER

All this could change rather dramatically in the next few years.

Several approaches are being tried simultaneously, and after decades of false starts, physicists are convinced that
they will finally attain fusion. In France, there is the International Thermonuclear Experimental Reactor (ITER),
backed by many European nations, the United States, Japan, and others. And in the United States, there is the National
Ignition Facility (NIF).

| had a chance to visit the NIF laser fusion machine, and it is a colossal sight. Because of the close connection with
hydrogen bombs, the NIF reactor is based at the Lawrence Livermore National Laboratory, where the military designs
hydrogen warheads. | had to pass through many layers of security to finally gain access.

But when | reached the reactor, it was a truly awesome experience. | am used to seeing lasers in university
laboratories (in fact, one of the largest laser laboratories in New York State is directly beneath my office at the City
University of New York), but seeing the NIF facility was overwhelming. It is housed in a ten-story building the size of
three football fields, with 192 giant laser beams being fired down a long tunnel. It is the largest laser system in the
world, delivering sixty times more energy than any previous one.

After these laser beams are fired down this long tunnel, they eventually hit an array of mirrors that focus each beam
onto a tiny pinhead-size target, consisting of deuterium and tritium (two isotopes of hydrogen). Incredibly, 500 trillion
watts of laser power are focused onto a tiny pellet that is barely visible to the naked eye, scorching it to 100 million
degrees, much hotter than the center of the sun. (The energy of that colossal pulse is equivalent to the output of half a
million nuclear power plants in a brief instant.) The surface of this microscopic pellet is quickly vaporized, which
unleashes a shock wave that collapses the pellet and unleashes the power of fusion.

It was completed in 2009, and is currently undergoing tests. If all goes well, it may be the first machine to create as
much energy as it consumes. Although this machine is not designed to produce commercial electrical power, it is
designed to show that laser beams can be focused to heat hydrogen-rich materials and produce net energy.

| talked to one of the directors of the NIF facility, Edward Moses, about his hopes and dreams for his project.
Wearing a hard hat, he looked more like a construction worker than a top nuclear physicist in charge of the largest laser
lab in the world. He admitted to me that in the past there have been numerous false starts. But this, he believed, was the
real thing: he and his team were about to realize an important achievement, one that will enter the history books, the
first to peacefully capture the power of the sun on earth. Talking to him, you realize how projects like NIF are kept
alive by the passion and energy of their true believers. He savored the day, he told me, when he could invite the
president of the United States to this laboratory to announce that history had just been made.

But from the beginning, NIF got off to a bad start. (Even strange things have happened, such as when the previous
associate director of NIF, E. Michael Campbell, was forced to resign in 1999 when it was revealed that he lied about
completing a Ph.D. at Princeton.) Then the completion date, originally set for 2003, began to slip. Costs ballooned,
from $1 billion to $4 billion. It was finally finished in March 2009, six years late.

The devil, they say, is in the details. In laser fusion, for example, these 192 laser beams have to hit the surface of a
tiny pellet with utmost precision, so that it implodes evenly. The beams must hit this tiny target to within 30 trillionths
of a second of one another. The slightest misalignment of the laser beams or irregularity of the pellet means that the
pellet will heat unsymmetrically, causing it to blow out to one side rather than implode spherically.

If the pellet is irregular by more than 50 nanometers (or about 150 atoms), the pellet will also fail to implode evenly.
(That is like trying to throw a baseball within the strike zone from a distance of 350 miles.) So alignment of the laser
beams and evenness of the pellet are the main problems facing laser fusion.



In addition to NIF, the European Union is backing its own version of laser fusion. The reactor will be built at the
High Power Laser Energy Research Facility (HIiPER), and it is smaller but perhaps more efficient than NIF.
Construction for HIiPER starts in 2011.

The hopes of many ride on NIF. However, if laser fusion does not work as expected, there is another, even more
advanced proposal for controlled fusion: putting the sun in a bottle.

ITER—FUSION IN AMAGNETIC FIELD

Yet another design is being exploited in France. The International Thermonuclear Experimental Reactor (ITER) uses
huge magnetic fields to contain hot hydrogen gas. Instead of using lasers to instantly collapse a tiny pellet of hydrogen-
rich material, ITER uses a magnetic field to slowly compress hydrogen gas. The machine looks very much like a huge
hollow doughnut made of steel, with magnetic coils surrounding the hole of the doughnut. The magnetic field keeps the
hydrogen gas inside the doughnut-shaped chamber from escaping. Then an electrical current is sent surging through the
gas, heating it. The combination of squeezing the gas with the magnetic field and sending a current surging through it
causes the gas to heat up to many millions of degrees.

The idea of using a “magnetic bottle” to create fusion is not new. It goes back to the 1950s, in fact. But why has it
taken so long, with so many delays, to commercialize fusion power?

The problem is that the magnetic field has to be precisely tuned so that the gas is compressed evenly without bulging
or becoming irregular. Think of taking a balloon and trying to compress it with your hands so that the balloon is evenly
compressed. You will find that the balloon bulges out from the gaps between your hands, making a uniform
compression almost impossible. So the problem is instability and is not one of physics but of engineering.

This seems strange, because stars easily compress hydrogen gas, creating the trillions of stars we see in our universe.
Nature, it seems, effortlessly creates stars in the heavens, so why can’t we do it on earth? The answer speaks to a
simple but profound difference between gravity and electromagnetism.

Gravity, as shown by Newton, is strictly attractive. So in a star, the gravity of the hydrogen gas compresses it evenly
into a sphere. (That is why stars and planets are spherical and not cubical or triangular.) But electrical charges come in
two types: positive and negative. If one collects a ball of negative charges, they repel each other and scatter in all
directions. But if one brings a positive and negative charge together, you get what is called a “dipole,” with a
complicated set of electrical field lines resembling a spider web. Similarly, magnetic fields form a dipole; hence
squeezing hot gas evenly inside a doughnut-shaped chamber is a fiendishly difficult task. It takes a supercomputer, in
fact, to plot the magnetic and electric fields emanating from a simple configuration of electrons.

It all boils down to this. Gravity is attractive and can compress gas evenly into a sphere. Stars can form effortlessly.
But electromagnetism is both attractive and repulsive, so gases bulge out in complex ways when compressed, making
controlled fusion exceedingly difficult. This is the fundamental problem that has dogged physicists for fifty years.



(photo credit 5.1)

Until now. Physicists now claim that the ITER has finally worked out the kinks in the stability problem with
magnetic confinement.

The ITER is one of the largest international scientific projects ever attempted. The heart of the machine consists of a
doughnut-shaped metal chamber. Altogether, it will weigh 23,000 tons, far surpassing the weight of the Eiffel Tower,
which weighs only 7,300 tons.



Two types of fusion. On the left, lasers compress a pellet of hydrogen-rich materials. On the right, magnetic fields compress agas containing hydrogen. By midcentury, the world may
derive its energy from fusion. (photo credit 5.2)

The components are so heavy that the roads transporting the equipment have to be specially modified. A large
convoy of trucks will transport the components, with the heaviest weighing 900 tons and the tallest being four stories
high. The ITER building will be nineteen stories tall and sit on a huge platform the size of sixty soccer fields. It is
projected to cost 10 billion euros, a cost shared by seven member states (the European Union, the United States, China,
India, Japan, Korea, and Russia).

When it is finally fired up, it will heat hydrogen gas to 270 million degrees Fahrenheit, far surpassing the 27 million
degrees Fahrenheit found in the center of the sun. If all goes well, it will generate 500 megawatts of energy, which is
ten times the amount of energy originally going into the reactor. (The current record for fusion power is 16 megawatts,
created by the European JET (Joint European Torus) reactor at the Culham Science Center, in Oxfordshire, UK.) After
some delays, the target date for break-even is now set to be 2019.

The ITER is still just a science project. It is not designed to produce commercial power. But physicists already are
laying the groundwork for the next step, taking fusion power to the marketplace. Farrokh Najmabadi, who leads a
working group looking into commercial designs for fusion plants, has proposed ARIES-AT, a smaller machine than the
ITER, which would produce a billion watts at roughly 5 cents per kilowatt-hour, making it competitive with fossil
fuels. But even Najmabadi, who is optimistic about fusion, admits that fusion won’t be ready for widespread
commercialization until the middle of the century.

Another commercial design is the DEMO fusion reactor. While the ITER is designed to produce 500 megawatts for
a minimum of 500 seconds, the DEMO will be designed to produce energy continually. The DEMO adds one extra
step lacking in the ITER. When fusion takes place, an extra neutron is formed, which quickly escapes from the
chamber. However, it is possible to surround the chamber with a special coating, called the blanket, specifically
designed to absorb the energy of this neutron. The blanket then heats up. Pipes inside the blanket carry water, which
then boils. This steam is sent against the blades of a turbine that generates electricity.

If all goes well, the DEMO will go online in 2033. It will be 15 percent larger than the ITER reactor. DEMO will
produce twenty-five times more energy than it consumes. Altogether, DEMO is expected to produce 2 billion watts of
power, making it comparable to a conventional power plant. If the DEMO plant is successful, it could lead to rapid
commercialization of this technology.



But many uncertainties remain. The ITER reactor has already secured the funding necessary for construction. But
since the DEMO reactor is still in its planning stages, delays are to be expected.

Fusion scientists believe that they have finally turned the corner. After decades of overstatements and failures, they
believe that fusion is within grasp. Not one but two designs (NIF and ITER) may eventually bring fusion electricity
into the living room. But since neither NIF nor ITER is yet delivering commercial fusion power, there is still room for
the unexpected, such as tabletop fusion and bubble fusion.

TABLETOP FUSION

Because the stakes are so high, it is also important to acknowledge the possibility of solving the problem from an
entirely different, unexpected direction. Because fusion is such a well-defined process, several proposals have been
made that are outside the usual mainstream of large-scale funding but that still have some merit. In particular, some of
them might one day achieve fusion on a tabletop.

In the final scene in the movie Back to the Future, Doc Brown, the crazy scientist, is seen scrambling to get fuel for
his DeLorean time machine. Instead of fueling up with gasoline, he searches garbage cans for banana peels and trash
and then dumps everything into a small canister called Mr. Fusion.

Given a hundred years, is it possible that some breakout design may reduce huge football field—size machines to the
size of a coffeemaker, like in the movie?

One serious possibility for tabletop fusion is called sonoluminescence, which uses the sudden collapses of bubbles to
unleash blistering temperatures. It is sometimes called sonic fusion or bubble fusion. This curious effect has been
known for decades, going back to 1934, when scientists at the University of Cologne were experimenting with
ultrasound and photographic film, hoping to speed up the development process. They noticed tiny dots in the film,
caused by flashes of light generated by the ultrasound creating bubbles in the fluid. Later, the Nazis noticed that
bubbles emitted from their propeller blades often glowed, indicating that high temperatures were somehow being
produced inside the bubbles.

Later, it was shown that these bubbles were glowing brightly because they collapsed evenly, thereby compressing
the air in the bubble to enormously high temperatures. Hot fusion, as we saw earlier, is plagued by the uneven
compression of hydrogen, either because laser beams striking the pellet of fuel are misaligned or the gas is being
squeezed unevenly. As a bubble shrinks, the motion of the molecules is so rapid that air pressure inside the bubble
quickly becomes uniform along the bubble walls. In principle, if one can collapse a bubble under such perfect
conditions, one might attain fusion.

Sonoluminescence experiments have successfully produced temperatures of tens of thousands of degrees. Using
noble gases, one can increase the intensity of light emitted from these bubbles. But there is some controversy over
whether it can achieve temperatures hot enough to produce nuclear fusion. The controversy stems from the work of
Rusi Taleyarkhan, formerly of the Oak Ridge National Laboratory, who claimed in 2002 that he was able to achieve
fusion with his sonic fusion device. He claimed to have detected neutrons from his experiment, a sure sign that nuclear
fusion was taking place. However, after years of work by other researchers who have failed to reproduce his work, this
result, for the moment, has been discredited.

Yet another wild card is the fusion machine of Philo Farnsworth, the unsung coinventor of TV. As a child,
Farnsworth originally got the idea for TV by thinking of the way a farmer plows his fields, row after row. He even
sketched the details of his prototype at the age of fourteen. He was the first to transfer this idea to a fully electronic
device capable of capturing moving images on a screen. Unfortunately, he was unable to capitalize on his landmark
invention and was mired in lengthy, messy patent fights with RCA. His legal battles even drove him crazy, and he
voluntarily checked himself into an insane asylum. His pioneering work on TV went largely unnoticed.

Later in life, he turned his attention to the fusor, a small tabletop device that can actually generate neutrons via
fusion. It consists of two large spheres, one inside the other, each made of a wire mesh. The outer mesh is positively
charged, while the inner mesh is negatively charged, so protons injected through this mesh are repelled by the outer
mesh and attracted to the inner mesh. The protons then smash into a hydrogen-rich pellet in the middle, creating fusion
and a burst of neutrons.



The design is so simple that even high school students have done what Richter, Pons, and Fleischmann could not do:
successfully generate neutrons. However, it is unlikely that this device will ever yield usable energy. The number of
protons that are accelerated is extremely small, and hence the energy resulting from this device is very tiny.

In fact, it is also possible to produce fusion on a tabletop using a standard atom smasher or particle accelerator. An
atom smasher is more complicated than a fusor, but it can also be used to accelerate protons so that they can slam into a
hydrogen-rich target and create fusion. But again, the number of protons that are fused is so small that this is an
impractical device. So both the fusor and atom smasher can attain fusion, but they are simply too inefficient and their
beams are too thin to produce usable power.

Given the enormous stakes, no doubt other enterprising scientists and engineers will have their chance to turn their
basement contraptions into the next mega invention.

FAR FUTURE (2070 TO 2100)

AGE OF MAGNETISM

The previous century was the age of electricity. Because electrons are so easily manipulated, this has opened up
entirely new technologies, making possible radio, TV, computers, lasers, MRI scans, etc. But sometime in this century,
it is likely that physicists will find their holy grail: room temperature superconductors. This will usher in an entirely
new era, the age of magnetism.

Imagine riding in a magnetic car, hovering above the ground and traveling at several hundred miles per hour, using
almost no fuel. Imagine trains and even people traveling in the air, floating on magnetism.

We forget that most of the gasoline we use in our cars goes to overcoming friction. In principle, it takes almost no
energy to ride from San Francisco to New York City. The main reason this trip consumes hundreds of dollars of
gasoline is because you have to overcome the friction of the wheels on the road and the friction of the air. But if you
could somehow cover the road from San Francisco to New York with a layer of ice, you could simply coast most of the
way almost for free. Likewise, our space probes can soar beyond Pluto with only a few quarts of fuel because they
coast through the vacuum of space. In the same way, a magnetic car would float above the ground; you simply blow on
the car, and the car begins to move.

The key to this technology is superconductors. It has been known since 1911 that mercury, when cooled to four
degrees (Kelvin) above absolute zero, loses all electrical resistance. This means that superconducting wires have no
energy loss whatsoever, since they lack any resistance. (This is because electrons moving through a wire lose energy as
they collide with atoms. But at near absolute zero, these atoms are almost at rest, so the electrons can easily slip
through them without losing energy.)

These superconductors have strange but marvelous properties, but one severe disadvantage is that you have to cool
them to near absolute zero with liquid hydrogen, which is very expensive.

Therefore, physicists were in shock in 1986 when it was announced that a new class of superconductors had been
found that did not need to be cooled to these fantastically low temperatures. Unlike previous materials like mercury or
lead, these superconductors were ceramics, previously thought to be unlikely candidates for superconductors, and
became superconductors at 92 degrees (Kelvin) above absolute zero. Embarrassingly, they became superconductors at
a temperature that was thought to be theoretically impossible.

So far, the world record for these new ceramic superconductors is 138 degrees (Kelvin) above absolute zero (or
-211° F). This is significant, since liquid nitrogen (which costs as little as milk) forms at 77° K (-321° F) and hence can
be used to cool these ceramics. This fact alone has drastically cut the costs of superconductors. So these high-
temperature superconductors have immediate practical applications.

But these ceramic superconductors have just whetted the appetite of physicists. They are a giant step in the right
direction, but still they are not enough. First, although liquid nitrogen is relatively cheap, you still have to have some
refrigeration equipment to cool the nitrogen. Second, these ceramics are difficult to mold into wires. Third, physicists



are still bewildered by the nature of these ceramics. After several decades, physicists are not quite sure how they work.
The quantum theory of these ceramics is too complicated to solve at the present time, so no one knows why they
become superconductors. Physicists are clueless. There is a Nobel Prize waiting for the enterprising individual who
can explain these high-temperature superconductors.

But every physicist knows the tremendous impact that a room temperature superconductor would have. It could set
off another industrial revolution. Room temperature superconductors would not require any refrigeration equipment, so
they could create permanent magnetic fields of enormous power.

For example, if electricity is flowing inside a copper loop, its energy dissipates within a fraction of a second because
of the resistance of the wire. However, experiments have shown that electricity within a superconducting loop can
remain constant for years at a time. The experimental evidence points to a lifetime of 100,000 years for currents inside
a superconducting coil. Some theories maintain that the maximum limit for such an electrical current in a
superconductor is the lifetime of the known universe itself.

At the very least, such superconductors could reduce the waste found in high-voltage electrical cables, thereby
reducing the cost of electricity. One of the reasons an electrical plant has to be so close to a city is because of losses in
the transmission lines. That is why nuclear power plants are so close to cities, which poses a health hazard, and why
wind power plants cannot be placed in areas with the maximum wind.

Up to 30 percent of the electricity generated by an electrical plant can be wasted in the transmission. Room
temperature superconducting wires could change all that, thereby saving significantly on electrical costs and pollution.
This could also have a profound impact on global warming. Since the world’s production of carbon dioxide is tightly
connected to energy use, and since most of that energy is wasted to overcome friction, the age of magnetism could
permanently reduce energy consumption and carbon dioxide production.

THE MAGNETIC CAR AND TRAIN

Without any extra input of energy, room temperature superconductors could produce supermagnets capable of lifting
trains and cars so they hover above the ground.

One simple demonstration of this power can be done in any lab. I’ve done it several times myself for BBC-TV and
the Science Channel. It’s possible to order a small piece of ceramic high-temperature superconductor from a scientific
supply company. It’s a tough, gray ceramic about an inch in size. Then you can buy some liquid nitrogen from a dairy
supply company. You place the ceramic in a plastic dish and gently pour the liquid nitrogen over it. The nitrogen starts
to boil furiously as it hits the ceramic. Wait until the nitrogen stops boiling, then place a tiny magnet on top of the
ceramic. Magically, the magnet floats in midair. If you tap the magnet, it starts to spin by itself. In that tiny dish, you
may be staring at the future of transportation around the world.

The reason the magnet floats is simple. Magnetic lines of force cannot penetrate a superconductor. This is the
Meissner effect. (When a magnetic field is applied to a superconductor, a small electric current forms on the surface
and cancels it, so the magnetic field is expelled from the superconductor.) When you place the magnet on top of the
ceramic, its field lines bunch up since they cannot pass through the ceramic. This creates a “cushion” of magnetic field
lines, which are all squeezed together, thereby pushing the magnet away from the ceramic, making it float.

Room temperature superconductors may also usher in an era of supermagnets. MRI machines, as we have seen, are
extremely useful but require large magnetic fields. Room temperature superconductors will allow scientists to create
enormous magnetic fields cheaply. This will allow the future miniaturization of MRI machines. Already, using
nonuniform magnetic fields, MRI machines about a foot tall can be created. With room temperature superconductors, it
might be possible to reduce them to the size of buttons.

In the movie Back to the Future Part I11, Michael J. Fox was filmed riding a hoverboard, a skateboard that floated in
air. After the movie debut, stores were flooded with calls from kids asking to purchase the hoverboard. Unfortunately,
hoverboards do not exist, but they might become possible with room temperature superconductors.

MAGLEV TRAINS AND CARS



One simple application of room temperature superconductors is to revolutionize transportation, introducing cars and
trains that float above the ground and thus move without any friction.

Imagine riding in a car that uses room temperature superconductors. The roads would be made of superconductors
instead of asphalt. The car would either contain a permanent magnet or generate a magnetic field via a superconductor
of its own. The car would float. Even compressed air would be enough to get the car going. Once in motion, it would
coast almost forever if the road were flat. An electric engine or jet of compressed air would be necessary only to
overcome air friction, which would be the only drag that the car faces.

Even without room temperature superconductors, several nations have produced magnetic levitating trains (maglev)
that hover above a set of rails containing magnets. Since the north poles of magnets repel other north poles, the
magnets are arranged so that the bottom of the train contains magnets that allow them to float just above the tracks.

Flyins Lar
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Room-temperature superconductors may one day give us flying cars and trains. These may float on rails or over superconducting pavement, without friction. (photo credit 5.3)

Germany, Japan, and China are leaders in this technology. Maglev trains have even set some world records. The first
commercial maglev train was the low-speed shuttle train that ran between Birmingham International Airport and
Birmingham International Railway Station in 1984. The highest recorded maglev speed was 361 miles per hour,
recorded in Japan on the MLXO01 train in 2003. (Jet airplanes can fly faster, partly because there is less air resistance at
high altitudes. Since a maglev train floats in air, most of its energy loss is in the form of air friction. However, if a
maglev train were operating in a vacuum chamber, it might travel as fast as 4,000 miles per hour.) Unfortunately, the



economics of maglev trains has prevented them from proliferating around the world. Room temperature
superconductors might change all that. This could also revitalize the rail system in the United States, reducing the
emission of greenhouse gases from airplanes. It is estimated that 2 percent of greenhouse gases come from jet engines,
so maglev trains would reduce that amount.

ENERGY FROM THE SKY

By the end of the century, another possibility opens up for energy production: energy from space. This is called space
solar power (SSP) and involves sending hundreds of space satellites into orbit around the earth, absorbing radiation
from the sun, and then beaming this energy down to earth in the form of microwave radiation. The satellites would be
based 22,000 miles above the earth, where they become geostationary, revolving around the earth as fast as the earth
spins. Because there is eight times more sunlight in space than on the surface of the earth, this presents a real
possibility.

At present, the main stumbling block to SSP is cost, mainly that of launching these space collectors. There is nothing
in the laws of physics to prevent collecting energy directly from the sun, but it is a huge engineering and economic
problem. But by end of the century, new ways of reducing the cost of space travel may put these space satellites within
reach, as we will see in Chapter 6.

The first serious proposal for space-based solar power was made in 1968, when Peter Glaser, president of the
International Solar Energy Society, proposed sending up satellites the size of a modern city to beam power down to the
earth. In 1979, NASA scientists took a hard look at his proposal and estimated that the cost would be several hundred
billion dollars, which killed the project.

But because of constant improvements in space technology, NASA continued to fund small-scale studies of SSP
from 1995 to 2003. Its proponents maintain that it is only a matter of time before the technology and economics of SSP
make it a reality. “SSP offers a truly sustainable, global-scale and emission-free electricity source,” says Martin
Hoffert, a physicist formerly at New York University.

There are formidable problems facing such an ambitious project, real and imaginary. Some people fear this project
because the energy beamed down from space might accidentally hit a populated area, creating massive casualties.
However, this fear is exaggerated. If one calculates the actual radiation hitting the earth from space, it is too small to
cause any health hazard. So visions of a rogue space satellite sending death rays down to earth to fry entire cities is the
stuff of a Hollywood nightmare.

Science fiction writer Ben Bova, writing in the Washington Post in 2009, laid out the daunting economics of a solar
power satellite. He estimated that each satellite would generate 5 to 10 gigawatts of power, much more than a
conventional coal-fired plant, and cost about eight to ten cents per kilowatt-hour, making it competitive. Each satellite
would be huge, about a mile across, and cost about a billion dollars, roughly the cost of a nuclear plant.

To jump-start this technology, he asked the current administration to create a demonstration project, launching a
satellite that could generate 10 to 100 megawatts. Hypothetically, it could be launched at the end of President Obama’s
second term in office if plans are started now.

Echoing these comments was a major initiative announced by the Japanese government. In 2009, the Japanese Trade
Ministry announced a plan to investigate the feasibility of a space power satellite system. Mitsubishi Electric and other
Japanese companies will join a $10 billion program to perhaps launch a solar power station into space that will
generate a billion watts of power. It will be huge, about 1.5 square miles in area, covered with solar cells.

“It sounds like a science fiction cartoon, but solar power generation in space may be a significant alternative energy
source in the century ahead as fossil fuel disappears,” said Kensuke Kanekiyo of the Institute of Energy Economics, a
government research organization.

Given the magnitude of this a