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COMBUSTION PHYSICS

In the past several decades, combustion has evolved from a scientific discipline
that was largely empirical to one that is quantitative and predictive. These ad-
vances are characterized by the canonical formulation of the theoretical foun-
dation; the strong interplay between theory, experiment, and computation; and
the unified description of the roles of fluid mechanics and chemical kinetics. This
graduate-level text incorporates these advances in a comprehensive treatment of
the fundamental principles of combustion physics. The presentation emphasizes
analytical proficiency and physical insight, with the former achieved through
complete, though abbreviated, derivations at different levels of rigor, and the
latter through physical interpretations of analytical solutions, experimental ob-
servations, and computational simulations. Exercises are designed to strengthen
the student’s mastery of the theory. Implications of the fundamental knowledge
on practical phenomena are discussed whenever appropriate. These distinguish-
ing features provide a solid foundation for an academic program in combustion
science and engineering.
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Preface

Since the mid-1970s there has been truly significant advancement in combustion sci-
ence, spurred by the dual societal concerns for energy sufficiency and environmental
quality, and enabled by the rapid increase in the sophistication of mathematical
analysis, computational simulation, and experimental techniques. Consequently,
we have witnessed the evolvement of combustion from a scientific discipline that
was largely empirical to one that is quantitative and predictive, leading to its useful
applications in combustion-related engineering devices and practices.

This text reflects my desire to incorporate these advances in my lectures on combus-
tion. As a result, its preparation has been guided by the three distinguishing themes
characterizing recent developments in combustion research, namely the canonical
formulation of the theoretical foundation; the strong interplay between experiment,
theory, and computation; and the description of combustion phenomena from the
unified viewpoint of fluid mechanics and chemical kinetics.

The text also emphasizes analytical proficiency by presenting complete, albeit ab-
breviated, derivations that can be followed by the student with a modest effort.
Alternate solutions are sometimes presented to demonstrate that a phenomenon
can often be analyzed using different approaches and at different levels of rigor. I
hope that through this gentle guidance the student can acquire the needed confidence
to tackle more difficult problems on his or her own.

This text grew out of the lecture material prepared for a one-year graduate course
that I have given at several academic institutions. No prerequisite in mathematics,
fluid mechanics, and chemistry is expected apart from the usual undergraduate ed-
ucation in the physical sciences or mechanical, aerospace, or chemical engineering.
The text consists of three parts: Chapters 1 through 4 cover the basic components
required to describe chemically reacting flows, namely thermodynamics, chemical
kinetics, and transport phenomena; Chapters 5 through 10 cover descriptions of the
basic combustion phenomena—those of governing equations, nonpremixed and pre-
mixed flames, the limit phenomena of ignition, extinction, and flame stabilization,
and the aerodynamics of flames; Chapters 11 through 14 cover combustion in the four
major classes of flows, namely turbulent, boundary-layer, two-phase, and supersonic
flows. Since the amount of material treated in this text is substantial, the instructor
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may be more selective in the choice of topics. For example, discussion on reaction
mechanisms, especially most of Chapter 3, can be omitted if chemistry is not empha-
sized in the course. Similarly, much of the materials that require extensive mathemat-
ical derivations, especially those of Chapter 9, can be omitted if strong mathematical
experience is not intended. Furthermore, a one-semester course can be structured
by abstracting materials from individual chapters, leaving the rest of the text for the
enrichment of individual students.

While a serious attempt was made to make the text comprehensive in its cover-
age, it is nevertheless inevitable that some important topics were either excluded or
inadequately presented. Feedback from readers on possible improvements in future
editions will be very much appreciated. Similarly, because of the extensive literature
in existence, it is also unavoidable that important references were inadvertently left
out. Forbearance of the authors of these articles is requested.

In the preparation of this text I have been ably assisted by many of my present and
former graduate students and research associates. In particular, I acknowledge with
appreciation the following who have contributed substantially in this effort: John
K. Becktold, Beei-Huan Chao, Peck Cho, Suk-Ho Chung, Fokion N. Egolfopoulos,
Hong G. Im, Tianfeng Lu, Atsushi Makino, Matei 1. Radulescu, Chih-Jen Sung,
Hai Wang, Heyang Wang, and Delin Zhu. The manuscript was read in part or in
whole by Professor Craig T. Bowman of Stanford University, Professor Sau-Hai
Lam of Princeton University, and Professor Forman A. Williams of the University
of California at San Diego. Their comments have been substantial and most useful,
and I thank them sincerely for their collegiality and generosity.

It was by chance that I became a student of Professor Forman A. Williams in the
spring of 1970. His influence on my intellectual and professional development has
been profound. I am immensely thankful for his mentorship.

I reserve my most heartfelt appreciation for my wife, Helen Kwan-mei, for having
transcribed the first drafts of this text, for constantly encouraging me to bring it to
fruition, and for her patience and love over the years.

Chung K. Law
Princeton, New Jersery
January 2006
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Introduction

This book is about combustion science and technology and, as such, covers not only
the basic laws and phenomena related to the physics and chemistry of combustion,
but also the implications of the fundamental understanding gained therein to the
principles behind the practical combustion phenomena affecting our daily lives. It
presents the diverse knowledge required of combustion scientists and engineers, the
challenges they face, and the satisfaction they derive in providing the proper linkage
between the fundamental and the practical.

In Section 0.1 we identify the major areas of practical combustion phenomena,
illustrated by some specific problems of interest. In Section 0.2 we discuss the scientific
disciplines comprising the study of combustion, and in Section 0.3 we present the
classifications of fundamental combustion phenomena. An overview of the text is
given in Section 0.4.

0.1. MAJOR AREAS OF COMBUSTION APPLICATION

Itis fair to say that the ability to use fire is an important factor in ushering the dawn of
civilization. Today our dependence on the service of fire is almost total, from heating
and lighting our homes to powering the various modes of transportation vehicles.
Useful as it is, fire can also be menacing and sometimes deadly. Wildland and urban
fires cause tremendous loss of property and lives every year; the noxious pollutants
from automotive and industrial power plants poison the very environment in which
we live; and the use of chemical weapons continues to be an agent of destruction with
ever greater efficiency. Combustion is certainly one branch of science that affects
almost every aspect of human activities.

Practical combustion problems can be roughly divided into the following five major
categories, in each of which we cite some examples of current interest.

Energy and Combustion Devices: Despite the large variety of alternate energy
sources available, such as nuclear, solar, wind, hydroelectric, geothermal, and OTEC



2 IntroduﬁncuH F

(ocean thermal energy conversion), chemical energy derived from burning fossil fuels
supplies a disproportionately large fraction of the total world energy needs—around
85 percent at present. This trend will continue in the foreseeable future because of
its convenience, high-energy density, and the economics.

Combustion energy is mainly used to generate heat and power. Examples of this
application are domestic heating, firing of industrial furnaces, and the operation of
automotive engines and gas turbines. Hence the design and operation of heat and
power devices and engines is closely related to the issue of efficient energy utiliza-
tion. Because of the importance of transportation vehicles as a major consumer of
petroleum fuels and contributor of air pollution, there has been extensive develop-
ment since the early 1970s for more efficient and cleaner burning internal combustion
engines for automobiles. For example, the diesel engine offers substantial advantage
over the more widely used gasoline engines, for several reasons. First, even though
its combustion cycle efficiency is less than that of the gasoline engine for the same
compression ratio, it is more efficient overall because it operates at higher compres-
sion ratios. Furthermore, unlike the gasoline engine, which requires highly refined
fuels with narrow specifications, the diesel engine is very fuel tolerant. Thus diesel
fuel requires less refining than gasoline and, consequently, results in a net saving in
processing energy at the refinery stage. This property of fuel tolerance also implies
that the diesel engine is a good candidate for the use of unconventional or low-grade
fuels. The diesel engine, however, does have the potential disadvantages of being
relatively noisier and a heavy emitter of soot and oxides of nitrogen (NOy); both
problems have their origin in its operational principle and therefore require funda-
mental combustion research. It is nevertheless gratifying to note that much progress
has been made recently in alleviating these problems.

An important concept in engine development is that of stratified charge
combustion. The basic idea is that the combustion of lean mixtures has the potential
of simultaneously increasing the combustion efficiency and reducing the formation
of most pollutants. Lean mixtures, however, are hard to ignite. Therefore, the con-
cept of stratified charge combustion is to stratify an overall fuel lean mixture from
relatively rich to ultra lean. Since the relatively rich portion can be ignited easier,
the hot combustion products so generated can in turn ignite the ultra lean portion
of the charge. Thus by combining the merits of high-pressure combustion, direct
fuel injection for uniform cylinder-to-cylinder charge distribution and controlled
fuel vaporization, spark ignition for controlled ignition event, and stratified charge
combustion, there has been considerable development on high-compression-ratio,
direct-injection, spark-assisted, stratified charge engines.

In contrast to stratified charge engines, there is also considerable interest in
the development of HCCI (homogeneous charge compression ignition) engines.
Conceptually, by having reaction taking place homogeneously within the entire en-
gine cylinder, instead of being confined to localized, high-temperature regions con-
stituting the flames, the formation of soot and NOy can be substantially reduced.
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Furthermore, higher compression ratios and hence higher efficiency can be attained
with compression ignition.

The fact that improvements in the engine performance can be pursued through the
opposite concepts of stratified and homogeneous charges not only demonstrates the
complexity of the combustion phenomena underlying such technological processes,
but it also highlights the richness of the possible avenues that can be explored for
optimization.

Fuels: Combustion needs fuel. Furthermore, the satisfactory operation of different
heat and power engines usually depends critically on the compatibility of the fuel
used. Examples are the unsuitability of diesel fuel for use in gasoline engines because
itisrelatively less volatile, and the narrow compositional specifications of gases which
can be used in domestic gas stoves in order to maintain flame stabilization by avoiding
blowoff and flashback.

The importance of fuel in combustion has been receiving increased interest be-
cause of the concern over the shortage and reliability of petroleum supply. Thus
“energy crisis” is simply a “fuel crises.” Since the world’s petroleum supply is pro-
jected to be severely depleted within this century, the long term solution for the next
few centuries in terms of fossil fuels appears to largely depend on the burning of coal,
either through direct utilization or as coal-derived fuels. Two approaches for direct
coal utilization are being actively pursued. The first is fluidized-bed combustion, in
which air is introduced through the bottom of a bed of coal particles at a sufficiently
fast rate such that the particles are levitated, that is, fluidized. This approach has the
advantages that the coal particles are in direct contact with the oxidizing air such that
their burning rates are maximized, that neutralization of oxides of sulfur (SOy) can
be facilitated by mixing limestone with the coal particles, and that the production
of NOy can be minimized by controlling the fluidization rate. The second approach
for direct coal utilization is the burning of coal-water slurries. Here, finely crushed
coal particles of sizes ranging between 40-70 um are mixed in water and sprayed
directly into the combustion chamber of industrial furnaces. The advantages are that
the physical processes of coal crushing and mixing are less energy expensive than
the chemical process of coal liquefaction, and that the slurries can be transported
through pipelines and subsequently directly burned in conventional oil-fired combus-
tors. This requires minimum hardware modification, and thereby capital outlay and
combustor downtime. Slurries up to 70 percent coal content have been successfully
burned.

Oil can also be derived from coal. These coal-derived oils have higher boiling
points, wider boiling point ranges, and higher contents of aromatics and nitrogen-
containing compounds. Consequently, they tend to produce more soot and NOy.
Various alternate and hybrid fuels have also been formulated. Prominent among
these are methanol, ethanol, and mixtures of ethanol with oil. Methanol can be
derived from natural gas and coal, while both methanol and ethanol can be produced



4 IntroduﬁncuH F

from biomass. Alcohols have smaller heats of combustion because of the extra oxygen
atom in the molecule. However, they have higher knock ratings in gasoline engines
and produce less NOy and soot. Blends of ethanol and gasoline, and methanol and
gasoline, have been successfully marketed.

Coal, of course, can also be gasified in the presence of air, with or without steam, to
produce a combustible gaseous fuel that consists of hydrogen and carbon monoxide.
Coal gasification becomes progressively more attractive as a source of clean fuel with
the dwindling supply of natural gas.

Pollution and Health: The major pollutants from combustion are soot, SOy, NOy,
unburned hydrocarbons (UHC), and carbon monoxide (CO). As just mentioned,
soot is expected to be a serious problem with the burning of coal-derived fuels and
the large-scale deployment of high-compression engines such as the diesel. Soot not
only is unsightly but can also be carcinogenic due to the condensation and thereby
presence of carcinogenic liquid combustion products on the particle surface.

The main source of SOy is from burning coal. When combined with water in the
atmosphere, the emitted SOy forms sulfuric acid and precipitates as acid rain, with
devastating effects on aquatic life and soil erosion.

NOx can be formed from either the N, in the atmosphere or the nitrogen atoms
in the fuel molecules, with the former produced under high-temperature, intense
combustion situations because of the need to dissociate the nominally inert N, in the
air. Fuel-bound NOy is less temperature sensitive and could be a major contributor
of NOy emission from burning coal or coal-derived oils. When it reacts with UHC
and ozone in the presence of sunlight, NOx forms smog that is detrimental to the
respiratory system.

A problem of potential concern is indoor pollution. With houses being better insu-
lated to conserve energy, the trace pollutants (CO, NOy, UHC), from such domestic
heating devices as the gas stove, furnace, and kerosene heater, may exist at sufficiently
high levels as to be injurious to health.

There is also interest in applying combustion technology in the management of
municipal, munition, and chemical hazardous wastes through incineration. The prob-
lems with burning these wastes are the uncertainty of the toxicity of the combustion
intermediates and products and the fact that some of the chemicals are halogenated
compounds, which can be resistant to efficient burning because of the scavenging of
the crucial hydrogen atom by the halogen radicals in the oxidation process.

A serious, and potentially catastrophic, environmental problem is global warming
caused by the increased amount of anthropogenic CO; in the atmosphere. Since
CO; is a by-product of hydrocarbon combustion, suggestions have been made to use
hydrogen as the primary fuel source. In the event that hydrogen is derived through
the conversion of hydrocarbons, CO; is still produced during conversion and needs
to be sequestered properly in order to prevent its release into the atmosphere.

A discussion on the adverse effects of combustion on health would not be complete
without mentioning the well-established cancer-causing consequence of cigarette
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smoking, which is simply the slow combustion of tobacco leaves. The knowledge
of combustion science has not been sufficiently brought to bear on this problem of
immense importance.

Safety: This topic can be divided into three categories, namely fires, explosions, and
materials. Fires, both structural and wildland, are costly in terms of human suffering
as well as financial loss. Problems of interest include improving fire detection tech-
nology and understanding the dynamics of fire propagation in confined spaces such
as buildings and aircraft cabins.

Explosions are of concern to safety in mine galleries and grain elevators, as a con-
sequence of LNG (liquefied natural gas) spills or rupturing of pressurized hydrogen
storage tanks in urban areas, and in nuclear reactor accidents. In the last example,
hydrogen gas is generated and could accumulate in sufficient quantity to cause an
explosion. This would in turn rupture the reactor containment structure, causing the
release of radioactive gases into the environment.

Since the inhalation of smoke and the toxic products of combustion is a cause
of fatality in fires, the choice of materials for structure and decoration is also an
important consideration in the overall strategy for fire control.

A strategy toward the prevention of fires and explosions in aircraft and combat
vehicles, such as tanks, is the development of fire-safe fuels which, while burning well
within the engine, will not catch fire upon spillage. For example, diesel oil emulsified
with a small amount of water has been found to be fire resistant.

Defense and Space: The various defense establishments are interested in the for-
mulation of high-energy munitions and propellants; the suppression of combustion
instability within jet engines, rockets and guns; signature and detection vulnerability
from the exhausts of jet engines and rockets; and measures at preventing explosion
of fuel tanks when being penetrated by projectiles. The development of chemical
lasers as an intense power source and of hypersonic aircraft up to Mach 25 are also
of interest to the national defense.

Since combustion experiments conducted on earth are frequently complicated by
the presence of buoyant flows, there has been much interest to conduct these exper-
iments in the weightless environment of a space shuttle or station. The intrusion of
buoyancy is particularly problematic when the burning is slow as in the propagation
of a flame in a weak mixture, or for long-duration phenomena such as smoldering.
The presence of buoyancy can also distort the flame configuration from an other-
wise symmetrical one, and hence significantly complicates data reduction as well as
theoretical analysis or computational simulation of the phenomenon of interest.

Fire safety is of paramount interest in space exploration. For example, while earth-
bound smoke detectors of incipient fires are placed at the ceiling of a room in or-
der to capture the buoyancy-driven, upwardly rising smoke, they are clearly inop-
erative in the weightless space environment. Furthermore, flammability standards
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established on earth may not have much meaning for the fire safety evaluation of a
spacecraft.

Recognizing that the environment within a space craft is artificial anyway, there has
been the suggestion of creating an almost fire-proof living environment so that fire
hazard ceases to be a concern. This concept is based on the recognition that whereas
ignition and combustion intensity depend on the fractional amount of oxygen in
the oxidizing gas, human comfort depends only on the absolute amount of oxygen.
Furthermore, it is also empirically known that the combustibility of most organic
materials decreases drastically with decreasing oxygen concentration. They become
hardly flammable when the oxygen concentration is reduced to less than, say, 15 mole
percent. Thus if we can reduce the cabin oxygen concentration to half of its value
in air, but increase the cabin pressure to two atmospheres, then a comfortable, but
fire-proof environment can be created.

0.2. SCIENTIFIC DISCIPLINES COMPRISING COMBUSTION

Combustion is the study of chemically reacting flows with rapid, highly exothermic
reactions. It is interdisciplinary in nature, comprising thermodynamics, chemical ki-
netics, fluid mechanics, and transport phenomena, each of which has the following
roles.

Thermodynamics: In combustion processes reactants are converted to products, re-
leasing heat for utilization. The science of thermodynamics allows us to do the book-
keeping on how much chemical energy is converted to thermal energy in such a
process, and to determine the thermal and compositional properties of the products
when equilibrium is reached. The laws of equilibrium thermodynamics are firmly
established, although the thermodynamic properties of many of the reacting species,
including large and complex fuels and their reaction intermediates, are still not well
determined.

Chemical Kinetics: While thermodynamics links the initial state to the final, equilib-
rium, state of a reactive mixture, it does not tell us through which path, and for how
long, such a transformation takes place. For example, if a particular reaction requires
more than an hour to proceed to near completion, we obviously need not take it
into consideration when analyzing the cycle performance of an automotive engine.
In fact, conclusions based on such equilibrium calculations could be quite erroneous.
An example is the calculation of NOy emission from engines—calculated amounts of
NOy emission based on finite reaction rates far exceed those determined by assum-
ing thermodynamic equilibrium at the exhaust temperature. Since all combustion
processes have some finite, characteristic times defining the relevant phenomena,
chemical kinetics is needed to prescribe the paths and rates through which reactions
take place during such times.

Chemical kinetics is a complex subject, especially for combustion systems in which
amyriad of chemical species exist, each of which has the potential of interacting with
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the rest. As an illustration of its complexity, it may be noted that, at present, only
the oxidation mechanisms of such simple fuels as hydrogen and methane can be
considered to be reasonably well understood to allow for the prediction of such
global combustion characteristic as the burning rate of a laminar flame, provided the
pressure is not too high.

Fluid Mechanics: Since the combustion systems we are interested in frequently in-
volve chemical reactions occurring in a flowing medium, knowledge of fluid mechan-
ics is an essential prerequisite for a successful understanding of many combustion
phenomena. Here combustion distinguishes itself from being merely a branch of
chemistry in that it is chemistry and more. By the same token, a fluid dynamicist
cannot satisfactorily describe a combusting flow field without paying adequate at-
tention to the effects of chemical reactions. As an example, the highly localized and
exothermic nature of chemical reactions causes significant temperature, and there-
fore density, variations in a flow, implying that the frequently invoked assumption of
constant density in fluid mechanics can be a rather poor one in combustion studies.

Both chemical kinetics and fluid mechanics are major scientific disciplines by them-
selves. When coupled through combustion, the complexity and richness of the result-
ing phenomena take on a new dimension, as we shall demonstrate throughout this
text.

Transport Phenomena: As just mentioned, in a combustion flow field the chemical
reactions frequently occur in highly localized regions of reaction fronts, which are
characterized by high temperatures, high product concentrations, and low reactant
concentrations. On the other hand, in regions away from these reaction fronts, the
temperatures and product concentrations are low while the reactant concentrations
are high. The existence of these temperature and concentration gradients will cause
the transfer of energy and mass from regions of high values to regions of low values
through the molecular process of diffusion. For heat transfer, radiation can also
be important. Mechanistically, the existence of diffusive transport is crucial in the
sustenance of many types of flames in that it is only through these processes that fresh
reactants can be continuously supplied to the flame, while the heat generated there
is also being continuously conducted away to heat up and thereby cause ignition of
the fresh mixture. Since a reaction can proceed only when its participating species
can be brought to the neighborhood of a physical location and remain there for
a period of time sufficiently long for the reaction to consummate, strong coupling
between transport and chemical kinetics in determining the local reaction rate is to
be expected.

0.3. CLASSIFICATIONS OF FUNDAMENTAL
COMBUSTION PHENOMENA

In this section, we introduce the various classifications of fundamental combustion
phenomena and the terminology usually associated with them.
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Premixed versus Nonpremixed Combustion: This is probably the most important
classification of combustion phenomena. At the global level, a combustion system
frequently consists of two reactants: a fuel and an oxidizer. These two reactants
must be brought together and mixed at the molecular level before reaction can take
place, as just mentioned. Therefore, the mechanisms of mixing are essential elements
in influencing combustion. The requirement of mixedness also implies that at least
one of the reactants should be in either the gaseous or the liquid phase so that its
molecules can “spread around” those of the other reactant.

Because of the importance of molecular mixedness, combustion systems behave
quite differently depending on whether the reactants are initially mixed or not. In a
premixed system, the reactants are already well mixed before reaction is initiated.
However, in a nonpremixed system the reactants are initially separated and are
brought together, through the molecular process of diffusion and the bulk convective
motion, to a common region where mixing and subsequently reaction take place.
Nonpremixed combustion is also known as “diffusion combustion” because diffusive
transport is essential in effecting mixing of the reactants at the molecular level. It is,
however, important to recognize that by calling a nonpremixed system diffusional
does not imply a premixed system is nondiffusional. The word “diffusional” only
indicates the need to bring the reactants together via this transport mechanism. In
a premixed system, diffusion is still needed to transport the premixture to—and
the thermal energy and the combustion products away from—the reaction region
where the reactants are consumed and the thermal energy and combustion products
generated.

A Bunsen flame, shown in Figure 0.3.1, provides an illustration of both types of
flames. Here as the fuel gas issues from the fuel orifice, air is entrained through
the adjustable air intake port and is then mixed with the fuel gas as they travel
along the burner tube. The subsequent reaction between the fuel and oxygen in this
mixture forms a premixed flame. Assuming that the air flow rate can be manipulated,
then the resulting flame can be either fuel rich or fuel lean depending on whether
the oxygen or fuel can be completely consumed. If this mixture is fuel lean, then
the excess oxygen will remain unreacted after passing through the flame and will be
“exhausted” to the environment. However, if it is fuel rich, then after passing through
the premixed flame the excess fuel, or rather the fuel-related intermediate species,
can further react with oxygen in the ambient air. Since oxygen and the fuel species are
initially separated, they need to be transported to a common region where mixing
and reactions occur. This results in a nonpremixed flame, at which the outwardly
directed fuel species react almost completely with the inwardly directed oxygen. The
entire flame ensemble therefore consists of a premixed flame and a nonpremixed
flame. Finally, in the event when the air intake port is completely closed, then the
burner mixture does not contain any oxygen and, as such, only the nonpremixed
flame exists.

It is obvious that one would not find many examples of premixtures in nature
because they would have already reacted even if they are only slightly reactive. On

b
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Figure 0.3.1. Schematic of the Bunsen flame.

the other hand, nonpremixed systems abound. Indeed with oxygen in the air as the
oxidizer, then all materials that can burn in air are fuels. Examples are fossil deposits
such as petroleum and coal, cellulosic materials such as paper and cloth, and metallic
substances such as aluminum and magnesium.

Laminar versus Turbulent Combustion: A flame is also characterized by the nature
of the flow, whether it is laminar or turbulent. In a laminar flow distinct streamlines
exist for the bulk, convective motion, whereas in a turbulent flow such streamlines
do not exist such that at any point in space the flow quantities randomly fluctuate
in time. The existence of turbulence generally facilitates the coarse mixing process,
and therefore has a particularly strong influence on nonpremixed systems in which
reactant mixing is essential. The final mixing before reaction can take place, however,
must still occur through the molecular diffusion process whether the flow is laminar
or turbulent.

Subsonic versus Supersonic Combustion: A second way to characterize combustion
according to the nature of the flow is the velocity of the flow, whether it is subsonic
or supersonic. In a subsonic flow, the molecular collision processes of diffusion are
predominant while reactions also have more time to complete. These are the flames
we encounter most frequently in our daily lives, such as the candle flame and the pilot
flame. In supersonic combustion the high flow velocity usually renders convective
transport to dominate diffusive transport. Reactions also have less time to proceed.
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Wave motions involving shocks and rarefactions are likely to be present. Supersonic
combustion is usually associated with explosions and supersonic flights.

Homogeneous versus Heterogeneous Combustion: This is among the most confusing
terminology in combustion literature. Traditionally, a combustion phenomenon is
called homogeneous if both reactants initially exist in the same fluid phase, either
gas or liquid. An example is the Bunsen flame just discussed. If the two reactants
initially exist in different phases, whether gas-liquid, liquid—solid, or solid—gas, then
the combustion is heterogeneous. An example is a coal particle burning in air.

On the other hand, chemists define a heterogeneous reaction as one in which the
reactants actually exist in different phases at the location where reaction takes place.
Therefore, in the case of coal burning in air, the reaction is heterogeneous when the
solid carbon in the coal reacts with the oxygen from air at the particle surface. How-
ever, the reaction is homogeneous when there is substantial devolatalization such
that the outgassing fuel vapor reacts with oxygen in the gas phase. According to the
conventional combustion definition, both modes of burning are called heterogeneous
combustion.

Homogeneous-versus-heterogeneous combustion is sometimes also used to des-
ignate the uniformity of the mixture. Thus a process is called homogeneous when
there is no temperature or concentration gradient in the mixture. An example is the
(homogeneous) explosion of a uniform mixture of fuel and air, as in the HCCI engine
mentioned earlier. However, if combustion occurs in a gaseous mixture containing
fuel vapor pockets produced through, say, vaporization of fuel droplets, then the
process is sometimes called heterogeneous.

In order to avoid confusion, we shall be as specific as possible in describing different
phenomena. For example, the reaction between vaporized fuel from a coal particle
and air will be called “gas-phase reaction,” while the reaction between oxygen and
solid carbon at the particle surface will be called “surface reaction.” This circumvents
the uncertainty in designating the former as either a heterogeneous or homogeneous
reaction.

0.4. ORGANIZATION OF THE TEXT

The present text aims to give a fairly comprehensive treatment of fundamental com-
bustion phenomena. The next four chapters provide the physical and chemical fun-
damentals needed to describe combustion processes. Specifically, Chapter 1 discusses
equilibrium thermodynamics, which relates the initial and final states of a chemically
reacting, multicomponent thermodynamic system, culminating in the calculation of
the adiabatic flame temperature. Chapter 2 introduces the general concepts of chem-
ical kinetics and Chapter 3 studies the reaction mechanisms of some practical fuels.
Together, these two chapters provide a fairly comprehensive introductory coverage
of the chemical aspects of combustion, leading to an appreciation of the complexity
of the reaction mechanisms governing hydrocarbon oxidation. In Chapter 4, we study
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the nonequilibrium diffusive transport of heat, mass, and momentum when nonuni-
formities in temperature, concentration, and velocity respectively exist in the flow.

In Chapter 5, the general conservation equations for chemically reacting flows are
presented, and a simplified, though still fairly general equation system relevant for
subsonic combustion is defined. Various formulations needed for subsequent studies
are developed, and some important general properties of flames are derived.

In Chapter 6, we start our study of flame phenomena by analyzing the properties of
nonpremixed flames in the limit of infinitely fast chemical reaction rates. Some of the
formulations introduced in Chapter 5 are now applied to several flame configurations
to demonstrate their utility and the canonical nature of the flame responses.

In Chapters 7 and 8, we study the structure of premixed flames for which finite rate
kinetics is essential. Chapter 7 first identifies the existence of subsonic deflagration
waves and supersonic detonation waves by examining the possible initial and final
states of a premixed combustion wave. The basic structure of the one-dimensional
deflagration wave, which is commonly called the laminar premixed flame, is then
analyzed. The mathematical technique of activation energy asymptotic analysis is
introduced via the solution of this important model flame, leading to the derivation of
the laminar burning velocity, which is perhaps one of the most important parameters
in flame theory. Experimental and computational results on the laminar burning
velocity, as well as the flame structure, are then presented and discussed, leading to
an appreciation of the unified interpretation of the physical and chemical aspects of
the flame structure.

In Chapter 8, the critical phenomena of ignition, extinction, flammability, and flame
stabilization are discussed, with emphasis on the mechanisms and criteria governing
their occurrence. The influence of residence time, heat loss, and chemical reaction
mechanisms are examined.

Having been exposed to the analysis of the reaction zone structure in premixed
flames, in Chapter 9 we return to nonpremixed flames to study the asymptotic struc-
ture of its reaction zone. A general classification of the nonpremixed flame is pre-
sented, and the various flame regimes analyzed, resulting in explicit criteria governing
the ignition and extinction of these flames. In particular, we shall show that a spe-
cial class of the nonpremixed flame turns out to be the premixed flame, and as such
provide a unifying formulation and interpretation of premixed and nonpremixed
flames.

In Chapter 10, we study the effects of aerodynamics on flames due to flow non-
uniformity, flame curvature, and flame—flow unsteadiness, with emphasis on premixed
flames because of the richness of their responses. The unequal nature of the diffu-
sivities of heat and species is shown to cause local deficits or surpluses in the total
enthalpy and, consequently, modifications of the local flame temperature and propa-
gation velocity. Intrinsic flamefront instabilities as a result of these aerodynamic and
diffusional effects are then discussed.

In Chapters 11-14, we study combustion phenomena in the four major classes
of fluid flows, namely turbulent flows, boundary-layer flows, two-phase flows, and
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supersonic flows. For turbulent combustion we shall discuss the general concepts
and modeling approaches of turbulent flows and flames, and how concepts of lami-
nar flames can be usefully applied to the understanding of the structure of turbulent
flames. For boundary-layer combustion, the concept of flow similitude will be dis-
cussed first, followed by analyses of various boundary- and mixing-layer flows that
are of particular interest to combustion. The chapter on two-phase combustion will
cover various aspects of droplet and particle burning, to be followed by studies on
spray combustion. The discussion on supersonic combustion will be conducted in
two parts, namely on flows with weak disturbances including sound waves, and on
the dynamics and structure of detonation waves.
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1 Chemical Thermodynamics

Chemical thermodynamics is concerned with the description of the equilibrium states
of reacting multicomponent systems. Compared to single-component systems in
which only thermal equilibrium is required, we are now also interested in chemical
equilibrium among all of the components. Since practical combustors are designed
to ensure that fuel and air have sufficient residence time to mix, react, and attain
thermodynamic equilibrium, global performance parameters such as the heat and
power output can frequently be estimated by assuming thermodynamic equilibrium
of the combustion products. Thus, the scientific elements of a large part of combustion
engineering are covered by the subject of this chapter.

In Section 1.1, we introduce the concept of stoichiometry, which sensitively controls
the temperature of a combustion process. In Section 1.2, the criterion for chemical
equilibrium is derived and the methodology for calculating the equilibrium compo-
sition of a mixture, for given pressure and temperature, is discussed. We then apply
this calculation procedure to hydrocarbon-air mixtures as an example in Section 1.3.
In Section 1.4, energy conservation is considered, which enables the simultaneous
determination of the final composition and temperature of a reactive mixture after
equilibrium is established. This final temperature, called the adiabatic flame temper-
ature, T,q, is perhaps the most important parameter of a reactive mixture, indicating
not only its potential to deliver heat and power, but also the rates of progress of the
various chemical reactions constituting the entire combustion process.

Further exposition of this subject can be found in, for example, Guggenheim (1957),
Glasstone (1958), Williams (1985), and Reid, Prausnitz, and Sherwood (1987).

1.1. PRACTICAL REACTANTS AND STOICHIOMETRY

1.1.1. Practical Reactants

For most of the practical combustion devices generating heat and power, the oxidizer
is simply the oxygen in air. This somewhat obvious fact underlies the attractiveness
of these devices in that the oxidizer not only is “free,” it also does not need to be
carried along in a transportation vehicle or stored in a power-generation plant.

14
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For practical calculations air can be considered to consist of 21 percent oxygen and
79 percent nitrogen in molar concentrations, implying that for every mole of oxygen
there are 3.76 moles of nitrogen. Therefore, we can write

Air =0.210, +0.79N, or 4.76Air = O; + 3.76N,.

Since most of air is nitrogen, which is basically inert as far as the bulk chemical
heat release is concerned, the combustion temperature and, hence, intensity are
reduced because of the expenditure of thermal energy used to heat it up during
the course of burning. Therefore, for applications requiring intense burning, either
oxygen-enriched air or even pure oxygen is used.

Fuels can be classified according to their physical states under normal conditions.
Representative components of gaseous fuels are hydrogen (H;), carbon monoxide
(CO), and the light hydrocarbons (HC). Liquid fuels are usually the heavier hydro-
carbons and alcohols, while solid fuels include carbon, coal, wood, metals, etc. In
Chapter 3 the chemical properties of some of these fuels will be discussed.

1.1.2. Stoichiometry

The combustion intensity between a fuel and an oxidizer depends on their relative
concentrations. When their concentration ratio is chemically correct in that all the
reactants can be totally consumed in the reaction, then the combustion intensity is
close to the highest and we call this mode of burning stoichiometric combustion. An
example is methane reacting with oxygen, producing only water and carbon dioxide,

CH4 + 20, — 2H,0 + COa;.

The above reaction is said to be stoichiometrically balanced.
To measure the relative concentrations of fuel and oxidizer in a mixture, we define
a fuel-oxidizer ratio, /O, as the ratio of the mass of fuel to the mass of oxidizer
in the mixture. Similarly, a fuel-air ratio, F'/ A4, can also be defined. To indicate the
deviation of a mixture’s concentration from stoichiometry, an equivalence ratio ¢ is
defined as
_ (F/0O)
~(F/O)s

where the subscript “st” designates the stoichiometric state. Thus ¢ <1, =1, and
> 1 respectively correspond to fuel-lean (or simply lean), stoichiometric, and fuel-

¢ (1.1.1)

rich combustion. Note that the oxidizer-to-fuel equivalence ratio is sometimes used,
which is simply the reciprocal of the present ¢.

The definition of ¢ is asymmetrical relative to fuel-lean (0 < ¢ < 1) and fuel-
rich (1 < ¢ < o0) situations. Thus, when graphically expressing certain combustion
properties as functions of ¢, the slopes of these curves would be more gentle on
the rich side. Caution should therefore be exercised in not interpreting these “slow
decay” behaviors as being physically or chemically meaningful because they could
simply be consequences of the definition of ¢. In view of this concern, we introduce
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a normalized, symmetrical definition,

o=-0_ (1.12)
1+¢

such that 0 < ® < 0.5, ® = 0.5, and 0.5 < ® < 1 respectively designate fuel-lean,

stoichiometric, and fuel-rich mixtures. In the rest of the text, we shall nevertheless

still use ¢ in most of the discussions because it is the representation one finds in the

literature.

1.2. CHEMICAL EQUILIBRIUM

1.2.1. First and Second Laws

The first law of thermodynamics states that for a closed system, which is one with
a fixed mass, the heat § Q added to the system in an infinitesimal process is used to
increase its internal energy by d E and to perform a certain amount of work, §W.
Thus

5Q=dE+sW. (1.2.1)

Note that E is a property of the system, and hence, d E an exact differential of the
process, whereas § Q and § W are path-dependent quantities. Since we are developing
the thermodynamics of equilibrium chemical systems, we need consider only the pdV
work done by volume change, where p is the pressure, and V is the total volume.
Thus Eq. (1.2.1) can be written as

8Q=dE+ pdV. (12.2)

The second law of thermodynamics states that there exists a quantity S, called the
entropy, which has the property that for an infinitesimal process in a closed system,

TdS > §Q, (1.2.3)

where T is the temperature. For all natural processes the inequality holds. Equality
holds only if the process is reversible.
Relations (1.2.2) and (1.2.3) then imply that

dE < TdS — pdV. (1.2.4)

1.2.2. Thermodynamic Functions

Based on the functional form of (1.2.4), we can define a thermodynamic function E
as follows. Since we have assumed that there is only one mode of reversible work,
pdV, the state of a single-component thermodynamic system in equilibrium can be
completely characterized by two independent variables, say S and V as indicated in
(1.2.4). For a multicomponent system, the composition also needs to be specified, say
by the number of moles of the ith species, N;. The same species in different phases
is treated as different thermodynamic species by considering phase transition as a
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chemical reaction. Therefore, we can write, in general, that
E=E(S,V,N),

which can be differentiated to yield

OE E N /OE
dE = <—> ds + (—) dv + Z < ) dN..
IS )y, V) s = \IN 5 v.N

E*.H,H b

(1.2.5)

By comparing Eq. (1.2.5) with (1.2.4), it is clear that the temperature 7" and the

pressure p can be defined as

IE OE
T=(=) . p=—(%) .
05 )y n V) n

If we further define a chemical potential i; as

_ ( 8E)
i = )
IN: /5. Nij#i)

then Eq. (1.2.5) can be written as

N
dE=TdS— pdV + Y  udN;,
i=1

(1.2.6)

where the overbar indicates a partial molar quantity. The corresponding symbol
without the overbar indicates the same quantity on the basis of per unit mass.

Using Eq. (1.2.6), analogous forms of energy can be obtained for the enthalpy
H = E + pV, Helmholtz function A= E — TS, and Gibbs function G= H — TS as

N

dH=TdS+Vdp+Y_ f:dN,
i=1
N

dA=—SdT — pdV + _ udN,,
i=1

N
dG = —SdT + Vdp+ ) udN.,
i=1

with

1.2.7)

(1.2.8)

(1.2.9)

oH 0A 0G
s = ( ) _ ( ) _ ( ) . (1.2.10)
IN; 8., Njji) IN; T.V,Nj(ji) IN; T.p,Nj(j#)

Since the partial molar value of a molar-based extensive property ¥ is defined

as (3W/ON)1.p,
function g;.

Nijj#iy»

we readily see that j; is simply the partial molar Gibbs
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1.2.3. Criterion for Chemical Equilibrium
Comparing (1.2.4) and Eq. (1.2.6), we have

N
> mdN; <0 (1.2.11)

for a closed system. In (1.2.11) the inequality holds for a natural process while the
equality applies when the system is in equilibrium. Thus, the equilibrium criterion
for a multicomponent system is

N
> widN; = (1.2.12)
i=1

The above criterion is general, and can be similarly derived by considering H, A, or
G in the manner above. It is, therefore, not restricted to a constant temperature or a
constant pressure process.

Equation (1.2.12) can be made more specific. Consider a chemical reaction given
by

N N
D oM = Y M, (1.2.13)
i=1 i=1

where M,; is the chemical symbol for the ith species and v; the corresponding molar
concentration coefficient. Then, from element conservation, we have

dN; dN;
—— = =d, (1.2.14)
Vv vi V]- —V:
or
dN; = (v!' —v))dx, (1.2.15)

where A is a parameter indicating the progress in reaction.
Substituting Eq. (1.2.15) into Eq. (1.2.12), we have

|:XN: ai (v — vl’)i| dx=0. (1.2.16)
i=1

Since d is arbitrary, the criterion for chemical equilibrium is given by

Z (v —v) =0, (1.2.17)

which shows that at equilibrium the sum of the chemical potentials of all the reactants
is equal to that of the products.

1.2.4. Phase Equilibrium

The equilibrium criterion Eq. (1.2.17) derived above can be readily used to describe
phase equilibrium. Consider for example a simple transition from phase ¢ to phase g
without molecular decomposition, M, — M,. Here we have v, =1, vé =0,v =0,



1.2. Chemical Equilibrium = 1?! b

and vy =1, where the subscripts ¢ and g can designate any two phases. Equation
(1.2.17) then shows that, at phase equilibrium, we have

AT, p) = (T, p). (12.18)
which implies that
din, = djig. (1.2.19)

Equation (1.2.18) relates the system temperature and pressure at equilibrium.

This phase equilibrium relation can be developed further. Integrating Eq. (1.2.9)
through a process in which the size of the system increases while the intensive prop-
erties such as T and p remain unchanged, and with G = 0 for N; = 0, we obtain

N
G=> N. (1.2.20)
i=1
Substituting Eq. (1.2.20) back into Eq. (1.2.9) yields the Gibbs—Duhem equation
N
> Nidji; = —SdT + Vdp, (1.2.21)
i=1

which is a general result. Expressing Eq. (1.2.21) for a single species, and applying it
to the two phases, £ and g, with the same 7 and p, we have

Nedpy = —S,dT + Vidp, Nedjig = —SedT + Vydp. (1.2.22)
For phase equilibrium, dji, = djig, and the relations in (1.2.22) yield

dp _ fg—fg
dT — vy — v’

(1.2.23)
where§ = S/Nand v = V/N. Equation (1.2.23) is the general Clapeyron relation for
phase equilibrium. Since § = & — T3, the numerator in Eq. (1.2.23) can be written as

e o _hg—he g —&
==+ T

(1.2.24)
But g, =g, and (h, — hy) is simply the heat of transition per mole, g. Thus,
Eq. (1.2.23) becomes

dp _ qT
dT vy — 70,

(1.2.25)

If we now specialize £ to be a condensed phase and g a gas phase, then v, > vy
because the volume change during gasification is very large, typically by a factor of
10° at atmospheric pressure. By further assuming the ideal gas behavior such that
pVe = N, R°T, where R° =1.987 cal/mole-K is the universal gas constant, we have

dp _ pq,

TF = o (1.2.26)
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Table 1.1. Heats of vaporization and normal boiling temperatures

Formula Name q; (kcal/mole) T, (K)
CCly Carbon Tetrachloride 7.13 349.9
CHCl; Trichloromethane 6.99 334.3
CH,Cl, Dichloromethane 6.71 313.0
C4Hy n-Butane 5.35 272.7
CsHy, n-Pentane 6.16 309.2
CeHi4 n-Hexane 6.90 341.9
C7Hy6 n-Heptane 7.59 371.6
CgHqg n-Octane 8.22 398.8
CgHig Isooctane 7.36 372.4
CyHy n-Nonane 8.82 424.0
CioHp n-Decane 9.26 447.3
C12Hyg n-Dodecane 10.42 489.5
Ci6Hsq n-Hexadecane 12.24 560.0
CyoHyp n-Eicosane 13.78 617.0
C¢Hg Benzene 7.34 353.2
C7Hg Toluene 7.99 383.8
CgHyg o-Xylene 8.66 417.6
CH;0 Methanol 8.42 337.7
C,HqO Ethanol 9.22 351.4
C;HgO 1-Propanol 9.90 370.3
C3HzO Isopropyl Alcohol 9.52 355.4
C,H,cO 1-Butanol 10.35 390.9
C3HgO Acetone 6.95 329.2
H,0 Water 9.72 373.2

* Measured at Tp.

Source: Lide, D. R. 1990-1991. CRC Handbook of Chemistry and Physics, 71th ed.,
CRC Press, Boca Raton.

Reid, R. C., Prausnitz, J. M. & Poling, B. E. 1987. The Properties of Gases and Liquids,
4th ed., McGraw-Hill, New York.

Equation (1.2.26) can be integrated to yield a relation for the vapor pressure p of
the substance at temperature 7,

Tret q_
= prefeXxp [ — *—dT |, 1.2.27
p=puexp (= [ plar) (12.27)

where py is the vapor pressure at a reference temperature 7T;r, and we have written
g, = g for subsequent notational purpose, with the subscript v designating vapor-
ization. Equation (1.2.27) is the Clausius—Clapeyron relation for vaporization. By
assuming g, = constant, the integral in Eq. (1.2.27) can be readily evaluated, yielding

(11
p:prefexpl:—% (—— )] (1.2.28)

Frequently the reference state is taken to be that of boiling in the standard state such
that T;: is the (normal) boiling point 7; evaluated at py.; = 1 atm. Table 1.1 lists the
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normal boiling point 7, and the latent heat of vaporization g, at 7; for a number of
liquids.

1.2.5. Equilibrium Constants

The criterion for chemical equilibrium, Eq. (1.2.17), can be further developed as
follows. For a mixture of ideal gases, the chemical potential of its ith component is
given by

wi(T, pi) = i (T) + R°Tn(p;i/ p°), (1.2.29)

where if(T) = g?(T) is the molar standard free energy of i determined at T and
a reference pressure p°. Substituting ji; into the equilibrium criterion (1.2.17), set-
ting the reference pressure p° at 1 atmosphere, and expressing p; in units of atm,
Eq. (1.2.17) can be rearranged as

N
[Tr" " = Kp(D), (1.2.30)

i=1

where

N
<@uv=wpk{§}w—¢MKnl/uwn} (1231)
i=1

is called the equilibrium constant for partial pressure for the reaction (1.2.13). Equa-
tion (1.2.30) relates the mixture concentration, which is proportional to p;, with the
temperature 7, at equilibrium. Since K,(T) is only a function of temperature, it can
be tabulated for calculations for a given reaction.

Equation (1.2.31) provides an explicit expression for the evaluation of K,(T) for
a given reaction by simply looking up values of u?(7) in tables such as the JANAF
(Joint Army-Navy—Air Force) Tables (Stull & Prophet 1971). However, a more
fundamental procedure through which K,(T) can be computed, also by using the
JANAF Tables, is to employ the concept of the equilibrium constant for formation.
That is, for each of the species M; in the general reaction scheme (1.2.13), we can
write a reaction for the formation of one mole of M; from its elements My i in their
standard states (e.g., gas, liquid, solid, crystalline); the standard state of an element is
the form that is stable at room temperature and atmospheric pressure, such as Ar(g),
O,(g), and graphite C(gr). The formation reaction can thus be expressed as
L

v ;MY =M, (1.2.32)
=1

J

where L is the number of elements. We can then define an equilibrium constant for
(1.2.32) as

K2,(T) = expl—(T)/(R°T)], (12.33)
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which depends only on the properties of species i and the elements constituting it.
Thus K,(T) for the entire reaction (1.2.13) can be expressed as

N
K,(T) = exp {— [Z o — v{)n?(T)] / (ROT)}
i=1

N N -
= [Ttexpl-ag(D/(REDN D = [T[Ko. (D] ™. (1234)

i=1 i=1

By taking log on both sides of Eq. (1.2.34), we have

log[K,(T)] = Z(v”—v)log °.(D)]- (1.2.35)

Values of log[ K7 ;(T)] are listed in the JANAF Tables and are reproduced for some
selected species in Table 1.2. Since the JANAF Tables are periodically updated, the
most recent edition should be used for quantitative accuracy.

As examples, let us calculate the K, for the reaction, CO; + H, = CO + H;0, at
1,000 K. From Eq. (1.2.35) and Table 1.2 we have

log(K,) = —log(KZ,coz) - IOg(KZ,HZ) + IOg(KZ,Co) + IOg(KZ.Hzo) )
= —20.680 — 0+ 10.459 4+ 10.062 = —0.159,

which yields K, = 0.693. A similar calculation for the reaction, CO, + C = 2CO,
yields K, = 1.730 at T'= 1,000 K.

We now discuss some miscellaneous aspects regarding the equilibrium constant.
First, sometimes it is more convenient to work with the concentration ¢; (moles per
unit volume) instead of the partial pressure p;. Since p; = ¢; R°T, an equilibrium
constant for concentration can be defined as

N
K(T) =[] = Kp(T)/(ROT) 2= 01, (1.2.36)

The presence of inerts in the system does not affect Eqs. (1.2.31) and (1.2.36).
However, it needs to be accounted for when p; is related to either the molar fraction
X; or the mass fraction Y;, that is,

pi _ Di Y — X W,
Protal Z Pj + Dinert ' l Z Xv]VV] + Xinert Winert '
where W, is the molecular weight of i, and the summation is performed over all
chemically active species.

X =

1.2.6. Equilibrium Constants in the Presence of Condensed Phases

The equilibrium constants just derived assume all species are gaseous obeying the
ideal gas law. However, itis possible that some of the reacting species may exist both in
the gas phase as well as the condensed phase. An example is the formation of carbon
particles during the combustion of hydrocarbon fuels. Since the condensed-phase
species do not exert any partial pressure, the expression for the equilibrium constant
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Table 1.2. Equilibrium constants for formation, Logio[ K} ;(T)]

.0 b
£

T(K) O H OH H;0 N NO C(g) CO CO, CHy4
0 —00 —00 —00 00 —00 —00 —00 00 00 00
100 —126.730 —110.973 —19.438 123.600 —243.615 —46.453 —365.693 62.809 205.645 33.656
200 —61.988 —54.327 —-9350 60.792 —120.422 —-22.929 —179.157 33.566 102.922 15.198
298  —40.602 —35.616 —6.005 40.048 —79.812 —15.171 —117.605 24.029  69.095 8.902
300 —40.332 35380 —5.963 39.786 —79.301 —15.073 -—116.830 23910 68.670 8.822
400 —29472 25878 —4265 29240 58713 -—-11.142 —85.612 19.109 51.540 5.500
500 —22939 -20.160 —3.246 22886 —46.344 —8.783 —66.856 16.235 41.260 3.429
600 —18573 —16.338 —2.568 18.633 —38.087 —7.210 —54.342 14.318 34.405 2.001
700 —15448 —13.600 —2.085 15583 —32.182 —6.086 —45.397 12.946  29.506 0.951
800 —13.101 —11.541 —-1.724 13289 —27.749 5243 -38.687 11914 25.830 0.146
900 —11.272 —-9.935 —1.444 11498 24297 —4.587 —33.467 11.108 22970 —0.493
1000 —9.806 —-8.647 —1.222 10.062 —-21.532 —4.062 —29.291 10.459 20.680 —1.011
1100 —8.606 —-7.590 —-1.041 8.883 —19.269 —3.633 25875 9.926 18.806 —1.440
1200 —7.604 —-6.707  —0.890 7.899 —17380 —3.275 —23.029 9479 17.243 -1.801
1300 —6.755 —-5.959  —-0.764 7.064 —15781 2972 -20.621 9.099 15.920 -2.107
1400 —6.027 —-5.315 —-0.656 6.347 —14.410 2712 —18558 8771 14785 -—-2.372
1500 —5.395 —4.757 —0.563 5725 —13220 2487 —16.770 8485 13.801 —2.602
1600 —4.841 —4.267 —0.482 5180 —12.178 —-2.290 —15207 8234 12940 —-2.803
1700 —4.353 —3.834  —0.410 4699 —11.258 —-2.116 —13.829 8.011 12.180 —2.981
1800 —-3.918 —3.448  —0.347 4279 —-10.440 —-1.962 —-12.604 7.811 11.504 —3.139
1900 —3.528 -3.103 —-0.291 3.886 -9.708 —1.823 —-11.508 7.631 10.898 —3.281
2000 -3.177 —2.791  —0.240 3.540 -9.048 —-1.699 —-10.523 7.469 10.353 —3.408
2100 —2.860 —-2.509  —-0.195 3.227 —-8.451 —1.586 -9.632 7321 9.860 —3.523
2200 —-2.571 —-2252 —-0.153 2.942 —7.908 —1.484 —-8.823  7.185 9.411 -3.627
2300 —-2.307 -2.016 -0.116 2.682 -7412  -1.391 —8.084  7.061 9.001 -3.722
2400 —2.065 —1.801 —0.082 2.443 —6.957 —1.305 —7.407  6.946 8.625 —3.809
2500 —1.842 —-1.602  —0.050 2.224 —6.538  —1.227 —6.785  6.840 8.280 —3.889
2600 —1.636 —-1.418 -0.021 2.021 —-6.151 —1.154 —-6.211  6.741 7.960 —3.962
2700 —1.445 —1.248 0.005 1.833 —-5.793  —1.087 —5.680  6.649 7.664 —4.030
2800 —1.268 —1.089 0.030 1.658 —-5460 —1.025 —5.188  6.563 7.388 —4.093
2900 —1.103 —0.942 0.053 1.495 -5.149  —-0.967 —4.729 6483 7132 —4.152
3000 —0.949 —0.804 0.074 1.343 —4.860 —0.913 —4.302  6.407 6.892 —4.206
3100 —0.805 —0.675 0.094 1.201 —4.589 —0.863 —-3.902 6.336 6.668 —4.257
3200 —0.669 —0.554 0.112 1.067 —-4334  -0.815 —-3.527 6.269 6.458 —4.304
3300 —0.542 —0.440 0.129 0.942 —4.095 —-0.771 -3.176  6.206 6.260 —4.349
3400 —0.422 —0.332 0.145 0.824 —3.870  —0.729 —2.845  6.145 6.074 —4.391
3500 —0.310 —-0.231 0.160 0.712 -3.658  —0.690 —2.534  6.088 5.898 —4.430
3600 —0.203 —0.135 0.174 0.607 —3.457 —0.653 —2.240  6.034 5732 —4.467
3700 —0.102 —0.045 0.188 0.507 -3.268 —0.618 —-1.962 5.982 5574 —4.503
3800 —0.006 0.041 0.200 0.413 —3.088 —0.585 —-1.699 5933 5425 —4.536
3900 0.084 0.123 0.212 0.323 —2917 —-0.554 —1.449  5.886 5283 —4.568
4000 0.170 0.200 0.223 0.238 2754 —0.524 —-1.213  5.841 5149 —4.598
4100 0.252 0.274 0.234 0.157 —2.600  —0.496 —-0.988  5.798 5.020 —4.626
4200 0.331 0.344 0.244 0.079 —-2452  —0.470 —-0.774  5.756 4.898 —4.653
4300 0.405 0.411 0.253 0.005 —2.312  —0.444 -0.570  5.717 4781 —4.679
4400 0.476 0.475 0.262 0.065 2178  —0.420 —-0.375 5.679 4.670 —4.704
4500 0.544 0.536 0.270 0.133 -2.049  —-0.397 —-0.189  5.642 4563 —4.727
4600 0.609 0.595 0.278 0.197 -1.926  —0.375 -0.012  5.607 4460 —4.750
4700 0.672 0.651 0.286 0.259 —-1.808 —0.354 0.158 5.573 4.362 4.772
4800 0.731 0.705 0.293 0.319 -1.696  —0.333 0.321  5.540 4268 —4.793
4900 0.789 0.756 0.300 0.376 —-1.587 -0.314 0477  5.508 4.178 —4.813
5000 0.844 0.806 0.307 0.430 —-1.483  —0.296 0.626  5.477 4.091 -4.832

Sources: JANAF Tables. Journal of Physical and Chemical Reference Data, v.3, no.2; v.4,no.1; v.7,no.3; v.11, no.3.
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has to be modified. The difference in formulation can be demonstrated simply by the
following hypothetical example involving the oxidation of solid carbon,

v&(S)C(s) +16,00 = vé(g)C(g) + 1¢0,COx. (1.2.37)
Applying the general criterion for equilibrium, Eq. (1.2.17), we have
Veg/Re(e) t Vo, R0, = Ve o) + Vo, Ro,- (1.2.38)

Substituting Eq. (1.2.29) into Eq. (1.2.38) for the gaseous species, we have

I [P 160 [P, 102 /Ty ' |

== [Vé(gﬂloct(g) +V¢o, A0, ~ Vo)) — Vbzﬁ%z] / R°T. (1.2.39)
where jic) is the chemical potential of solid carbon at the prevailing pressure and
temperature of the reaction. Since the chemical potential of a condensed species is

quite insensitive to pressure variations, it is customary to simply replace jic() by
[is)- Equation (1.2.39) then becomes

[[pc(g)]vé(g) [pCOQ]V&)2 /[pOZ]UbZ} = K,(T), (1.2.40)

where
K,(T) = exp {— [vé(g)ﬂg(g) + Vo, At0, = Vo) Res) — vgzagz] /R"T} . (1.241)

Thus the final equilibrium expression is similar to Eq. (1.2.30) derived for the totally
gaseous system, except now there is no partial pressure for the condensed phase in
Eq. (1.2.40).

1.2.7. Multiple Reactions

We now return to our study of chemical equilibrium in general. Our discussion so
far has been restricted to a single reaction given by (1.2.13). However, in practically
all chemically reacting systems there invariably exists a large number of chemical
species and therefore reactions. The generalization of (1.2.13) to a multiple reaction
scheme consisting of K reactions is

N N
doviMi =Y WM, k=1,2,... K. (1.2.42)
i=1 i

Each of the reactions in (1.2.42) is described by its own equilibrium relation

N " _\)-,
[1 P = Kp(T). k=1.2.... K. (1.2.43)
i=1

Thus Eq. (1.2.43) provides K relations.

1.2.8. Element Conservation
In addition to the statement of chemical equilibrium, given by Eq. (1.2.43), ele-
ment conservation requires that atoms are neither created nor destroyed in chemical
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reactions. Thus if #; ; is the number of atoms of kind j in a molecule of species i,
N; the number of moles of i per unit volume, and N; o the total number of moles of
atom j per unit volume, then we have

N
> mijNi=Njo. j=12.... L (1.2.44)
i=1

1.2.9. Restricted Equilibrium

For a system with K reactions, N species, and L elements, it is clear that with the
(K + L) equations provided by Egs. (1.2.43) and (1.2.44), concentrations of the N
species can be uniquely determined if

N=K+L. (1.2.45)

If N> (K + L), there are insufficient reactions available and the system is under-
determined. Frequently, however, there are more reactions possible such that N <
(K + L). In this case it is necessary to construct out of the original K equations an
equivalent set of K’ < K equations such that N = (K’ + L).

As an example, consider the following hypothetical reaction scheme between oxy-
gen and hydrogen:

H, + O, = 20H
2H; + O, = 2H,0
H, = 2H
0, =20
H+OH <= H, +O.

Here we have L =2 (for O and H), N = 6 (for H,, O,, H,O, H, O, and OH), and
K =5.Thus N < (K + L). To reduce the number of reactions, we first write down
the coefficient matrix of the reactions as

O H O, H, OH H,OT
o 0 -1 -1 +2 0
0o o0 -1 -2 0 +2
0O +2 0 -1 0 0
+2 0 -1 0 0 0
l+1 -1 0 +1 -1 0

The above matrix is less than full rank. It can however be easily reduced to one of
rank 4 given by

O H 02 H2 OH HZO
+2 0 -1 0 0 0
0O 42 0 -1 0 0
+1 +1 0 0 -1 0
+1 42 0 O 0 -1
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Thus, an equivalent reaction scheme, with K’ = 4, is
0, =20
H, = 2H (1.2.46)
OH+=0O+H
H,O = O +2H,

while element conservation gives

No,o = No + Non + 2No, + Nu,0

(1.2.47)
N0 = Na + Non + 2Ny, + 2Nw,0.

where Np o and Ny o are respectively the numbers of moles of oxygen and hydrogen
in the mixture. We now have N = (K’ + L).

1.3. EQUILIBRIUM COMPOSITION CALCULATIONS

The derivation of the previous sections shows that by using Eq. (1.2.43) for chemical
equilibrium and Eq. (1.2.44) for element conservation, we have N equations to de-
termine the N unknown concentrations in a mixture of given temperature, pressure,
and concentrations of the individual elements. To be more specific, we shall show in
the following how the equilibrium composition of a hydrocarbon—air mixture can be
calculated.

1.3.1. Equilibrium Composition of Hydrocarbon-Air Mixtures

To perform an equilibrium composition calculation, we first need to specify the
species to be considered. While it is obvious that the more species we include, the
more detailed is our knowledge of the composition, the penalty is the excessive extent
of calculation. Thus, the calculation should include no more species than necessary.
Generally, for energy release calculations it is not necessary to include the minor
species whose concentrations are less than, say, 0.1 percent. On the other hand, if we
are interested in some specific trace pollutants or radicals, then these minor species
also need to be included in the calculation.

As an illustration, let us consider the oxidation of hydrocarbons in air (Penner
1958), which is probably the most important combustion system from the practical
point of view. Since the mixture consists of the elements C, H, O, and N, it is often
called a CHON system. As a specific example, consider the oxidation of propane in
air with an equivalence ratio ¢, yielding a product composition given by the global
reaction

¢CsHg + 5(02 + 3.76N2) = NCO2C02 + NcoCO + Nc(g)C(g) + Nc(g,)C(gr)
+ M1,0H20 + N, H; + NgH + NopOH + No, O3
+ NoO + NnoNO + Ny, M, + NaN. (1.3.1)

In writing (1.3.1) we have included solid carbon as a combustion product, designated
by the specific state, graphite (gr). The possibility that the equilibrium system actually
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contains solid carbon generally can be assessed beforehand, as will be discussed later.
On the other hand, we have not included propane in the product composition because
its concentration is usually extremely low.

Conservation equations for the four elements C, H, O, N are

Nc,o = 3¢ = Nco, + Nco + Negg) + Neger)
Mo = 8¢ = 2Ny, + 2Nm,0 + Non + Ni (1.3.2)
No,o = 10 = 2No, + Nu,0 + 2Nco, + Nco + Non + No + Mo
Nno =37.6 =2MNN, + M+ Mo
Since there are thirteen unknown species concentrations (N = 13) and four ele-
ments (L = 4), we need nine equilibrium constant relations (K = 9). These can be
given by the set of nine linearly independent reactions:
1
C(gr) + O, = COy, Pco, = ;7,1p02
2
C(gr) + %OZ - CO7 Pco = KII),Z poz

3
C(gr) - C(g)’ p(j(g) = K;)S

Hy+ 10 2 W0, pyo = Kpapu,/Po, (1.33)
%HZ ‘i_ H, Pu = BKp5,/ Py,
IH,+ 10, 2 OH,  py, = Kpoy/PriPo,
10, é o, Po = Kp7,/Po,
N2 + 50, 2 NO, Py = Kps/Py, Po,
IN, \_9\— N, P = Kpo /Dy, -

To relate the p;s of (1.3.3) with the N;s of (1.3.2), we use the ideal gas relation

N; = N,(pi/p:). (1.3.4)

where p, is the given system pressure, and p, =) p; and N, =) N, are to be
summed over only the gaseous species. Thus substituting the relations in (1.3.3)
into the expressions in (1.3.2) via Eq. (1.3.4), we have four relations to solve for
the four unknowns p,, , p,, , py,, and Ne(gr). The solution procedure is to first guess
an N, based on, for example, some stoichiometric relation. Then Puys Po,s Pry» and
Nc(gry can be calculated from (1.3.2) and subsequently the remaining p;s from (1.3.3).
Knowing all the p;s, a p, = ) p; can be calculated. If p; is not equal to the given
system pressure p;, then the initial guess /; is not correct and a new guess can be tried.
After the solution is converged, one final checking is needed. That is, in our calcu-
lation we have assumed that solid carbon is present. Thus if the final solution yields
anegative value of Ng(,), then it is clear that solid carbon does not exist. In this case
we have to repeat the formulation assuming the presence of only gaseous carbon.
An alternate approach is to first assume that solid carbon does not exist.
This slightly simplifies the calculation because one less species is involved. If the
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calculation shows that the partial pressure of the gaseous carbon exceeds the equi-
librium vapor pressure of carbon, which is given by the C(gr) = C(g) reaction of
(1.3.3), then condensation and solid carbon must exist. The calculation should then
be carried out by allowing for its presence.

To minimize the uncertainty in guessing, it is judicious to first estimate whether
solid carbon is likely to be formed. The most important parameter that controls
carbon formation is the equivalence ratio ¢ because it represents the amount of
oxygen available to convert carbon to either carbon monoxide or carbon dioxide.
Obviously for ¢ < 1 there exists enough oxygen for complete conversion, implying
that carbon, or soot emission, is usually observed only for rich mixtures. To be more
precise with the threshold ¢¢ for carbon formation, one can follow an approximate,
simple, order of oxidation rule. That is, as oxygen is added to a hydrocarbon system,
the oxidation of carbon and hydrogen takes place in a particular sequence in that
oxygen is first utilized to convert carbon to CO. Only after all carbon is converted to
CO does oxidation of hydrogen to form H,O occur, which is then followed by the
oxidation of CO to CO,.

Based on this rule, one expects that carbon is formed when the mixture is suffi-
ciently fuel rich such that complete conversion of carbon to CO is not possible. For
example, for acetylene (C,H;) oxidation, the stoichiometric and threshold reactions
are respectively

CoHs + 2.5(0; + 3.76N;) — 2CO, + Hy0 + 9.4N, (13.5)
GCH, + (Oz + 376N2) — 2CO + H;, + 3.76N,. (136)

Thus the threshold ¢ for carbon formation is 2.5. Since this estimation is strictly
based on stoichiometry, without regard for the fuel structure and detailed reaction
mechanisms, ¢¢ is the maximum ¢ beyond which solid carbon is expected to form in
a uniform mixture.

1.3.2. The Major-Minor Species Model

If high accuracy of the product composition is not an issue, then an approximate de-
termination can be accomplished by using a simple yet quite accurate and physically
illuminating method based on the concept of major and minor species. Specifically,
the species of a hydrocarbon-air mixture in equilibrium can be considered as either
a major species or a minor species in terms of its concentration, and therefore the
product composition can be calculated in two steps, as illustrated here.

Major Species: In step one we calculate the major species of the mixture, which
include CO,, H,O, H;, O,, and CO. N; is of course also a major species, although
it does not participate in the reactions to any significant extent. To be more specific,
we shall again use propane as the fuel for illustration. We also need to separately
discuss fuel-lean and fuel-rich mixtures.

In fuel-lean mixtures we assume the complete conversion of C to CO; and
H to H,O, with the excess oxygen remaining as O,. The chemical reaction is
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represented by

¢ <1: ¢CsHsg + 5(0, + 3.76N;) — 3¢CO; + 4¢H,0 + 5(1 — ¢)O, + 18.8N,.
(1.3.7)

Since the composition of the major species is completely specified through stoichiom-
etry, it does not depend on the temperature and pressure of the mixture.

In fuel-rich mixtures, oxygen is completely reacted but CO and H; are now present
as the major product species. Thus we can write, in general,

¢ >1: @¢Cs3Hg + 5(0; + 3.76N,) — aCO;, + bCO + cH,0 + dH; + 18.8N>,
(13.8)

where a, b, ¢, and d are constrained by the element conservation relations,
C: 3¢p=a+b H: 8¢ =2c+2d, O: 10=2a+b+c.

Solving the above, we obtaina = —7¢ + 10+ d, b = 10¢ — 10 — d, and ¢ = 4¢ — d.
The remaining relation required to uniquely determine d, and thereby a, b, and c, is
obtained by assuming chemical equilibrium for the water-gas shift reaction:

CO»+Hy = CO+H,0, K (T) = LeoPo _ B¢ (13.9)
co, PH, ad
Since K, increases with increasing temperature, more CO and H,O are produced at
higher temperatures.

With the chemical conversion equations respectively represented by Eqgs. (1.3.7)
and (1.3.8) for fuel-lean and fuel-rich mixtures, the equilibrium concentrations can
be usually calculated accurately as long as ¢ is not too close to unity and temperature
is not too high. When ¢ ~ 1 or the temperature is high, say greater than 2,000 K,
dissociation of H,O and CO; is not negligible. This dissociation can be readily taken
into account by considering the chemical equilibrium of the following two reactions:

1 s
CO, = CO+20,, K, = LovPo (1.3.10)
2 Pco,
1 Nios
H0 = Ho+ 500, K, = %. (1.3.11)
H,0

The general equation of chemical conversion should then also include O, as a product,
given by

¢CsHg + 5(02 + 3.76N2) — aCO;, + bCO + cH,0 + dH; + eO, + 18.8N,,
(13.12)

for both fuel-lean and fuel-rich mixtures. Applying the element conservation rela-
tions, we have

C: 3¢p=a+b; H: 8¢ =2c+2d; O: 10=2a+b+c+2e.

By considering two additional relations given by chemical equilibrium, that is, any
two of the three equilibrium constants of Egs. (1.3.9), (1.3.10), and (1.3.11), we have
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five equations to solve for the five unknowns (a, b, c, d, and e). The fuel-lean and
fuel-rich calculations are of course limiting cases of this complete treatment that
includes all the major species.

Minor Species: Basically whatever species that is not included as a major species can
be considered as a minor species. Notable examples are OH, O, H, NO, N, etc. For
lean mixtures CO is a minor species while for rich mixtures O, is a minor species.

To determine the concentrations of the minor species, we assume that the con-
centrations of the major species remain unaffected by the production of the minor
species, and therefore remain at their respective levels determined in the first step.
For example, to determine the concentration of NO in the lean combustion of (1.3.7),
we write

1.1
N, + -0, =NO,  K,(T)=—tx (1.3.13)

2 2 VP Do,
Using the stoichiometric coefficients of (1.3.7) and the relation p; = X; p, we have
_ S(1—-9¢) 1838
Po, = 238429 P Py T 038100 P
Thus by specifying T and ¢, p,, can be determined easily.

For rich mixtures, we do not have O, as a major species in the product. But we can
write an alternate relation consisting of a nitrogen-containing species and an oxygen
containing species, such as

pH2 Pro
szo A/ pNz

Since p,,,, Py,0. and p,, have already been determined for the given ¢ and 7, p,,
can again be calculated.

1
H,O + =N, = H, + NO, K,(T) =

5 (1.3.14)

1.3.3. Computer Solutions

It must be clear by now that although the basic concept of chemical equilibrium
is straightforward, the actual calculation can be quite tedious and therefore can
best be conducted computationally. If the reaction scheme is sufficiently simple,
the iteration algorithm can be either individually written or called from standard
subroutine libraries. For more complex mixtures and reaction schemes, computer
codes have been developed and are readily available, for example those by Gordon
and McBride (1971) and Reynolds (1986). For computational solutions it is more
expedient to directly use the equilibrium criterion, Eq. (1.2.12), by minimizing the
Gibbs function, G = %;g; N;, for the N;s, instead of using the equilibrium constants,
K. Since it is so convenient to obtain computer solutions nowadays, hand calcula-
tion in the manner described above is rarely performed. It is nevertheless important
to understand the underlying principle that leads to the problem formulation and
subsequently its solution.
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1.4. ENERGY CONSERVATION

During reactions, exchanges in chemical and thermal energy take place. Typically, we
are given a cold combustible mixture consisting of reactants and inerts. During the
subsequent reaction sequence with net exothermicity, chemical energy is released as
the reactant molecules are transformed into the product molecules. This chemical
heat release is used to heat the product mixture to the final, adiabatic flame temper-
ature. Since the total energy of the system is conserved, the difference between the
initial and final states is simply a rearrangement of the different amounts of ther-
mal and chemical energies in each state. We now study the “accounting” procedure
governing such a rearrangement.

1.4.1. Heats of Formation, Reaction, and Combustion

We first need to establish a reference to account for the amount of chemical heat
release, or absorption, as different species are transformed. Thus for each species
a heat of formation at constant volume (&) and a heat of formation at constant
pressure (h) can be defined as the amount of heat needed to form one mole of the
substance from its elements in their standard states, with the reaction taking place in
a closed system, either at constant volume or constant pressure, and with the initial
and final temperatures, 7, being the same. The chemical reaction representing such
a process is the forward reaction of (1.2.32),

L

> v MY - M (14.1)

j=1

By definition, the heat of formation is zero for elements in their standard states.
For a given substance, /! is positive if heat is absorbed by the system, and negative

if heat is released. As examples, we have

1 o
C(gr) + 502 — CO, h;(T?=1298.15K) = —26.42 kcal/mole of CO ;

1 1 Zo
EHZ + EIZ — HI, h;(T°=298.15 K) = 6.30 kcal/mole of HI.

The negative and positive signs indicate that the formation reactions of CO and
HI are exothermic and endothermic respectively. We also note that the reaction
CO + %02 — CO; evolves —67.63 kcal/mole of CO,. Thisis not the heat of formation
of CO, because CO is not an element.

The relation between &2(7°) and h;(T°) is the following. Since E= H — pV =
H — NR°T, for reaction (1.4.1) we have

@ =n"—R°T°(1-) v .|, 142
i i L]
j

where the summation is performed over all gaseous elements. For example, for the
formation of CO»(g) from C(gr) + O2(g) — COx(g), (1 — 3, v} ;) is zero while for
the CO(g) formation it is % according to C(gr) + %Oz(g) — CO(g). For substances
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Table 1.3. Enthalpy of formation, #9(T), at 1 atm and 298.15 K

Formula R (T) Formula ho(T)
Substance (state) kcal/mol Substance (state) kcal/mol
Aluminum Oxide Al Os3(s) —400.5 Hydrogen Cyanide HCN(g) 323
Diborane B,Hs(g) 8.5 Formaldehyde CH,O(g) —26.0
Boron Oxide B,0s(s) —304.4 Formic Acid CH,0,(/) —101.6
Bromine Atom Br(g) 26.7 Nitromethane CH3NO»(g) -17.9
Bromine Br(g) 7.4 Methylnitrate CH3NOs(g) -29.8
Hydrogen Bromide HBr(g) -8.7 Methane CHau(g) -17.8
Calcium Carbonate CaCOs —288.5 Methanol CH,O(/) -57.1
Calcium Oxide CaO(s) —151.7 Carbon Monoxide CO(g) —26.4
Chlorine Atom Cl(g) 29.0 Carbon Dioxide COz(g) —94.0
Hydrogen Chloride HCl(g) —22.1 Acetylene C,Hz(g) 54.5
Fluorine Atom F(g) 19.0 Ethylene CHa(g) 12.5
Hydrogen Fluoride HF(g) —65.3 Acetaldehyde C,H4O(g) -39.7
Iron Oxide Fe; 04 —267.3 Ethylene Oxide C,H4O(g) —12.6
Hydrogen Atom H(g) 521 Acetic Acid C,H4O,(1) —115.8
Iodine Atom 1(g) 25.5 Ethane C,Hs(g) —20.2
Hydrogen Iodide HI(g) 6.3 Ethanol C,H¢O(/) —66.4
Todine L (g) 14.9 Dimethyl Ether C,HsO(g) —44.0
Magnesium Oxide MgO(s) —143.8 Cyanogen CNa(g) 73.3
Nitrogen Atom N(g) 113.0 Allene C3Ha(g) 45.5
Ammonia NH;(g) —11.0  Propyne CsHa(g) 442
Nitric Oxide NO(g) 21.6 Propene CsHs(g) 4.8
Nitrogen Dioxide NOz(g) 7.9 Cyclopropane C3Hg(g) 12.7
Hydroazine N>Hu(g) 22.8 Acetone C3HeO(g) -51.9
Nitrous Oxide N,O(g) 19.6 Propylene Oxide C3HsO(g) —22.6
Oxygen Atom O(g) 59.6 Propane CsHs(g) -25.0
Hydroxyl OH(g) 9.3 1,2-Butadiene CsHe(g) 38.8
Water H,O(g) —57.8 1,3-Butadiene CsHs(g) 26.3
Hydrogen Peroxide H,0,(g) -32.6 n-Butane C4Hio(g) -30.0
Ozone Os(g) 34.1 iso-Butane C4Hio(g) -32.1
Disilane SioHes(g) 19.2 Diethyl Ether C4H;00(g) —60.3
Silane SiHy(g) 8.2 n-Pentane CsHiz(g) -35.1
Silicon Dioxide SiOx(s) —-217.7 iso-Pentane CsHia(g) -36.7
Sulfur Dioxide SO (g) —70.9 Benzene CeHs(g) 19.8
Sulfur Trioxide SOs(g) —94.6 Cyclohexane CeHiz(g) —29.5
Titanium Oxide TiO,(s) —225.6 n-Hexane CeHi4(g) -39.9
Graphite C(s) 0.0 Toluene C7Hs(g) 12.0
Carbon C(g) 171.3 n-Heptane C7Hi6(g) —44.9
Carbon Tetrachloride CCly(g) -22.9 o-Xylene CsHio(g) 4.6
Trichloromethane CHCls(g) —24.8 n-Octane CgHis(g) —49.9
Dichloromethane CH,Cly(g) -22.9 iso-Octane CgHis(g) —535
Chloromethane CH;Cl(g) -19.6 n-Hexadecane Ci6Hz4(g) —89.6

Sources: Lide, D. R. 1990-1991. CRC Handbook of Chemistry and Physics, 71st ed., CRC Press, Boca Raton.

(Note that A ¢ H; is the symbol used for the enthalpy of formation from this source).

of interest to combustion, their heats of formation are usually so large that the
work term R°T(1 — }_; v; ;) is almost negligible. Thus we can assume that &} =~ k.
Furthermore, if 77 is taken to be 0K, then &? = h?. Values of h?(T°) for some selected

species are listed in Table 1.3.
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Table 1.4. Heats of combustion at 25°C and constant pressure

Lower heating value

Formula (gas) Name Gp (kcal/mol)  [H>O(g)] (cal/g)
Hydrogen H, 57.80 28672.3
Methane CHy4 191.85 11958.7
Methanol CH4O 152.55 4760.9
Carbon Monoxide CcO 67.65 2415.2
Acetylene CH, 2300.40 88348.2
Ethylene CHy 316.20 11271.2
Ethane C,Hg 341.30 11350.3
Allene C;Hy 443.25 11063.3
Propyne CsHy 441.95 11030.9
Cyclopropane CsHs 468.25 11127.4
Propane CsHg 488.35 11074.6
1,3-Butadiene C4Hg 575.90 10646.7
n-Butane C4Hyg 635.20 10928.5
n-Pentane CsHy, 781.95 10837.8
Benzene C¢Hg 757.50 9697.4
Cyclohexane CgH1z 881.60 10475.1
n-Hexane Ce¢Hyg 929.00 10780.1
Toluene Cy7Hg 901.55 9784.5
n-Heptane C7Hy6 1075.85 10736.6
o-Xylene CgHjo 1046.00 9852.4
n-Octane CsHig 1222.70 10703.8
iso-Octane CgHig 1219.10 10672.2
n-Hexadecane Ci6Hzg 2397.80 10588.8

Sources: Computed from the enthalpies of formation of Table 1.3.

Knowing 7 (T°), we can now define a heat of reaction (at constant pressure) for
the general reaction scheme (1.2.13) as

N
3,(T%) =Y (v = v)E(T*). (14.3)
i=1
Thus if the heat of formation of the products is less than that of the reactants, then
d,(T°) <0 and we say the reaction is exothermic. Similarly, the reaction is endo-
thermic if 7 ,(77) > 0.

A special class of the heat of reaction is the heat of combustion (at constant
pressure), defined as the amount of heat release when 1 mole of a fuel in its standard
state is completely reacted with oxygen to form H,O, CO,, and Nj; the need to
specify N; is due to the possible presence of fuel-bound nitrogen, especially for
some explosives (e.g., trinitrotoluene, commonly called TNT). It is also necessary to
distinguish whether the product water exists in the gas state, H,O(g), or the liquid
state, H,O(¥). Since the former case has less heat release, heats of combustion with
water present in gaseous and liquid states are also respectively called lower and higher
heating values of the fuel. The difference between them is 10.52 kcal/mole for every
mole of H,O produced. Table 1.4 shows the heats of combustion of various fuels.
Note that since reactions of interest to combustion are usually exothermic based
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Table 1.5. Mean bond energies (kcal/mole bond)

Bond Energy Bond Energy
Br—Br 46.3 F—F 38.0
c-C 85.5 F—H 136.3
C=C 145.0 H—Br 87.6
c=C 194.3 H—-ClI 103.1
c-Cl 95.0 H—H 104.2
C—-H 98.1 H-I 71.3
c-0 86.0 H-O 102.4
C=0 (carbon monoxide type) 257.3 I-1 36.1
C=0 (carbon dioxide type) 192.0 N—N 2259
C=0 (ketone type) 179.0 0-0 35.0
C=0 (aldehyde type) 176.0 0=0 119.0
ClI—Cl1 58.1

Sources: Lide, D. R. 1990-1991. CRC Handbook of Chemistry and
Physics, 71st ed., CRC Press, Boca Raton.

Souders, Matt & Eshbach, Ovid W. 1975. Handbook of Engineering
Fundamentals, 3rd ed., Wiley, New York.

on the consumption of fuel, in subsequent references to their heats of combustion
we shall simply quote their magnitude, with the understanding that they are negative
according to the definition.

For constant volume processes, we simply replace & by ¢ in this discussion. How-
ever, since e} ~ h{,in most of the subsequent derivations we shall just use the symbol
g, to designate the heat of combustion.

1.4.2. Estimation of Heat of Reaction from Bond Energies
The determination of the heat of reaction depends on the availability of the heats of
formation. In the event that they are not available, rough estimates of their values can
be obtained from the bond energies between the atomic constituents of the reactant
and product molecules (McMillen & Golden 1982). The methodology is based on
the concept that the energy needed to break a particular type of bond between two
atoms is approximately the same regardless of the molecule in which the bond is
present. Thus the difference between the sums of the bond energies of the reactants
and the products can be approximated as the heat of reaction. Table 1.5 lists the bond
energies of a variety of atomic pairs.

As an example, consider the hydrogenation reaction of ethylene to form ethane,
C,H4 + H, — GHg, or

C:C\ + H—H — H—C—C—H
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In this reaction one C=C bond and one H—H bond are broken, while one C—C
bond and two C—H bonds are created. Thus the net change in the bond energies
given by Table 1.5 is (1)(85.5) + (2)(98.1) — (1)(145) — (1)(104.2) = 32.5 kcal/mole.
The positive value indicates that the products are more tightly bound and hence
less reactive. Thus this reaction is exothermic, with g, >~ 32.5 kcal/mole. Using the
values of heats of formation given in Table 1.3, we have g, = (12.5) — (-20.2) =
32.7 kcal/mole. The comparison is close in this case.

1.4.3. Determination of Heat of Reaction from K(T)
The heat of reaction at temperature T can be determined from K,(7T). Using
RO(T) = g2(T) = h{(T) — Ts?(T) in Eq. (1.2.31), we have
N
R°T In Ky(T) = = (v — v)[A{(T) — Ts{(T)]. (1.4.4)
i=1
Differentiating Eq. (1.4.4) with respect to 7, and noting that dh! = Tds? + vdp =
Tds? for a constant pressure process such that dizf /dT = Tds?/dT, we obtain

opdIn Kp(T)

N
T T RInK, = > = v)sy(T). (1.4.5)

i=1

R

Substituting Eq. (1.4.4) into Eq. (1.4.5) yields

odInKy(T) N v e
T/T) = ; (v = vphi(T) = =q,(T), (1.4.6)

which is the van’t Hoff equation. It shows that in a plot of In K, versus (1/T), the
slope (multiplied by R?) yields the heat of reaction at 7. Furthermore, if the range of
temperature change is small, the sensible enthalpy change is also small as compared
to the heat of formation. Then the heat of reaction is approximately constant and
such a plot is linear within this temperature range.

1.4.4. Sensible Energies and Heat Capacities

Having defined /. (T°) to account for changes in the chemical energy, we now discuss
the dependence of thermal energy on temperature. From statistical mechanics, it is
known that the internal, or sensible, energy of a pure substance is given by the sum
of the energies associated with different modes of excitation of the molecules. That
is, by referencing the internal energy level to 0 K, we can write

& (T;0 K) = & trans(T) + €irot(T) + €ivin(T) + & ctec(T). (1.4.7)

where the four terms on the RHS respectively represent the energies associated
with translation, rotation, vibration, and electronic excitation. By assigning the same
temperature to all modes of excitation in Eq. (1.4.7), it is assumed that equilibrium
exists among these modes. Furthermore, translational and rotational equilibria are
usually attained readily. Excitation of the vibrational modes depends more strongly



36 Chemical ThermodynaﬁuiciH

on temperature, increasing with increasing temperature. Its attainment of equilib-
rium usually requires a large number of collisions. For most combustion phenomena,
e;.elec(T) is negligible, with the possible exception of strong detonation waves.

The variation of &; with temperature is measured by the heat capacity at constant
volume, defined as

&0i(T) = (g;) (145)

which gives the amount of heat needed to raise the temperature of one mole of the
substance by 1 K. With the definition of ¢, ;, we can now express &}, with a general
reference temperature 7, as

&(T; T% = &(T;0K) — &(T*0K) (1.4.9)

T
_ / &.dT. (1.4.10)

o

Equation (1.4.10) shows the important relation that for a given amount of energy
change ¢;, the increase in temperature T varies somewhat inversely with the heat
capacity ¢, ;. That is, the larger the ¢, ;, the smaller the (T — 7°?), and vice versa. Phys-
ically, alarger ¢, ; implies the activation of more modes of excitation of the molecules.
Thus the given amount of energy has to be distributed over more excitation modes,
leading to less energy for each mode and thereby a smaller temperature increase.
Furthermore, ¢, ; assumes higher values for larger molecules and at higher tempera-
tures. For example, while a monatomic gas only has the three translational degrees of
freedom (¢,; = % R?),adiatomic gas has two additional degrees of freedom involving
rotation (¢,; = %R"). At higher temperatures the vibrational degree of freedom is
also activated to give a still larger ¢, ;. For larger molecules more vibrational degrees
of freedom are possible, again leading to a larger ¢, ;.

For constant pressure processes, we have the corresponding relations,

F;(T;0K) = &(T;0K) + R°T (1.4.11)
B (T:T°) = ki (T;0K) — hj(T;0K) (1.4.12)
an;
Cpi(T) = 1.4.13
¢pi(T) (8T>p ( )
_ T
(T, T°) = / ¢, (T)dT. (1.4.14)
T{)

Using Eq. (1.4.11) in Eq. (1.4.13), we obtain
epi(T) = ¢ (T) + R°. (1.4.15)

Note that Egs. (1.4.11) and (1.4.15) apply only to ideal gases.

In the theoretical developments to be presented in the rest of the text, we shall
repeatedly encounter the combined term ¢, 7" It is clear that any uncertainty or error
associated with estimating ¢, will lead to a corresponding uncertainty or error in 7.



1.4. Energy Conservation = ::H:H
Since chemical reaction rates, and consequently the rates of combustion processes,
are frequently very temperature sensitive, a quantitatively reliable description of
many combustion phenomena requires a correspondingly accurate knowledge of ¢,.

Tables 1.6 and 1.7 provide 7} (T; T°) and ¢,,;( T) for selected species of importance
to combustion.

1.4.5. Energy Conservation in Adiabatic Chemical Systems

Having defined /(T °) and k; (T; T°), we can now state that, for a constant pressure
process in a closed system, the total enthalpy content per mole of species i at temper-
ature T, h;(T; T?), is the sum of its heat of formation at 7, h;(T°), and the sensible
heat at T relative to 7°, i (T; T°), that is,

hi(T;T°) = h{(T°) + K, (T; T°). (1.4.16)

Therefore energy conservation for a gas mixture before and after a chemical reaction,
respectively designated by subscripts 1 and 2, is

N N
D Nah(T;T0) =) Niohi (T3 T°). (1.4.17)
i=1 i=1

Substituting Eq. (1.4.16) into Eq. (1.4.17), we have

N N N N
Niihi(T°) — Z Niohi(T°) = Z Niohi(5; T°) — Z Niahi(Ti; T°). (1.4.18)
i=1 i=1 i=1 i=1

The LHS side of Eq. (1.4.18) is the chemical heat release at the standard state, and the
RHS represents the difference between states 1 and 2 in the total sensible heat rela-
tive to 7°. Thus, for an initial composition N; ; and temperature 7;, the unknowns in
Eq. (1.4.18) are the final composition N, ; and temperature 7. 7 is called the adia-
batic flame temperature, designated by 7,4, to be discussed next.

1.4.6. Adiabatic Flame Temperature and Equilibrium Composition

If a given uniform mixture with an initial temperature and composition is made to
approach chemical equilibrium through an adiabatic, isobaric process at pressure p,
then the final temperature is the adiabatic flame temperature, T,4. This quantity is
of importance in the study of combustion because it not only indicates the exother-
micity and the maximum attainable temperature of this mixture when equilibrium
is attained, it also directly affects the reactivity of the various chemical processes
including those involving pollutant formation.

Figure 1.4.1 shows the enthalpy—temperature diagram illustrating the principle
of the adiabatic flame temperature calculation. We shall conduct the discussion on
the basis of per unit mass as mass is conserved in a closed system. It is seen that,
instead of proceeding directly from state 1 to state 2 on constant /4, which is the total
enthalpy of the mixture, the process can be interpreted alternately as having the
reactant temperature first changed from 7 to 7°. At T°, chemical reaction takes
place and releases the chemical heat. This amount of heat is then used to heat the
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Table 1.6. Sensible enthalpy, A (T; T° = 298.15 K), kcal/mole

TK) 0,0 O H, H OH H,0 N, N NO C(gr) C{g CO CO, CH,

0 —2.075 —1.607 —2.024 —1.481 —2.192 —2.367 —2.072 —1.481 —2.197 —0.251 —1.562 —2.072 —2.238 —2.396
100 —1.381 —1.080 —1.307 —0.984 —1.467 —1.581 —1.379 —0.984 —1.451 —0.237 —0.992 —1.379 —1.543 —1.601
200 —0.685 —0.523 —0.663 —0.488 —0.711 —0.784 —0.683 —0.488 —0.705 —0.159 —0.489 —0.683 —0.816 —0.805
298 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
300 0.013 0.010 0.013 0.009 0.013 0.015 0.013 0.009 0.013 0.004 0.009 0.013 0.016 0.016
400 0.723 0.528 0.707 0.506 0.725 0.825 0.710 0.506 0.727 0.248 0.507 0.711 0.958 0.923
500 1.454 1.038 1.406 1.003 1432 1.654 1413 1.003 1.448 0.565 1.004 1.417 1.987 1.960
600 2209 1.544 2106 1.500 2137 2509 2126 1500 2.186 0.942 1.501 2437 3.087 3.138
700 2987 2048 2.808 1.996 2.845 3390 2853 1996 2942 1366 1.999 2.873 4245 4.454
800 3.785 2.550 3.514 2493 3556 4300 3596 2493 3716 1.825 2495 3.627 5453 5.897
900 4599 3.051 4225 2990 4.275 5240 4355 2990 4507 2312 2992 4397 6.702 7.458
1000 5426 3.552 4943 3487 5004 6209 5130 3.487 5313 2819 3489 5183 7984 9.125
1100 6.265 4.051 5.669 3.984 5742 7210 5918 3984 6.131 3.343 3986 5.983 9.296 10.887
1200 7.113 4550 6.405 4480 6.491 8240 6.718 4480 6960 3.881 4.483 6.794 10.632 12.732
1300 7.969 5.049 7.151 4977 7252 9298 7.529 4977 7.798 4431 4980 7.616 11.988 14.652
1400 8.833 5548 7907 5474 8.023 10384 8350 5474 8.644 4990 5477 8.446 13.362 16.637
1500 9.703 6.046 8.674 5971 8.805 11.495 9.179 5971 9.496 5558 5975 9.285 14.750 18.679
1600 10.580 6.544 9.451 6.468 9.596 12.630 10.015 6.468 10.354 6.132 6.472 10.130 16.157 20.772
1700 11.462 7.042 10.238 6.964 10.397 13.787 10.858 6.964 11.217 6.714 6.970 10.980 17.565 22.910
1800 12.350 7.540 11.035 7.461 11.207 14.964 11.706 7.461 12.084 7.301 7.469 11.836 18.987 25.086
1900 13.244 8.038 11.841 7.958 12.024 16.160 12.559 7.958 12.955 7.893 7.968 12.697 20.418 27.298
2000 14.143 8.536 12.656 8.455 12.849 17.373 13.417 8.455 13.829 8.491 8.469 13.561 21.857 29.540
2100 15.048 9.033 13.479 8.952 13.682 18.602 14.279 8.952 14.706 9.093 8.970 14.430 23.303 31.809
2200 15958 9.531 14311 9.448 14.520 19.846 15.144 9.449 15587 9.699 9.472 15301 24.755 34.103
2300 16.874 10.029 15.150 9.945 15364 21.103 16.012 9.946 16.469 10.309 9.976 16.175 26.212 36.418
2400 17.795 10.527 15.996 10.442 16.214 22.372 16.883 10.443 17.354 10.924 10.482 17.052 27.674 38.753
2500 18.721 11.025 16.849 10.939 17.069 23.653 17.757 10.941 18241 11.541 10.988 17.931 29.141 41.106
2600 19.652 11.524 17.709 11.436 17.929 24.945 18.634 11.439 19.129 12.163 11.497 18813 30.613 43.474
2700 20.588 12.023 18.575 11.932 18.794 26.246 19.512 11.937 20.020 12.788 12.007 19.696 32.088 45.857
2800 21.529 12.522 19.448 12.429 19.662 27.556 20.393 12.436 20.911 13.416 12.519 20.582 33.567 48.253
2900 22.475 13.021 20.326 12.926 20.535 28.875 21.275 12.936 21.805 14.047 13.033 21.469 35.049 50.660
3000 23.426 13.522 21209 13.423 21.411 30201 22.159 13.436 22.700 14.682 13.549 22357 36.535 53.079
3100 24.381 14.022 22.098 13.920 22291 31.535 23.045 13.938 23.596 15.319 14.067 23.248 38.024 55.507
3200 25340 14.524 22993 14.416 23.174 32.876 23.933 14.441 24.493 15960 14.586 24.139 39.515 57.944
3300 26.303 15.026 23.892 14.913 24.060 34.223 24.821 14.945 25.392 16.603 15.108 25.032 41.010 60.389
3400 27.271 15.528 24.797 15410 24.949 35.577 25.711 15.451 26291 17.250 15.631 25.927 42.507 62.842
3500 28242 16.032 25.706 15.907 25.841 36.936 26.603 15.958 27.192 17.899 16.156 26.822 44.006 65.302
3600 29.217 16.537 26.620 16.404 26.736 38.300 27.496 16.468 28.094 18.551 16.683 27.719 45.508 67.768
3700 30.196 17.042 27.539 16.900 27.633 39.669 28.389 16.980 28.997 19.206 17.212 28.617 47.012 70.241
3800 31.178 17.549 28.463 17.397 28.533 41.043 29.284 17.494 29.900 19.863 17.743 29.516 48.518 72.719
3900 32.163 18.056 29.391 17.894 29.435 42.422 30.180 18.011 30.805 20.524 18275 30.416 50.027 75.202
4000 33.151 18.565 30.324 18391 30.339 43.805 31.077 18.531 31.710 21.187 18.809 31.316 51.538 77.690
4100 34.143 19.075 31.261 18.888 31.246 45.192 31.975 19.053 32.616 21.853 19.344 32.218 53.051 80.182
4200 35.137 19.585 32202 19.384 32.154 46.583 32.874 19.579 33.523 22.521 19.881 33.121 54.566 82.678
4300 36.135 20.097 33.148 19.881 33.065 47.977 33.774 20.109 34.431 23.192 20.419 34.025 56.082 85.179
4400 37.135 20.610 34.098 20.378 33.978 49.375 34.674 20.642 35340 23.866 20.958 34.930 57.601 87.683
4500 38.138 21.125 35.053 20.875 34.893 50.777 35.576 21.179 36.249 24.542 21.499 35.835 59.122 90.190
4600 39.145 21.640 36.011 21.372 35.809 52.181 36.478 21.720 37.159 25.221 22.041 36.741 60.644 92.701
4700 40.154 22.157 36.974 21.868 36.728 53.589 37.382 22.265 38.070 25.903 22.584 37.649 62.169 95.214
4800 41.166 22.675 37.940 22.365 37.648 55.000 38.286 22.815 38.982 26.587 23.128 38.557 63.695 97.730
4900 42.181 23.194 38.910 22.862 38.571 56.413 39.191 23.369 39.894 27.274 23.674 39.465 65.223 100.249
5000 43.200 23.715 39.884 23.359 39.495 57.829 40.096 23.927 40.807 27.963 24.220 40.375 66.753 102.771

Sources: JANAF Tables. Journal of Physical and Chemical Reference Data, v.3,n0.2; v.4,no.1; v.7, n0.3; v.11, no.3.
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Table 1.7. Heat capacities, ¢, ;(T), cal/mol-K

&@.,00 b
fo 2V

T(K)

(073

(6]

H,

H

OH

H,O

N2

N

NO

C(gr)

C(g)

CcO

CO,

CH4

0
100
200
298
300
400
500
600
700
800
900

1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900
3000
3100
3200
3300
3400
3500
3600
3700
3800
3900
4000
4100
4200
4300
4400
4500
4600
4700
4800
4900
5000

0.000
6.956
6.961
7.021
7.023
7.196
7.431
7.670
7.883
8.062
8.211
8.334
8.437
8.525
8.601
8.670
8.734
8.795
8.853
8.909
8.965
9.020
9.075
9.129
9.182
9.235
9.287
9.337
9.387
9.435
9.482
9.528
9.572
9.614
9.655
9.694
9.731
9.768
9.802
9.836
9.868
9.900
9.930
9.960
9.990
10.019
10.048
10.077
10.107
10.137
10.168
10.200

0.000
5.665
5.433
5.237
5234
5.134
5.081
5.049
5.029
5.015
5.006
4.999
4.994
4.990
4.987
4.984
4.982
4.981
4.979
4.978
4.978
4.978
4.978
4.978
4.980
4.981
4.983
4.986
4.990
4.994
4.999
5.004
5.010
5.017
5.024
5.032
5.041
5.050
5.060
5.070
5.080
5.091
5.102
5114
5.126
5137
5.149
5.162
2174
5.186
5.198
5.210

0.000
6.729
6.560
6.892
6.895
6.974
6.993
7.009
7.036
7.080
7.142
7.219
7.309
7.407
7.510
7.615
7.719
7.821
7.920
8.016
8.106
8.193
8.275
8.354
8.428
8.499
8.566
8.631
8.692
8.752
8.809
8.864
8.917
8.969
9.020
9.069
9.118
9.165
9.212
9.258
9.304
9.349
9.393
9.437
9.480
9.523
9.564
9.605
9.645
9.684
9.722
9.758

0.000
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968

0.000
7.798
7.356
7.167
7.165
7.087
7.056
7.057
7.090
7.150
7233
7.332
7.439
7.549
7.659
7.766
7.867
7.963
8.053
8.137
8.214
8.286
8.353
8.415
8.473
8.526
8.576
8.622
8.665
8.706
8.744
8.780
8.814
8.846
8.877
8.906
8.933
8.959
8.985
9.009
9.032
9.055
9.076
9.098
9.118
9.138
9.157
9.176
9.195
9.213
9.232
9.249

0.000

7.961

7.969

8.025

8.027

8.186

8.415

8.676

8.954

9.246

9.547

9.851
10.152
10.444
10.723
10.987
11.233
11.462
11.674
11.869
12.048
12.214
12.366
12.505
12.634
12.753
12.863
12.965
13.059
13.146
13.228
13.304
13.374
13.441
13.503
13.562
13.617
13.669
13.718
13.764
13.808
13.850
13.890
13.927
13.963
13.997
14.030
14.061
14.091
14.120
14.148
14.174

0.000
6.956
6.957
6.961
6.961
6.991
7.070
7.196
7.350
7.513
7.670
7.815
7.945
8.060
8.161
8.250
8.328
8.396
8.456
8.508
8.555
8.597
8.634
8.668
8.699
8.726
8.751
8.775
8.796
8.815
8.833
8.850
8.866
8.881
8.895
8.908
8.920
8.932
8.944
8.954
8.965
8.975
8.984
8.993
9.002
9.011
9.020
9.028
9.036
9.045
9.053
9.061

0.000
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.968
4.969
4.970
4971
4.972
4.975
4.978
4.982
4.987
4.993
5.001
5.010
5.021
5.034
5.049
5.066
5.085
5.106
5.130
5.155
5.183
5.212
5.244
5.278
5.313
5.351
5.390
5.431
5.473
5.516
5.561
5.607

0.000
7.721
7.271
7.133
7132
7.157
7.287
7.466
7.655
7.832
7.988
8.123
8.238
8.336
8.419
8.491
8.552
8.605
8.651
8.692
8.727
8.759
8.788
8.813
8.837
8.858
8.877
8.895
8.912
8.927
8.941
8.955
8.968
8.980
8.991
9.002
9.012
9.022
9.032
9.041
9.050
8.058
9.066
9.074
9.082
9.090
9.097
9.105
9.112
9.119
9.125
9.132

0.000
0.400
1.196
2.036
2.051
2.824
3.495
4.026
4.430
4.739
4977
5.165
5.316
5.441
5.546
5.635
5.713
5.782
5.843
5.899
5.950
5.997
6.042
6.083
6.123
6.160
6.196
6.231
6.265
6.297
6.329
6.360
6.391
6.420
6.450
6.478
6.507
6.535
6.563
6.590
6.617
6.644
6.671
6.698
6.724
6.751
6.777
6.803
6.828
6.854
6.880
6.905

0.000
5.084
4.996
4.981
4.980
4.975
4.972
4971
4.970
4.970
4.969
4.969
4.969
4.970
4.970
4.972
4.975
4.978
4.983
4.990
4.998
5.008
5.019
5.031
5.045
5.061
5.077
5.094
5.112
5.130
5.149
5.168
5.187
5.206
5.224
5.243
5.261
5.279
5.296
5.313
5.329
5.345
5.360
5.374
5.388
5.401
5.414
5.426
5.437
5.448
5.458
5.468

0.000
6.956
6.957
6.965
6.965
7.013
7121
7.276
7.450
7.624
7.786
7.931
8.057
8.168
8.263
8.346
8.417
8.480
8.535
8.583
8.626
8.664
8.698
8.728
8.756
8.781
8.804
8.825
8.844
8.863
8.879
8.895
8.910
8.924
8.937
8.949
8.961
8.973
8.984
9.994
9.004
9.014
9.024
9.033
9.042
9.051
9.059
9.068
9.076
9.084
9.092
9.100

0.000

6.981

7.734

8.874

8.896

9.877
10.666
11.310
11.846
12.293
12.667
12.980
13.243
13.466
13.656
13.815
13.953
14.074
14.177
14.269
14.352
14.424
14.489
14.547
14.600
14.648
14.692
14.734
14.771
14.807
14.841
14.873
14.902
14.930
14.956
14.982
15.006
15.030
15.053
15.075
15.097
15.119
15.139
15.159
15.179
15.197
15.216
15.234
15.254
15.272
15.290
15.306

0.000

7.949

8.001

8.518

8.535

9.680
11.076
12.483
13.813
15.041
16.157
17.160
18.052
18.842
19.538
20.150
20.688
21.161
21.579
21.947
22.273
22.562
22.820
23.050
23.256
23.441
23.608
23.758
23.894
24.018
24.131
24.233
24.327
24.413
24.493
24.565
24.633
24.695
24.752
24.806
24.855
24.901
24.944
24.984
25.022
25.057
25.090
25121
25.150
25177
25.203
25.227

Sources: JANAF Tables. Journal of Physical and Chemical Reference Data, v.3, no.2; v.4, no.1; v.7, no.3;
v.11, no.3.
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Figure 1.4.1. The principle of energy conservation in the definition of adiabatic flame temperature
and composition.

products to the final temperature 7> = T,4. To calculate the adiabatic flame tempera-
ture and the associated mixture composition, we simply add the energy conservation
relation, Eq. (1.4.18), to the system of equations for chemical equilibrium calcula-
tions, as described in Sections 1.2 and 1.3.

The calculation can also be simplified for lean hydrocarbon-air mixtures, with the
assumption of the major—minor species, in that the concentrations of the major species
are independent of temperature and pressure, and therefore can be determined first.
Knowing these concentrations, T4 can be iteratively determined from Eq. (1.4.18)
and Table 1.6. For rich mixtures, T4 and the stoichiometric coefficient d need to be
simultaneously determined from Egs. (1.3.9) and (1.4.18). Once T;4 and the concen-
trations of the major species are known, determination of the concentrations of the
minor species is straightforward. With the convenience of modern computational
capability, such a simplification, with the collateral inaccuracy, is however neither
necessary nor worthwhile.

We shall now discuss the dependence of T4 on the fuel concentration, fuel type,
and pressure of the fuel-air mixture, obtained from computer solutions. Figures 1.4.2,
1.4.3, and 1.4.4 respectively show T,4 as functions of the fuel mole fraction, equiva-
lence ratio ¢, and normalized equivalence ratio &, for various fuel-air mixtures at 1
atmand 71 = T° = 298.15 K. The vertical bar on each curve in Figure 1.4.2 indicates
the stoichiometric fuel concentration. Figure 1.4.3 shows that the most important
factor influencing T4 is ¢, with T4 peaking around ¢ = 1 and decreasing steadily as
the mixture becomes either leaner or richer. This is reasonable because of the need
to heat up the excess reactants for off-stoichiometric conditions. It is also to be noted
that for rich mixtures the excess “fuel” is actually CO and H; instead of the original
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fuel species. Since the total number of moles of CO and Hj, is larger than that of the
original fuel molecule, even it is a larger molecule and, hence, has a larger ¢,, the
specific heat of the product based on it being CO and H, can be substantially larger.
This then leads to a lower T,4.

The parameter that has the next strongest influence on 7,4 is the C/H ratio of
the fuel molecule, with 7,4 increasing with increasing C/H ratio. There are three
factors that need to be considered to explain such a behavior. First, species with
large C/ H ratios often contain more double and triple C—C bonds, which can hold
more potential energy than the single bond. For example, we have shown that the
enthalpy of the reaction C;Hs — C,Ha + Hj; is endothermic by 32.7 kcal/mol. Since
the enthalpy of formation of H, is zero, one can then conclude that ethylene stores
more energy than ethane and thereby contributes to the higher T4 for ethylene.
Second, we consider the enthalpies of combustion for ethane and ethylene,

C,Hg +3.50, — 2CO; + 3H,0, (1.4.19)
C,H4 + 30, — 2CO, +2H,0, (1.4.20)
which are respectively —341.2 kcal/mole and —316.1 kcal/mole. Thus the oxidation of

one mole of ethane is more exothermic than one mole of ethylene, which is reasonable
because ethane has one more mole of Hy, and through it offsets the higher bond
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energy of ethylene. The third factor, which is contributory, is that the oxidation of
one mole of ethylene requires a smaller amount of oxygen (3 versus 3.5 moles), and
hence there is less nitrogen in the combustion product that needs to be heated up.
Thus the dependence of T4 on the C/H ratio is the net effect of the bond energy,
the number of H available per C atom to form H,O, and the collateral need to heat
up the N for the amount of O, reacted.

The above dependence is the basis for the development of high-energy-density
fuels as explosives or for tactical propulsion. These fuel molecules are usually highly
strained, which imply large bond energies and C/ H ratios. Nitrogen is also frequently
present as an elemental constituent in explosives because of the associated large bond
energy. Furthermore, since fuel and oxidizer are present together in these explosives
as well as the monopropellants for rocket propulsion, the resulting 7,4 can be quite
high because there is no atmospheric nitrogen that needs to be heated up.

Figures 1.4.2 and 1.4.3 also show that T4 behaves asymmetrically with respect to
¢ in three major aspects, namely the slope is gentler on the rich side of the maximum
than that on the lean side, that there are sharp “bends” in the curves for some fuels
at very rich compositions, and that it peaks slightly on the rich side of stoichiometry.
These behaviors are explained in the following.

First, comparing Figures 1.4.3 and 1.4.4 and, as anticipated earlier, we see that a plot
of T,q versus the normalized equivalence ratio ® yields a profile that is considerably
more symmetrical about the maximum 7,4 concentration as compared to those based
on the conventionally defined equivalence ratio, ¢. Consequently, the gentler slope
for T,q on the rich side in a plot involving ¢, as compared to the steeper slope on
the lean side, is largely a consequence of the asymmetrical definition of ¢, and as
such has no bearing on the nature of lean-versus-rich chemical equilibria. Thus there
is merit in examining lean-versus-rich exothermicities of a thermodynamic system
based on .

We next consider the results (Figure 1.4.2) that, for very fuel-rich mixtures of fuels
with large C/ H ratios (e.g., benzene, ethylene, graphite), the T,4 curves exhibit sharp
bends and long tails. The same tail would appear in Figures 1.4.3 and 1.4.4 if the
abscissas were extended to larger values. The appearance of this tail is due to the fact
that the available oxygen is not stoichiometrically sufficient to convert all carbon to
CO, hence leading to the formation of graphite. This can be seen in Figure 1.4.5 where
the variations of 7,4 and the major product (CO, CO,, graphite) concentrations are
plotted as functions of the fuel content for ethylene—air mixtures.

We further note that, unlike many other fuels, acetylene is unique in that its T,q4 at
the tail part of rich stoichiometry increases with increasing fuel concentration. This
is because acetylene is an exceptionally energetic fuel, with its heat of formation
considerably larger than most other fuels on a per carbon atom basis. It can therefore
be converted to solid carbon and H; spontaneously through a highly exothermic
reaction,

CH, — 2C(gr) + Hy, G, = —54.2 kcal/mol. (1.4.21)

b
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Figure 1.4.5. Equilibrium combustion products CO,, CO and graphite, C(gr), and adiabatic flame
temperature, T,q, of ethylene—air mixtures as a function of the mole percent of fuel.

The increase in Tq at high acetylene concentrations is therefore a consequence of
this exothermic pyrolysis process. This explains why acetylene can explode by itself,
without the presence of oxygen.

We now discuss the shifting of the maximum 7,4 to the rich side of stoichiometry.
To identify the cause of this shifting, in Figures 1.4.6-1.4.8 we show for methane-
air mixtures the 7;4, the heat release per unit mass of the mixture g,, the specific
heat of the burned mixture ¢, >, and the major and minor species concentrations.
Normalized equivalence ratio @ is used so as to eliminate the asymmetrical effect
due to the definition of ¢.

We first consider the situation of frozen equilibrium when dissociation of the prod-
ucts CO; and H,O is suppressed as defined by Egs. (1.3.7)—(1.3.9) for the determi-
nation of the major species concentrations. The result that both T,4 and g, peak at
® = 0.5, asshown in Figure 1.4.6, is caused by the need to heat up the excess reactants
for off-stoichiometric concentrations, as just discussed. Since the shifting does not
exist for frozen equilibrium, it is therefore reasonable to expect that product disso-
ciation is the cause of the shifting. This possibility is further supported by noting that
the heat release, which depends on the extent of dissociation, is also rich shifted.

Concerning the role of the product specific heat, c, >, Figure 1.4.6 shows that it
monotonically increases from lean to rich mixtures for both frozen and dissociation
equilibria. Thus product dissociation does not qualitatively affect the lean-to-rich
increasing trend of ¢, . This increasing trend is caused by the increasing number
of moles of product species formed per unit mass of the mixture reacted, especially
those of H, and CO, as the mixture becomes progressively richer.
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Figure 1.4.8. Concentrations of minor product species as functions of ® for methane-air mixtures
at STP.

The fact that c,, ; increases from lean to rich then implies that it tends to cause the
peak in T4 to shift to the lean side. Indeed, we see that while g, peaks at & = 0.5122,
T;qis lean-shifted to & = 0.5098 by c, ». This point can be quantified further by noting
that since Tog ~ gp/cp2, We have 8 Toa/ Tha =~ 8q,/qp — 8¢pa/cp 2. Thusin Figure 1.4.9
we have plotted the individual difference terms in this relation for small departures
from ® = 0.5. The result shows that, for such small departures, the influences are
linearized and the difference, 8q,/q, — 8cp2/cp2,1s indeed almost equal to § Toq/ Tad.
We therefore conclude that the rich shifting of 7,4 is caused by the corresponding rich
shifting of the maximum heat release instead of the influence of c, », which actually
causes a lean shifting.

The final question is why the shifting is to the rich instead of the lean side. This can
be demonstrated by considering only CO oxidation for simplicity, with an € amount
of dissociation,

1
#CO + 5(02 +3.76N2) — a(l = €)CO; + (b +ae)CO + (c + %e) 0, + 1.88N,,
(1.4.22)

where a = ¢, b =0, and ¢ = (1 — ¢)/2 for lean mixtures anda =1, b =¢ — 1, and
¢ = 0 for rich mixtures. Using the definition of the equilibrium constant K,,, we have

Pcor/Po, _ (b+a€) (C+ %6)}71
Py  a(l—€)\a+b+c+%e+188

K, = (1.4.23)
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which, for € « 1, yields K, ~ €./p; and K, ~ ,/ep, for lean and rich mixtures re-
spectively. Consequently, for the same 7,4 and hence K,(7T;4), we have €ican = /rich.
Since € < 1, we have proven that €,y > €1cn. The reason that there is a greater
amount of dissociation on the lean side is because the dissociation of one mole of
CO; results in one mole of CO but only half mole of O,. Thus the lean mixtures
can accommodate more O, from dissociation than the rich mixtures can accom-
modate CO.

It can also be readily demonstrated that the same conclusion holds for H, oxidation
and hence H,O dissociation into H, and %Oz. Combining the results of CO and H;
oxidation, it is then obvious that the observed rich shifting for hydrocarbons is due
to the dissociation of the products CO, and H,O.

Since product dissociation is the cause for the shifting, and since the extent of
dissociation is reduced with increasing pressure, Figure 1.4.10 shows that the shiftings
in both g, and 7,4 are diminished as the mixture pressure increases from 1 atm to
100 atm. Indeed, we retrieve the frozen equilibrium limit as p — oo.

The reduced amount of dissociation with increasing pressure also implies that T34
is higher at higher pressures, with the effect most prominent around stoichiometry
where dissociation is most severe. Figure 1.4.11 shows this increasing trend of 7,4 on
pressure for the stoichiometric fuel-air mixtures of Figure 1.4.3. The pressure effect

is quite moderate, although it is not negligible in view of the temperature sensitivity
of chemical reactions.

E:.H,H b
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Referring back to Figures 1.4.7 and 1.4.8 for the dependence of the product com-
position on ¢, we see that while CO and Hj;, and O,, are the major species for rich
and lean mixtures respectively, they become the minor species for lean and rich mix-
tures. This substantiates our earlier discussion in Section 1.3.2 on the major-minor
species model. It is also of interest to note that while the formation of NO is highly
temperature sensitive (see Chapter 3), and that T,4 peaks on the rich side, the NO
concentration actually peaks on the lean side of stoichiometry. The reason is that
its formation requires oxygen, whose concentration increases rapidly as the mix-
ture becomes leaner. The net response thus reflects the combined needs for high
temperature and high oxygen concentration.

PROBLEMS

1. Show that one does not need to distinguish whether the fuel-oxidizer equiv-
alence ratio is on molar or mass bases. Furthermore, the fuel-air equivalence
ratio and fuel-oxygen equivalence ratio are the same.

2. Analcohol with the chemical formula C,,H,,OH reacts with air at an equivalence
ratio ¢. Assuming the reactions of C and H with O, produce only the major
product species, write down the chemical reactions for ¢ =1, < 1, and > 1.

3. (a) Forageneral hydrocarbon fuel C,,H,,, derive the threshold equivalence ratio
¢c for carbon formation. Plot ¢ as a function of the carbon-to-hydrogen molar
ratio.

(b) Similarly, derive ¢ for a general alcohol C,,,H,OH.

(c) Plot ¢¢ as a function of the carbon number m, up to m = 20, for alkanes and
alkane-based alcohols.

(d) Make appropriate observations regarding the tendency to soot in the above
results.

4. The chemical reaction
1
H, + 502 = H,0

can be alternately expressed as
2H, + O, = 2H,0.
What is the relation between their equilibrium constants K,s and Ks?

5. The equilibrium constant for the formation of C;HsOH, CO,, and H,O are
respectively K, K>, and K3. What are the equilibrium constants, K, (if K;s are
Kps) and K. (if K;s are K.s), for the oxidative reaction of C,HsOH assuming
only major product species?

6. Using the major-minor species model, calculate the concentrations of CO,

H;0, O,, CO, and H, for methane—air mixtures at 1,000 K and 1 atm pressure,
with ¢ = 0.6, 0.8, 1.0, 1.2, and 1.5. Tabulate and plot your results.
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10.

11.

Chemical ThermodynaﬁuiciH

For the following fuels burning in air, write down the stoichiometric reactions,
the respective fuel-air ratios (F/A), and the heats of combustion per mole (g,.)
and per gm (¢g.). Assume the product water is in the gaseous state. Fuels: CO,
Hz, CH4, C7H16, C16H34, C6H6, CH3OH, C7H150H.

What can you say about the g.s for (a) CHy4, C;Hj6, Ci6Hss4, and (b) C;Hys,
CH;0H, C;HsOH?

Compare the heats of combustion of n-octane, aluminum, and boron on molar,
mass, and volume bases; their respective densities are 0.703 g/cm?, 2.70 g/cm?,
and 2.34 g/cm>. The complete oxidation product of Al and B are respectively
Al,O3 and B,0Os3. These values indicate the potential of boron as a high-energy-
density fuel, provided complete combustion can be achieved.

By knowing the heats of formation A;(7°) for the components of a gen-
eral reaction, what is the heat of reaction g p(Tl) evaluated at a temperature
T' # T°? Calculate g p for the complete oxidation of CO at 1,000 K. Compare
the g, (1,000 K) here with the . (298.15 K) in Problem (7).

A stoichiometric amount of CO and Oy initially at 298.15 K react adiabatically
and isobarically at pressure p.

(a) If the extent of dissociation of CO> is €, derive an expression for K, in terms
of € and p.

(b) For p = 6 atm, calculate ¢ and the adiabatic flame temperature Tpq.

(c) Repeat (b), but use air instead of O, as the oxidizer. What can you say about

the differences in the answers here as compared with those in (b)?

Using the major-minor species model, calculate the adiabatic flame tempera-
tures of methane—air mixtures at 1 atm pressure, with initial temperature of
298.15 K and ¢ = 0.6 and 0.8.
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2 Chemical Kinetics

In Chapter 1, we discussed the equilibrium states of a thermochemical system. We
have shown that by knowing the initial state of a reactive mixture, we can determine
its final state after chemical and thermal equilibria have been established. However,
the equilibrium calculations are not able to answer such relevant questions as: how
does the mixture get from the initial state to the final state, and how long does it take
to do so? Obviously if a particular reaction proceeds exceedingly slowly compared to
other physical or chemical processes of interest, it is likely that this reaction could be
either irrelevant to the system’s behavior or not of controlling importance in being
the rate-limiting step in the system’s evolution.

In this chapter, we first present the phenomenological law describing the general
dependence of reaction rates on reactant concentrations and temperature. We then
discuss multistep reactions and some approximation techniques used to simplify the
representation of these reactions.

In Section 2.2, we present the specific functional dependence of the reaction rate
on temperature—the Arrhenius law. We then derive and discuss three theories of
reaction rates. The collision theory is based on the kinetic theory of gases, counting
the frequency of molecular collisions that are energetic enough to cause the collid-
ing molecules to react. The transition state theory examines the activated state of
molecules and derives the reaction rate by considering the characteristic times and
energies associated with their transition from activated to reacted states. Section 2.3
presents the unimolecular reaction theory, which examines the dynamics of colli-
sion energization of an isolated molecule and its subsequent de-energization and
reaction.

In Section 2.4, we discuss chain reaction mechanisms and how these mechanisms
can affect the reaction rate in qualitatively different manners. This is followed by
Section 2.5 on experimental and computational techniques used to study reaction
rates and mechanisms.

Detailed exposition on the basics of chemical kinetics can be found in Benson
(1960), Laidler (1965), Williams (1985), Pilling and Seakins (1995), and Gardiner
(1999). The oxidation mechanisms of specific fuel systems involving hydrogen, carbon
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monoxide, and various hydrocarbons, and the formation and destruction of pollutants
will be studied in Chapter 3.

2.1. PHENOMENOLOGICAL LAW OF REACTION RATES

2.1.1. The Law of Mass Action
For a single, forward chemical reaction represented by

N o N
> viM; = > v, (2.1.1)
i=1 i=1
the rate of change in the molar concentration ¢; (moles per unit volume) of
species i,
dC,'
D = —, 212
T @12)
is uniquely related to @; of species j by
= (2.13)
v —vl V=

where the subscript f in k; designates the (forward) direction of the reaction. Since
 (moles per unit volume per second) is species independent, it can be defined as the
reaction rate of (2.1.1). Then the phenomenological law of mass action states that w
is proportional to the product of the concentrations of the reactants, or

N
o=ki(T)[]e/". (2.1.4)
i=1

where the proportionality factor k;(T), to be specified later, is called the specific
reaction rate constant and is primarily a function of temperature.

Equation (2.1.4) is based on the microscopic viewpoint that the reaction rate is
proportional to the collision frequency, which in turn is proportional to the product
of the species concentrations. Thus implicit in Eq. (2.1.4) is the requirement that
reaction (2.1.1) is an elementary one in which the reaction actually takes place at the
molecular level.

As an example of an elementary reaction, we have H + HO, — OH + OH, which
could be an important step in the oxidation of hydrogen and hydrocarbons, as will
be discussed in Chapter 3. For this reaction we can write

_d[H]  d[HO;] 1d[OH]

dt d 2 dt

while, from the law of mass action, the reaction rate is given by

» = k;[H][HO,].

b
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2.1.2. Reversible Reactions
Associated with every forward reaction (2.1.1) is the corresponding backward reac-
tion

N

N
S uM B S M (2.1.5)
i=1 i=1

Therefore the net reaction rate in the presence of both forward and backward reac-
tionsis &; = @; f + &ip = (V] — v))(wf — wp) = (V] — v))w, with » given by

N , N .
o=k [[e' —k]]c" (2.1.6)
i=1 i=1

Only one of k¢ and k;, needs to be determined. This is because at equilibrium, w = 0,
the rate of forward reaction is balanced by that of backward reaction, and Eq. (2.1.6)
yields

kr & oy
LT (2.1.7)

i=1

By definition Eq. (2.1.7) is just the equilibrium constant K, as given by Eq. (1.2.36),
ke _
ky

Substituting Eq. (2.1.8) into Eq. (2.1.6), we have

N / N v
w=ky (]‘[ o — K] ) . (2.1.9)
i=1 i

i=1

K.. (2.1.8)

Since K. can be usually determined to a much greater accuracy than &, Eq. (2.1.9)
is preferred over Eq. (2.1.6).

In many instances the backward reaction occurs at a much slower rate than the
forward reaction, thatis, w s > w;. For example, the backward reactionof H + O, —
OH + O involves the collision between two radicals. Since concentrations of radicals
are much lower than those of the starting reactants, the frequency of collision for the
backward reaction is much lower than that of the forward reaction, which involves
only one radical species. There are also situations in which the products formed are
continuously eliminated from the reaction region such that ¢products 22 0. Furthermore,
the progress of the backward reaction can be substantially slowed if it is endothermic
or has a high energy barrier, as will be shown in section 2.2.1. One can then approxi-
mate Eq. (2.1.6) by

N
o~ki[ e (2.1.10)
i

Such a reaction is called an irreversible reaction. The approximation that w; >> wy
obviously breaks down as the reaction approaches equilibrium, at which the forward
and backward reaction rates are equal. However, at this stage, an accurate description
of these reactions is probably not important anyway.
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2.1.3. Multistep Reactions

There are seldom reactions in which the original reactants interact with each other
in a single step, at the molecular level, and produce the final products as shown in
(2.1.1). For example, the representation of stoichiometric methane oxidation by

CH, + 20, — CO, +2H,0 (2.1.11)

isa gross simplification. There are actually a large number of intermediate elementary

steps with intermediate species involved before the final formation of products. The

products also consist of many more species than just CO, and H,O, as we have seen

in the last chapter. Therefore if there are K such intermediate reactions involved,
N ke N

SuM = S vM, k=1.2,... K, 2.1.12)

i=1 kb =1

then the generalized law of mass action is

N / N "
o=k [[a™ — ko] ] k=1.2.....K, (2.1.13)
i=1 i=1
such that
K
o = Z(U’Uk — V] k. (2.1.14)
k=1

It may be noted that in the above the subscript for @ is for species i, whereas that for
w is for reaction k.

Obviously if the K elementary steps of (2.1.12) are identified and their associated
reaction rate constants are known, the rates of production and destruction of any
species can be precisely determined. However, this is frequently not the case due to
the difficulty to identify the elementary steps as well as their reaction rate constants.
Furthermore, even if these elementary steps are known precisely, the task of solving a
combustion flow field by including all reactions is an extremely taxing one, even with
the most powerful computers. Therefore, various approximation techniques have
been introduced to facilitate the solution procedure. In the following we discuss the
concepts involved with several of these approximations.

2.1.4. Steady-State Approximation

During the course of a complex chemical reaction scheme leading to the conversion
of the reactants to the products, reaction intermediates are produced. Some of these
intermediates are chain carriers, which play a crucial role in the propagation of the
overall scheme because they provide linkage between the individual reactions. The
individual reactions in which these intermediates participate frequently proceed at
rapid rates, although the concentrations of these intermediates and thereby their net
rates of change are quite low. In other words, the consumption and regeneration
of the intermediates occur at rapid, but approximately equal rates such that their
concentrations can be considered to remain constant. Thusif is such an intermediate,

b
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and if we express its reaction rate, Eq. (2.1.14), by

. dc

b = = o — (2.1.15)

i %
where & and &; respectively represent the rates of all the generation and consump-
tion reactions, then the steady-state approximation assumes

dC,'

dt

<L (@, &7) . (2.1.16)
such that

oF = a7 (2.1.17)

1

This approximation therefore reduces the solution of a differential equation, Eq.
(2.1.15), to that of an algebraic one, Eq. (2.1.17), for the concentration c;, which
can then be used in the overall reaction scheme. The algebraic expression obtained
from Eq. (2.1.17), however, could be implicit in ¢;. Consequently, the determination
of ¢; might involve algebraic iterations, which could still be computationally taxing,
especially when convergence is not readily achievable.

Itisimportant to note that the steady-state approximation does not imply dc; /dt =
0. Rather it simply requires that the magnitudes of &;" and #; are both large com-
pared with that of dc;/dt. Furthermore, the identification of the intermediates to
which the steady-state approximation is applicable is not always obvious. The ap-
proximation may also just hold locally, either spatially or during a transient evolution.
Thus it may be necessary to check the validity of the approximation by evaluating
dc;/dt by using results from the approximate solution, and assess the adequacy of
(2.1.16).

2.1.5. Partial Equilibrium Approximation

Partial equilibrium approximation assumes that the forward and backward rates of
a reaction k are much larger than the net reaction wy such that we can set wx &~ 0 in
Eq. (2.1.13), yielding

N N
kk,f 1_[ C;i’k ~ kk,b l—[ C;i'k. (2.1.18)
i=1 i=1

It is important to note that wy is small only when it is compared to those of the
forward and backward reactions in Eq. (2.1.13). It is, however, not necessarily small
when compared to &; in Eq. (2.1.14). Therefore while Eq. (2.1.18) is obtained by
setting wy = 0, it does not imply that wy is necessarily small in Eq. (2.1.14), and we
can directly apply wy = 0.

A systematic procedure to apply the partial equilibrium approximation is the fol-
lowing. If this approximation is applied to, say, reaction k = 1, then we identify a
species i = 1 and solve for ¢; in terms of the other concentrations c;, i # 1, from
w1 = 0 and hence Eq. (2.1.18). However, w; does not need to vanish when compared
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to &;. Thus we express @; in Eq. (2.1.14) as

~

dci ” ’ < ~ .
B = = () —vj o + ;wi,k, i=12,...,N, (2.1.19)

which becomes, fori =1,
. dg , , S
w1 = DT (i — Vi Do+ kE:Z @1 k- (2.1.20)

Eliminating w; between Egs. (2.1.19) and (2.1.20) results in

de; & Vi =i\ [da &
R N b bl — = D , 1=2,...,N. 2.1.21
dt Zwl’k - (‘H”,] — Vi dt ;wl’k l ( :

Since c¢; is known as a function of ¢;, i # 1, we have therefore reduced the number
of equations that need to be solved from N to (N — 1).

2.1.6. Approximations by Global and Semiglobal Reactions

The steady-state and partial-equilibrium approximations are systematic reductions
of a complete kinetic scheme to a simpler one involving a smaller number of reactions
and unsteady species. The final results, of course, still depend on the kinetic constants
of the original elementary steps. The limiting case of such a reduction would be a
lumped, one-step overall reaction, in the manner of, say, Eq. (2.1.11), involving the
starting reactants. Such a representation is called a global reaction. It is obvious
that, instead of the global reaction, more chemical information can be retained by
reducing the complete mechanism to several steps, involving the starting reactants
and a few important species participating in the overall reaction scheme. Such a
reduced mechanism is said to involve semiglobal reactions.

Although the above reduction procedure is systematic, it can be algebraically te-
dious and unwieldy, especially because the algebraic relations for ¢; are frequently
nonlinear and cannot be explicitly expressed, as just mentioned. Furthermore, the
range of applicability of the reduced mechanism also becomes progressively re-
stricted as more species are assumed to be in steady state and more reactions are
assumed to be in partial equilibrium. Thus an alternate approach is simply to repre-
sent the detailed scheme by a few postulated reaction steps involving some important
species, with the kinetic constants empirically determined. The simplest representa-
tion is the one-step overall reaction involving the starting reactants,

Fuel + Oxidizer £ Products, (2.1.22)

with the reaction rate given by
o=k[]c" (2.1.23)
where n;, the exponent to ¢;, is called the reaction order with respect to the i th species.

Itis to be distinguished from the stoichiometric coefficient v; used in, say, Eq. (2.1.4).
We shall further address their differences in the next section.
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It is obvious that not all multistep reactions can be approximated by a one-step
overall reaction. Frequently it is found that the bulk behavior of a complex reac-
tion scheme can only be satisfactorily described by reactions involving two, three,
or even more steps, constituting an empirical semiglobal reaction mechanism. The
range of applicability of such empirical global and semiglobal reaction mechanisms
depends on the particular combustion phenomenon, as well as the range of the pa-
rameters characterizing the phenomenon, through which the empirical constants are
determined.

2.1.7. Reaction Order and Molecularity

The molecularity of a reaction is the number of atoms or molecules that interact with
each other at the molecular level, leading to the completion of the reaction. Thus for
the elementary reaction (2.1.1), v; is the molecularity of the reaction with respect to
species i, and Y1 | v/ is the overall molecularity of the reaction.

Since the overall molecularity represents the number of molecules that collide
within their molecular range of interaction, for a very brief period of time when such
an interaction is effective, and because of the dilute nature of gases, the higher the
molecularity the less frequent is the event. Indeed, most elementary reactions have
overall molecularity of two, representing two-body collisions. However, reactions
with overall molecularity of three are important ones for the recombination of two
colliding molecules, for example, H + O, + M — HO; + M, because from the con-
sideration of simultaneous momentum and energy conservation, a third body, M,
is needed to carry away the excess energy. For large, complex molecules the excess
energy can be absorbed by the various vibrational modes of the combined molecules
and a third body may not be needed. Active radicals are frequently rendered inactive
through such recombination reactions. Reactions with overall molecularity of one
are also possible. For example, a molecule can become excited when irradiated by a
light source of a particular frequency and subsequently dissociate into two molecules.
A chemically active molecule can also become deactivated upon collision with a solid
surface.

The order of a reaction, n;, indicates the influence of the concentration of the ith
reactant on the reaction rate. As such, the experimentally determined stoichiometric
coefficients based on concentration variations are reaction orders instead of reaction
molecularities. When the reaction under study is indeed elementary, then the reaction
orders determined are the respective molecularities of the reaction. However, when
the species whose concentrations are measured are the starting and final species of
a global or semiglobal reaction, then the reaction orders represent the net effects of
the molecularities of the individual elementary reactions. In such cases the reaction
orders do not need to be integers. Furthermore, since reactions with molecularities of
1 and 2 can either promote or retard the progress of a global reaction, while reactions
with molecularities of 3 are usually recombinatory in nature and hence retarding, the
overall reaction order of a global reaction should be no larger than 2. Indeed, it is not
unreasonable to anticipate that the overall reaction order can actually be negative for
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situations in which three-body termination reactions dominate. We shall encounter
instances of negative #; in our later studies.

A higher order reaction may exhibit a lower order behavior when some of the
reactants are present in large quantities such that their concentrations change very
little during the reaction. A prominent example is the unimolecular reaction to be
studied in Section 2.3, for which the reaction order is 1 at high pressures but becomes
2 at low pressures. The measured reaction order is sometimes called the pseudo-
molecularity of the reaction. This potential loss of sensitivity at large concentrations
also forms the basis of the isolation method in determining the reaction orders of
individual components of a complex reaction scheme. That is, by keeping all but one
of the reactants in high concentrations, the reaction order of the lean component
can be approximately identified as the apparent overall reaction order, which can
be easily measured. This concept is also useful in modeling premixed combustion
phenomena because the concentration of the stoichiometrically abundant reactant
can be assumed to be constant during the course of reaction.

Since reaction order describes both elementary and global reactions, it will be used
from now on in specifying all reactions.

2.2. THEORIES OF REACTION RATES: BASIC CONCEPTS

2.2.1. The Arrhenius Law

The specific reaction rate constant k(7") gives the functional dependence of the re-
action rate on temperature. For an elementary reaction the Arrhenius law states
that

dink(T)  E,
dT ~ ReT?

(22.1)

where E, is called the activation energy of the reaction, having the unit of cal/mole
or joule/mole. If E, is a constant with respect to temperature, integrating Eq. (2.2.1)
yields

k(T) = Ae™"/R'T (2.2.2)

where A is called the frequency factor or the preexponential factor. We note that
since R? is a constant, it is convenient to define a new quantity,

“«= R0’

and call it the activation temperature of the reaction. Furthermore, following tradi-
tion, we shall also use the uppercase letter to designate molar quantities.

For constant values of A and E,, a plot of Ink(T) versus 1/ T exhibits a linear
relationship, with Aand E, respectively determined from the intercept and slope of
such a plot. However, for many elementary reactions A is found to be temperature
dependent over an extended temperature range. A modified Arrhenius equation can
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State of activated
complex

Potential Energy

Products

Reaction Coordinate

Figure 2.2.1. Potential energy diagram showing the concept of reaction activation.

thus be introduced by expressing A = A(T) = BT® such that
k(T) = BT?e E/R°T (2.2.3)

where B is a constant, and « is temperature exponent.

The parameters in Eq. (2.2.3) are usually determined by a numerical fitting of the
experimental data. When reporting such kinetic rate expressions, it is essential to
specify the temperature range over which the fitting is performed. Likewise, when
using such kinetic expressions, caution should be exercised when extending beyond
their respective ranges of fitting.

For a one-step global reaction or multistep semiglobal reaction scheme, the de-
scription of the kinetic rate expression may be more complex than that for elemen-
tary reactions. Frequently, a numerical fitting of the experimental data according to
Eq. (2.2.2) or Eq. (2.2.3), with @ # 0, constitutes an attempt to force a detailed reac-
tion mechanism to conform to a substantially simplified scheme. Since each elemen-
tary reaction has its own activation energy that dictates the temperature range over
which the reaction is most effective, the existence of a finite, discernible curvature
may imply the need for a more detailed description of the kinetic mechanism. There-
fore if it is necessary to use such global or semiglobal schemes, then the curve
may need to be approximated by a series of segments according to Eq. (2.2.2) or
Eq. (2.2.3), each of which has its own kinetic constants of frequency factor, temper-
ature exponent, and activation energy, as well as the temperature range over which
it is valid.

2.2.2. The Activation Energy

The sensitivity of a chemical reaction to temperature variation depends critically on
the activation energy, which represents the minimum energy the colliding molecules
must possess for the reaction to be possible. Figure 2.2.1 shows the situation for a
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forward exothermic reaction, in which the reactants must pass through a highly ener-
gized, activated complex stage before they are converted to products. It is indicated
that the energy difference between the activated complex and the reactants is equal
to E, r. The factor exp(—F, s/ R°T) then physically represents the fraction of the
collisions having an energy higher than FE, . For a given T, the Arrhenius factor
decreases rapidly with increasing F, . The larger the E, ¢, the more sensitive is the
reaction to temperature variations.
Figure 2.2.1 also shows that

Ea,f + O, = a,bs (224)

where Q. is the heat release (per mole) in the reaction, and E, j is the activation en-
ergy for the backward reaction. It is clear that the backward reaction for an exother-
mic process is a slower process because of the larger activation energy FE, ;. An
alternate interpretation is that since the backward reaction is endothermic, E;, ; has
to be at least as large as the heat absorbed in the reaction. Therefore it is slow except
at high temperatures.

The largeness of the activation energy is measured by the Arrhenius number de-
fined as
_ E _ T,
B RonaX B Tmax '

Ar (2.2.5)

where Ty 1s a reference, maximum temperature in the flow field, for example, the
flame temperature. Thus Ar is a measure of the ratio of the activation energy to the
maximum thermal energy in the flow. To obtain an estimate of the magnitude of Ar,
if we let E, to assume values around 20 to 60 kcal/mole for noncatalyzed, overall
reactions of interest to combustion, and 7}, to be between 500 K and 3,000 K, then
Ar is between 4 and 60. Thus Ar can be considered to be a large number in studies
of many combustion phenomena.

Reaction characteristics can be profoundly affected by the sensitive nature of the
Arrhenius factor for large activation energy reactions. Figure 2.2.2 shows a normal-
ized plot of

exp(=%/T) Tmax
exp(—Ti/ Tnax) P |:Ar <1 T >:|

versus T/ Thax- It is seen that the maximum reaction rate is attained at the maximum
temperature. Furthermore, for small Ar the reaction rate increases progressively
from T = 0 to Thhax- However, for large values of Ar, the reaction rate is suppressed
until 7" approaches Th,x, or T/ Thax — 1, at which it increases rapidly. This is a crucial
feature of reactions of interest to combustion.

To further demonstrate the importance of the concept of large activation energy
reactions, consider the first-order reaction of a homogeneous mixture whose reaction
rate is

dc

o= —Bce B/RT (2.2.6)
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Figure 2.2.2. Normalized Arrhenius factor versus normalized temperature, demonstrating the sen-
sitivity of the Arrhenius factor with the Arrhenius number Ar.

Figure 2.2.3 shows that (—dc/dt) is a highly peaked function of time: the initial
rapid rise is due to the sensitive variation of the Arrhenius factor in response to
the increase in temperature, while the subsequent decline is due to depletion of the
reactant (¢ — 0) as the reaction is completed. This implies that a reaction with large
activation energy is confined to either a very small time interval (e.g., a rapid thermal
explosion) or a very small spatial volume (e.g., a thin flame). This concept is useful
in understanding and analyzing combustion phenomena and flame structures. Equa-
tion (2.2.6) will be studied in more detail in connection with the thermal explosion
problem in Section 8.1.2.

It is also important to recognize that there are many reactions whose activation
energies are zero, and hence are not temperature sensitive. In fact some of them
exhibit a weak negative temperature dependence. Prominent among them are the

Reactant

/ depletion

Thermal

Reaction Rate, — dc/dt

Time or Distance

Figure 2.2.3. Typical reaction rate profile for large activation energy reactions.
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three-body recombination reactions, mentioned earlier, in which the requirement
for the consummation of the reaction is the presence of the third body to carry away
the excess energy instead of the availability of the activation energy to initiate the
reaction. Frequently these reactions are highly exothermic, and hence are the sources
of thermal energy in the flow.

2.2.3. Collision Theory of Reaction Rates

The collision theory of reaction rates equates the reaction rate with the rate of molec-
ular collision having a collision energy exceeding the activation energy. Thus if we
assume that the collision energy necessary to effect molecular change is derived from
the relative translational energy between the colliding molecules, that the gas is suf-
ficiently dilute such that only two-body collisions are of importance, and that the
equilibrium Maxwell velocity distribution function can still be used for the highly
transient process of chemical reaction, then the reaction rate can be determined by
summing over all possible collisions satisfying the requirement of minimum collision
energy.

A detailed derivation of this theory allowing for three-dimensional collision dy-
namics, and the subsequent comparison with experimental results (Fowler & Guggen-
heim 1939), show that the effective collision energy is the component of the relative
translational energy along the line of centers instead of the total relative translational
energy. Physically this component of the relative motion represents a head-on col-
lision situation, while the other two components normal to the line of centers only
affect the dynamics of the center of mass, and therefore are not effective in chemical
transformation.

In view of the above considerations, we shall present a simplified derivation in-
volving only one-dimensional, head-on collisions. Thus if we assume that within unit
volume there are n; molecules of species i and n; molecules of species j, and that
these molecules are rigid, nonattracting spheres of masses m; and m;, and diameters
o; and o}, respectively, then within unit time a collision between a particle of i and
a particle of j would lie within a cylinder of volume mrf jl_/i, j (Figure 2.2.4), where
0;,j = (0; + 0;)/2 is the maximum separation distance between the centers of the
molecules for collision to be possible, and V; ; is their relative velocity. For a gas at
temperature 7, the molecules have a spectrum of velocities given by the Maxwell
velocity distribution function, which has an average velocity

_ 8keT\ 2
Vi,,=< ) , (2.2.7)

Tm

where k° is the Boltzmann constant and my; ; = m;m;/(m; + m;) the reduced mass.
Summing over n; and 7}, the total number of collisions per unit volume per unit
time between all the molecules of i and j is

8koT\'/?
Zi,j = ng.z.ninj < ) . (228)

b T
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Figure 2.2.4. Schematic showing the collision volume swept by molecules of diameters o; and o;
with a relative velocity V; ;.

Only a fraction of Z; ; involves collisions that are sufficiently energetic to effect a
reaction. The Boltzmann distribution has the property that the number of molecules

n* that possess an amount of energy in excess of E* is
n*

— = F/RT (22.9)

Thus if we define

(2.2.10)

8koT\'/?
ZT = jTo'Az,Anfkn"f ( )

T

as the collision frequency involving molecules of i and j having energies in excess of
E} and E; respectively, and set (Ef+E ]Tk) to E,, which is the minimum energy to
effect reaction, we have

7} = ;e IR (2.2.11)
Identifying
dl’l,' dl’lj
=L = 2212
" dt dt’ ( )

and noting that¢; = n; / A°, where A°is Avogadro’s number, 6.022 x 10?3, the reaction
rate @&; = w of Eq. (2.1.2) is simply

dCi de
WD == ——
dt dt
T\ .
_ w2, (57K cicje E/RT, (2.2.13)
i,j m; J

Comparing Eq. (2.2.13) with the reaction rate expressions given by the law of mass
action, Eq. (2.1.4), and the Arrhenius law, Eq. (2.2.2), we have

w = A(T)cicje B/RT, (2.2.14)
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with the frequency factor A(T) identified as

(2.2.15)

172
A(T) = A'o?, (S”kf ) :
ij
which is a function of 7. We have therefore successfully identified results from the
collision theory with those of the phenomenological law of mass action and the
Arrhenius law, with a temperature-dependent frequency factor characterized by
a=1/2.

As an example, consider the reaction involving hydrogen iodide, 2HI — H, + I,
at T = 600 K (Fowler & Guggenheim 1939). Using oy = 3.5 x 1078 cm, myyy ~
(127 g/mole)/ A°, k° = 1.38 x 10716 erg/K, and A° = 6.02 x 10%*/mole, Eq. (2.2.15)
gives A= 5.1 x 1013 cm*/mole-sec. The experimental value is 5.0 x 103 cm?*/mole-
sec. While this close agreement is somewhat fortuitous considering the various as-
sumptions made in the formulation and the difficulty in obtaining kinetic data of high
accuracy, it does illustrate the reasonable predictive capability of this simple theory.

There are, however, experimentally determined frequency factors that are con-
siderably smaller than the values given by Eq. (2.2.15), say, by a factor of 10* to
even 10%. Such slow reaction rates cannot be explained by the simple theory just
presented. Mechanistically, the collision and subsequent consummation of reaction
between two molecules involve more than just the transfer of translational energies.
Since polyatomic molecules also possess rotational and vibrational motion, the state
of the molecules is highly nonequilibrium during collision, with active energy transfer
among these various modes of excitation. Furthermore, since the structure of poly-
atomic molecules is not spherically symmetric, the collision efficiency should also
depend on the relative geometrical orientation of the molecules upon collision. For
example, the efficiency in causing dissociation of a diatomic molecule by a colliding
particle obviously depends on whether the collision occurs along or perpendicular
to the line of centers of the atoms. These nonequilibrium and configurational influ-
ences have been accounted for by introducing a steric factor ¢ such that the frequency
factor is expressed as

A— Zy. (2.2.16)

The steric factor cannot be determined from the simple collision theory.
We shall next present the transition state theory, which has greater capability to
describe the reaction rate, including the effect represented by the steric factor.

2.2.4. Transition State Theory of Reaction Rates

The transition state theory of reaction rates examines the state of the activated
complex and its influence on the reaction rate. First it is recognized that upon collision
between molecules of the reactants with a collision energy in excess of F,, a highly
energized, unstable molecule called the activated complex is formed. This activated
complex possesses a number of vibrational modes, the bonding of one of which is
particularly weak. Thus during one outward vibration the complex breaks up to form

b
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two product molecules. The reaction scheme is given by

N , kl,f i
VR =R (2.2.17)
i=1 Lb
X N
R = 3P, (2.2.18)
i=1

which respectively represent the forward and backward reactions between the reac-
tants and the complex, and the decomposition of the complex to the product species.
The backward reaction for (2.2.18) is assumed to be slow and therefore does not
need to be included.

If we follow the rate of change of a typical reactant species R;, then the reaction
rates for R; and R are respectively given by

deg, &y
_;}; =—viki s l_[cj’ + viki pCrs (22.19)
j=1

dcg: N v
d—l: = klﬁf ]1:! Cj/ — kLbCRx - kchx. (2~2-20)

The theory makes two assumptions, namely partial equilibrium exists between
the reactants and the activated complex, and the complex is a steady-state species.
Thus invoking the partial equilibrium assumption for reaction (2.2.17) by setting
dcg,/dt = 0in Eq. (2.2.19), we obtain

N !
cre = K ]} (2.2.21)
j=1

where K¢ is the equilibrium constant of (2.2.17). To apply the steady-state assumption
for R¥, we first add Egs. (2.2.19) and (2.2.20) to yield

der, dcgi
7 7 = —Vl{szRI. (2222)
We then assume that the rate of change of the complex is much smaller than that of

the reactant, dcg: /dt < dcg,/dt. Consequently Eq. (2.2.22) becomes

dCR,. N , _ , 1 N v}
— o~ vjacr: = —viko K] Hc 2 (2.2.23)
i=

which gives the net rate of reaction for cg,. It is important to note that, in accordance
with the earlier discussion on the partial equilibrium assumption, while we have set
dcr,/dt = 0 to obtain Eq. (2.2.21) on the basis of partial equilibrium because it is
much smaller than either the forward or backward reaction rates in Eq. (2.2.19), it
is however still much larger than dcg:/dt, which is therefore in turn set to zero in
Eq. (2.2.22).
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Thus if we represent the reaction rate of cg, by an overall reaction based on the
reactants R;,
dCR‘. , N v
o k], (2224)
j=1
then a comparison between Egs. (2.2.23) and (2.2.24) yields an expression for the
overall reaction rate constant k as

k=K. (2.2.25)

A simplified expression for k, can be obtained by noting that for the decay process
we expect the vibrational energy of the particular bond that ruptures is provided by
the translational energy of the two colliding molecules. From quantum theory the
energy associated with a vibrational mode of frequency v is #°v, where /° is Planck’s
constant. Furthermore, because each molecule has %k" T amount of translational
energy, the two colliding molecules would have a total energy of k°T. Thus equating
the vibrational and translational energies we have

kT
he’

which is called the universal frequency factor. If we further assume that rupturing of

V=

(2.2.26)

the bond occurs rapidly, within a few vibrations, then the vibrational frequency can be
approximately identified as the characteristic decay rate for the activated complex,

ky ~ v, (2.2.27)

Thus Eq. (2.2.25) yields the specific rate constant of the transition state theory as

k= (khgT> K. (2.2.28)

Equation (2.2.28) can be further developed by relating Kci to K}, as
K§ — K;(ROT)_(I_Zi}il v;)
N
= exp [— (GOi -3 v;G;’> / R"T} (R°T)=0=m, (2.2.29)
i=1

where G and G? are the Gibbs’ free energies of the activated complex and reactant
i, respectively, and n= Zf\i | v} is the overall reaction order. Writing AG® = G° —
>N V/G? and recognizing that

AG® = AH® — TAS”, (2.2.30)

where AH? and AS° are the enthalpy and entropy of activation, respectively,
Eq. (2.2.28) can be written as

k= (k;T) (R°T)" ' exp (ASO1 /R") exp (—AHOi /R"T) . (2.2.31)

b
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Comparing Eq. (2.2.31) with Eq. (2.2.2), which can be expressed as
k= Zye E/RT (2.2.32)
through the use of (2.2.16), the activation energy is identified as
E, = AH", (2.2.33)

which is the change in the heat content between the reactants and the activated
complex. Furthermore, Z and v are respectively given by

Z= <k2T> (R°T)"! (2.2.34)
¥ = exp (ASoi/ R") : (2.2.35)

The steric factor v thus depends on the entropy change in the formation of the
activated complex. Since the change in entropy from translational to vibrational
motion is negative, ¢ < 1 and the preexponential factor is reduced.

An evaluation of ¥ requires a knowledge of the entropy of the activated complex,
which is generally not available. However, if we assume that the entropy of the
activated complex is close to that of the products, then the change in entropy may
be identified with that between the reactants and the products. Predictions based on
this assumption agree well with the experimental data of those reactions that fail to
conform with the simple collision theory.

2.3. THEORIES OF REACTION RATES: UNIMOLECULAR REACTIONS

In this section, we discuss theories specially developed for unimolecular reaction
rates. A unimolecular reaction describes a chemical process in which a reactant
undergoes an isomerization or decomposition process. The reaction,

R P, (2.3.1)

indicates such a transformation in terms of R and P. Since the reactant of a uni-
molecular reaction must acquire sufficient energy before the reaction can take place,
it requires intermolecular energy transfer through collision with another molecule.
Consequently, a unimolecular reaction is really second order in nature, exhibiting
a pseudo first-order behavior only under certain conditions. To demonstrate this
behavior, an arbitrary species M is added to the reaction equation, as in

R+M=P+M. (232)

Unimolecular reactions are of critical importance to combustion. For example, dur-
ing methane ignition the reaction CH4 + M == CH3 + H + M is often the initiation
reaction of radical chain processes. Furthermore, the reverse of a unimolecular de-
composition reaction is precisely a radical-radical or radical-molecule recombination
reaction as mentioned previously, with M being the third body. These recombination
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Figure 2.3.1. Characteristic variation of a unimolacular reaction rate constant with pressure.

reactions tend to slow down the overall reaction process by removing the radicals,
and thus play important roles in combustion.

The specific rate constant of a unimolecular reaction is both temperature and
pressure dependent. Figure 2.3.1 illustrates the variation of k as a function of pressure
at a fixed temperature. It is seen that while k is a constant at high pressures, it falls
off at lower pressures where it becomes proportional to pressure and hence the
total gas molar density, c = p/R°T. That is, with decreasing pressure, reaction (2.3.2)
undergoes transition from first order toward second order. The rate constants at the
two limiting pressures are called the high- and low-pressure limit rate constants, k,
and k,, respectively. In the following we shall present two theories that describe such
a transition.

2.3.1. Lindemann Theory

The characteristic fall-off behavior of a unimolecular rate constant can be explained
phenomenologically by the Lindemann theory. It states that since stable molecules
cannot spontaneously break up into products in the manner of (2.3.1), the reactant
R must attain sufficient energy to undergo reaction. The process of forming an en-
ergized molecule, R*, involves collisions between R and another molecule M. The
energized molecule R* may undergo a unimolecular reaction to form products, or it
may undergo de-energization by collision with other molecules. These three distinct
processes can be depicted as

R+M ;ﬁf R*+M (2.3.3)
15
R* & p. (2.3.4)
The reaction rates of R and R* are respectively given by
ci:—tR = —ki pcrem + ki pCreCM (2.3.5)
dew: = ki, fcrem — K1 pCRCM — Ko CR>. (2.3.6)

dt
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Note that the reaction system (2.3.3) and (2.3.4) is analogous to that of (2.2.17) and
(2.2.18) for the transition-state theory, except the presence of M is distinguished.
Invoking the steady-state assumption for cg: by neglecting dcg-/dt in Eq. (2.3.6),
that is, by setting dcr-/dt = 0, we have
ki, recrem

CRxr = ———. 2.3.7
R ki pem + ko ( )

Putting Eq. (2.3.7) into Eq. (2.3.5) and rearranging, we obtain

dcr ky(ki, ¢/ kip)
der _ Rlkg/ms) 238
dt 1+ k/(kyen) R (2-38)

such that the rate constant of reaction (2.3.1) can be identified as

ko(k, 1/ kip)

= 7 2.3.9
1+ ky/(ki.pem) ( )

Since any molecule can participate in the de-energization process, and if it is assumed
that only a single collision is needed to de-energize R*, ¢y in Eq. (2.3.9) is equal
to the total molar gas density and hence is proportional to the total pressure. If the
collision efficiencies of all species are the same, then c); can be replaced by p through
p = cm R°T. We further note that contrary to the formulation of the transition state
theory, partial equilibrium is not assumed for reaction (2.3.3). In this way the second-
order nature of the reaction can be captured.
Equation (2.3.9) shows that at the high-pressure limit, ¢y — 0o, and we have

koo = ko(ki, ¢/ k1), (2.3.10)

which demonstrates that k,, is independent of pressure. Under this condition, a
unimolecular reaction, (2.3.1), has a reaction order of one. At the low-pressure limit,
cv — 0, and we have

ko = kl,fCM, (2.3.11)

which shows that kj is proportional to cy; and thus pressure at a given temperature.
Reaction (2.3.1) therefore becomes second order.
Having identified k, and kp, the rate constant k can be expressed as

1 1 1

A useful parameter indicating the pressure range over which the transition between

(2.3.12)

the low- and high-pressure limits is most prominent is the transition pressure, p1,2,
at which k/ k., = 1/2, or equivalently ky(p) = k. From Egs. (2.3.11) and (2.3.12) we
have

mﬂ~qmp=££. (2.3.13)
1, f
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The Lindemann theory qualitatively explains the variation of unimolecular reac-
tion rate constant as a function of pressure. Specifically, Eq. (2.3.12) shows that 1/k
varies linearly with 1/ky such that a plot of 1/k versus 1/cys should yield a straight
line in the low-pressure limit. However, experiments showed that such a plot yields
a nonlinear relationship. Furthermore, the experimental p;,, can be several orders
smaller than the calculated value obtained by using the experimental k,, and the
collision theory to estimate the ki s (Robinson & Holbrook 1972), indicating that
ki, 7 is actually faster. This would lead to a larger value of kj at alower cy according to
Eq. (2.3.11), which in turn facilitates k — k, as shown in Eq. (2.3.12). These weak-
nesses are addressed by higher order theories to be discussed next.

2.3.2. Rice-Ramsperger-Kassel (RRK) Theory

The Lindemann mechanism has been further developed by Hinshelwood, Slater,
Rice, Ramsperger, and Kassel, attaining a physically satisfactory formulation through
the RRK theory (Robinson & Holbrook 1972; Pilling & Seakins 1995). This theory
incorporates two major improvements. First, the Lindemann theory considers only
the relative kinetic energy along the line of centers in effecting reaction upon colli-
sion, and hence does not account for the additional internal energy, E, the colliding
molecules possess through the vibrational modes of excitation. Inclusion of this ad-
ditional source of energy, which also implies that all the rate constants should be
functions of E, is expected to significantly increase the rate of activation upon colli-
sion. Hinshelwood has thus extended the analysis to a hypothetical molecule with s
equivalent harmonic oscillators with the same frequency v, and found that the total
rate of activation is modified from the result of hard-sphere collision by the factor
(Eo/k°TY /(s —1)!, where Ej is the internal energy of the molecule and can be
approximately considered to be the energy needed for activation (see Figure 2.2.1).
Since Ej > k°T, this factor is much larger than unity and as such leads to an in-
creased theoretical values for & ;. This then largely resolves the major weakness of
the Lindemann theory. Further developments along this direction through the RRK
theory have included the internal energy in the decomposition rate of R* — P.

The second improvement recognizes that since the energized molecules have a
distribution of internal energies, their contribution should be appropriately weighted
and summed. In particular, recognizing that &/ k1 5 is just the equilibrium constant
for reaction (2.3.3), and since k; ; is basically not energy dependent, we can define a
distribution function f( E) such that f( E)d E is the number of molecules of R having
an energy between E and E + dE, and is given by

dk ¢
kip

= f(E)dE. (2.3.14)

Thus we can express Eq. (2.3.9) in differential form as

ko(E) J(E) dE (2.3.15)

dk(E) = 1+ k(E)/[kps(E)em]

b
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which upon integration over the energy range from £, the minimum energy that can
lead to reaction, to infinity,

> ko(E) f(E)
k= , 2.3.16
/EU L+ k(E)/[k.p(E)em] ( :
yields the specific rate constant, k. Its high- and low-pressure limits are
o= [ R(EVAEME  k=cu [ k(BB (2.3.17)
Ey Ey

which are the generalized expressions for Egs. (2.3.10) and (2.3.11) respectively.

The RRK theory has been further developed to the Quantum-Rice-Ramsperger—
Kassel (QRRK) theory, and the Rice-Ramsperger-Kassel-Marcus (RRKM) theory,
in which the energy levels are quantized. With subsequent developments (Troe 1979;
Troe 1983; Gilbert et al. 1983; Dean 1985; Gilbert & Smith 1990), the fall-off beha-
vior for some simple unimolecular reactions is now generally predictive. However,
an accurate evaluation of ky(E), and thus the unimolecular reaction rate constant,
requires accurate knowledge of the microscopic properties of the reactant and the
energized molecule. These properties include the chemical structure, the potential
energy surface, the vibrational frequencies, and moments of inertia. It is still a chal-
lenging goal to predict these properties accurately. In practice, these theories are used
mainly for extrapolation of available experimental data to the entire temperature
and pressure domain.

2.3.3. Representation of Unimolecular Reaction Rate Constants
In the previous discussion, we have shown why a unimolecular reaction rate constant
is dependent on pressure. We shall now introduce a simple formula to represent the
pressure dependence of the rate constant. Since the rate constants of many unimolec-
ular reactions critical to combustion are in the pressure fall-off region, an effective
representation of such rate constants is an important element of combustion kinetics.
The most widely used representation of unimolecular reaction rate constant is
Troe’s fall-off formula (Troe 1983), which is an extension of Lindemann’s treatment.
Troe’s treatment corrects the Lindemann fall-off by a pressure-dependent factor
called the broadening factor F. Specifically, Eq. (2.3.12) is modified to the form

Lo,
k(T p) ~ koo(T)

It is usually sufficiently accurate to express k- (7") and ky/cym by the Arrhenius ex-
pression (2.2.2) or the modified Arrhenius expression (2.2.3). However, there is little
theoretical development for the broadening factor F(7, p). In practice, F is usually
expressed empirically as

KT, p) = [ r F(T, p). (2.3.18)

logyy Fe(T)

1 +[ logyg k(T p)/ koo T)] }2’
N=dllog g ko(T.p)/ ke DT <]

log,, F(T, p) = (2.3.19)
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where ¢, N, and d are empirical expressions or constants

c=—-0.4-0.67log, F(T)
N =0.75 —1.271og,, F(T)
d =0.14,

and F. is called the central broadening factor, defined as F, = 2k« =1/ ks and, in
practice, fitted empirically as a function of temperature

F(T)=(1—a)e ' 4 ae” /T 4= 17/T,

In the above equation, a, T**, T*, and T** are fitting parameters.

2.3.4. Chemically Activated Reactions

We have shown that an isolated molecule cannot undergo chemical transformation
on its own. It must attain sufficient energy by collision with other molecules, and only
then can the energized molecule undergo reaction, via its activated state, leading to
products. This collisional activation process is called thermal energization because
the reactant molecule is not chemically changed upon collision, which only imparts
a certain amount of energy to it. There is another type of activation process, called
chemical activation, through which a chemical transformation occurs when an ener-
gized molecule is produced. Consider the following reaction scheme:

ki, ky
A+B=(AB)*= C+D

kip

+
M (2.3.20)

ksl
(AB)

In the above scheme, the “hot” (AB)* molecule is produced through the chemical
combination of A and B, and possesses their combined translational, rotational, and
vibrational energies. Additionally, if A + B — (AB)* is exothermic, the reaction heat
is also transformed into the vibrational energy in (AB)*. This “hot” molecule may
dissociate into C 4+ D, or it may decompose back to A + B, or it may be stabilized to
(AB) by collision with a third molecule, M. The net bimolecular process,

A+BS C4D, (2.321)

is called a chemically activated reaction.

The dynamics of a chemically activated reaction can be described satisfactorily by
the transition state theory if the lifetime of (AB)* is short. That is, the decomposition
of (AB)* into C+ D is much faster than the characteristic time scale of collision
stabilization, (AB)* + M — (AB) + M. However, this is usually not the case when
medium or large molecules are involved. An alternate treatment, based on unimolec-
ular reaction theories, is devised to describe the rate of this type of reactions.

b
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It is first noted that even though a chemically energized molecule (AB)* acquires
energy differently from a thermally energized molecule, their physical natures are
the same. Thus the dynamics of a chemically activated reaction can be treated by
unimolecular reaction rate theories. In doing so, we assume that the concentrations
of C and D are sufficiently low such that the production of (AB)* from C + D is
negligible. Following the Lindemann analysis, we write the reaction rates for the
production of (AB)*, C, and D as

dC(AB)*

i = kl.fCACB — (kl,b + k + k3CM)C(AB)* (2322)
dcc  dep
===k .. 2323
dr dr 2C(AB) ( )
Invoking the steady-state assumption by setting dcap)-/dt = 0, we have
ki
C(ABy = Lf CACB. (2324)

kip+ ko + kaem
Putting Eq. (2.3.24) into Eq. (2.3.23), we obtain
dCC _ dCD kzkl.f

Rt A oY S , 2.3.25
dt dt kip+ ko + ksem CACB ( )
which yields the rate constant for reaction (2.3.21) as
kok
2715 (2.3.26)

B kip+hk+kem

If we assume that (AB)* can be stabilized by a single collision with M, k3 is then the
collision frequency factor between (AB)* and M,

SkeT N\ V2
) . (2.3.27)

ks = 1050 (7
(AB)*,M TMAB) M

Furthermore, if the breakup of (AB)* to C and D occurs within one molecular
vibration, then k, is given by

kT
ho

k= (2.3.28)

An important consequence of the above derivation is that Eq. (2.3.26) contains
the molar density term, cpr, which is directly proportional to the system pressure. The
rate constant k of an apparent second-order bimolecular reaction is now pressure
dependent. Furthermore, as cyy — 0o, Eq. (2.3.26) becomes

_ kkiy

k= .
k3CM

(2.3.29)

Consequently the rate constant is inversely proportional to pressure and the net
reaction is first order. However, at the low pressure limit where ¢y — 0, the kzcvm
term in Eq. (2.3.26) becomes insignificant. Then the rate constant is independent of
pressure and the net reaction is second order. Extension of Eq. (2.3.26) to include

b
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the dependence on internal energy in the manner of the RRK theory can be readily
conducted.

Chemically activated reactions are usually encountered for medium- to large-size
reactants. For example, the important methyl self-reaction

CH; + CH; — C,Hg
— C,Hs + H,

and the CO oxidation reaction

CO + OH — HOCO
—- CO,+H

belong to this class of reactions. The existence of these reactions adds yet another
dimension of difficulty in the identification of elementary reaction steps and the
determination of their rate constants.

2.4. CHAIN REACTION MECHANISMS

In most reaction mechanisms there are present small concentrations of highly reactive
intermediate species that participate and are regenerated in a sequence of reactions.
It is through the participation of these species, called the chain carriers, that the
reactants are converted to the products. Chain reactions can be further classified into
straight-chain and branched-chain reactions, which are now separately discussed.

2.4.1. Straight-Chain Reactions: The Hydrogen-Halogen System
We consider straight-chain reactions via the example of the hydrogen-halogen sys-
tem, which has a direct reaction path of

Hs + X 2 2HX, (X0)

with a production rate of HX given by
d[HX]
dt

where X is the halogen molecule F,, Cl,, Bry, or I,. It has been found, however, that
the reaction between H, and X, to produce HX actually follows a more complex

= 2ko[H][X2], (2.4.1)

scheme consisting of the following five major steps:

X, +M™ X4+ X+M  Chain initiation (X1f)

X+H By HX +H Chain carrying (X2f)

H+ X, By HX + X Chain carrying (X3f)

X+X+M g X +M Chain termination (X1b)
ko,

H+HX = X+ H, Chain carrying. (X2b)
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In designating the specific elementary reactions of a halogen, X;, we have adopted
the practice of prefixing the reaction number of a reaction mechanism by a symbol
for the distinguishing reactant. For example, we shall use H for reactions involved
in hydrogen oxidation, M for methane oxidation, C; for the C, hydrocarbon species,
and so on. This provides a measure of consistency in subsequent discussions.

In the above halogen-hydrogen mechanism, reaction (X1f) is the chain initiation
step through which a halogen molecule is dissociated into two halogen atoms. Once
some X is formed through (X1f), the production of HX is effected by reactions
(X2f) and (X3f) through the reaction intermediates, also called chain carriers, H
and X. These reactions are called chain-carrying steps because in each of them the
destruction of one chain carrier leads to the creation of a new chain carrier such that
the number of chain carriers in each step remains unchanged. These two reactions
form a closed sequence in that at the end of the reaction sequence, (X3f), a new X is
produced that can start the process all over again from (X2f). Indeed, the net result
of (X2f) and (X3f) is the same as that of the direct path (XO0).

Reactions (X1b) and (X2b) are simply the backward reactions of (X1f) and (X2f)
respectively. Reaction (X1b) is a chain-termination step in which two X atoms re-
combine through collision with the third body M. Reaction (X2b) is a chain-carrying
step, although it is inhibitive to the net production rate of HX. The backward reaction
of (X3f) is highly endothermic and therefore not important.

The rates of concentration variation of the five components are given by

d[cll?] =~k s [X][H2] + ko o [H][HX] (2.4.2)

TE =~k I — ko THITX] + ko XF M) (243)

% = ko, r[X][Hz] = ks, y[H][X2] = ko p[H][HX] (2.4.4)
% = 2ki, [X2][M] — ko, ¢[X][H2] + ks, ¢ [H][X:]

+ ko p[H][HX] — 2k 5[ X]*[M] (2.4.5)

d[ZIzX] = ko, s[X][Ha] + ks ([HI[X:] = koo [H][HX]. (2.4.6)

Invoking the steady-state assumption by setting

@=0 and ﬁz

0 247
dt dt ( )

in Egs. (2.4.4) and (2.4.5), solving for [H] and [X], and substituting them into
Eq. (2.4.6) yields

dHX] _ 2k, (K, p/ k)2 [Ho ][ X]H2
dt 1+ (kap/ ks, p)[HX]/[Xo]

(2.4.8)

b
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Table 2.1. Heats of reaction of the various reaction steps for the halogen—-hydrogen
systems at 300 K in kcal/mole

Reaction F Cl Br 1

H; + X, — 2HX (X0) —129.7 —44.0 -174 -2.8
X +M—> X+X+M (X11) 37.8 57.8 53.6 36.4
X+H, - HX+H (X2f) -31.6 1.2 16.7 32.5
H+X, - HX+ X (X31) -98.1 —45.2 —34.1 -353

Comparing Eq. (2.4.8) with Eq. (2.4.1) for the direct path reaction (X0), it is seen
that these two rate expressions are quite different. For example, while these rates still
depend on [H;] to the first power, the dependence on [X;] is more involved for the
chain mechanism. The chain mechanism also correctly predicts the inhibitive effect
of increasing product concentration on its own production rate, in that d[HX]/dt
varies inversely with [HX].

We next discuss the influence of the heats of reaction of the individual steps, shown
in Table 2.1, on their relative efficiencies in the chain process. This also explains the
differences in the observed behavior of the various halogens.

First we note that for all the halogens the net heat change, represented by the first
equation in Table 2.1, is exothermic. Thus halogen—hydrogen reactions are basically
self-sustaining. The intensity of the reactions, however, varies significantly from the
highly exothermic, violent HF system to the weakly exothermic, mild HI system.

The initiation reactions for all halogens, (X1f), are endothermic. Therefore the
halogen-hydrogen reactions are not spontaneous and an ignition stimulus is needed.
We also note that the heats of initiation reactions are much smaller than the value of
104.2 kcal required to dissociate H, to two H through H, + M — 2H + M. Therefore
initiation of the chain cycle is favored by first dissociating X, and going through the
chain-carrying steps (X2f) and (X3f), instead of first producing H from H; and then
going through the chain-carrying steps (X3f) and (X2f).

Specializing to the individual halogens, we see that both of the basic chain-carrying
F-H; and H-F, steps of the F,—H; system are highly exothermic, implying that
the overall reaction should proceed rapidly even though its initiation reaction is
endothermic by 37.8 kcal/mole. For the chlorine case the Cl-H, reaction is slightly
endothermic. Thus while Cl,—H, mixtures are stable in the dark, they become reactive
in the presence of light. In the case of bromine, the overall reaction intensity is
further weakened because of the moderate endothermicity of the Br-H, reaction.
The H-Br, recombination reaction is however sufficiently exothermic to make it an
important step in the overall chain mechanism. Finally, for the case of iodine, the
endothermicity of the I-Hj step not only is very high but is also about the same value
as the exothermicity of the H-I, step. Thus the chain mechanism is not favored and
the direct, bimolecular H,—I, reaction is the observed one.

2.4.2. Branched-Chain Reactions
In straight-chain reactions there is no net production of chain carries for each cycle
of reactions. There are, however, reactions in which there is a net generation of chain
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carriers. This leads to an extremely rapid rate of the overall reaction, which may
eventually culminate into an explosion. A well-known example is the chain cycle in
the hydrogen—oxygen reaction scheme,

H+0, - OH+O Chain branching (H1)
O+H, - OH+H Chain branching (H2)
OH+H, - H,O+H  Chain carrying. (H3)

In this reaction sequence the O and H atoms and the OH radical are the chain
carriers. It is seen that in each of (H1) and (H2) the presence of one chain carrier
as a reactant results in two chain carriers. Therefore they are called chain-branching
steps. The net reaction of the chain cycle (H1) to (H3) is

3H, + O, — 2H,0 + 2H,

which shows that two H atoms are generated per cycle. It should also be noted that
since the chemical reactivities of different chain carriers are necessarily different, the
net reactivity of, say, a chain-carrying reaction can be either weakened or strength-
ened through the exchange of chain carries of different reactivities. A well-known
example is the reaction

H+0O,+M— HO,+M (H9)

considered previously in which a very active carrier H is consumed, producing a very
inactive carrier HO,. Thus under certain situations (H9) is considered to be termi-
nating instead of carrying. Another example, with a milder weakening of reactivity,
is the reaction CHy + H — CHj3 + H», in which the reactive H atom is exchanged
for the less reactive radical CHs.

The general behavior of an explosive mixture in response to changes in pressure
and temperature can be illustrated by using the following representative scheme
(Strehlow 1984):

nR = C Initiation (2.4.9)

R+C 8B aCc+P Chain-branching cycle (2.4.10)
C+R+R & p Gas termination (2.4.11)
c&p Surface termination. (2.4.12)

In the above C is the chain carrier, a > 1 is the multiplication factor in the chain-
branching cycle, and P represents the stable products formed through the respective
reactions. The gas termination reaction is a three-body process while that of surface
termination is a one-body process. The rate of production of C is then given by

d[C]

—i = RlR]" + (¢ = D[R][C] - K[RP[C] - k[C], (24.13)
which can be rearranged to show
d[C]
= ki[R]" + k[R](a — a.)[C], (2.4.14)

dt
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where

kg[R]z + ky

a. =1+
k[R]

(2.4.15)

Equation (2.4.14) shows that [C] varies exponentially with time, growing for
(a — a.) > 0 and decaying otherwise. Consequently the condition for the occurrence
of branched-chain explosion corresponds to the situation of

a > ac, (2.4.16)

where a. is the critical multiplication factor at which the mixture becomes explosive.

Equations (2.4.15) and (2.4.16) show that explosion is favored for small a., which
corresponds to situations of fast chain-branching reactions (large k;) and/or slow
chain-termination reactions (small k, and k,,), as is physically reasonable. Further-
more, since [R] is proportional to the system pressure p, we have

a. —> 1+ — 00, asp—0,

k[R]
k[R]
ko
which shows that explosion is not possible at either very low or very high pressures.
The reason is that as the gas density decreases with p — 0, the chain cycle becomes

(2.4.17)

a. —> 1+

— 00, asp — 0o,

less efficient because it requires the collision between two molecules. The wall termi-
nation reaction, however, depends only on the concentration of the chain carrier and
therefore becomes more efficient. The net effect is the tendency to inhibit explosion.
Similarly, as p — oo, the increase in density favors the three-body gas termination re-
action as compared to the two-body chain-branching reaction, hence again inhibiting
explosion.

Since the creation of chain carriers requires energy, the chain-branching reaction is
endothermic and is more sensitive to temperature variation in that it is characterized
by alarge activation energy. On the other hand, the gas and wall termination reactions
are not temperature sensitive, implying that k, and k, are nearly constants and
therefore the associated activation energies can be taken to be identically zero. Thus
with increasing temperature, a. decreases and the gas becomes more explosive. We
again note that the termination reactions are highly exothermic because of the release
of energy from the activated radicals.

The above behavior is represented by a C-shaped explosion limit curve shown in
Figure 2.4.1. It demonstrates that, at a given temperature, continuously increasing
the pressure of an initially nonexplosive gas will cause it to become first explosive
and then nonexplosive again. Increasing temperature widens the range of explosivity.
In Chapter 3 we shall show that, for the hydrogen—oxygen system, the mixture will
become explosive again due to the reactivation of HO,.

The chain ignition mechanism discussed here is somewhat different from the ther-
mal ignition process to be studied in a later topic. Presently the requirement for
ignition is the presence of some chain carriers that multiply through the branched-
chain steps, leading to an explosive acceleration of the overall reaction rate. For
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Figure 2.4.1. C-shaped pressure—temperature explosion limits due to chain mechanisms and wall
termination.

the thermal ignition mechanism a critical mass of the reactive mixture has to be
heated to a sufficiently high temperature such that the rate of chemical heat gener-
ation exceeds that of heat loss through various transport mechanisms. The net heat
accumulated further enhances the reaction rate and eventually leads to a thermal
runaway situation. We do note, however, that the chain and thermal mechanisms are
usually related in that the creation of chain carriers through the endothermic chain-
branching reactions requires energy and therefore the presence of heating. Further-
more, the rapid increase in the radical concentration will lead to the initiation of
some highly exothermic, chain-terminating reactions and hence the eventual ther-
mal runaway.

2.4.3. Flame Inhibitors

Flame inhibitors are most commonly used as extinguishing agents. Of these, the most
effective are the halogenated species that inhibit the highly explosive, branched-chain
H,-0O; reactions (H1)-(H3) by catalyzing the recombination of hydrogen atoms into
relatively nonreactive radicals and molecules. This reduces the available radical pool
and lowers the overall rate of chain branching. The inhibition reactions are primarily
(X3f) and (X2b), through which the H atoms are deactivated by forming the H, and
HX molecules and the less active X radicals.

The halogen radical initially may be present in the form of a halogen acid (e.g.,
HI, HBr, HCI) or a halogenated hydrocarbon (e.g., CH3Br). Several halogen atoms
can also be associated with one carbon atom forming, say, CF;Br. Dissociation of the
halogens from the carrier atoms (carbon or hydrogen) is much easier and therefore
has a much greater rate than hydrogen atom abstraction from the carbon atoms. This
can be demonstrated by comparing the bond energies of carbon-halogen to that of
carbon-hydrogen:

Species Bond energy (kcal/mole)
H;C-H 104
H;C-Cl 84
H3 C-Br 70
H;C-1 56

The relative ease of iodine abstraction makes it the most effective inhibitor listed.
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When the inhibitor is a halogenated hydrocarbon, the fuel content of the inhibitor
molecule can also affect its efficiency. For example, addition of CH3X to lean flames
will provide more fuel in the form of CH3, which tends to increase the flame temper-
ature and hence the reaction rate, while at the same time the halogen radical tends
to reduce the reaction rate. In rich mixtures both effects tend to reduce the reaction
rate.

In the case of CF;Br, both F and Br can serve as the inhibiting radical and therefore
the molecule is an effective inhibitor. However, while inhibition through Br basically
follows reactions (X3f) and (X2b), the hydroflouric acid (HF) produced through
the reaction between F and H is virtually chemically inert due to its very high bond
energy (140 kcal/mole). Thus HF does not participate in the recombination reaction
(X2b). Nevertheless, since the formation of HF still removes a hydrogen atom from
the radical pool, and since CF3Br has a large heat capacity, which tends to lower the
mixture’s flame temperature, it is still an effective inhibitor.

2.5. EXPERIMENTAL AND COMPUTATIONAL TECHNIQUES

In order to characterize the gross properties and detailed reaction steps of a given
fuel-air mixture, various experimental techniques have been developed and are
briefly discussed in the following.

Rapid Compression Machines: Here the fuel-air mixture is initially contained in a
cylindrical or square chamber with a piston forming one of the end walls. At time =0
the piston is impulsively driven into the chamber and is locked at a preset location.
Thus the mixture is instantaneously heated and compressed to high temperature and
pressure. By using this technique one can determine whether a mixture at a given
temperature and pressure is ignitable, and the associated ignition delay if ignition
does occur. The temporal variation of the supposedly uniform mixture, temperature,
and composition can also be studied using various probing and sampling techniques.

Turbulent Flow Reactors: In a flow reactor small amounts of fuel and oxidizer are
rapidly mixed with and heated by a hot, inert flow as the highly diluted reacting
mixture flows steadily along a tube. The flow in the tube is turbulent such that the
flow velocity is relatively uniform over the tube’s cross-section. The tube is heated to
maintain isothermicity. The gas is probed and sampled along the flow to determine
the stable species during the course of reaction.

This technique is useful for the study of pyrolytic and oxidative reactions in the
1,000-1,500 K range. The reaction zone can be spread out to about one meter in length
using relatively low subsonic flows such that reactions with characteristic times as
short as 3 msec can be studied. The main drawback of the plug flow reactor technique
is the time needed to mix the reactants with the hot inert carrier gas, which renders
uncertain the initial time for the reaction to commence.

Shock Tubes: In ashock tube a diaphragm initially separates a high and alow pressure
region. By instantaneously bursting the diaphragm a shock wave is generated which

b
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propagates into the low pressure region. Thus if the low pressure region consists
of the reactants, then upon passage of the shock wave they are instantly heated
and pressurized to high values. Further heating and pressurization can be achieved
by working with the stagnant region behind the reflected shock. The advantages
of this technique are the instantaneous nature of heating and the achievable high
temperature, up to 5,000 K. The available time for reaction is limited by the arrival
of the rarefaction waves behind the contact surface.

Well-Stirred Reactors (WSR): In awell-stirred, or perfectly stirred, reactor such as the
Longwell jet-stirred reactor (Longwell & Weiss 1955), reactants are centrally injected
into a spherical chamber with a high injection velocity through a perforated tube.
These reactants then burn intensely and the products exit through ports at the outer
wall of the chamber. Thus by assuming that mixing is instant such that conditions
are uniform within the chamber, and by controlling the flow rate of the mixture and
thereby the residence time of the reaction, the reaction intensity of such a uniform
mixture can be controlled. An overall reaction rate can be determined by measuring
the temperature within the chamber and the concentrations of the products. The
states of ignition and extinction, when the reacting mixture is subjected to different
flow rates, can also be determined.

Laminar Flames: The technique basically involves establishing a stationary premixed
or nonpremixed flame and spatially probing the temperature and reactant concen-
tration profiles. The thickness of the flame can be stretched by conducting the ex-
periment under low pressures so that finer resolution can be achieved. Unlike the
previous technique in which the reactions take place in homogeneous media, in a
flame environment steep temperature and concentration gradients exist. The signifi-
cant temperature change across a flame implies a corresponding shift in the dominant
temperature-sensitive reactions. Furthermore, the progress of reactions is intimately
coupled to species diffusion, which can bring radicals produced in, say, the high tem-
perature region of the flame to a low temperature region, thereby facilitating the
reactions there. Obviously these effects must be accounted for and “subtracted out”
before the chemical information can be identified.

Strictly speaking, compared to the homogeneous systems, laminar flames are not
considered to be chemically clean and well-defined for kinetics studies. They are, how-
ever, useful as validation checks in that, assuming the transport aspects of the flame
are accurately described, any chemical reaction mechanism which cannot reproduce
the structure and global response of a flame under diverse conditions obviously is
deficient in some aspects.

PROBLEMS
1. For the direct hydrogen—iodine reaction

kg
H, + I, = 2HI

kp
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show that
[Hz] = [I2] = co — 3[HI]

for a mixture whose concentrations at time t = O are [H,] = [I2] = cp and [HI] =
0. Then show that the instantaneous concentration of HI is given by

[HI] = 2cotexp(deoy/Krkyt) — 1)
T Vk/k; — 1) + 2k ks + 1) exp(dco/khot)

Consider the following chain reaction process in the production of NO and NO;:

NO%%NO+O
O+02+ME>O3+M

NO + O3 it NO; + O,.

By using the steady-state assumption, show that the concentration of ozone,
a major component of the photochemical smog, is determined by the ratio of
[NO;] to [NO].

Consider the mechanism for hydrogen and chlorine:

Ch+M— Cl+Cl+M, (R1)
Cl+H, - HCl+ H, (R2)
H+ Cl, - HCI + Cl, (R3)
Cl+Cl+M — Cl, + M. (R4)

(a) With appropriate steady-state assumptions, show that

A[HCI]
di

k
=mzému“mﬂ

(b) If NCl; is added to the mixture as an inhibitor, the following reaction needs
to be considered:

NCl; + Cl — NCl, + Cl,. (RS)

What is the rate expression in the limit of fast and slow rates of this reaction?

Consider the Lindemann mechanism for the following association reactions:

kq
A+B=C
ki

C+ME CctMm,

where
dC
& =
Derive the association rate constant, k,, in the low and high pressure limits using
the steady-state assumption for C*.

ka[A][B].

b
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5. NHj is used as an agent for NO reduction in the temperature range of about
1,000 K. The mechanism for NO reduction by NHj contains the following reac-

tion steps:
NH; + OH — NH; + H,O (R1)
NH, + NO - N, + H+ OH (R2)
NH; + NO — N, + H,O (R3)
H+ 0, - O+ OH (R4)
O + H,O — OH + OH. (RS)

Show that the above process runs away when the (branching) ratio of the rate of
the branching reaction (R2) over that of the termination reaction (R3) exceeds
the critical value of % Assume that NH», H, and O are in steady state.
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3 Oxidation Mechanisms of Fuels

In Chapter 2 we introduced the principles of the chemical kinetics of gas-phase
reactions. In particular, we discussed the fundamental dependence of reaction rates
on temperature, pressure, and reactant concentrations. We studied the concept of
multistep reactions, and then categorized the reaction mechanisms and showed how
they can affect the reaction rate in qualitatively different manners.

In this chapter, we discuss the oxidation mechanisms of specific fuel systems in-
volving hydrogen, carbon monoxide, and various hydrocarbons. The formation of
pollutants will also be covered. In particular, the reaction pathways leading to fuel
consumption, the formation and destruction of intermediate species, and the final
product formation are discussed in a qualitative manner. We shall see that numer-
ous elementary chemical reactions are involved in the conversion of reactants to
products, and that even for a given fuel these reactions often play different roles
in different combustion environments. The intricate paths followed by hydrocarbon
oxidation illustrate the complexity of chemical kinetics in combustion. Nevertheless,
in spite of such apparent complexity, we shall also show that there appears to be
only a finite number of reactions that exert significant influence in a combustion
process, providing the possibility that the reaction mechanisms of fuel oxidation can
be largely understood.

While most of our discussion will be conducted in a general manner, frequently
it is necessary to discuss systems with specific fuels and combustion intermediate
species. Therefore, in Section 3.1 we introduce the nomenclature and properties of
common fuels and some of the important species that are involved in their oxidation.
In Section 3.2 we study the oxidation mechanisms of hydrogen and carbon monox-
ide. This is followed by discussion of the high-temperature oxidation mechanisms
of methane in Section 3.3, C, hydrocarbons in Section 3.4, alcohols in Section 3.5,
higher aliphatic hydrocarbons in Section 3.6, and aromatics in Section 3.7. Hydro-
carbon oxidation at low to intermediate temperatures is discussed in Section 3.8. In
Section 3.9, we study the chemistry of pollutant formation. In Sections 3.10-3.12, we
discuss the approaches toward reducing a large reaction mechanism to smaller ones
suitable for further analytical and computational studies.
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Further coverage on fuels chemistry can be found in Lewis and von Elbe (1987),
Glassman (1996), Miller (1996), Lindstedt (1998), Gardiner (1999), Warnatz, Maas,
and Dibble (2001), Simmie (2003), and Miller, Pilling, and Troe (2005).

3.1. PRACTICAL FUELS

Fuels can be classified according to their physical states under normal conditions.
Representative components of gaseous fuels are hydrogen (H;), carbon monoxide
(CO), and the light hydrocarbons (HC). Liquid fuels are usually the heavier hy-
drocarbons and alcohols, and solid fuels include carbon, coal, wood, metals, solid
propellants, and so on. Among all materials that can be used as fuel, hydrocarbons
make up the bulk of the fuel supply simply because the complete oxidation of a
hydrocarbon is usually accompanied by an appreciable amount of heat release. For
example, the stoichiometric oxidation of one —CH,— group in a typical aliphatic
fuel molecule,

—CH;— +1.50, — H,0 + CO,,

releases about 156 kcal amount of heat per mole of CH, consumed. The extent
of exothermicity represents one of the highest energy densities in the discipline of
chemistry.

As we discussed in Chapter 2, the conversion of a hydrocarbon fuel to products
during combustion is rarely achieved in one step. Instead, it takes place through
many stages of reaction, during which a variety of intermediates are produced. Some
of them are radicals (e.g., H, O, and OH), which are extremely reactive due to the
presence of unpaired electrons, and are short-lived during combustion. To under-
stand the mechanism of hydrocarbon oxidation, it is necessary to first introduce the
nomenclature and molecular structures of some of the important hydrocarbon fuels
and the intermediates during their combustion.

Alkanes (Paraffins): The molecules have open-chain, single-bond, saturated struc-
tures with the general chemical formula C,,Hy,,,1». The smallest alkane compound is
methane (CHy), which is the major component of natural gas.

Alkanes can be further classified as normal alkanes with a straight-chain structure
(e.g., n-butane) and iso-alkanes with one or more branched chains (e.g., i-butane,
and 2,2 4-trimethylpentane, also known as iso-octane, which is a desirable gasoline
fuel for its anti-knock property).

LT LT LT
ST T
H H H H H M H

n-butane i-butane
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P TTd
H—(|?—|C—(|?—(|3—C|J—H M: H—C—H
H M H H H H

2,2 4-trimethylpentane methyl group

The molecular structures shown above indicate only the bonding structures of the
molecules. They do not, however, reflect their true, three-dimensional geometric
structure. In fact, the carbon atoms in an aliphatic compound are not connected in
a linear fashion, but are zigzagged, with a C—C—C angle of about 109 degrees. The
C—C bonds in an aliphatic compound can rotate nearly freely, allowing for a cyclic
structure to exist.

An alkyl radical is produced by breaking a C—H bond in an alkane molecule.
For example, the methyl radical shown above is derived from breaking one C—H
bond in methane. Because the reactivity of a radical species depends on where the
unpaired electron is in a molecule, it is necessary to distinguish the radical isomers.
For example, two isomers can be derived from n-butane, that is, 1-butyl and 2-butyl,

H H H H H H H
N L S N
howon o howono
1-butyl 2-butyl

where the dot specifies the position of the unpaired electron, with the numerical
number before the compound name indicating this position closest to the end of the
chain. With the increase in the molecular size of the parent alkane, and depending on
the number of branched chains, the number of possible radical isomers can increase
rapidly. The alkyl radicals are of great importance in the oxidation process of alkanes.

Cycloalkanes (Cyclanes): These are single-bond, saturated, ring structured com-
pounds with the general formula C,,H,,, (e.g., cyclopropane and cyclohexane). The
cyclanes are almost as reactive as the linear alkanes. Large compounds, say those
larger than Cy, are unstable and do not exist naturally.

H
N / O
H,C CH,
/ \
H—|C (|:—H HZC\C _CH,
H H H,

cyclopropane cyclohexane

b
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Alkenes (Olefins): The molecules have open-chain structures with one double, C=C,

bond, and with the general chemical formula C,,H,,,. The simplest olefin compounds
include, for example, ethene, which is commonly called ethylene,

H H
c—_C
H H
ethene
and the butene isomers,
H H H H H H
L | |
H—C—C—C=—C H—C—C=—C—C—H
| \ ]
H H H H H H H
1-butene 2-butene

Unlike a single C—C bond, a double C=C bond is rigid and does not allow rota-
tion about the bond. Consequently, the double-bonded C atoms form a rigid planar
structure along with its immediate neighboring atoms.

Similar to the alkanes, an alkene compound also has its corresponding radicals.
The simplest alkene-derived radical is vinyl,

H H

/
c—c,

H

vinyl

Polyolefins: These are open-chain, highly unsaturated compounds with more than
one double bond, and with the general formula C,,H,,,—>(»—1), where n is the number
of double bonds. The simplest polyolefin is 1,3-butadiene,

H H
\ /
C—C H
H C—C
/ \
H H

1,3-butadiene

Alkynes (Acetylenes): The molecules have open-chain structures with one triple,
C=C(, bond, and with the general chemical formula C,,,H,,,—». The simplest acetylenic
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compounds are ethyne, which is commonly called acetylene, and propyne,

H—C=C—H M—(C=C—H

accetylene propyne

Aromatics: These belong to the ring-structured, planar or nearly planar hydrocar-
bon family, with the ring containing mostly six carbon atoms. The simplest aromatic
compounds are benzene (CsHs)

benzene

and toluene, the latter obtained by substituting an H by a methyl group in the benzene
structure. The above ring structure can be written in either of the following simplified
forms:

Although unsaturated, the double bonds in benzene are not distributed within the
ring in an alternate fashion, but are rather distributed evenly over the entire ring
structure. Such a behavior is called resonant stabilization.

Larger aromatics can be classified into two categories, those with condensed and
uncondensed ring structures. Condensed ring structures have one or more C—C
bonds shared by aromatic rings, and the uncondensed compounds have two or more
individual aromatic rings loosely connected by C—C bonds. For example, the sim-
plest condensed and uncondensed polycyclic aromatic compounds are naphthalene
(Ci19Hg) and biphenyl (Ci2Hyy), respectively:

D OO

naphthalene biphenyl
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Alcohols: The general formula is ROH, where R is a general functional group at-
tached to the hydroxyl group OH. Examples are methyl alcohol (CH3;OH) and ethyl
alcohol (C,HsOH), also known as methanol and ethanol, respectively. Compared to
hydrocarbons, RH, alcohols have lower heats of combustion per unit mass because

a fuel containing oxygen in its molecular structure is carrying unnecessary mass for
oxidation in air.

Other Fuels: There are, of course, other important fuels for specialized application.
Examples are ammonium perchlorate (NH4ClO,) for solid propellant rockets, hy-
drazine (N;H,4) for liquid propellant rockets, hydrogen and fluorine for chemical
lasers, and all substances that can burn in air as hazardous materials causing fires and
explosions.

3.2. OXIDATION OF HYDROGEN AND CARBON MONOXIDE

A basic understanding of the oxidation mechanisms of hydrogen and carbon monox-
ide is important for two reasons. First, hydrogen and carbon monoxide are major
sources of fuel themselves. Second, their oxidation mechanisms are subsets of those
of hydrocarbons, which are mainly made up of hydrogen and carbon. We shall there-
fore separately discuss their oxidation mechanisms. The complete reaction mecha-
nism for hydrogen and CO oxidation is shown in Table 3.1, which also lists the reaction
numbers as well as the rate constants defined in Eq. (2.2.3). A reverse reaction will
be indicated by a negative sign in the reaction number.

3.2.1. Explosion Limits of Hydrogen-Oxygen Mixtures
In Chapter 2, we studied the role of the chain mechanism in the chemical runaway
of a homogeneous mixture when it is also subjected to wall deactivation. We shall
now consider the hydrogen—oxygen system, which exhibits a Z-shaped, pressure—
temperature explosion-limit boundary, shown in Figure 3.2.1 for the response of
such a mixture in a heated and pressurized chamber. It is seen that whereas explo-
sion is always possible at high temperatures, the response is highly nonmonotonic
at moderate temperatures in that, by steadily increasing the pressure from a low
value, a nonexplosive mixture would first become explosive, then nonexplosive, and
finally explosive again. The phenomenon of interest here, involving the Z-shaped
response, is of a general nature in that similar responses have also been observed,
both experimentally and computationally, for hydrogen—oxygen mixtures in other
systems, for example the ignition temperature of a uniform flow for a given pressure
and residence time.

Since initiation reactions involve only the reactant species, there are three possible
initiation reactions for the present H,—O; system, namely the dissociation of Hj, the
dissociation of O,, and the reaction between H, and O,, as in

H,+M—>H+H+M (H5)

0,+M—> O0+0+M (—H6)
H, + 0, — HO, + H. (~H10)
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Table 3.1. Oxidation of H,—CO mixtures

No. Reaction B[cm, mol, s] o E, (kcal/mol)

H,—0, Chain Reactions

(1) H+0, = O+ 0OH 1.9 x 10 0 16.44

(2) O+H, = H+OH 5.1 x 10% 2.67 6.29

3) OH+H, = H+H,O 2.1 x 10% 1.51 343

4) O+ H;O = OH+ OH 3.0 x 10% 2.02 13.40

H,—0, Dissociation/Recombination

5) H,+M = H+H+M 4.6 x 101 —1.40 104.38

6) O0+0+M = O, +M 6.2 x 109 —-0.50 0

(7) O+H+M = OH+M 4.7 x 1018 -1.0 0

8 H+OH+M = H,O+M 2.2 x 102 -2.0 0

Formation and Consumption of HO,

9) H+0,+M = HO,+M 6.2 x 10¥ —-1.42 0
(10) HO,+H = H,; +0, 6.6 x 1013 0 213
11) HO,+H = OH+ OH 1.7 x 10 0 0.87
12) HO; +O = OH+ O, 1.7 x 1013 0 —0.40
(13) HO, +OH = H;0+ 0, 1.9 x 10'° —1.00 0

Formation and Consumption of HO,
14) HO; + HO, = H;0, + 0O, 4.2 x 101 0 11.98
1.3 x 101 0 —1.629
(15) H,O0,+M = OH+OH+M 1.2 x 10V 0 45.50
(16) H,O0, +H = H,O0+ OH 1.0 x 1013 0 3.59
(17) H,0,+H = H, +HO, 4.8 x 10" 0 7.95
(18) H,0, + O = OH +HO, 9.5 x 10% 2.0 3.97
19) H,0, + OH = H,0 + HO, 1.0 x 1012 0 0
5.8 x 104 0 9.56
Oxidation of CO

1) CO+0+M = CO,+M 2.5 x 1013 0 —4.54

(2) CO+0; = CO,+0 2.5 x 102 0 47.69

3) CO+O0OH = CO,+H 1.5 x 10%7 1.3 —0.765

4) CO +HO, = CO,+ OH 6.0 x 1013 0 22.95

Source: Kim, T. J,, Yetter, R. A. & Dryer, F. 1994. New results on moist CO oxidation: high-pressure,
high-temperature experiments, and comprehensive kinetic modeling. Proc. Combust. Inst. 25, 759-766.

The endothermicities of these three reactions are respectively 104, 118, and
55 kcal/mole. Since the activation energy of a dissociation reaction is roughly equal to
its endothermicity, reaction (—H10) is the most important initiation reaction under
almost all conditions. Reaction (HS) may also contribute to initiation, but only at
high temperatures. Reaction (—H6) is usually not preferred because oxygen has a
larger dissociation energy than hydrogen.

With the production of H from either (HS) or (—H10), the following chain reaction
is initiated:

H+0,— O+OH (H1)
O+H, » H+OH (H2)
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Figure 3.2.1. Explosion limits of a stoichiometric H,—O, mixture.

The reverse reactions for (H1) and (H2) are not important at this stage because they
involve the collisions between two radical species whose concentrations are very low.
The reverse reaction of (H3) is also not important because of the low concentration
of the product species, H,O, during the initiation stage of explosion.

For sufficiently low temperatures and pressures, explosion is not possible even with
the addition of some H or OH. This is because the key chain-branching step (H1) is
endothermic by 17 kcal/mole and is therefore not favored at low temperatures. Fur-
thermore, at low pressures these active species either rapidly diffuse to the chamber
wall where they are destroyed,

H, O, OH — wall destruction,

or react too slowly relative to an imposed finite residence time.

As pressure increases, collision becomes more frequent and reactions are facil-
itated. As the first explosion limit is crossed, the rate of branching becomes over-
whelmingly fast relative to either the rate of removal at the wall or the finite residence
time, and explosion occurs.

By further increasing pressure, the three-body reaction,

H+0O,+M— HO, + M, (H9)
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becomes more frequent and will eventually replace (H1) as the dominant reaction
between H and O,. Being relatively inactive, the HO, radicals can survive many
collisions and eventually will either diffuse to the wall where they are destroyed, or
exhausted in a flow of finite residence time. Reaction (H9) is therefore an effective
termination step of the radical chain process. As a result, the chain sequence (H1)—
(H3) is broken.

The second explosion limit is therefore determined by the competition between
the growth (H1)-(H3) and destruction (H9) of the H atom. To determine the p-T
dependence of this limit, we write the rate equations for the H, O, and OH radicals
as

% = —k[H][02] + k[O][H:] + k[OH][H.] — ko[H][02]M]  (3:2.1)
? = ki[H][Oz] — k[O][H] (32.2)
d[gtH] = ki[H][O2] + k[O][Hz] — k5[ OH][Ho]. (3.2.3)

Assuming steady state for the O and OH radicals, that is, d[O]/dt =0, and
d[OH]/dt = 0, we obtain

k[O][Hz] = ki [H][O;]
ks[OH][Hz] = ki [H][O5] + ko [O][H,] = 2k [H][O2].

Putting the above expressions into Eq. (3.2.1), we have

% = 2ki[H][02] — ko [H][O2][M] (3.2.4a)
= (2ki — ko[M])[H][O>]. (3.2.4b)

which is simply
% =201 — . (32.5)

Following the same discussion as that for branched-chain explosions in Sec-
tion 2.4.2, Eq. (3.2.4b) shows that [H] varies exponentially with time, growing for
(2ky — ko[M]) > 0 and decaying otherwise. This then implies that the second limit is
given by the neutral condition,

2kt = ko[M]. (3.2.6)

Since p = [M]R°T, and if the fall-off parameters of all third body species in (H9)
are the same, then the pressure and temperature relationship of the second limit is
explicitly given by

2k

p=" KT (32.7)

b
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Based on the rate constant expressions listed in Table 3.1, we obtain the p-T re-
lationship shown in Figure 3.2.1. It is seen that the second explosion limit is well
described by this relation, which is called the crossover temperature.

Itis to be noted that although Eq. (3.2.6) corresponds to the condition d[H]dt = 0,
it is not a consequence of the steady-state assumption for [H]. Indeed, while the
steady-state assumption for [O] and [H] holds over extensive regimes in p and T, the
transition boundary d[H]/dt = 0 holds only along the crossover temperature line.

As the third explosion limit is crossed, with further increase in pressure, the con-
centration of HO; becomes higher. The reactions

HO, + H, - H,O, + H (—H17)

H,0, + M — OH + OH + M (H15)

are more frequent and overtake the stability of HO,. Therefore, instead of having
HO; lost either to the wall or through the flow, it reacts with H, and generates the
active species, H, O, and OH, to again induce explosion.

Athigher temperatures, say about 900 K, more radicals are produced and reactions
between them become important. The HO, radical can either react with itself,

HO, + HO; — H,0, + O,, (H14)
followed by (H15), or with the H and O radicals,

HO, + H — OH + OH (H11)

HO, + O — OH + O,. (H12)

In this situation, reaction (H9) is a part of the chain propagation process, and thus
explosion will always occur.

In Table 3.1 the H,—O; chain reaction sequence is given in Nos. 1-4, the H,—O,
recombination and dissociation reactions in Nos. 5-8, the formation and consump-
tion of the hydroperoxyl radical, HO,, in Nos. 9-13, and the chemistry of hydrogen
peroxide, H,O,, in Nos. 14-19.

We also note from Table 3.1 that some reactions have negative activation ener-
gies. This often occurs for reactions without intrinsic energy barriers such as those
involving two radicals. The negative activation energy then implies that it is easier
for a cold radical to combine with another cold radical than is for two hot radicals to
combine. In the latter case, the combined kinetic energy of the two hot radicals are
so large that the colliding radicals may just fly by without forming a bond.

Table 3.1 further shows that reaction (H14) has two sets of reaction constants.
This reflects the fact that depending on the initial point of contact, the reaction may
proceed by two different routes. One of the routes dominates at low temperatures
while the other dominates at high temperatures. For this reason, the overall rate
constant is the sum of these two elementary reactions.
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3.2.2. Carbon Monoxide Oxidation
It is difficult to ignite and sustain a dry CO—O, flame because the direct reaction
between CO and O,,

CO + 0, — CO, + O, (CO2)

has a high activation energy (48 kcal/mol) and therefore is a very slow process even
at high temperatures. Furthermore, the O atom produced does not lead to any rapid
chain-branching reactions (Lewis & von Elbe 1987). However, in the presence of
even a small quantity of hydrogen, say 20 ppm, OH radicals are formed through
reactions (H1—H3, HS, and —H10). Then the formation of CO, via the reaction

CO+OH — CO, + H (CO3)

becomes the dominant path for CO oxidation. The H atoms produced in (CO3) feed
the chain-branching reactions (H1)—-(H3), and thereby accelerate the CO oxidation
rate.

In moist air, water can also catalyze CO oxidation through

0,+M—->O0+0+M, (—H6)
followed by
O+ H,O - OH + OH, (H4)

which provides the OH radicals needed by (CO3).
At high pressures, the reaction

CO + HO, — CO, + OH (CO4)

provides another route of CO to CO, conversion. Thus CO oxidation can be modeled
by adding mainly (CO3) and (CO4) to the hydrogen—oxygen mechanism, as shown
in Table 3.1.

Since trace amounts (ppm) of moisture are invariably present in practical systems
and laboratory experiments, the relevant oxidation mechanism to use in understand-
ing the response of these systems is that of wet instead of dry CO. Indeed, sometimes
it maybe useful in experiments to deliberately add a small amount of hydrogen or
water in the mixture, exceeding the background moisture contamination, so as to
accurately define the composition of the mixture.

3.2.3. Initiation Reactions in Flames

The mechanisms of fuel oxidation in flames, including those of hydrogen and car-
bon monoxide, are quite different from those of ignition of homogeneous reactive
mixtures discussed above because the radical pool concentration in a flame is al-
ways much larger than that generated during the induction period of homogeneous
ignition. In addition, the initiation chemistry responsible for homogeneous ignition
is often less important for flames because there are always abundant radicals that
can back diffuse from the high-temperature flame region to the colder, unburned

b
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regions of fuel and oxidizer, resulting in a different initiation chemistry. For exam-
ple, for hydrogen flames, the dominant initiation reaction is the H + O, branching
reaction (H1), because of the abundance and mobility of the highly reactive H atom,

instead of reactions (HS) and (—H10) for homogeneous mixtures. The global activa-
tion energy is, of course, also affected.

3.3. OXIDATION OF METHANE

3.3.1. General Considerations of Hydrocarbon Oxidation

Recently, considerable progress has been made in our understanding of the detailed
reaction mechanisms of hydrocarbon oxidation. The general consensus is that the
two most important reactions in a combustion process are

H+0, > O+ OH (H1)
CO + OH — CO, + H, (CO3)

which do not involve the specific hydrocarbon fuel at all. Reaction (CO3) is respon-
sible almost exclusively for converting CO to COs,. It also generates some of the H
atoms needed by (H1).

In addition to the similarity of the most important reactions for hydrocarbon fuels,
it is recognized that although the initial fuel breakdown is fuel specific, its rate is in
general too fast to limit the overall rate of combustion. Furthermore, the initial fuel
breakdown always leads to Cy, C;, and Cs fragments. A comprehensive understand-
ing of hydrocarbon oxidation must then be strongly hierarchical in that mechanisms
for the oxidation of complex fuels contain within them the submechanisms of simpler
molecules. The key to the understanding of the oxidation mechanism of hydrocar-
bon fuels, therefore, must start from an understanding of the simpler hydrocarbon
oxidation mechanisms. Methane, being the lightest hydrocarbon fuel, is naturally the
starting point.

Before proceeding to the discussion of methane oxidation, it is important to rec-
ognize that there exist diverse ranges of conditions in which a combustion process
can take place. The dominant reaction mechanisms may thus vary substantially, de-
pending on the local thermodynamic states of the combustion process. In particular,
as we have just shown in the previous section, (H1) has a sufficiently large activation
energy whereas (H9) has none. Therefore (H1) is the dominant chain-branching step
at high temperatures. However, in the intermediate- to low-temperature regimes, the
reaction chemistry is often dominated by that of the HO, radicals produced through
(H9) as well as the initiation reactions such as (—H10) for hydrogen oxidation and
(M2) for methane oxidation, which will be discussed in the following section. It is
therefore necessary to distinguish the reaction mechanisms in the high-temperature
regime (usually above 1,100 K at atmospheric pressure) from those in the low- to
intermediate-temperature regimes.
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Figure 3.3.1. Reaction pathways in methane flames (adapted from Warnatz 1981).

In this section we study the ignition of methane and the methane flame chemistry,
including a detailed discussion of the formaldehyde (CH,O) oxidation mechanism,
which is an integral part of the methane oxidation process.

The reaction pathways for the oxidation involving methane flames are depicted
in Figure 3.3.1, with the thickness of the arrows indicating the relative importance
of individual pathways. Much of the following discussion on methane autoignition is
also included in this diagram.

3.3.2. Methane Autoignition
For methane, the ignition delay time 7, also called the induction time, has been
empirically correlated by

T =25 x 107" exp(26700/ T)[CH4]***[0,] "%,

where 7 is in seconds (s) and [CHy4] and [O;] are respectively the molar concen-
trations (mole/cm?) of methane and oxygen in the reactant mixture. This correla-
tion represents shock tube measurements (Tsuboi & Wagner 1975) in argon over
the temperature range of 1,200 to 2,100 K, and shows that t decreases with in-
creasing temperature and pressure. The inhibitive effect of methane in the global
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consideration, as indicated by the negative reaction order for methane, is particu-
larly worth noting.

The preignition chemistry of methane is dictated by the rate of radical accumula-
tion. The chain reaction is initiated primarily by the following two reactions:

CH;+M=CH; +H+M (M1)
CHy + O, = CH3 + HO». (M2)

Since (M1) is a large activation-energy, unimolecular reaction, it may be favored
over (M2) only at high temperatures. Thus if (M1) is the dominant initiation step,
the reactions that follow are

H+O,=O0OH+O0O (H1)
CH, + (H, O, OH) = CH; + (H,, OH, H,0). (M3, M4, M5)

Reaction (M3) plays an inhibiting role in the ignition process because it competes
with the chain-branching step (H1) for H and converts the active H atoms to the less
active CHj radicals. This is the primary reason for the positive dependence of the
induction time 7 on the methane concentration. The initiation reaction (M1) can also
play the role of inhibiting ignition in that when the radical pool begins to build up,
its backward reaction becomes increasingly fast, leading to increased radical chain
termination.

When (M2) is the dominant initiation step, the following reactions may participate
in further radical growth:

CH, + HO, = CH3 + H,0, (M6)
H,O, +M = OH+ OH + M. (H15)
The similarity between (M6) and (—H17) is to be noted.

The methyl radicals produced in the above reactions subsequently react with
molecular oxygen through two reaction channels,

CH; + O, = CH;:0+O (M7a)

= CH,0 + OH. (M7b)

The branching ratio, that is, the relative contributions of the two channels to the
overall rate constant, appears to be crucial to methane ignition because channel b is
a chain-carrying step, producing formaldehyde, CH,O, whereas channel a leads to

chain branching.
Close to ignition, the reaction

CH3; + HO, = CH;0 + OH (MS)

becomes the dominant step for methyl oxidation. The CH3O radical, produced from
(M7a) and (M8), is highly active. It is converted to formaldehyde rapidly via
CH;0+M = CH, O+ H+M (M9)
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The formaldehyde produced in (M9) and (M10) subsequently reacts with OH
and O,

CH,0 + OH = HCO + H,0 (M11)
CH,0 + O, = HCO + HO,, (M12)

producing the highly active formyl radical, HCO, which is consumed by reactions
similar to the destruction of the CH3O radical,

HCO+M=H+CO+M (M13)
HCO + O, = CO + HO,. (M14)

The further conversion of CO to CO; via reaction (CO3) occurs after ignition. Al-
though the final temperature of the burned mixture depends on the conversion of
CO to COs,, the induction time is usually insensitive to (CO3).

It is therefore clear that through the above sequence of reactions we have pro-
gressively reduced the hydrogen content of the original fuel molecule, CHy, to CH3
and CH30, then to CH,O, HCO, and finally to CO. The hydrogen atoms abstracted
at different stages are eventually oxidized to form H,O, while the CO that is formed
through (M14) at the end of the sequence is oxidized to form CO, through the CO
oxidation mechanism described earlier. The hierarchical nature of the oxidation pro-
cess in terms of the progressive reduction of the parent hydrocarbon fuel species to
the constituents of the H, and CO oxidation systems, through which the final products
H,0 and CO, are formed, is particularly noteworthy.

The above mechanism describes the route through which the size of the original
fuel molecule is reduced. There is, however, another route through which the size of
the fuel molecule is increased. Specifically, upon the formation of the methyl radical
CH3, it can self react through

CH; +CH; + M = GHg + M (M15)
CH; + CH; = G,Hs + H. (M16)

Reaction (M15) is a radical termination step, which inhibits ignition, while reaction
(M16) is chain carrying, leading to the formation of the ethyl radical C,Hs and the
highly active H atoms. Since (M15) tends to be more important at higher pressures
because it is a third-order radical-radical recombination reaction, it has also shown
strong sensitivity for ignition near atmospheric pressure.

It is important to note that through reactions such as (M15) and (M16), species
containing two carbon atoms are generated even though the original fuel molecule,
methane, consists of only one carbon atom. These larger molecules will subsequently
undergo oxidation themselves. Thus the oxidation mechanism of methane must in-
clude not only those of the smaller species such as CH,O and CO, but also those of
the larger, C; species. The influence of C, chemistry is particularly important for rich
mixtures because of the abundance of CHj; radicals.

b
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By extending this concept further, we can anticipate that, in principle, the C,Hj;
radicals produced through, say, (M16) can self react to generate the even larger
molecule C4Hj, while the recombination between the CH3 and C,Hs radicals pro-
duces CsHg. Consequently the oxidation mechanism of CHy, and indeed that of any
hydrocarbon, will necessarily involve the oxidation of all hydrocarbons of larger
molecules. In reality, the concentrations of these larger molecules, except those pro-
duced through the first generation of recombination, are so small that their effects
on the overall reaction response are negligible.

3.3.3. Methane Flames

Similar to the discussion on the H, and CO flames, the main difference between
the autoignition and flame chemistry is the abundance of the radicals H, O, and
OH that are produced at the flame and back diffuse upstream. Consequently, the
destruction of methane is achieved mainly through H abstraction by H, O, and OH,
that is, reactions (M3)-(MS5), producing the methyl radical. The methyl radical is
then consumed mainly by the O atom through

CH; + O = CH,0 + H, (M17)
and by HO, through (M8). Upon further hydrogen abstraction of CH,O by H,
CH,0 + H — HCO + H,, (M18)

and by OH through (M11), the formyl radical is produced. It then decomposes rapidly
to yield CO and H, or undergoes the H-abstraction by H and O,.

Some CHj; radicals will also react with the OH radical to yield the highly active,
singlet methylene radical (CH3),

CH; + OH = CH;j + H,0. (M19)

The CHj radical has no unpaired electrons, but it has an empty orbital which makes
it a highly energetic and active species. Most of the CH; are de-energized by colli-
sion with other molecules to the more stable triplet CH, radical, with two unpaired
electrons,

CH; +M — CH, + M. (M20)

The CHjJ radical can also react with O, to provide secondary chain branching, pro-
ducing the highly active H and OH radicals,

CH} + 0, — CO + H + OH (M21)

to speed up the overall oxidation.

Even if reaction (M20) is the dominant CH} removal channel, the resulting triplet
CHj; radicals are still highly active. They react readily with O, to provide secondary
chain branching,

CH, + O, — HCO + OH. (M22)
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Some of the CH; will form the CH radical through the H-abstraction reaction,
CH,; + H<= CH + H;. (M23)
The CH radicals are quickly consumed by H,O or O,

CH + H,0 — CH,O + H, (M24)
CH + 0, — HCO + O. (M25)

In rich mixtures, the relative abundance of CHj3 enhances their recombination to
yield C, species via reactions (M15) and (M16) and via the fast reaction of CHj
and CHj,

CH; + CH, = G,Hy + H. (M26)

These C, species either undergo further oxidation or may survive the attack by
oxygenated species, eventually leading to acetylene according to the reaction steps
shown in Figure 3.3.1. The production of acetylene is crucial to the formation of soot,
as will be discussed later.

3.4. OXIDATION OF C; HYDROCARBONS

We shall now discuss the oxidation mechanisms of the C, hydrocarbons, namely
ethane (C,Hp), ethylene (CyH4), and acetylene (C,H,). We first note that not only
is ethane a major intermediate during the rich combustion of methane, as shown
above, it is also the second most important constituent of natural gas. Similar to
ethane, ethylene and acetylene are fuels by themselves. Furthermore, they are the
major intermediates of ethane and higher hydrocarbon oxidation. We shall discuss
the current understanding of the oxidation mechanisms of the three C, hydrocarbons
in high-temperature flames.

The oxidation of ethane in flames starts from the H-abstraction of C,Hg by H, O,
and OH, producing the ethyl radical,

C2H6 + (H, O, OH) \ﬁ C2H5 + (HZ, OH, HzO) (Czl)

The ethyl radical is not very stable. It reacts rapidly with H and O,, or decomposes
to ethylene and an H atom,

GH;s + (H, O,) = GHy + (Hz, HO») (G22)
GHs +M=CH; +H+M, (G3)

or it reacts with O, to produce acetaldehyde (CH3;CHO),
C,Hs + O, — CH;CHO + OH. (C24)

Acetaldehyde subsequently reacts with H, O, and OH, producing the CH3CO radical,
followed by its unimolecular decomposition, leading to CH3 and CO,

CH3;CHO + (H, O, OH) = CH3CO + (H,, OH, H,O) (G25)

CH;CO +M = CH; + CO + M. (C26)

b
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Under fuel lean conditions, the ethyl radical may also react with the O atom to
produce CH3; and CH,0,

C,Hs + O — CH; + CH,O0. (C27)

The oxidation mechanism of ethylene is different from that of the alkanes in that it
does not necessarily require H-abstraction reactions before it can be oxidized. In fact,
the double bond in ethylene is susceptible to direct O and OH attack. Specifically,
when ethylene reacts with the O atom, its double bond breaks readily, yielding CH3
and HCO,

C,H, + O — CH; + HCO. (C28)

Because the products of the above reaction are radicals, reaction (C,8) provides
a secondary chain-branching step which may significantly speed up the oxidation
process.

For fuel-rich mixtures, ethylene may survive the attack by the O atom. The H-
abstraction by H and OH becomes an important source of ethylene consumption,
producing the vinyl (C,H3) radical,

C,H4 + (H, OH) = GH; + (H,, H,0). (G29)

Similar to the ethyl radical, vinyl is also quite reactive. It reacts primarily with O,
producing CH,O and HCO, and CH,CHO and O, via

CHz + O, — CH,O + HCO (Czl()a)
> CH,CHO + O. (C,10b)

Subsequent reactions of CH,CHO lead to the formation of C; radical species. The
vinyl radicals may also undergo the following three reactions, all of which lead to the
formation of acetylene,

CHs + (H, 02) — GH, + (Hz, HOz) (Czll)
CGH; +M=CH, +H+ M. (G12)

Figure 3.3.1 shows that acetylene is a major intermediate during the fuel-rich com-
bustion of methane. It is also a major product of incomplete, fuel-rich combustion,
which can be understood by examining the thermodynamics of the conversion of a
fuel molecule to acetylene. Consider the conversion of a typical —CH,— group in
an aliphatic hydrocarbon to acetylene via

1 1
—CH,— = -GH ~H,.
2 5 2 2+2 2

The process is typically endothermic by, say, 32 kcal/mol at 1,600 K. Then why is
acetylene favored? The answer lies in the entropy change of the process. The re-
lease of H, generates a significant amount of entropy, equal to 30.8 cal/mol-K at
the same temperature. The resulting Gibbs’ function value is then quite negative,
AG=32-30.8 x 1073 x 1,600 = —17 kcal/mol, favoring equilibrium toward the
product side. The corresponding equilibrium constant, K, ~ 200, is substantially



102 Oxidation Mechanisms of rgue-in

greater than unity, thus explaining the tendency of acetylene production. Of course,
the accumulation of acetylene as an incomplete combustion product requires that
oxygen is so deficient that the residual hydrocarbons remain unoxidized.

Acetylene, having an enthalpy of formation of 54 kcal/mol at the standard state, is
a highly energetic and dangerous fuel. Even in the absence of oxygen, it may undergo
spontaneous polymerization. When used as a fuel, acetylene represents a compound
with the highest energy density among the common fuels, with an adiabatic flame
temperature considerably higher than those of other fuels at the same stoichiometry,
as shown in Chapter 1.

Similar to ethylene, acetylene does not necessarily require H-abstraction to initiate
the oxidation process. This, in part, is due to the high C—H bond energy in acetylene,
equal to 131 kcal/mol, which is substantially larger than the C—H bond energy in
alkanes (e.g., 101 kcal/mol in ethane). In addition, the reaction between acetylene
and O is rapid,

GCH, + 0O — CH, + CO (C213a)
~ HCCO + H. (C,13b)

The ketenyl radical, HCCO, is extremely active, reacting readily with the H atom to
produce the singlet methylene radical,

HCCO + H — CHj + CO. (Co14)

In fuel-rich mixtures, acetylene may also combine with the H atom to produce
the vinyl radical. If there is oxygen available, the vinyl radical can be oxidized very
quickly via reactions (C,10a) and (C,10b).

The reaction for ethane, ethylene and acetylene combustion has now proceeded to
the stage that all the species (e.g., CHs, CHys, CH,O, HCO, and CO) are those that
participate in the oxidation mechanism of methane, and hence can be subsequently
described by the CH4—O, chemistry.

3.5. OXIDATION OF ALCOHOLS

The oxidation of alcohols in flames starts with H-abstraction by H, O, and OH. For
example, in methanol flames the initial attack of CH3OH occurs via the following
reactions:

CH;0H + (H, O, OH) — CH,OH + (H,, OH, H,0). (A1)

These reactions yield the hydroxymethyl radical, which readily dissociates or reacts
with molecular oxygen to form formaldehyde,
CH,OH+M — CH,O+H+M (A2)

The abstraction of an H atom from CH3OH may also lead to the formation of the
methoxyl radical, CH;0,

CH;0H + (H, O, OH) — CH;0 + (H,, OH, H,0). (Ad)

b
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When active radical species are not available for the attack of methanol, the initi-
ation of the oxidation process is achieved through

CH;0H +M — CH; + OH + M. (AS)

A less important channel may also contribute to the initiation, producing the singlet
methylene radical, CH3,

CH;0H + M — CH; + H,0 + M. (A6)

A chain reaction then follows via (M21), the reactions (A1)-(AS5), (M9), (M10), and
most importantly, (H1).

For ethanol oxidation in flames, it first undergoes the H-abstraction reactions
according to

C,HsOH + (H, 0, OH) — CH;CHOH + (H,, OH, H,0). (A7)

Similar to the hydroxymethyl radical, the CH;CHOH radical undergoes either dis-
sociation or reaction with molecular oxygen to produce acetaldehyde,

CH;CHOH + M — CH;CHO + H + M (A8)
CH3CHOH + O, — CH;CHO + HO,. (A9)

The H-abstraction from CH3CHO via (C,5) yields CH3CO, which readily dissociates
to CH3 and CO through (C;6).

In the absence of active radical species, ethanol may dissociate when exposed to
high temperatures through breaking of the C—C bond, which is the weakest among
all bonds,

C,Hs0OH +M — CHj; + CH,;OH + M. (A10)
It may also react with O, through

Depending on the ethanol-to-oxygen ratio, different amounts of ethylene are pro-
duced among the intermediate species. The ratio of ethylene to acetaldehyde in-
creases with increasing equivalence ratio. The methyl radical, which is produced from
CH;CO dissociation, recombines to form ethane, which is subsequently converted
to ethylene via reactions (C;1), (C,2), and (C,3).

3.6. HIGH-TEMPERATURE OXIDATION OF HIGHER ALIPHATIC FUELS

We shall limit our discussion here to the oxidation mechanism of higher aliphatic
compounds under high-temperature combustion conditions. It will be shown that the
mechanistic features of the oxidation process are similar among higher aliphatic hy-
drocarbons, and that the submechanisms of H,—CO—0O,, CH;—0, and CG;H,—0O,
discussed in previous sections are the building blocks for the higher aliphatic hy-
drocarbon combustion. A general discussion of aliphatic fuel oxidation at low- to
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intermediate-temperature regime, specifically the cool flame phenomenon and the
temperature dependence of the oxidation rates, will be given in Section 3.8.

Before we proceed to elaborate on the oxidation mechanism of the higher alipha-
tic fuels, it is necessary to devote some discussion here on the chemical bond energy
and the B-scission rule, which is one of the foundations upon which the oxidation
mechanisms of aliphatics are understood.

3.6.1. The 3-Scission Rule

In Chapter 1, we have defined the bond energy, or more precisely, the bond dissoci-
ation energy, BDE, as the enthalpy associated with the breaking of a chemical bond
(McMillen & Golden 1982). Since bond breaking is usually endothermic, the acti-
vation energy of such a reaction is then equal to the BDE plus the energy barrier
of the reverse bond association reaction. Hence, a low activation energy, and thus,
a large rate constant requires necessarily, although not sufficiently, a small BDE. In
other words, the chemical bonds in a molecule that have smaller BDEs are more
susceptible to dissociation than those with larger BDEs.

The B-scission rule states that, for a radical species, the bonds that will break are
those one removed from the radical site because they have the lowest bond energies
amongst all the bonds. Physically, the unpaired electron at the radical site strengthens
the adjacent bonds, rendering the bonds next to them most susceptible to break.
Taking the primary propyl radical (n-CsH7) as an example, the bond dissociation
energies, BDE (kcal/mol), for all the bonds are shown in the following diagram:

el00 24 99,
‘ ‘34 ‘>100
H H H

Clearly, the 8 C—C bond has the lowest BDE, 24 kcal/mol, and is the most preferred
bond to break. The resulting products are ethylene (C,Hy4) and methyl (CH3). The
second least stable bond is the 8 C—H bond, which has a BDE of 34 kcal/mol. The
breaking of the 8 C-H leads to propene (CsHs) and an H atom.

Another example is the n-hexyl radical,

Again, the weakest bond, with a BDE of 22 kcal/mol, is the § C—C bond. The most
probable products of decomposition are then ethylene (C,H4) and n-butyl radical
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(n-C4Hy). The second weakest bond, with a BDE of 36 kcal/mol, is the 8 C—H bond.
In this case, the decomposition yields 1-haxene (C¢Hjz) and an H atom.

It may also be noted that, while the C—C bond breaking appears to be more prob-
able based on bond energy considerations, C—H bond dissociation reactions usually
have a larger Afactor than C—C bond dissociation reactions. Considering the influ-
ences of both activation energy and A factor on the rate constant, we can generally
assume that whereas the C—C bond dissociation is preferred at low temperatures,
the C—H bond breaking prevails at high temperatures.

For radicals without a 8 C—C bond, the 8 C—H bonds are always the most sus-
ceptible to dissociation, for example,

H H H H
40
| \ si00 . .
= 9 c—cC H—c—c g
o B/ N\ I
H H H H H M H

This explains why the dissociation reactions of ethyl (C,Hs) and vinyl (C,H3), pro-
ducing C;Hy4 + H through (C,3) and C;H, + H through (C;11), respectively, are the
dominant decomposition channels of ethyl and vinyl, as discussed in Section 3.4.

For many radical species derived from unsaturated hydrocarbons, the § C—H
bonds may actually be weaker than the 8 C—C bonds. Consider the 1,3-butadien-1-
yl (n-C4Hs) radical,

H
35\ >100
C
\ >100 / 41 o
C C H
>100 / \>100
H H

The most probable products of dissociation are vinylacetylene (C4H,) and the
H atom. In general, the § C—H bond is the weakest if the y bond, that is, two
removed from the radical site, is a double or triple bond.

The above consideration, however, does not apply to cyclic species. An example
is the phenyl (CsHs) radical as shown here:

H\ - C\Kmo - H

C 780
‘I 62
C C.90
H/ \CGOO\
102‘

H
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Reactant Products BDE(kcal/mol)
H
/
H—C=C—C H H—C=C—C
A\ /35 N\ +H 35
c*c C—C=C—H
/ \
H C—H H
H
- /
H—C= Cic\\ + C2H2 41
C—H
H
H H -59
H H

Figure 3.6.1. Example illustrating an exception to the g-scission rule.

The 8 C—Cbond, with a BDE value of 62 kcal/mol, is apparently the most susceptible
to decomposition.

The examples given above illustrate the simplicity and reliability of the B-scission
rule. One should, however, exercise caution when dealing with the decomposition
mechanism of a large radical species. Figure 3.6.1 illustrates that for certain radical
species the B-scission process itself is less probable than the isomerization and the
formation of a new bond. As the diagram shows, the B-scission rule states that the
reaction should proceed with C¢Hs + H and C4H3 + C,H; as the most probable
products. However, since the isomerization of C¢Hs, leading to the cyclic phenyl
radical, is actually exothermic by 59 kcal/mol, it is more favorable than the §-scission
reactions.

3.6.2. Oxidation Mechanisms
Similar to methane and ethane oxidation, the oxidation of higher aliphatic com-
pounds in a homogeneous mixture of fuel and oxidant is initiated by a bond-breaking
process when such a mixture is exposed to a high temperature environment. For a
straight-chain aliphatic fuel, the initial bond breaking occurs most likely between
one of the C—C bonds.

In flames, the initial attack is through the H-abstraction reactions,

RH + (H, O, OH) — R + (H,, OH, H,0), (3.6.1)
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Table 3.2. Comparison of bond energies among primary,
secondary, and tertiary C—H bonds in aliphatic compounds

Type of C—H Bond Compound BDE (kcal/mol)
primary C,Hg¢ 101.1+0.4
secondary C;Hg 98.6 0.4
n-C4Hg 98.3+0.5
tertiary i-C4Hyo 96.4 +0.4

where R is a function group (e.g., C3Hy). The rate of the abstraction reaction de-
pends somewhat on the type of C—H bonds in the aliphatic compound. Consider the
C—H bonds in 2-methylbutane,

H H

~
Y

T
‘CPH
H

|
H_‘C
H

0

T
M

Depending on the neighboring environments of the C atom, the C—H bonds can
be classified into three types, primary, secondary, and tertiary, which are denoted by
“p,” “s,” and “t,” respectively. While a primary C—H bond is one whose C atom is
bonded with one C atom and three H atoms, a secondary C—H bond is one whose
C atom has two bonded C atoms and two H atoms. A tertiary C—H bond involves a
C atom that is bonded to three other C atoms. Thus, while ethane has only primary
C—H bonds, propane has six primary and two secondary C—H bonds.

Compared to the primary C—H bond, the secondary and tertiary C—H bonds
are usually weaker (Table 3.2). The activation energies of H abstraction from the
primary C—H bonds tend to be larger than those from the secondary and tertiary
C—H bonds. On the other hand, H-abstraction from the primary positions usually
has a larger A factor than the secondary and tertiary H-abstractions. As a result,
the production of primary, secondary, and tertiary radicals by H-abstraction at high
temperatures tends to proceed at about the same rate, within a few factors.

Obviously, the attack on the p, s, and ¢t C—H bonds by H-abstraction yields dif-
ferent reaction products. For example, while the H-abstraction of propane at the
primary C—H bonds yields the n-propyl radical,

C3H3 + (H, O, OH) — n—C3H7 + (HQ, OH, H20), (C31)
the attack of the secondary C—H bond produces the i-propyl radical,

Cs;Hs + (H, O, OH) — i-C3H7 + (Hz, OH, H,0). (Gs2)
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Then the further oxidation of the propyl radical bifurcates, with the first through the
B scission of the n-propyl radical to form ethylene and a methyl radical,

n-CsH; — C,H4 + CHs, (C33)

and the second via the dissociation of the i-propyl radical, yielding propene (CsHg)
and the H atom,

i-C3H7 — C3H6 + H. (C34)

The oxidation mechanism of propene is in principle similar to that of ethylene, in
that propene is oxidized by the O atom to break the C=C bond,

Cs;Hg + O — C,Hs + HCO (C35a)
— CH,CO + CHs + H, (C55b)

or it may undergo the H-abstraction reactions, producing the allyl radical (C3Hs). The
allyl radicals are further oxidized by O, OH, O,, and HO,, producing oxygenated or
nonoxygenated C; and C; species. Now the reaction has proceeded to the stage where
all the species are those participating in the reactions of the H,—CO—0,, CH4—O,,
and C;H,—O; systems, it can be subsequently described by the mechanisms already
discussed.

For higher, straight-chain alkanes, upon H abstraction, the primary alkyl radicals
will decompose sequentially to several ethylene molecules and the ethyl or methyl
radicals, depending on whether the fuel molecule contains an even or odd number
of C atoms. For example, while the decomposition of the n-hexyl radical (n-C¢Hji3)
follows

n-C¢Hiz3 — C,Hy + n-C4Hy (Cel)
n-C4Hy — C,Hy4 + C,Hs5, (C41)

the n-pentyl radical (n-CsH;;1) decomposes according to

n-CsHyy — C,Hy + n-CsH7 (C51)
I’l-C3H7 — C2H4 + CH3 (C33)

Again, subsequent reactions can now be described by the systems involving metha-
ne, ethane, ethylene, CO, and hydrogen.

The B-scission reactions of secondary alkyl radicals are more complex than those
of the primary alkyl radicals. The products depend on the radical position and size of
the fuel molecule. Nonetheless, they must include an alkene (propene, butene, etc.)
and methyl or ethyl as the -scission products. For example, while 2-pentyl (2-CsHj;)
decomposes to propene and ethyl,

CH3-CH2-CH2-CH-CH3 g C2H5 + C3H6, (C52)
the 3-pentyl (3-CsHj; ) radical decomposes to 1-butene and methyl,
CH;-CH,-CH-CH,-CH; — CH; + 1-C4Hs. (C53)

b
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The resulting propene reacts readily with the O atom according to reaction steps
(Cs5a) and (Cs5b). For 1-butene, further H-abstraction reactions, followed by the
B-scission process, may lead to a variety of products, including 1,3-butadiene (1,3-
C4Hp), 1,2-butadiene (1,2-C4Hg), ethylene, and the vinyl radical. The butadiene
species may either react with the O atom and the OH radical, or undergo reaction
with the H atoms, producing C;, C,, and C; fragments.

3.7. OXIDATION OF AROMATICS

The importance of gaining a basic understanding of the oxidation mechanisms of aro-
matics is appreciated by recognizing that modern gasoline fuels contain a substantial
amount of aromatics, and that aromatics are generally thought as the precursor to
soot. In this section, we shall focus on the oxidation mechanisms of benzene and
alkylbenzene (Brezinsky 1986; Dagaut, Pengloan & Ristori 2002), recognizing that
the oxidation mechanisms of polycyclic aromatic hydrocarbons are not at all well
understood at present.

A significant difference in the oxidation mechanisms of aliphatics and aromatics
is the rate of the disintegration of the initial fuel molecules. Specifically, the initial
decomposition of the alkyl radical is relatively rapid at high temperatures, such that
the rate-limiting steps during the combustion of aliphatic fuels are mostly the reac-
tions of the C; to C; species. This is not the case with aromatics. The disintegration
of the aromatic ring is often slow, and sometimes constitutes as a bottleneck. The
reason can be easily understood by comparing the § C—C bond energies in phenyl
(62 kcal/mol) with an alkyl radical like n-hexyl (22 kcal/mol). As a result, the phenyl
radical does not decompose as readily as the alkyl radical. Its persistence in large
concentrations in benzene combustion allows direct oxidation of the ring structure,
as depicted in Figure 3.7.1 and discussed in the following.

Like the alkanes, the oxidation of benzene in flames can start with the H-
abstraction reactions,

Ce¢Hg + (H, OH) — C¢Hs + (H,, H,0). (B1)
The phenyl radical tends to combine with the H atom, reproducing benzene,
C¢Hs + H+M — C¢Hg + M. (BZ)

The remaining phenyl radicals react with molecular oxygen to form mainly the phe-
noxyl (C¢HsO) radicals, and to a lesser extent, benzoquinone (CsH40,),

C¢Hs + O, - C¢HsO0 + O (B3a)
— C¢H40, + OH. (B3b)

In addition to the above reactions, benzene can react directly with the O atom, leading
to the formation of a CO bond,

CsHs + O — CsHsO + H. (B4)
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Figure 3.7.1. Reaction pathways of high-temperature benzene oxidation.

Like phenyl, the phenoxyl radical tends to recombine with the H atom to form
phenol, which has been observed to exist in large quantity in both flow-reactor ex-
periments and in laminar premixed flames,

C¢HsO +H+ M — C¢H5;0OH + M. (BS)

Competing with the above radical-radical combination channel is the thermal de-
composition of the phenoxyl radical, which expels CO and leads to the cyclopenta-
dienyl radical (CsHs),

CsHsO +M — CsHs + CO + M. (B6)

The cyclopentadienyl radical can then combine with an H atom to form cyclopenta-
diene (CsHg),

CsHs + H+M — CsHg + M. (B7)
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The further oxidation pathways of CsHs and CsHg remain unclear as at what stage
the transition from the cyclic to the noncyclic structure takes place. The reactions of
CsHs and O, OH, and HO,, via the following reaction sequence

CsHs + O — CsH,O + H (B3)
CsHs + OH — CsH4OH + H (B9)
CsH,OH+M — CsH,O +H+M (B10)
CsHs + HO, — CsHsO + OH (B11)
CsH40 + M — 2C,H, + CO + M (B12)
CsHsO + M — C4Hs + CO + M (B13)
CiHs + M — CH, + GHs + M, (B14)

appear to explain the species profile measured in flow reactor studies of benzene
oxidation. Recent studies suggest that the disintegration of the ring structure occurs
with cyclopentadienone (CsH4O) thermal decomposition, leading to cyclobutadi-
ene (c-C4Hy), which subsequently dissociates to vinylacetylene (C4Hy), diacetylene
(C4H,), and acetylene,

CH,O+M — ¢c-CiH;, +CO+M (B15)
¢-C4Hy + M — (C4Hy4, C4Hy) 4+ (Hz, 2C,H,) + M. (B16)

The CsHsO radical appears to be highly unstable. It tends to expel an H atom to
form CsH40,

CsHsO + M — CsH,O + H + M. (B17)

The benzoquinone produced from (B3a) presumably decomposes by expelling
a CO,

CeH4O + M — CsH4O + CO + M, (B18)

although it can also react with the H, O, and OH radical species.

Recent studies also suggest that other reaction channels exist, even during the
initial attack of the benzene molecule. For example, it is shown that the reaction
between benzene and the O atom can lead directly to the cyclopentadienyl and
formyl radicals,

C¢Hg + O — CsH;s + HCO. (B19)

Likewise, similar reactions are possible with phenol and cyclopentadiene.

It is generally accepted that the oxidation of the alkyl benzene compounds starts
with the disintegration of the alkyl functional group. For example, the initial oxidation
of toluene (C¢HsCHj3) in flames appears to proceed through the following steps,
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which eventually lead to the formation of the intermediate phenyl radical:

C¢HsCH; + (H, OH) — C¢HsCH, + (Ha, H,0) (B20)
C¢HsCH, + H + M — C¢HsCH; + M (B21)
C¢HsCH, + O — CHsCHO + H (B22)

C¢HsCH, + HO, — C¢HsCHO + H + OH (B23)
C¢HsCHO + (H, OH, O,) — C¢HsCO + (H,, H,0, HO;) (B24)
C¢HsCO + M — C¢Hs + CO +M (B25)

Ce¢HsCH; + H — C¢Hs + CH,. (B26)

The destruction of the phenyl radicals follows that of the benzene oxidation
mechanism.

3.8. HYDROCARBON OXIDATION AT LOW
TO INTERMEDIATE TEMPERATURES

So far we have discussed the oxidation mechanisms of fuels during high-
temperature combustion. In this section, we shall shift our focus to hydrocarbon oxi-
dation in the low- to intermediate-temperature regime (<1,000 K). The chemistry in
this regime is relevant to ignition, including such practical combustion phenomenon
as engine knock.

Similar to the H,—O, system, homogeneous mixtures of aliphatic hydrocarbon and
oxygen also exhibit explosion limits. The pressure—temperature limits at explosion
are, however, quite different from that of hydrogen. Figure 3.8.1 shows a typical
p-T diagram, which characterizes the ignition boundaries of methane, ethane, and
propane. The explosion behavior of higher aliphatic hydrocarbons resembles that of
propane.

In general, the homogeneous ignition temperature decreases with increasing
aliphatic hydrocarbon size, indicating that the tendency of explosion is higher for
higher hydrocarbons. This behavior can be qualitatively understood by examining
the C—H bond dissociation energy of methane, ethane, and the higher aliphatic hy-
drocarbons. That is, the C—H bonds in methane are 4 kcal/mol stronger than those of
ethane, whereas the C—H bonds in ethane are 2-3 kcal/mol stronger (see Table 3.2)
than the secondary C—H bonds, which exist only in propane and higher aliphatic
hydrocarbons. Since the explosion process depends on the initial attack of the hy-
drocarbon molecules by O, and consequently by active radicals, the difference in
bond energy is translated into the difference in the activation energy of these reac-
tions. As a result, it is more difficult to abstract an H atom from methane than from
ethane, and from ethane than from the higher hydrocarbons. A higher temperature
is thus needed to make a methane—oxygen mixture explosive.

As demonstrated in Figure 3.8.1, the explosion boundary varies from the sim-
ple p—T relationship in methane oxidation, to more complex behaviors in higher
hydrocarbon oxidation. For methane, the explosion temperature varies smoothly

b
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Figure 3.8.1. Explosion limits of methane, ethane, and propane.

and decreases monotonically with increasing pressure. In the case of ethane, the ex-
plosion temperature first shows a slow decrease as pressure increases, then a sharp
decline with further increase in pressure.

For higher aliphatic hydrocarbons, the explosion p—T diagram is more complex.
For a fixed pressure of a few atmospheres, say along ABCD, the following is observed
with increasing temperature. First, there is no observable change in the mixture at A,
where the temperature is below T ~ 530 K. This low-temperature regime is one of
chemical synthesis that produces oxygen-containing organic molecules. Oxidation in
this regime can only occur through the agency of initiators or catalysts; without them
the homogeneous oxidation rates are negligibly slow. From the combustion point of
view, this low-temperature regime is not important.

With increasing temperature, we arrive at point B enclosed by a peninsula, which
lies between 570 and 670 K. In this peninsular regime, one observes pale blue emis-
sions characteristic of peroxides and formaldehyde, as compared to the green C; and
blue-violet CH emissions characteristic of the high-temperature regime. The emis-
sion of such chemiluminescence occurs without having violent temperature and/or
pressure rises seen in an explosion process. This phenomenon is commonly called the
“cool flame” (Benson 1981; Lewis & von Elbe 1987). Cool flames can appear either
in the upstream region of a premixed flame, or as precursors to the onset of explo-
sion in a homogeneous mixture. Their reaction rates are generally much lower than
those of high-temperature oxidation, and the reactions consume only 5-10 percent of
the hydrocarbons. Cool flames may also occur in a periodic manner. That is, during
the passage of a cool flame, the temperature can be raised by 100-200 K. The in-
crease in temperature, however, rapidly slows down the reaction. With simultaneous
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Figure 3.8.2. 1.79 percent n-Heptane oxidation behind reflected shock waves in 80 percent Ny,
pressure: 13.5 bar (adapted from Ciezki & Adomeit 1993).

heat loss, say from the wall of the vessel, the mixture is then cooled. This contin-
ues until a sufficiently low temperature is reached such that the reaction is again
facilitated. The cycle thus repeats itself.

Consistent with the periodic behavior of the cool flame is that when the system
temperature is increased from B to C, the reactions slow down until a complete
stop. Such a temperature dependence is often called the “negative” temperature
coefficient (NTC) for the reaction rate. With a further increase in temperature from
C to D at around 700 K, the explosion is preceded by a narrow regime with a bright
blue flame.

Figure 3.8.2 shows experimental data (Ciezki & Adomeit 1993) on the ignition
delay of heptane—oxygen—nitrogen mixtures behind reflected shock waves, demon-
strating the existence and influence of the NTC regime.

The cool flame behavior, and the associated negative temperature coefficient for
the reaction rate, are consequences of the following mechanism. Initiation comes
from the reaction between fuel and molecular oxygen,

RH + 0, — R + HO,, (R1)

producing R, which further reacts with oxygen according to

R+0,+M = RO, +M (R2)
R + O, — olefin + HO, (R3)
RO, + RH — RO,H + R (R4)
ROH+M - RO+ OH+ M (R5)

RH + (OH, HO,, RO) — R + (H,0, H,0,, ROH). (R6)

b
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Thusitis seen that the reaction between R and O, can proceed in two paths. The first is
aradical propagation path, involving an exothermic step (R2) with 39 kcal/mol energy
release, followed by (R4), which generates the radicals R to feed (R2). The RO,H
decomposes readily to two radical species, RO and OH, and therefore produces a
degenerate chain branching. This path is responsible for the oxidation process in a
cool flame. In the second path involving (R3), an olefin forms with 9 kcal/mol heat
release. The HO, reacts with RH to form H,O,, which is a metastable species below
750 K, and hence does not contribute to chain branching.

When the temperature is increased to above 600 K, reaction (R3) becomes in-
creasingly fast, but (R2) slows down because kg, tends to decrease with increasing
temperature, and its reverse reaction also becomes progressively more important.
As a result, the amount of RO, that can be fed to (R4) decreases rapidly. The pro-
duction rate of RO,H decreases to the extent that the subsequent chain-branching
step (R5) stops, and the overall reaction will eventually shut itself off. This explains
the negative temperature coefficient for the reaction rate.

If the mixture can be heated to about 700 K, then the branching reaction

H,0, +M — OH + OH+ M (H15)

becomes important, generating large quantities of OH radicals to initiate reactions
in the intermediate-temperature regime.

3.9. CHEMISTRY OF POLLUTANT FORMATION

It is estimated that over 90 percent of the air pollutants are generated from burning
fossil fuels. A basic understanding of the mechanism of pollutant formation is then
a first step toward developing rational strategies of pollutant reduction.

There are three principal pollutants that are produced from fossil fuel combustion,
namely oxides of nitrogen, oxides of sulfur, and soot. Oxides of nitrogen consist of
nitric oxide (NO) and nitrogen dioxide (NO;), which are collectively referred to as
NO,, and nitrous oxide (N,O). The nitrogen atom needed for their formation comes
from either the molecular nitrogen in the oxidizing gas, particularly air, or the fuel.
Since most processed gas and liquid petroleum fuels have practically no nitrogen
content, their formation from the burning of these fuels then primarily depends on
the ease with which N can be abstracted from the tightly bound N;. On the other
hand, fuel-bound nitrogen could be present in abundance in unprocessed fossil fuels,
such as coal and even some natural gas, and could constitute a significant source for
their formation.

As mentioned in the Introduction, nitrogen oxides are directly responsible for
the photochemical smog; sulfur oxides are related to acid rain; and soot is one
of the major sources of small atmospheric aerosols in urban areas. Unburnt inter-
mediate species during combustion, including carbon monoxide and formaldehyde,
and unburnt hydrocarbons are also pollutants; the mechanisms of their formation
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and destruction have already been discussed in this chapter. Furthermore, since the
source of sulfur in SO, is mostly fuel-bound, the minimization of SO, emission can
be basically achieved at the stage of fuel processing and by flue gas scrubbing. This
section therefore focuses on understanding the reaction paths involved in the for-
mation and control of nitrogen oxides and soot. Reviews on the formation and con-
trol of nitrogen oxides can be found in Miller and Bowman (1989) and Bowman
(1992, 2000), and those on soot properties are given in Haynes and Wagner (1981),
Kennedy (1997), and Richter and Howard (2000). In particular, the following dis-
cussion on the formation and removal of oxides of nitrogen follow closely that of
Bowman (2000).

3.9.1. Oxides of Nitrogen

3.9.1.1. Mechanisms of NO Formation: Nitric oxide can be formed from atmospheric
N, through three mechanisms, namely the thermal NO, the prompt NO, and the
N,O mechanisms. The thermal NO mechanism consists of three reactions:

N>+0O — NO+N (N1)
0,+N - NO+0 (N2)
N+ OH — NO + H. (N3)

This sequence is referred to as the Zel’dovich mechanism. The rate-controlling reac-
tion for this mechanism is (N1), which requires the breaking of the tight N, bond and
as such is favored to form in high-temperature gases. The formation is also weakly
dependent on the availability of O,. Consequently NO emission from engines typ-
ically peaks slightly on the lean side of stoichiometry. As a rough guideline, ther-
mal NO formation is usually considered to be unimportant at temperatures below
1,800 K.

The prompt NO mechanism was proposed when it was observed that there is sub-
stantial NO formation in the upstream, colder part of premixed hydrocarbon flames,
where the O atom concentration is relatively low, and the Zel’dovich mechanism
cannot fully explain the NO production. It was also observed that the flamefront
NO formation tends to increase as the unburned mixture becomes fuel rich. These
evidences led Fenimore (1971) to propose that the reactions between N, and the
hydrocarbon radical species are responsible for the formation of NO in the colder
part of the flame. This prompt NO mechanism has now been extended to include
a large set of reactions. The main sequence of reactions involve the initial reaction
of N, with CH and CH,, producing NCN, HCN (hydrogen cyanide) and the H and
NH radicals,

N, + CH — NCN + H (N4)

N, + CH, — HCN + NH. (N5)
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The HCN and NH formed can undergo further reactions (Bowman 1973) which
ultimately lead to the formation of N and consequently NO via (N2) and (N3),

HCN + O — NCO + H (N6)
HCN + (H, OH) — CN + (H,, H,0) (N7)
NCO + H — NH + CO (N8)

NH + (H, OH) — N + (H,, H,0) (N9)
CN + O — N + CO, (N10)

while the oxidation of NCN by O, OH, and O, also leads to the formation of NO
(Moskaleva & Lin 2000). Since the concentrations of O, CH, CH; tend to increase
with increasing temperature, the formation of prompt NO still increases with increas-
ing flame temperature.

Formation of NO through the N,O route follows the sequence

N> +0+M — N,O +M (N11)
N,O + O — NO + NO. (N12)

Since this sequence requires the O atom and the three-body recombination reaction
(N11), the formation of NO is favored with increasing air concentration and pressure.

For NO formation from fuel-bound nitrogen, the nitrogen-containing fuel species
are usually aromatic and polyaromatic compounds with one or more nitrogen atoms.
The nitrogen-containing species that evolve from fuel pyrolysis are mostly HCN
and to a lesser extent ammonia (NHj3). Consequently the NO formation mechanism
follows those involving HCN and NHj;. This is discussed in detail in Miller and
Bowman (1989).

3.9.1.2. NO Control: Since the formation of NO frequently requires high temper-
atures, an obvious strategy towards reducing NO formation is to reduce the com-
bustion temperature. This can be achieved by increasing the inert content of the
combustion mixture, for example through exhaust gas recirculation (EGR), or re-
ducing the extent of nonpremixed, stoichiometric, burning (see Chapter 6) through
faster vaporization of the fuel droplets or better mixing of the fuel and oxidizer
streams. Water injection has also been found effective because its presence not only
lowers the flame temperature, but it also removes the O atom via

O + H,0 — OH + OH, (H4)

thereby reducing the extent of the rate-limiting reaction (N1) in the Zel’dovich
mechanism.

The formation of NO can also be reduced through staged combustion. In this
process burning first occurs in a fuel-rich stage, typically with ¢ ~ 1.4, such that NO
formation is reduced due to the reduced temperature and oxygen concentration.
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In the second stage, air is added to consume the fuel. Although the addition of
oxygen and the associated increase in the combustion temperature tend to favor NO
formation, the residence time is now limited and as such the overall NO formation is
reduced. Furthermore, excess air can be introduced during the second stage to limit
the temperature.

Additional techniques have been developed to remove the NO formed during
active combustion. The firstinvolves adding sufficient fuel to the combustion products
to render it fuel rich, which promotes the “reburning” of NO through the following
sequence:

CH +NO — HCN + O (N13)
CH +NO — HCO + N (N14)
CH; + NO — HCN + H,0 (N15)
CH; + NO — H,CN + OH (N16)
HCCO + NO — HCN + CO, (N17)
HCCO + NO — HCNO + CO (N18)
N +NO — N, + O. (-N1)

The HCN formed proceeds to react with the O atom through (N6), followed by (N7)-
(N10). The N atoms produced from (N9) and (N10) feed reaction (—N1) to complete
the reburn sequence. Additional air is then introduced to complete the consumption
of the fuel.

The second technique, referred to as Selective Non-Catalytic Reduction (SNCR),
involves injecting a nitrogen-containing additive into the combustion products, and
thereby initiating a sequence of reactions that chemically reduces the NO to other
species. For example, through the Thermal DeNO, process, NO is reacted away by
injecting ammonia within a temperature window of 1,100-1,400 K, leading to the
reactions

NH;, + NO — NNH + OH (N19)
NH; + NO — N; + H,0, (N20)
with the NNH produced either decompose through
NNH — N; +H, (N21)
or react with O, through
NNH + O; — N; + HO». (N22)

A second SNCR process is that of RAPRENOX, in which cyanuric acid is in-
jected into the combustion products. The resulting reaction sequence involves first

b
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sublimation of the cyanuric acid

(HOCN), — 3HNCO (N23)
HNCO + OH — NCO + H,0 (N24)
HNCO + OH — NH, + CO, (N25)

NCO + NO — N,0 + CO. (N26)

Thus NO is converted to N, O, which is not regulated but is nevertheless a greenhouse
gas. Its reaction mechanism is discussed next.

3.9.1.3. Formation and Removal of NO2 and N»>O: The principal formation step of
N02 is

NO + RO, — NO, + RO, (N27)

where RO, is a peroxy radical. The NO, formed, however, can be rapidly converted
back to NO through

NO, + H — NO + OH (N28)
NO, + O — NO + O, (N29)

especially in the high-temperature flame environment containing an abundance of
H and O radicals.

Nitrous oxide is formed through (N11), as mentioned earlier, and is removed
through (N12) and

N,O +H — N, + OH (N30)
N,O 4+ O — N; + Os. (N31)

3.9.2. Soot Formation

Formation of particulate carbon, or soot, is a phenomenon often observed in the
combustion of hydrocarbons. The yellowish luminescence observed in a wood or
coal fire is caused by the thermal radiation of soot in flames. The smoke emitted
from the exhaust of an automobile or from a household chimney is also a result of
dispersion of soot particles in the burned gas. Soot formed in a boiler flame provides
the necessary radiation source for heat transfer, while airborne carbon particulates
from combustion are known to be carcinogenic.

Sootis not a uniquely defined chemical substance in that it contains mostly carbon,
with up to 10 percent (mol) of hydrogen. The atomic C/H ratio is about 8 to 1. The
mass density of soot is about 2 g/cm?®. When soot is extracted with organic solvents,
highly condensed polycyclic aromatic hydrocarbons (PAHs) are found in the solvents.

Electron microscopy studies show that a soot “particle” often consists of chain-like
aggregates of nearly spherical particles. These spherical particles, called the primary
particles, may contain between 10° to 10° carbon atoms, and usually have diameters
between 20 to 50 nm. X-ray diffraction shows that the primary soot particles are
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Figure 3.9.1. Selected pathways of benzene formation in hydrocarbon combustion.

made up of a large number of randomly arranged grains. Each grain consists of 5 to
10 nearly parallel planes arranged in a turbostractic fashion. Each layer is between 1
to 2 nm in dimension and contains on the order of 50 carbon atoms. The inner layer
spacing is about 0.35 nm, which is of the same order as that of graphite.

It is well accepted that the physical and chemical coalescence of PAHs is responsi-
ble for the inception of soot. (Frenklach et al. 1984; Frenklach & Warnatz 1987). The
growth of soot particles to the size observed in combustion exhaust is caused by the
coagulation of smaller incipient soot particles, by PAH surface condensation, and by
surface reactions between soot and gaseous species like acetylene. Soot produced
from flames may be oxidized by OH, O, and O, before the combustion gas reaches
the exhaust. Addition of steam and carbon dioxide to the combusting gas can also
enhance soot oxidation, possibly achieved by the increase in OH concentration as a
result of increased concentrations of H,O and through the direct reaction between
C and CO; to produce CO.

Because PAHs are the precursors to soot, a basic understanding of the mechanism
of soot formation must start with that of PAH formation. It is known that acety-
lene forms in large concentrations in fuel-rich combustion, and its polymerization is
thought to be responsible for the formation of PAHs. In particular, the first aromatic
ring may be produced from nonaromatic species in the reaction sequence depicted
in Figure 3.9.1. It is seen that in addition to the importance of acetylene during the
formation of the first aromatic ring, that is, benzene and phenyl, the H atom also
plays a critical role in that it activates/deactivates the radical species from which the
first aromatic ring forms. This is also the case during the growth of the aromatic ring
to PAHs, as will be seen later.

When burning long-chain aliphatic fuels, methylene radicals are produced from
the reaction between C,H; and the O atom, that is, reactions (C;13a), (C,13b),
and (C;14), thus their presence is directly related to acetylene. Only in fuel-rich
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Figure 3.9.2. The H-abstraction-C,H;-addition (HACA) mechanism of polycyclic aromatic hydro-
carbon formation.

methane or natural gas flames are methylene radicals produced from the direct re-
action between CH3 and OH through (M19), which enhances the propargyl (CsH3)
recombination path to benzene.

The further growth of the aromatics is thought to proceed through the H-
abstraction—C,;H,-addition (HACA) mechanisms, as shown in Figure 3.9.2. In this
mechanism, the addition of acetylene to an aromatic radical, like phenyl, leads to
either the bonding of an ethynyl (—C,H) group with the aromatic ring, or the forma-
tion of an additional condensed aromatic ring. Depending on the neighboring ring
structure, the newly formed ring can either be a radical, which can grow readily with
acetylene, or it may be a molecular species. The latter will have to be “activated”
through the H-abstraction reaction to produce a PAH radical species, before it can
undergo the further growth reaction with acetylene.

If the concentrations of aromatic species are sufficiently large, PAH growth through
the direct ring-ring condensation is also possible. For example, benzene and phenyl
can react to form biphenyl. Through the H-abstraction reaction, a biphenyl radical
forms and can react with acetylene to form the three-ring phenanthrene, or it can
react with benzene to form a four ring aromatic species. Such a reaction sequence is
shown in Figure 3.9.3.

The competition between the HACA mechanism and the aromatic condensation
mechanism is largely determined by the ratio of acetylene to benzene. If the concen-
tration of acetylene is substantially larger than that of benzene, the HACA mech-
anism dominates. However, if the acetylene concentration is about equal to that of
benzene, as in the very early stage of a premixed benzene flame, then the aromatic—
aromatic condensation mechanism may prevail.

The reaction pathways leading to PAH formation and growth as depicted in the
three diagrams just discussed is highly reversible. When the temperature exceeds
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Figure 3.9.3. An alternate polycyclic aromatic hydrocarbon growth mechanism.

around 1,800 K, some of these reactions may proceed in the reverse direction in favor
of the reactants. Hence, the same reactions that are responsible for PAH formation
and growth also cause PAHs to thermally decompose at high temperatures. In fact,
the reduction of PAH concentrations in the post-burning region of a premixed flame
is caused by the thermal decomposition of the PAHs following the reverse of the
reaction pathways shown in these diagrams, and to a lesser extent, due to oxidation.

When PAHs grow to the size of pyrene (a four-ringed PAH) or larger, they may
be able to condense onto each other upon collision and form small clusters. These
clusters can continue to react with acetylene following the same mechanism of PAH
growth, or they may coagulate to form larger clusters. These chemical and physical
processes eventually lead to the formation of soot particles. When the PAH concen-
trations are sufficiently high, surface condensation may become a major source of
soot mass growth. Detailed kinetic models formulated on the basis of these physi-
cal and chemical processes can predict reasonably well soot production in laminar
premixed and nonpremixed flames of simple hydrocarbons such as acetylene and
ethylene.

3.10. MECHANISM DEVELOPMENT AND REDUCTION

3.10.1. Postulated Semiglobal Mechanisms

Recognizing the complexity of a detailed reaction mechanism and the intricacy of
fuel oxidation kinetics, rational modeling and simulation of combustion phenomena
are invariably faced with the need for simpler but chemically realistic mechanisms.
An early attempt toward achieving this goal is to extend the concept of the one-step
overall reaction between reactants and products, with constant kinetic parameters, by
postulating some global and semiglobal reactions characterized by additional major
intermediates and empirically determined kinetic parameters. Since the approach is
basically empirical, it does not require knowledge of the detailed mechanism.
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The simplest semiglobal mechanism is, of course, the one-step overall reaction,
such as that for methane oxidation,

CH4 + 20, — CO; +2H,O0.

Chemical information can be introduced into its rate expression by using empirically
extracted kinetic parameters of frequency factor, activation energy, and reaction
order based on results from some experimental phenomena, such as ignition delay
times and propagation speeds of laminar flames. It was however found (Westbrook
& Dryer 1981, 1984) that such a scheme cannot satisfactorily describe the flame
propagation data from fuel-lean to fuel-rich conditions. A major weakness of this
global reaction step is the neglect of CO, because in typical hydrocarbon flames
large amounts of CO and H; may exist in equilibrium with CO, and H,O, while CO
oxidation is also a rather slow process. Thus a two-step mechanism can be postulated
to account for the influence of CO oxidation, as

3
CH4 + 502 — CO +2H,0

1
CO + 502 — COa.

Note that even though at the elementary level CO is oxidized by reacting with OH
in the manner of (CO3), at the global level its oxidation is represented by the second
step of this two-step mechanism because the net result of the chain cycle is a reduction
in the concentrations of CO and O,.

A logical extension of the two-step mechanism is the three-step mechanism, al-
lowing for the presence and thereby separate oxidation of H,

1

CH4 + EOZ — CO +2H,
1

CO + 502 — CO,

1
H2 + 502 i Hzo

For higher hydrocarbons, for example those of n-alkanes, a four-step mechanism
has been proposed, involving the initial decomposition of C,,;Hy,,1» to C;Hg and Hy,
the subsequent oxidation of C;H4 to CO and H;, and the eventual oxidation of CO
and H,. The specific reaction steps are

CmH2m+2 — ;C2H4 + H,
C2H4 + 02 — 2CO + 2H2
1
CO + 502 — CO,

1
H, + EOZ — H,0.

b
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Postulated mechanisms determined in the above manner have enjoyed consider-
able usage because of their simplicity. However, since the amount of empirical kinetic
information used in their determination is quite limited, it is reasonable to expect
that their range of applicability is correspondingly limited. Thus there is the need to
develop simplified mechanisms from the detailed mechanisms.

3.10.2. Need for Comprehensiveness and Reduction

Before discussing mechanism reduction, itis important to first recognize that the over-
riding requirement for accurate and reliable description of combustion phenomena
is that the detailed mechanism developed itself must be accurate and comprehensive.
Specifically, a comprehensively developed detailed mechanism is expected to be able
to describe all kinds of combustion phenomena over all possible ranges of the ther-
modynamic parameters of the system such as the temperature, pressure, and reactant
composition. It should also be hierarchical in terms of the fuel structure. For example,
since H; is an intermediate in the oxidation of a hydrocarbon, the H, oxidation
mechanism must constitute a submechanism of a hydrocarbon mechanism. Conse-
quently a comprehensive mechanism for the hydrocarbon must degenerate to that
for H, when all elementary reactions not related to H, oxidation are stripped away.

Since the size of a mechanism is proportional to its comprehensiveness, it is some-
times desirable to aim for local comprehensiveness, described by substantially smaller
mechanisms that are applicable only to a particular fuel and a restricted range of com-
bustion parameters and phenomena. For example, mechanisms can be developed for
methane oxidation at atmospheric pressure for application in furnaces and boilers
utilizing natural gas, or for blends of heptane and iso-octane at high-pressures for
application in internal combustion engines burning gasoline.

The need to reduce detailed mechanisms arises from three considerations. First,
calculations using these mechanisms are usually computationally demanding because
of the large number of species and reactions involved, as mentioned earlier. Second,
different reactions have vastly different time scales because of the Arrhenius kinetics.
This renders the system of conservation equations computationally stiff. Third, since
variations of these species and reactions are highly coupled, it is difficult to identify
the dominant reaction species and pathways through straightforward inspection.

In the next two sections we shall first discuss the procedure of mechanism reduc-
tion, using the hydrogen—oxygen system as an example. We shall then present several
theories on mechanism reduction. The reader may wish to revisit this topic after hav-
ing studied the text materials up to Chapter 8, as several phenomena mentioned in
the following are covered in the intervening chapters.

3.11. SYSTEMATIC REDUCTION: THE HYDROGEN-OXYGEN SYSTEM

Systematic mechanism reduction is frequently conducted at two levels of approxi-
mation. We start with a detailed mechanism which may consist of tens to hundreds of
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species and hundreds to thousands of elementary reactions. The size of this detailed
mechanism is first reduced by eliminating species and reactions that have negligible
influence on the phenomena of interest, resulting in a so-called skeletal mechanism.
Elimination of these components can be performed through either experience, which
could be rather taxing for a large mechanism, or by a systematic assessment of the
effects of varying individual species and reactions on the response of certain com-
bustion phenomena.

Based on the skeletal mechanism, we then apply quasi-steady-state (QSS) ap-
proximations to certain species and partial equilibrium assumptions to certain re-
actions, resulting in the final reduced mechanism with a minimal number of rate
equations to solve. Computationally, it is usually more desirable to eliminate species
than reactions because this directly reduces the number of species conservation
equations that needs to be solved. The individual reactions in the reduced mech-
anism are now lumped ones, with their respective reaction rates dependent on those
of the elementary ones constituting the skeletal mechanism. Clearly, the reduced
mechanism can be rendered arbitrarily small, down to the one-step overall reac-
tion, when enough species are put into QSS and enough reactions assumed to be in
partial equilibrium. This, however, is achieved at the expense of the fidelity of the
mechanism.

The accuracy of the skeletal mechanism needs to be assessed by comparing its
calculated responses with those of the detailed mechanism, while the accuracy of the
reduced mechanism is assessed by comparing its calculated results with those of the
skeletal mechanism. It is important to preserve and validate comprehensiveness at
each level of the reduction.

We now illustrate the procedure of systematic reduction by using the simple
hydrogen—oxygen system.

3.11.1. Reduction to Skeletal Mechanisms

Methods with varying degrees of rigor have been developed to identify the unimpor-
tant species and reactions that can be eliminated from a detailed mechanism. The
most commonly adopted one is sensitivity analysis, which can be used to identify the
unimportant reactions.

As will be more formally stated in the next section, the sensitivity of a system
response parameter y with respect to the perturbation of the reaction rate constant
k of a reaction is defined as dy/dk. Thus its lognormal form, dlny/dlnk, measures
the relative error induced by the removal of this reaction. Reactions with sensitivity
smaller than certain specified values can be considered to be unimportant and hence
neglected.

A sensitivity analysis of the individual reactions of the hydrogen—oxygen mecha-
nism of Table 3.1, using the ignition delay time as the response parameter y and for
the range of thermodynamic states mapped, as indicated in Figure 3.11.1, yields the

b
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17b: HO; + H— H,O, + H

O

15f: HO, +M — OH+OH +M

14f: HO, + HO, — H20, + O,

11f: HO, + H — OH + OH
L 10: HO, + H=H, + O,
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Figure 3.11.1. Lognormal sensitivities of ignition time with respect to the rates of each elementary
reaction for stoichiometric Hy—air mixture under different pressure and initial temperatures. The
solid bars indicate forward reactions and the open ones the reverse. The sequence of the data series
pairs from bottom is: (1,000 K, 1 atm), (1,000 K, 30 atm), (1,500 K, 1 atm), and (1,500 K, 30 atm).
Reactions with negligible sensitivities are not shown.

following sixteen-step skeletal mechanism:

H+ 0, = O+OH (H1, —H1)
O+H, = H+OH (H2, —H2)

OH +H, = H + H,0 (H3, —H3)
H+H+M—> H,+M (-H5)
H+O+M— OH+M (H7)
H+OH+M — H,0+M (HS)
H+0,+M— HO, + M (HY)
HO, +H<=H, + 0, (H10, —H10)
HO, + H — OH + OH (H11)
HO, + HO; — H,0, + O, (H14)
H,0, + M — OH + OH + M (H15)

HO, + H, - H,0, + H. (—H17)
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It is seen that all eight species (H;, O, H,O, H, O, OH, HO,, H,0,) of the detailed
mechanism appear in the skeletal mechanism, indicating that none of them is uni-
formly negligible in all possible ignition conditions. These eight species are described
by eight kinetic rate equations,

L(H;) = —wr — w3 + wsp + w10 — 0178 (3.11.1)
L(02) = —w1 — wof + wip + w145 (3.11.2)
L(H;0) = w3 + wsy (3.11.3)
LH) = —w1 + w2 + 03 —2wsp — w77 — wgy —woy —wig — w115+ w17, (3.11.4)
L(O) = w1 — wy — w7y (3.11.5)
L(OH) = w1 + @y — w3 + w77 — wsf + 20117 + 20157 (3.11.6)
LHOz) = w9y — w190 — w117 — 20147 — 017 (3.11.7)
L(H,0;) = w1ay — wis5f + w17, (3.11.8)

which can be expressed in matrix form as
Lgx1 = sgx12 - wizxi1, (3.11.9)
where

Ls = (L(H,) L(0,) L(H,0) L(H) L(O) LOH) LHO,) LH,0,))"

(3.11.10)
0 -1 -1 1 0 0 0 1 0 0 0 -1
1 0 0 0 0 0 -1 1 0 1 0 0
o o 1 0 0 1 0 0 0 0 0 0
11 1 =2 -1 -1 -1 -1 -1 0 o0 1
2=11 | 9 o9 -1 0 0 0 0o o o of G
1 1 -1 0 1 -1 0 0 2 0 2 0
0 0 0 0 0 0 1 -1 -1 -2 0 -1
O 0 0 0 0 0 0 0 0 1 -1 1

op« =( w0 w3 wy wip wgp wop Wi Wf W4 OI5f o)’
(3.11.12)

and L(-) = d[-]/dt. Specifically, Lgy; is the production rate vector of the species,
Sgx 12 the stoichiometric coefficient matrix, and wi,,1 the reaction rate vector of the
elementary reactions.

At this stage partial equilibrium assumptions can be applied to some of the reac-
tions in the skeletal mechanism for which both the forward and backward reactions
are important, while QSS assumptions can be applied to some of the species by set-
ting the corresponding rate equations, (11.1)—(11.8), to zero. These approximations
will reduce the number of rate equations that needs to be solved. However, since
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the size of the skeletal mechanism is still quite large for convenient algebraic manip-
ulation, we shall perform a systematic lumping to derive a mechanism that is chem-
ically equivalent but is more compact and informative, thereby facilitating further
analysis.

3.11.2. Linearly Independent Representation

Since the rank of the stoichiometric coefficient matrix of the skeletal mechanism can
be at most equal to the number of species, K, the number of linearly independent
expressions for the reaction rates can be no more than K. Furthermore, for each
of the M elements, we also have an independent relation for element conservation.
Consequently, there are only (K — M) linearly independent expressions to describe
the reactions. In other words, a mechanism with a multitude of elementary reactions
can be reduced to a set of (K — M), semiglobal reactions, each of which is a linear
combination of the elementary reactions with a reaction rate that is also a linear
combination of the reaction rates of the elementary reactions.

Since L =8 and M = 2 for the hydrogen—oxygen system, there are six linearly
independent semiglobal reactions. While the choice of this reaction set is not unique,
itis physically illuminating to select these reactions such that they mimic the functions
of some key groups of the elementary reactions. Thus, for example, we choose the
following six semiglobal reactions that bear resemblance to some key hydrogen—
oxygen elementary reactions:

Chain initiation: H, + O, = H+ HO, (D)
Main branching: H+ 0O, =0+ OH (II)
Main heat release: H, +OH=H,O+H (III)
Chain termination: H+ O, = HO;, Iv)
Secondary chain termination: HO, + HO; = H,0, + O, V)
Secondary chain branching: H,0, = OH + OH. (VD)

The production rates of the species then become

L(Hy) = —Q1 — Qm (3.11.13)
L(O2) = =€ — Qu — Qv + Qv (3.11.14)
L(H0) = Qu (3.11.15)
L(H) = Q1 — Qn + Qm — Qv (3.11.16)
L(O) = Qu (3.11.17)
L(OH) = Qn — Qu1 + 2Qwv1 (3.11.18)
L(HO,) = 1 + Qv — 29y (3.11.19)

L(H,07) = Qv — Qur, (3.11.20)

b
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where Q2 to Qv are the semiglobal reaction rates. Since the production rate of this
semiglobal mechanism should be equal to that of the skeletal mechanism, we have
Ssx6€26x1 = Ssx12wWiax1, (3.11.21)

where Sg.¢ is the stoichiometric coefficient matrix for the semiglobal reactions and
Qg1 is the corresponding reaction rate vector. The problem can thus be solved by
multiplying the transpose of Sg,¢ on both sides of (3.11.21),

ST sSsx60%x1 = ST gSsx 12w, (3.11.22)
such that
Qox1 = (SéTx888x6)_lS6T><858><12w12><1- (3.11.23)

The solution of (3.11.23) yields the reaction rates of I through VI, as

Q= w; —wsp — wsg — w10 + 176 (3.11.24)
Qu=w —wy —wry (3.11.25)
Q= w3 + wgy (3.11.26)
Qv = w2 + wsp +2w77 + wgp +wor + w117 (3.11.27)
Qv =w2 + w77 + w117 + w4y + @176 (3.11.28)
Qvi = wy + w7 + w117 + wisy. (3.11.29)

It is clear that the rate expressions based on the lumped reactions, Eqgs. (3.11.13)-
(3.11.20), are simpler than those based on the elementary reactions, Egs. (3.11.1)—
(3.11.8). Although not necessary, this procedure facilitates their manipulation for
further reduction, discussed next.

3.11.3. Reduction through QSS Assumption

We now proceed to reduce the size of the lumped skeletal mechanism derived above
by applying the QSS assumption to appropriate species. All the assumptions made,
except that for H, have been found (Lu, Law & Ju 2003) to be acceptable for the
conditions that led to the development of the skeletal mechanism.

3.11.3.1. Four-Step Reduced Mechanism: For the sake of demonstration let us first
assume that HO, and H,0O, are QSS species. Such an assumption could lead to
inaccuracies in the HO, and H, O, chemistry, especially behavior related to the third
limit.
Thus from Egs. (3.11.19) and (3.11.20), we have
L(HO2) =Qr+ Qv —2Qy =0 (31130)
L(H,0;) = Qv — Qy; =0. (3.11.31)

These relations can then be used to reduce the number of linearly independent rate
equations (3.11.24)—(3.11.29) from six to four. The reaction rates for the individual
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species, Egs. (3.11.13)—(3.11.18), can be manipulated to assume the forms
L(Hy) = —Q1 — Qm = —(Q1 — Qv) — (Qm + Qv)
= —Qp — Quy + Qv (3.11.32)

L(0;) = —Q1 — Qn — Qv + Qv
= —Qn — Qv + (=21 — Qv +2Qv)
==y + Qv (3.11.33)
L(H,0) = Qu = (3.11.34)

L(H) = Q1 — Qu + Qm — Qv + (21 + Qv — 2Qv)
= Z(QI - QV) —Qn+ Q= 29[’ - QH/ + QIH/ (31135)

with the four semiglobal reactions given by

H,=H+H 1)

H+ 0, = 0+ OH (II)
H, + OH = H,0 +H (1T
OH+OH=H, + 0, V')

and the semiglobal reaction rates being Qy = Q1 — Qv, Qi = Qu, Qpy = Qmr, and
Qv = —Qrv respectively. The steady-state concentrations of HO, and H,O, are
obtained by solving the algebraic equations (3.11.30) and (3.11.31).

3.11.3.2. Two-Step Reduced Mechanism: We now assume that all the other radi-
cals except H are in steady state. The accuracy of the mechanism, for the ignition
phenomena of interest here, should still be quite satisfactory even at this level of
approximation. Thus, we set

L(O) = @ =0 (3.11.38)
L(OH) = Qpp — Qqppr — 292y =0. (3.11.39)

Substitution of (3.11.38) and (3.11.39) into (3.11.32)—-(3.11.37) yields
L(Hy) = —Qp — Quy + Qv = —Qp — 15Qqy = -9 —3Q  (3.11.40)
L(0;) = —Qpy + Qpy = —0.5Qy = —Qyp (3.11.41)
L(H;0) = Quy =29 (3.11.42)

L(H) = ZQI’ - QH/ + QHI/ = ZQI’ + QIH’ == ZQI” + 2QH” (31143)

b
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with the semiglobal reactions being

H,=H+H a
3H + 0, = 2H,0 + 2H 1)

and the corresponding reaction rates given by: Qpr = Qp and Q= 0.5Q,,. The
concentrations of the QSS species, O, OH, HO,, and H,0O; are solved from the
algebraic equations (3.11.30), (3.11.31), (3.11.38), and (3.11.39).

3.11.3.3. One-Step Overall Reaction: If we finally assume that H is in steady state,
L(H) = ZQI” + ZQH” = O, (31144)

Egs. (3.11.40)—(3.11.42) then become

L(Hy) = —Qp —3Qp =2Qp = —2Q1.gep (3.11.45)
L(02) = —Qyp = Qp = —QLstep (3.11.46)
L(H,0) =2Qyp = =29y = 2R step (3.11.47)

and the mechanism is reduced to one step,
One-step overall reaction: 2H; + O, = 2H,0

with the global reaction rate given by Qq_gep = —y.

It is quite apparent that although reduced mechanisms can be derived manually
step by step using the above procedure, the algebra will quickly become too unwieldy
for the more complex hydrocarbon oxidation mechanisms. Systematic procedures by
matrix manipulation (Chen 1988; Lu 2004) have been developed for the reduction of
detailed mechanisms with any number of QSS species. Consequently a skeletal mech-
anism can be reduced to any degree, with specified species. Indeed, the procedure
can be applied to hydrocarbon oxidation with postulated semiglobal mechanisms
discussed in the previous section, extending their comprehensiveness but at the ex-
pense of the need for the internal iteration to solve for the QSS species. That is,
in addition to the inaccuracies imparted to the reduced mechanisms with the QSS
and partial equilibrium assumptions, another collateral cost is the need to solve for
the concentrations of the species that participated in these assumptions from a set
of algebraic equations. Frequently these relations are not algebraically explicit such
that their solution requires iteration, which may also experience difficulty in con-
vergence and hence can significantly complicate and prolong the solution process.
Alternate approaches, such as truncation (Peters 1991) through which certain terms
in an algebraically nonlinear expression are either dropped or approximated so as
to make the solution tractable, have been applied, but at the expense of incurring
unquantifiable inaccuracies to the solution. Iteration can also be avoided through tab-
ulation (Pope 1997), which has been found to be quite useful for mechanisms that are
not too large.
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3.12. THEORIES OF MECHANISM REDUCTION

Various theories and methods have been developed for mechanism reduction, each
with its merits and restrictions. These methods are mentioned here, to be followed
by a more detailed discussion of three of them.

Concerning reduction of detailed mechanism to skeletal mechanisms, useful meth-
ods for the elimination of reactions include sensitivity and Jacobian analysis (Turanyi
1990; Tomlin et al. 1992; Tomlin, Turanyi & Pilling 1997), detailed reduction (Wang
& Frenklach 1991), and computational singular perturbation (CSP) (Massias et al.
1999a, 1999b). A method involving the elimination of species was developed based
on the theory of directed relation graph (DRG) (Lu & Law 2005), and has been
demonstrated to be particularly suitable for the reduction of very large mechanisms.

Subsequent reduction employing partial equilibrium and QSS assumptions have
employed methods such as reaction rate analysis (Peters & Kee 1987; Chen 1988;
Smooke 1991; Ju & Niioka 1994; Sung et al. 1998) and lifetime analysis (Lovas, Nilsson
& Mauss 2000). More rigorous methods include those of intrinsic low-dimensional
manifolds (ILDM) (Maas & Pope 1992) and CSP (Lam 1993, 1994; Lam & Goussis
1988; Goussis & Lam 1992). It is noted that ILDM and CSP are essentially the same,
except CSP undergoes an additional step of refinement.

We shall now discuss, in more detail, the methods of sensitivity analysis, directed
relation graph, and computational singular perturbation.

3.12.1. Sensitivity Analysis
As demonstrated in Section 3.11.1, sensitivity analysis can be used to eliminate unim-
portant reactions from detailed mechanisms. At the simplest level of analysis, a global
sensitivity can be computed by evaluating the change Ay in a global combustion pa-
rameter y, such as the laminar flame speed or the ignition delay to be discussed in
later chapters, due to a small perturbation Ak in the reaction rate constant k, or
more specifically the preexponential factor A. The method is rather straightforward
but can be cumbersome and quite time consuming. This was the method used in
obtaining the sensitivity shown in Figure 3.11.1.

A more efficient analysis can be conducted by first expressing the system of rate
equations as

dy

—_ = ;a), 3.12.1

7 = &) (.12.1)
where y is the dependent variable vector that in our case consists of the reaction
scalars such as the temperature and the concentrations of species, g(y; a) is the pro-
duction rate term, and a is the vector for the preexponential factor A. The sensitivity
matrix E is then defined as

y
E= 2. 3.12.2
%a ( )

b
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Figure 3.12.1. A directed relation graph showing typical relations of the species.

Taking the time derivative of (3.12.2), we get

oE 0 [0 a (0 ag(y, ol g 0 ad ol
OE _ 0 (0y\_ 0 (9y)_9gy.a) _dg Og By g, 0y 5454
ot dt \ 0a da \ dt oa da dy oJa 0da oa

where J = 9g/dy is the Jacobian matrix of (3.12.1). Equation (3.12.3) is to be solved
together with Eq. (3.12.1) for y and E, from which the lognormal sensitivity dlny/dIna
can be readily evaluated. It is noted that although sensitivity analysis is simple to ap-
ply, the computation is typically time consuming due to the large number of equations
to be solved.

3.12.2. Theory of Directed Relation Graph

While itis relatively straightforward toidentify the unimportant elementary reactions
through, say, sensitivity analysis, it is much more involved to identify and eliminate
species of negligible importance. This difficulty is mostly due to the indirect as well
as direct couplings of the species. In the presence of such couplings, removal of a
species from a detailed mechanism could result in significant error in predicting the
concentration of another species, through their participation with a group of third
party species, even though they never appear together in any of the elementary
reactions. It is therefore necessary to identify and keep the group of species that are
either directly or indirectly strongly coupled with a species.

The method of directed relation graph has been exploited to abstract the couplings
between the species (Lu & Law 2005). A DRG is a graph in which each vertex
designates a species and each directed edge represents the requirement relation of
one species to another. Figure 3.12.1 shows the typical relations between the species
in a DRG. The arrow shows the direction of dependence of one species on another,
with its width indicating the strength of the dependence. Thus, for a species A that has
to be kept, it is seen that A depends on B, but B does not depend on A. Furthermore,
since species B and D are strongly coupled, they form the dependent set {B, D} of
A, and have to be kept in order to correctly predict A. However, species C, E, and
F can be eliminated because they are not required by either A or any species in the
dependent set of A. Furthermore, species within the strongly coupled groups, {B, D}
and {E, F}, should be either kept or eliminated together.
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The requirement relation of one species to another can be quantified as

ket k vaiod(B)i

TAB = 3.12.4

D ket i VA k @kl ( )

5(B)y = 1, ifthe k.th elementary reaction involves species B, (3.12.5)
0, otherwise

where vy i, is the stoichiometric coefficient of species A in the kth elementary reac-
tion, wy its production rate, and K the number of reactions. Thus 7,5 measures the
relative error in the production rate of species A due to the removal of species B.
If rap is large, the removal of species B from the skeletal mechanism could induce
significant error in the evaluation of the production rate of species A, that is, species
A has strong dependence on species B. By comparing rag with a small threshold
value, the weak dependence between species can be truncated and a DRG can be
formed. It is clear that the size of the skeletal mechanism varies inversely with the
threshold value, which measures the accuracy and comprehensiveness of the mecha-
nism. Thus the specification of the threshold value is a compromise between the size
and accuracy of the resulting skeletal mechanism.

Once a DRG is constructed for a single reaction state and for a particular applica-
tion such as ignition delay and well-stirred reactor (WSR), some important species
A, such as the fuel, can be selected as the starting species for a graph search, which
subsequently identifies all the species required by A either directly or indirectly.
These species then constitute the species set of this local, subskeletal mechanism,
valid for the particular reaction state, application, and accuracy threshold. All the
other species, as well as all the elementary reactions that do not involve any of the
participating species, can thus be eliminated from the mechanism.

To obtain a skeletal mechanism that is valid over a wide range of parameters such
as pressure, temperature, equivalence ratio, and residence time, and for different ap-
plications, subskeletal mechanisms are developed by sampling many reaction states
within the parametric ranges of these applications. The final skeletal mechanism is
then the union of all these subskeletal mechanisms, for a given accuracy threshold, e.

It is also reasonable to expect that strongly coupled groups frequently exist in
large mechanisms, and as such intragroup couplings are strong while intergroup
couplings are relatively weak (Figure 3.12.1). Consequently the number of species in
the skeletal mechanism would jump abruptly around certain values of € across which
a group of strongly coupled species is eliminated. This property facilitates selection
of the desirable skeletal mechanism, which should be both sufficiently small and
comprehensive. Thus reduction of the mechanism size is most efficient for values of
€ slightly larger than those where the jumps occur.

Figure 3.12.2 demonstrates the occurrence of such jumps for the reduction of a
detailed ethylene mechanism consisting of 70 species and 463 elementary reactions
(Qin et al. 2000; Lu & Law 2005). Mechanisms of this size are considered to be moder-
ately large. Itis seen that the number of species in the skeletal mechanism determined
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Figure 3.12.2. Dependence of the number of species of the skeletal mechanism on the specified

threshold value used to truncate the weak relations of the species. The jumps in the number of
species show the existence of strongly coupled groups.

from DGR decreases abruptly around the threshold values of € = 0.02 and € = 0.12.
For the two jumps observed, it is reasonable to select the second jump because the
mechanism for the first jump is still too large even though it has a higher accuracy.
This results in a skeletal mechanism consisting of 205 elementary reactions and 33
species, which are: Hp, H, O, O,, OH, H,0O, HO,, H,0,, C, CH, CH,, CH;, CH3,
CH,4, CO, CO,, HCO, CH,0, CH,0H, CH;0, CH;OH, C,H,, C;Hs, C;Hy4, C;Hs,
HCCO, CH,CO, CH,CHO, n-C3H7, C5Hg, a-C5Hs5, Ar, and N,. The skeletal mech-
anism can then be readily constructed by identifying the 205 elementary reactions
of the detailed mechanism that consist of one or more of the above 33 species. Thus
a skeletal mechanism is defined by simply listing the participating species, as is done
here.

3.12.3. Theory of Computational Singular Perturbation
Computational singular perturbation is a systematic method to remove the short
time scales in the general reacting system of Eq. (3.12.1),

dy

- = 8. (3.12.6)

By taking the time derivative of (3.12.6), we obtain

dg _

=J. A2,
=g (3.12.7)



136 Oxidation Mechanisms of rgue-in
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Figure 3.12.3. Schematic showing typical evolution of fast and slow modes obtained from CSP
analysis.

where J = dg/dy is the time-dependent Jacobian matrix. By using the decomposition
J = AAB, where B = A~!, Eq. (3.12.7) can be written as

df

—=A-f 3.12.8
= ( a)
f=B.g (3.12.8b)
dB

where the components of f are called the modes of the system, which are linear
combinations of the components of g. If the Jacobian matrix is time independent,
A can be either a diagonal matrix or in Jordan form obtained through eigenvalue
decomposition. These modes are then decoupled, resulting in rate equations for the
individual modes as

dfi _ . ¢
=kl (3.12.9)

such that f; ~ exp(A;t), where the A;s are the elements of A, and 1/| A; | yields the
time scales of the modes. Figure 3.12.3 schematically shows the rapid decay of f; for
the fast modes relative to the slow modes.

In general, however, J is time dependent. An iterative procedure in the CSP theory
can be applied to separate the fast and slow spaces, and the modes in the refined fast
space vanish after a short transient period, that is, fr,ss = 0. This set of algebraic equa-
tions can therefore be employed to reduce the stiffness and number of differential
equations.

The CSP theory can also be applied to identify the QSS species for the QSS-based
reduction procedure discussed earlier. Specifically, from Eq. (3.12.8b) the production
rate of the ith species can be expressed as

dy;
dll =& =4 - f= A fast * ffast + a; slow * fSIOWa (31210)
where a; = (; fast, 8 slow) 18 the ith row of the matrix A, and f = (], £/ )7 Itisseen

thatifa; gow &~ Osuchthatg; ~ a; .« - frast, thenit can be assumed thatdy; /dt = g; =0
because fr,c = 0, and the species is in steady state.

b
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Figure 3.12.4. Number of species in the reduced mechanism as a function of the normalized cutoff
time scale of the species.

Using the CSP theory and an appropriate cutoff time scale for the fast species,
twelve QSS species, given by C, CH, CH,, CH3, HCO, CH,OH, CH30, C,Hj3, C,Hs,
HCCO, CH,CHO, and n-C5H7, have been identified (Figure 3.12.4) from the skeletal
mechanism developed in the previous section. Since there are five elements (C,
H, O, N, Ar), the reduced mechanism should consist of sixteen semiglobal steps,
which can be constructed by using the systematic matrix operations (Chen 1988;
Lu 2004).

3.12.4. Mechanism Validation

Comprehensive validation is a crucial step towards developing skeletal and reduced
mechanisms. Thus to demonstrate the accuracy of the mechanisms derived above,
we first compare the results of WSR and autoignition with those of the detailed
mechanism, noting that WSR operations encounter extensive temperature ranges
covering both ignition and extinction, while autoignition is relevant to the low- to
intermediate-temperature ranges. Figures 3.12.5a and 3.12.5b then respectively show
the calculated temperature profiles and the ignition times with the detailed, skele-
tal, and reduced mechanisms for extensive ranges of the system parameters for the
ethylene—air system considered in Figures 3.12.2 and 3.12.4. It is seen that the skele-
tal and reduced mechanisms simulate well the response of the detailed mechanism,
exhibiting minimal deviations. Furthermore, although these comparisons are only
for the stoichiometric mixture, it has been found that the same degree of agreement
also exists for very lean and rich mixtures.



Temperature (K)

_— . =yl
138 Oxidation Mechanisms of rueis b
1E+2
(a) (b)
2,400 1E+0 Detailed
il O Skeletal
:
N +  Reduced
Q
£
F
- 1E-2
S
2,000 =
Ethylene-Air 5
— P
T, =300K 1E-4 i
9p=1.0
D
1,600 1E-6
1E-6 1E-4 1E-2 1E+0 1E+2 1E+4 1,000 1,200 1,400 1,600 1,800
Residence Time (sec) Initial Temperature (K)

Figure 3.12.5. Comparison of (a) temperature on the residence time of WSR, and (b) autoignition
time on the initial temperature under constant pressure and enthalpy, between the detailed, skeletal,
and reduced mechanisms for stoichiometric ethylene—air mixtures under various pressures.

Since WSR and autoignition are homogeneous systems and are used in mechanism
reduction, it is necessary to extend the validation to systems that involve diffusive
transport and that are also not part of the reduction process. Figures 3.12.6 and 3.12.7
respectively compare, over extensive ranges of pressure and equivalence ratio, the
calculated laminar burning velocities of premixtures and the ignition temperatures
of nonpremixed counterflow obtained by using the detailed, skeletal, and reduced
mechanisms; the related phenomena will be studied in Chapters 7 and 8 respectively.
Very close agreement is again observed.
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Figure 3.12.6. Comparison of the laminar flame speed on the equivalence ratio between detailed,
skeletal, and reduced mechanisms for ethylene—air flames at various pressures.
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Figure 3.12.7. Comparison of maximum mole fraction of the H radical on the hot boundary temper-
ature of counterflow ignition between detailed, skeletal, and reduced mechanisms for ethylene—-air
mixtures at various pressures.

PROBLEMS

1. For a hydrogen-oxygen mixture undergoing homogeneous explosion in the
second-limit regime, show that the maximum [H] production rate in terms of
pressure variations is given by the relation

4ky = 3ko[M].

Sketch/plot this relation as well as the second limit relation in the same graph.
Discuss the results.

2. For a hydrogen—oxygen mixture that is either highly enriched with hydrogen or
at higher temperatures, the generation of the hydrogen atom is increased such
that the reactions

HO, +H — H; + O, (H10)

HO, + H — OH + OH (H11)

are facilitated. The second limit is consequently modified to (Zheng & Law
2004):

2k

2k = ———
' ko + ki

ko[M],

which has been referred to as the extended second limit. Derive this expression.
Experimentally (Mueller et al. 1999) it has been found that, for a given temper-
ature, this extended second limit is situated at a slightly higher pressure than
that of the second limit. Discuss implications of the above results.
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Based on the Zel’dovich mechanism, show that the rate of NO formation can
be expressed as

d[NO]
dr

where K, is the equilibrium constant for concentration for the reaction %02 =0

= 2kn1 Kc[Oz]é{f [N2],

and [O;]eq is the associated equilibrium O; concentration. State all assumptions
made in deriving the above expression.

Construct the reaction pathway diagram for methanol oxidation in the manner
of Figure 3.3.1 for methane, using the reaction pathway information provided
in the text. Terminate your branches wherever they can be connected to the
methane diagram.

A semiglobal four-step mechanism has been constructed for methane oxidation:
I. CH4+2H + H,0 = CO + 4H;,
II. CO+H,O = CO; + Hy,
III. H+H+M=H, +M,
IV. 0O;+3H; = 2H + 2H,0,
with the global reaction rates wy, oy, w1, wrv, respectively.

(a) Derive a reduced mechanism with three global steps and the corresponding
reaction rates, by assuming that H is in steady state.

(b) Can you derive a two-step reduced mechanism in the same manner as that
for (a) by assuming that reaction II is in partial equilibrium?

Explain why the multistep reaction rate for CO,
d[CO]

dt
involves the concentration of water vapor to the —0.5 power, even though H,O

~ [CO] [HzO] —0.5 [02]0.25 ,

does not participate in the overall reaction.
Use CSP to analyze the following reaction mechanism with three species, F, R,
and P, and two reversible reactions:

F=R, o =10 x (cr — cr) (R1)

R=F, wy=1x (CR — CP). (R2)

Compare the information provided by the CSP solution with that from the
classical partial equilibrium assumption. Explain why the leading order solution
from the partial equilibrium assumption should not be directly substituted back
to the ODEs to compute the species production rates.

b
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4 Transport Phenomena

When the molecules in any region of a fluid medium possess an excess of energy,
concentration, or momentum, such that gradients of these properties exist in the
neighborhood of this region, the system will attempt to restore spatial uniformity
by transporting the relevant property in the direction of the deficient region. The
transport occurs even in the absence of any bulk motion in this direction. As an illus-
tration, consider a body of stagnant gas situated between two parallel plates as shown
in Figure 4.1.1a. If plate Ais suddenly raised to a temperature 74 > Tp, then the re-
gion around plate B also will be heated soon. Therefore there can be a net transfer
of heat from Ato B despite the lack of any bulk fluid movement. Similarly if there
is initially a higher concentration of a species at A relative to its concentration at
B, then its molecules will slowly migrate from A to B, as shown in Figure 4.1.1b.
Finally, if plate A is impulsively started to move in a direction parallel to itself
(Figure 4.1.1c), then plane B will soon feel the motion and, if unrestrained, will
tend to be dragged along. Note that in the last case even though there is a bulk flow
in the direction parallel to the plates, the transport occurs in the direction normal to
the plates in which there is no motion.

The phenomena we have described are known respectively as heat conduction,
mass diffusion, and viscous motion. The fundamental physical mechanism responsi-
ble for the transport is the incessant collision between the gas molecules, which are in
continuous random motion. Through these collisions macroscopic nonuniformities
in the fluid medium are evened out. We shall call this mode of transport as diffusional
transport whether it is for mass, momentum, or energy.

Diffusional transport is to be distinguished from another important transport
mechanism, namely convection, in which the relevant property is “carried along”
by the bulk movement within the fluid medium. The existence and intensity of con-
vective transport are described by the fluid dynamics of the system. Depending on the
direction of the motion, convection can either facilitate or retard diffusive transport,
which is always present whenever nonuniformities exist in the flow field. Further-
more, since the rate of convective transport depends only on the fluid motion, it is
the same for the transport of mass, momentum, and energy. However, the diffusional

141
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Figure 4.1.1. Schematic showing the diffusion of (a) heat, (b) mass, and (¢) momentum.

transport of mass, momentum, and energy occurs at different rates, depending on
the respective property gradients and diffusion coefficients, as will be defined later.

Frequently mass diffusion can also generate convection. This can be illustrated
by covering the bottom plate in Figure 4.1.1b with water and by making the upper
surface porous and completely dry. Water will continuously diffuse from the bottom
surface to the upper surface until it is completely dried. Thus there is a net transfer
of mass in the upward direction due to diffusion. This convective motion is called
Stefan flow.

Diffusion is essential to many combustion processes, especially for subsonic flows.
Consider an active reaction region, which has low reactant concentrations and high
temperature and product concentrations. Away from this reaction region the reactant
concentrations are high whereas the temperature and product concentrations are low.
Figure 5.5.1 shows the situations for premixed and nonpremixed flames that will be
studied later. Therefore, in general, through the concentration gradients the reactants
are continuously supplied to the reaction region to sustain reaction; through the
temperature gradients the reaction heat generated is used to preheat the reactants to
the reaction temperature as they are transported to the reaction region; and through
the product concentration gradients the products can be continuously “drained”
away. [t is obvious that if products were allowed to accumulate in the reaction region,
reactants would be displaced and reactions would terminate rapidly.

The kinetic theory of dilute gases (Hirschfelder, Curtiss & Bird 1954; Vincenti
& Kruger 1965; Williams 1985) provides a statistical description of a gas which is
not in equilibrium in the spatial distribution of either its concentration, momen-
tum, or temperature. It relates the collisional dynamics at the molecular level to the
macroscopic phenomena of diffusion, yielding explicit description of the diffusional
transport rates. In the following we shall first present an elementary derivation of
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Figure 4.1.2. Schematic showing the concept of diffusive transport in the presence of spatial
gradient.

these transport rates by adopting the simplest possible description of the molecular
structure, collisional dynamics, and statistics. The derivation not only identifies the
dominant physical mechanisms and the important parameters, but it also yields re-
sults that are surprisingly close to those of the formal analysis. Following this we
shall present results from the kinetic theory of gases, which allow for estimations of
the transport coefficients of gases with different molecular structures and collisional
dynamics. The focus of this chapter is on the transport coefficients; conservation
equations governing the transport of various properties are discussed in the next
chapter.

4.1. PHENOMENOLOGICAL DERIVATION
OF DIFFUSION COEFFICIENTS

4.1.1. Derivation

In this derivation, we aim to determine the rate of transport of a property W of a gas
through molecular collisions in the same manner as the derivation for the collision
theory of reaction rates in Chapter 2. The gas is sufficiently dilute that only binary
collisions are of importance. The two colliding molecules have masses m;, m; and
diameters o;, o; respectively. If we further assume that transport occurs only in, say,
the z-direction as shown in Figure 4.1.2, then the property values at planes (£) and
(—¢) can be related to the value ¥ at plane 0 through

W(+0) = Wy + 6(dV/dz)e,  W(—L) = B — £(dV/dz)p, (4.1.1)

where ¢ is a small distance along z. Using Eq. (4.1.1), the net property flux across
plane O is

Fy = =V j[¥(40) — W(—€)] ~ =2V, j£(d¥/dz)o, (4.12)

where V; ; is the characteristic collision velocity in the z-direction between planes
0" and 0~ given by Eq. (2.2.7), and the negative sign indicates that the direction of
transport is opposite to that of the property gradient.
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If we next assume that complete exchange and equalization of properties between
molecules occur within one collision, then £ can be identified as the molecular mean
free path given by

0= — 1, (4.1.3)

where 7 is the total number density of the molecules.
Substituting Eqgs. (4.1.3) and (2.2.7) into Eq. (4.1.2), we have

8T\ [ 1 dw
Fy =-2 —, 4.1.4
v <nmiﬁj> (nrmfj> ( dZ) ( )

where we have omitted the subscript 0 in (dW/dz) because it is an arbitrary reference

plane anyway.

Specializing now to the transport of species, momentum, and internal energy,
we have respectively W = n;m; j, nm; jv,, and nm; je(T). Substituting these values
into Eq. (4.1.4), and recognizing that while n; varies with z during species trans-
port, n is approximately constant, and that de/dz = (de/dT)(dT/dz) = ¢,(dT/dz),
we have

dp; dv aT
Fipecies i = _Di,j d—Z’ Fmomemum = —Hi,j d_Zy ’ Fenergy = _)&i,j d—Z’ (415)

where we have defined:

Mass Diffusion Coefficient:
_ 2(8m,-,jk"T/71)1/2

D, ;= 4.1.6
1] ,0(770'3] ( )
Viscosity Coefficient:
2(8my; i k°T/m)'/?
Hij = ( g— ) (4.1.7)
L
Thermal Conductivity Coelfficient:
2(8m; k°T/m)/?
6y = 2B K T/m) ey, (4.1.8)

7T0'i’]-

The equations in (4.1.5) can be generalized to their respective vector forms by
substituting (d/dz) by the gradient operator V. They are respectively known as Fick’s
law of mass diffusion, Newton’s law of viscosity, and Fourier’s law of heat conduction.
These laws state that the diffusional flux of a transported quantity is proportional to
its gradient.

In the following discussion, we shall treat © and X as the average properties of an
effectively one-component gas, with my; ; = m/2. For mass diffusion, the identities of
the diffusing species are essential and the subscripts i, j need to be retained.

b
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4.1.2. Discussion on Diffusion Coefficients

First it is significant to note that, for the ideal gases treated herein, u and A are
independent of the mass density p of the gas. This interesting phenomenon is due to
the fact that if we, say, double the number of molecules between the plates, then even
though there are now twice as many molecules available for momentum transport,
the mean free path of each molecule is halved such that the transfer is only half as
effective. Therefore, the net rate of transfer is unchanged.

The mass diffusion coefficient D; ; does depend on density through D; ; ~ p~L.
However, the product p D; ; is independent of density. Indeed, had we used (p;/p)
instead of p; in the definition for Fecies ; in (4.1.5), the appropriate coefficient that
emerges would be p D; ;. It will be further demonstrated in later studies that the rel-
evant parameter controlling the diffusion process in many mass transport problems
is pD; j instead of D ;.

Itis seen that p D; ;, u, and X are also independent of pressure, which implies that
the diffusion rates of mass, momentum, and energy are correspondingly pressure
insensitive. These coefficients, however, do depend on temperature through the factor
T1/2 in the present simplified formulation. Results from more rigorous formulation
show a stronger temperature dependence. However, if quantitative accuracy is not
essential for a particular situation, then it is convenient in analytical modeling to
assume that they are constants.

4.1.3. Characteristic Diffusion Rates and Nondimensional Numbers
Associated with each diffusion process is the characteristic rate of spreading, which
has the dimension of length?/sec because we are dealing with the surface of the
“sphere of influence.” For mass diffusion this is simply D, ;. For viscous spreading
the relevant coefficient is the kinematic viscosity,

v="12, (4.1.9)
P

while for thermal conduction we have the thermal diffusivities,

ap = L (4.1.10)
Cpp

where c, is the appropriate specific heat to use. Note that D; ;, v, and o, all vary with
p~!, and hence the system pressure.

Taking the ratios of these characteristic spreading rates, we can define a Schmidt
number

V. K
Dij  pDj’

SCiyj = (4111)

which is a measure of the relative influence of viscosity to mass diffusion, a Prandtl
number

Pr=—="22¢ (4.1.12)
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which is a measure of the relative influence of viscosity to thermal diffusion, and a
Lewis number
ap SCi,]‘ _ A

Lejj = —— = = ,
h D,"j Pr Cp,ODi,]‘

(4.1.13)

which is a measure of the relative influence of thermal to mass diffusion. These num-
bers assume values close to unity, and are almost constants, being quite insensitive
to variations in temperature. When these numbers do assume the value of unity, the
conservation equations describing the transport of heat, mass, and momentum bear
great similarity to each other, leading to the existence of conserved quantities and
substantial facilitation of analysis, as will be demonstrated in Chapter 5.

4.1.4. Second-Order Diffusion

The above discussion was concerned with heat diffusion in the presence of a tem-
perature gradient and mass diffusion in the presence of a concentration gradient.
However, it has been observed, as well as predicted by the kinetic theory of gases,
that heat diffusion can occur in the presence of a concentration gradient while mass
diffusion can occur in the presence of a temperature gradient. These second-order
processes are respectively known as Dufour and Soret effects.

The possible existence of second-order diffusion can be appreciated by recognizing
that the presence of a temperature gradient in a mixture of uniform concentration
renders the molecules in the high temperature region to have a larger random velocity
than the molecules in the low temperature region. A diffusive flux then results as the
mixture attempts to achieve equilibrium by having the light molecules migrating to
the hot region so as to increase its random kinetic energy, and the heavy molecules
migrating to the cold region to reduce this energy.

The second-order diffusion processes are represented by the thermal diffusion
coefficients, Dr;, which are generally much smaller than the first order, Fickian, dif-
fusion coefficients. Prominent exceptions that are of particular interest to combustion
are the counter-gradient diffusion of the low-molecular-weight hydrogen and gradi-
ent diffusion of the “high-molecular-weight” soot particles in the presence of steep
temperature gradients around flames. The Dufour effect is usually quite small such
that it is negligible.

Species diffusion can also occur in the presence of body forces and pressure gra-
dients. These effects are again usually small unless these forces are extremely large.

4.2, SOME USEFUL RESULTS FROM KINETIC THEORY OF GASES

4.2.1. General Concepts

The above phenomenological derivation adopts a simplified description of the molec-
ular velocity and collision frequency, without considering the energetics of collision
and the distribution of the molecular velocities. The statistical aspects of particle
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Force center

Figure 4.2.1. Binary particle collision in a central force field in the force-center coordinate.

collision are properly accounted for in the kinetic theory of gases. Binary collision is
still assumed, implying that the gas is sufficiently dilute such that collisions involving
three or more molecules are rare and their effects negligible. Furthermore, the col-
lision is assumed to be elastic and inert, without internal excitation or change of the
molecular structure.

In the simplest analysis, the nature of the molecular structure and the collision
dynamics are assumed to be described by a central force field represented by a force
potential ¢(r), where r is the radial distance away from the molecule. Thus strictly
speaking the theory requires that the molecules are point masses in that the collisional
distances are much larger than the sizes of the molecules. The spherically symmetric
force field also requires that the gas is monatomic such that the molecules actually
do not have any structure. Violation of this requirement is especially serious for
polar molecules with dipole moments (e.g., water). However, as we shall see, these
nonidealities can be approximately accounted for through the use of special forms
of force potentials and the associated force constants.

Thus once ¢(r) is given, the deflection angle yx(b,g) for a given collision
(Figure 4.2.1) can be shown from classical mechanics (Goldstein 1980) to be

e8] 2\ —1/2
¢ b dr
b,g)=mn—2b 1-— = —, 421
wbe=r-2 [ (1o L) (+21)
where g is the relative approach velocity, b the impact parameter, which is the distance
of closest approach if there were no potential, and r,,, the minimum approach distance

2 2
¢(rm)=m,,]g <1 b )

-y
2 rZ

given by

Summing over all possible collision events characterized by g and b, the fluxes of
transport can be described by the collision integrals fo{l?() defined as

(k,0) 2rkoT\"? [ [ . A(2043) k N
QY = - e dg [1 — (cos )] bdbdg, (4.2.2)
i o Jo
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Figure 4.2.2. Force potential for (a) hard-sphere potential, and (b) Lennard—Jones 6-12 potential.

where ¢ = g(m; ;/2k°T)!/?. Combinations of different integers k and ¢ indicate dif-
ferent modes of transport.

4.2.2. Collision Potentials and Integrals

An evaluation of the integral in Qﬁf‘]ﬁz) requires a knowledge of the force potential
¢(r). The force potential for the hard sphere collision, shown in Figure 4.2.2a, is
given by

o(r) = o0 r<o
=0 r > o, (42.3)

where o is the sphere diameter.
A more realistic, frequently used collision model for nonpolar gases is the
Lennard-Jones 6-12 potential, given by

$(r) = 4e [(%)u = (%)6} : (4.2.4)

and shown in Figure 4.2.2b. The potential is the combination of a sixth-power
attraction and twelfth-power repulsion. The sixth-power attractive force represents
the induced-dipole interaction between two nonpolar molecules, while the twelfth-
power repulsive force arises when molecules are close to each other such that their
outer electronicshellsinteract repulsively. Here € is the characteristic collision energy
and o can be interpreted as the effective molecular size.

Now if the collision integral kajé) isnondimensionalized by that of the hard sphere,
and the temperature by €/k°, then we can define

(k,€)* = _ k) (k,t)
Qi’i (T )_ Qi’i /I:Qi’j ]hard sphere

T* — koT/Ei,}‘. (425)

)

Thus, for a given potential, the nondimensional Ql(k]/Z * is only a function of 7* and

can be tabulated for different combinations of (k, €).
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The above discussions are for nonpolar gases. For polar gases the Stockmayer
potential,

o) =de|(9)" - (2)] - L. (42.6)

r r3

is frequently used, where
¢ =2cos6; cosf; —sinf; sinf; cos B,

d; and d; are the dipole moments of the two interacting molecules, §; and 6; the
angles of inclination of the axes of the two dipoles to the line joining the centers of
these molecules, and B the azimuthal angle between them. Integrating over 6;, 6;,
and B, it is found that the nondimensional collision integrals now depend on 7™ as
well as an additional parameter

1 &

1
S*Z—d*zz—
(@)

4.2.7
2 €03 ( )

Tables 4.1 and 4.2 respectively list the collision integrals Q(:D*(T*; §*) and Q-2
(T*;6*) needed to calculate the coefficients of binary diffusion, viscosity, and thermal
conductivity to be specified later; the case of §* = 0 corresponds to nonpolar gases.
Note that in expressing 2 we have omitted the indices i and j.

The effects of different molecules are accounted for by defining effective force
constants

1
0j,j = E(Gi +Gj), € j = /€€, di,j :‘/didjv (428)
which hold for either polar—polar or nonpolar-nonpolar interactions. The force

constants for the collision between a polar gas (p) and a nonpolar gas (n) are
given by

1 1
np = 5(0n +o,)E 0 e= /gt 8= Ed;z, (4.2.9)

where

1 * Pk lEP * Un 2 d127
S = [1 + Z(Xndp ;}, an = g’ d; = epo-;’ (4210)

n

and «, is the polarizability of the nonpolar molecule, (o, €,) the Lennard-Jones
force constants, and (0, €,) the Stockmayer force constants.

Table 4.3 lists the potential parameters for nonpolar and polar gases often encoun-
tered in combustion. These values have been evaluated by fitting experimentally
determined transport properties.
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Table 4.1. Collision integral Q(D*(T*;5*)

T* §*=0 0.25 0.50 0.75 1.0 1.5 2.0 2.5
0.1 4.0079 4.002 4.665 5.521 6.454 8214 9.824 11.31
0.2 3.1300 3.164 3.355 3.721 4.198 5.230 6.225 7.160

0.3 2.6494 2.657 2.770 3.002 3.319 4.054 4.785 5.483
0.4 2.3144 2.320 2.402 2.572 2.812 3.386 3.972 4.539
0.5 2.0661 2.073 2.140 2.278 2.472 2.946 3.437 3.918
0.6 1.8767 1.885 1.944 2.060 2.225 2.628 3.054 3.474
0.7 1.7293 1.738 1.791 1.893 2.036 2.388 2.763 3.137
0.8 1.6122 1.622 1.670 1.760 1.886 2.198 2.535 2.872
0.9 1.5175 1.527 1.572 1.653 1.765 2.044 2.349 2.657
1.0 1.4398 1.450 1.490 1.564 1.665 1.917 2.196 2.478
12 1.3204 1.330 1.364 1.425 1.509 1.720 1.956 2.199
1.4 1.2336 1.242 1.272 1.324 1.394 1.573 1.777 1.990
1.6 1.1679 1.176 1.202 1.246 1.306 1.461 1.639 1.827
1.8 1.1166 1.124 1.146 1.185 1.237 1.372 1.530 1.698
2.0 1.0753 1.082 1.102 1.135 1.181 1.300 1.441 1.592
2.5 1.0006 1.005 1.020 1.046 1.080 1.170 1.278 1.397
3.0 0.95003 0.9538 0.9656 0.9852 1.012 1.082 1.168 1.265
3.5 0.91311 0.9162 0.9256 0.9413 0.9626 1.019 1.090 1.170
4.0 0.88453 0.8871 0.8948 0.9076 0.9252 0.9721 1.031 1.098
5.0 0.84277 0.8446 0.8501 0.8592 0.8716 0.9053 0.9483 0.9984
6.0 0.81287 0.8142 0.8183 0.8251 0.8344 0.8598 0.8927 0.9316
7.0 0.78976 0.7908 0.7940 0.7993 0.8066 0.8265 0.8526 0.8836
8.0 0.77111 0.7720 0.7745 0.7788 0.7846 0.8007 0.8219 0.8474
9.0 0.75553 0.7562 0.7584 0.7619 0.7667 0.7800 0.7976 0.8189
10.0 0.74220 0.7428 0.7446 0.7475 0.7515 0.7627 0.7776 0.7957
12.0 0.72022 0.7206 0.7220 0.7241 0.7271 0.7354 0.7464 0.7600
14.0 0.70254 0.7029 0.7039 0.7055 0.7078 0.7142 0.7228 0.7334
16.0 0.68776 0.6880 0.6880 0.6901 0.6919 0.6970 0.7040 0.7125
18.0 0.67510 0.6753 0.6760 0.6770 0.6785 0.6827 0.6884 0.6955
20.0 0.66405 0.6642 0.6648 0.6657 0.6669 0.6704 0.6752 0.6811
25.0 0.64136 0.6415 0.6418 0.6425 0.6433 0.6457 0.6490 0.6531
30.0 0.62350 0.6236 0.6239 0.6243 0.6249 0.6267 0.6291 0.6321
35.0 0.60882 0.6089 0.6091 0.6094 0.6099 0.6112 0.6131 0.6154
40.0 0.59640 0.5964 0.5966 0.5969 0.5972 0.5983 0.5998 0.6017
50.0 0.57626 0.5763 0.5764 0.5766 0.5768 0.5775 0.5785 0.5798
75.0 0.54146 0.5415 0.5416 0.5416 0.5418 0.5421 0.5424 0.5429
100.0 0.51803 0.5181 0.5182 0.5184 0.5184 0.5185 0.5186 0.5187

Finally, for nonpolar gases (§* = 0), QU-D*(T*) and Q?2*(T*) have been fitted
(Monchick & Mason 1961) to excellent accuracy by the formulas

QUDH(T*) = 1.069(T*) ™15 1+ 0.3445¢ 057" 4 1.556¢ 797" 4 1.976¢ 487",
(4.2.11)

QEA(T*) = 1.155(T*) 0142 4 0.3945¢ 021" 4 2.05¢ 217" (4.2.12)

valid in the range 0.30 < T* < 400.

b
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Table 4.2. Collision integral QZ2*(T*;5*)

T* =0 0.25 0.50 0.75 1.0 1.5 2.0 2.5

0.1 4.1005 4.266 4.833 5.742 6.729 8.624 10.34 11.89
0.2 3.2626 3.305 3.516 3.914 4.433 5.570 6.637 7.618
0.3 2.8399 2.836 2.936 3.168 3.511 4.329 5.126 5.874
0.4 2.5310 2.522 2.586 2.749 3.004 3.640 4.282 4.895
0.5 2.2837 2277 2.329 2.460 2.665 3.187 3.727 4.249
0.6 2.0838 2.081 2.130 2.243 2417 2.862 3.329 3.786
0.7 1.9220 1.924 1.970 2.072 2.225 2.614 3.028 3.435
0.8 1.7902 1.795 1.840 1.934 2.070 2.417 2.788 3.156
0.9 1.6823 1.689 1.733 1.820 1.944 2258 2.596 2.933
1.0 1.5929 1.601 1.644 1.725 1.838 2.124 2.435 2.746
12 1.4551 1.465 1.504 1.574 1.670 1.913 2.181 2.451
1.4 1.3551 1.365 1.400 1.461 1.544 1.754 1.989 2.228
1.6 1.2800 1.289 1.321 1.374 1.447 1.630 1.838 2.053
1.8 1.2219 1.231 1.259 1.306 1.370 1.532 1.718 1.912
2.0 1.1757 1.184 1.209 1.251 1.307 1.451 1.618 1.795
2.5 1.0933 1.100 1.119 1.150 1.193 1.304 1.435 1.578
3.0 1.0388 1.044 1.059 1.083 1.117 1.204 1.310 1.428
3.5 0.99963 1.004 1.016 1.035 1.062 1.133 1.220 1.319
4.0 0.96988 0.9732 0.9830 0.9991 1.021 1.079 1.153 1.236
5.0 0.92676 0.9291 0.9360 0.9473 0.9628 1.005 1.058 1.121
6.0 0.89616 0.8979 0.9030 09114 0.9230 0.9545 0.9955 1.044
7.0 0.87272 0.8741 0.8780 0.8845 0.8935 0.9181 0.9505 0.9893
8.0 0.85379 0.8549 0.8580 0.8632 0.8703 0.8901 0.9164 0.9482
9.0 0.83795 0.8388 0.8414 0.8456 0.8515 0.8678 0.8895 0.9160
10.0 0.82435 0.8251 0.8273 0.8308 0.8356 0.8493 0.8676 0.8901
12.0 0.80184 0.8024 0.8039 0.8065 0.8101 0.8201 0.8337 0.8504
14.0 0.78363 0.7840 0.7852 0.7872 0.7899 0.7976 0.8081 0.8212
16.0 0.76834 0.7687 0.7696 0.7712 0.7733 0.7794 0.7878 0.7983
18.0 0.75518 0.7554 0.7562 0.7575 0.7592 0.7642 0.7711 0.7797
20.0 0.74364 0.7438 0.7445 0.7455 0.7470 0.7512 0.7569 0.7642
25.0 0.71982 0.7200 0.7204 0.7211 0.7221 0.7250 0.7289 0.7339
30.0 0.70097 0.7011 0.7014 0.7019 0.7026 0.7047 0.7076 0.7112
35.0 0.68545 0.6855 0.6858 0.6861 0.6867 0.6883 0.6905 0.6932
40.0 0.67232 0.6724 0.6726 0.6728 0.6733 0.6745 0.6762 0.6784
50.0 0.65099 0.6510 0.6512 0.6513 0.6516 0.6524 0.6534 0.6546
75.0 0.61397 0.6141 0.6143 0.6145 0.6147 0.6148 0.6148 0.6147
100.0 0.58870 0.5889 0.5894 0.5900 0.5903 0.5901 0.5895 0.5885

4.2.3. Transport Coefficients
Knowing the collision integrals, the various transport coefficients can be calculated.
Thus the viscosity coefficient for a single component gas is given by

5 Jrmke'T

M = —— . (4.2.13)
16 nai295i’2)*(T*; 8*)
Expressing Eq. (4.2.13) in practical units, we have
iT 1/2
wi =2.6693 x 1076 (Wi T) (kg/m-s), (4.2.14)

o2 (17 5%)



152 Transport Pheno.ﬁeruﬂnH b

Table 4.3. Potential parameters for stable and unstable species often encountered in
combustion processes

€/k® o d a
Species n (K) (A) (debyes) 8* (A3%) o x 102
Ar 0 136.500 3.330 0.000 0.000 0.000 0.000
CH 1 80.000 2.750 0.000 0.000 0.000 0.000
CH, 1 144.000 3.800 0.000 0.000 0.000 0.000
CH,CO 2 436.000 3.970 0.000 0.000 0.000 0.000
CH,0O 2 498.000 3.590 0.000 0.000 0.000 0.000
CH3 1 144.000 3.800 0.000 0.000 0.000 0.000
CH;CHO 2 436.000 3.970 0.000 0.000 0.000 0.000
CH;CO 2 436.000 3.970 0.000 0.000 0.000 0.000
CH;0 2 417.000 3.690 1.700 0.500 0.000 0.000
CHy 2 141.000 3.746 0.000 0.000 2.600 4.946
CH4O 2 417.000 3.690 1.700 0.500 0.000 0.000
CH 1 209.000 4.100 0.000 0.000 0.000 0.000
CH, 1 209.000 4.100 0.000 0.000 0.000 0.000
C,H,OH 2 224.700 4.162 0.000 0.000 0.000 0.000
CyH3 1 209.000 4.100 0.000 0.000 0.000 0.000
C,Hy 2 280.000 3.971 0.000 0.000 0.000 0.000
C,Hs 2 252.300 4.302 0.000 0.000 0.000 0.000
C,Hs 2 252.300 4.302 0.000 0.000 0.000 0.000
C3;H, 2 209.000 4.100 0.000 0.000 0.000 0.000
C;H3 1 252.000 4.760 0.000 0.000 0.000 0.000
CsHy 1 252.000 4.760 0.000 0.000 0.000 0.000
C;Hg 2 266.800 4.982 0.000 0.000 0.000 0.000
C;Hy 2 266.800 4.982 0.000 0.000 0.000 0.000
CsHg 2 266.800 4.982 0.000 0.000 0.000 0.000
CsH 1 357.000 5.180 0.000 0.000 0.000 0.000
CsH, 1 357.000 5.180 0.000 0.000 0.000 0.000
C4H,OH 2 224.700 4.162 0.000 0.000 0.000 0.000
C;H3 1 357.000 5.180 0.000 0.000 0.000 0.000
C4Hy 1 357.000 5.180 0.000 0.000 0.000 0.000
C4Hsg 2 357.000 5.176 0.000 0.000 0.000 0.000
C4Hy 2 357.000 5.176 0.000 0.000 0.000 0.000
CO 1 98.100 3.650 0.000 0.000 1.950 4.010
CO, 1 244.000 3.763 0.000 0.000 2.650 4.973
F 0 80.000 2.750 0.000 0.000 0.000 0.000
F, 1 125.700 3.301 0.000 0.000 1.600 4.448
H 0 145.000 2.050 0.000 0.000 0.000 0.000
H, 1 38.000 2.920 0.000 0.000 0.790 3.173
H,0 2 572.400 2.605 1.844 1.217 0.000 0.000
H,0, 2 107.400 3.458 0.000 0.000 0.000 0.000
He 0 10.200 2.576 0.000 0.000 0.000 0.000
HF 1 352.000 2.490 1.730 1.995 0.000 0.000
HCCO 2 150.000 2.500 0.000 0.000 0.000 0.000
HCO 1 498.000 3.590 0.000 0.000 0.000 0.000
HNO 1 116.700 3.492 0.000 0.000 0.000 0.000
HNNO 2 232.400 3.828 0.000 0.000 0.000 0.000
HO, 1 107.400 3.458 0.000 0.000 0.000 0.000
N 0 71.400 3.298 0.000 0.000 0.000 0.000
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€/k° o d o
Species n (K) (A) (debyes) 5 (A% ar x 102
N, 1 97.530 3.621 0.000 0.000 1.760 3.707
N,H, 2 71.400 3.798 0.000 0.000 0.000 0.000
N,Hj3; 2 200.000 3.900 0.000 0.000 0.000 0.000
N,Hy 2 205.000 4.230 0.000 0.000 4.260 5.628
N,O 1 232.400 3.828 0.000 0.000 0.000 0.000
NH 1 80.000 2.650 0.000 0.000 0.000 0.000
NH, 2 80.000 2.650 0.000 0.000 2/260 12.144
NH; 2 481.000 2.920 1.470 0.653 0.000 0.000
NNH 2 71.400 3.798 0.000 0.000 0.000 0.000
NO 1 97.530 3.621 0.000 0.000 1,760 3.707
NO, 2 200.000 3.500 0.000 0.000 0.000 0.000
O 0 80.000 2.750 0.000 0.000 0.000 0.000
O, 1 107.400 3.458 0.000 0.000 1.600 3.869
O3 2 180.000 4.100 0.000 0.000 0.000 0.000
OH 1 80.000 2.750 0.000 0.000 0.000 0.000
Nomenclature of Table:
n=0 : Monatomic molecule
n=1 : Linear molecule
n=2 : Nonlinear molecule
€/k° : Lennard-Jones potential well depth
o . Lennard-Jones collison diameter
d : Dipole moment
a 1 Molecular polarizability

where W, is the molecular weight and 7 and o; are respectively expressed in units of
Kand A.
The thermal conductivity coefficient is related to u; through

15 k°
Aimono = — — M (42153)
4 m;
5
= icv,i,monoﬂi (4.2.15b)

where we have used the subscript “mono” to indicate that the relation is only for a
monatomic gas because the theory assumes hard sphere collision.
It is of interest to note that Egs. (4.1.7) and (4.1.8) yield

)"i = Cy,ili, (4216)

which is different from Eq. (4.2.15b). The reason for this difference is that in deriv-
ing Eqs. (4.1.7) and (4.1.8), and hence Eq. (4.2.16), we have drawn analogy between
transfers in momentum and internal energy, without considering the collision dy-
namics. On the other hand, Eq. (4.2.15b) is derived based on the collision dynamics
of two structureless hard spheres, without considering the internal energy. Thus the
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energy transferred is that associated with translation. Consequently, the specific heat
in Eq. (4.2.15b) is that for the translational degrees of freedom, %(kO /m;), while the
specific heat in Eq. (4.2.16) is that associated with the internal degrees of freedom,
which is ¢, — %(ko /m;). Thus A; can be approximated as the sum of Egs. (4.2.15b)
and (4.2.16), with the appropriate specific heats used for the two different modes of
energy transfer,

5/3k° 3 k°
)\'i = 5 <§%> i + <Cv’i - §_> Mi, (4217)

1

which can be written as

9 —5
=22 i (4.2.182)
3 4
— Mmoo | 2 42.18b
o |3+ 15 1)) (3:2.180)

by using the relation ¢, ; — ¢, ; = k/m;. Equation (4.2.18) is the Eucken formula for
polyatomic gases. It is fairly accurate for most diatomic gases at moderate densities,
but is a poor representation for larger molecules.

An alternative expression for A; is the Hirschfelder’s formula,

i = Amono <0.115 n 0.354%) , (4.2.19)
y —
which has been found to be quite accurate over a large range of 7* for a number of
realistic potential functions.

Using the Eucken formula, we also have

Pr =

: 4.2.20

Thus Pr=% and 0.74 for monatomic (y = %) and diatomic (y = %) gases
respectively.

The binary diffusion coefficient between species i and j is given by

2Ty i
D, = — VZKT) /m, (4.221)

L)%y ogy
16 P”Uiz,jgz(,; : (T, 6%)

which becomes, in practical units,

[T3(W; + W), W,w;]'/?

(m?/s), (4.2.22)
LD g, o4
pot @0 (T 8)

D;j=1.8583x 1077

where p is the pressure expressed in atmospheres.

b
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For multicomponent mixtures the viscosity and thermal conductivity coefficients
are respectively given by the approximate expressions

N

Hi
Mmix = Y (4.2.23)
g1+ %, Zj;éi Xj®i j
Amix = XN: M (4.2.24)
mix = . 2.
i=1 I+ % Zj;éi chDiJ
where
2
1 Wi>1/2 (Mi>1/2<W;'>1/4

P i=—|14+— 1+(— — . 4.2.25
RV < W M Wi (229

Finally, the diffusion coefficient of a species i with a very dilute concentration in a

given mixture can be approximated by
1-Y
D~ ————. (4.2.26)
D D

The complete diffusion equation is discussed in Chapter 5.

PROBLEMS

1. Review the problem of two-body collision in a central force field discussed in
text books on classical mechanics (e.g., Goldstein 1980). Then derive Eq. (4.2.1).

2. Show that for a hard sphere potential (Hirschfelder, Curtiss & Bird 1954,
pp. 523-546):

x(b,g) =2cos ! (b/o) b<o

=0 b>o,
o0 11+ (—1)7 o2
(k) — _ k — 11 77 |2
Q /(; [1— (cos x)“]bdb |: R 5

1/2
ok _ 27k°T /(e+1)!Q(k)
L] m;,j 2 )

3. For propane-air mixtures at 1 atm pressure and with an initial temperature
298.15 K, calculate the following for ¢ = 0.55 and 2.25.

(a) The adiabatic flame temperatures and the species molar fractions, using the
major-minor species model and accounting for only the major species.

(b) The pure component transport coefficients u;, A;, the binary diffusion coeffi-
cients D; ;, the mixture transport coefficients fimix, Amix, and the Prandtl number
Pr, for both the initial and final states.
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(c) The diffusion coefficient D; of each species in the mixture, assuming it is a
trace component.

(d) The Sc; ; and Le; ; between the deficient reactant (i.e., fuel for ¢ < 1 and
oxygen for ¢ > 1) and the abundant species of the initial mixture.

In (b), you need to use the heat capacities for propane, which are tabulated
as follows (7 in K, ¢, in cal/mol-K)*:

T
Cp
T

Cp

298.15
17.627
1000

41.908

300
17.725
1100
43.807

400
22.669
1200
45.455

500
27.040
1300
46.897

600
30.884
1400
48.181

700 800 900
34247 37.174 39.713
1500

49.352

* Source: Barin, 1. 1989. Thermochemical Data of Pure Substances, Part 1, VCH.
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5 Conservation Equations

The dynamics and thermodynamics of a chemically reacting flow are governed by the
conservation laws of mass, momentum, energy, and the concentration of the individ-
ual species. In this chapter, we shall first present a derivation of these conservation
equations based on control volume considerations. We shall then derive a simplified
form of these equations describing only those effects which are of predominant im-
portance in most of the subsonic combustion phenomena to be studied later. Some
useful concepts and analytical techniques for combustion modeling will be discussed
and several important nondimensional numbers will be introduced. Whenever pos-
sible, we will adhere to the nomenclature of Williams (1985) for consistency and ease
of referencing. A summary of the symbols is given at the end of this chapter.

Further discussions emphasizing on the mathematical aspects of combustion the-
ory can be found in Buckmaster and Ludford (1982) and Williams (1985).

5.1. CONTROL VOLUME DERIVATION

To derive the various conservation equations, we first take a control volume that is at
rest with respect to an inertia reference frame. It has a volume V and a control surface
S, with a unit normal vector n, as shown in Figure 5.1.1. Within this control volume a
flow element of velocity v passes through. This bulk, mass-weighted velocity v is the
resultant of the individual velocities v; of the various species. Thus, by definition,

Zpivi = pv. (5.1.1)
The difference between v; and v is then the molecular diffusion velocity
Vi=v;—vV. (5.1.2)
Multiplying Eq. (5.1.2) by p; and summing over i, we have
Z iV = Z pivi — pv =0, (5.1.3)

as should be the case. Furthermore, since Y; = p;/p, the above results can also be
expressedasv= ) Yv,and Y YV, =0.

157
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Consider an extensive fluid property ¥ whose magnitude depends on the size
of the control volume V, and its corresponding intensive quantity tp, which is the
“density” of ¥ per unit volume of the fluid. The rate of change of ¥ is then given by
the sum of the temporal change of ¥ within V and the loss/gain of ¥ through fluxes
across the surface of V. That is,

5O 9
= 5/;¢dv+/;1/)(v~n)ds. (5.1.4)

Using the divergence theorem, we can write

/S P(v-n)dS = /V (V- 4pv)dV,

which, when substituted into Eq. (5.1.4), yields the general equation describing the

5O [ (0%
~ = /V (E +V- ¢v> dv. (5.1.5)

rate of change of ¥ as

In the following we shall first apply Eq. (5.1.5) to derive the general conserva-
tion equations for mass, individual species concentration, momentum, and energy.
Following this we shall also derive the conservation conditions across an interface.

5.1.1. Conservation of Total Mass
If the fluid property W is its total mass m, then % is the mass density p. Thus
Eq. (5.1.5) becomes

ém ap
I _ [ (2L yv.pv)av. 5.1.6
51 /V (at + pv) (5.16)

Since matter is neither created nor destroyed in a chemical system, ém/8t = 0 along
a fluid element. Furthermore, since the control volume is arbitrary, Eq. (5.1.6)
implies

dp

o +V-(pv)=0. (5.1.7)

Equation (5.1.7) is the conservation equation for total mass, commonly known as the
continuity equation.

5.1.2. Conservation of Individual Species
If W is the mass m; of the ith species, then b is its partial density p;. Equation (5.1.5)
then becomes

omy opi
= — +V.piv)dV. 5.1.8
5 /V<8t + pv) (518

There are two sources which can lead to a change in m;. The first is volumetric in
nature, caused by the presence of chemical reaction as represented by the rate of
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S=Sn

Figure 5.1.1. Control volume for the derivation of the conservation equations.

production of i per unit volume, w;. The second is a surface process, due to diffusion
across the control surface when spatial nonuniformity exists in the concentration of
i. This diffusive transport is effected through molecular collision and its magnitude
is proportional to the mass flux p; V; of the molecular random motion. Thus

=/Vw,-dv—/s(,0iV,~~n)dS=/V(wi—V',0iVi)dV~ (5.1.9)

The negative sign for the diffusion term indicates the fact that since dS is pointed
outward (Figure 5.1.1), an outwardly directed V; represents a net loss of mass by the

8mi
ot

control volume. Also note that w;, which is the mass reaction rate (gm/cm?-sec), is
related to the molar reaction rate @; (mole/cm?-sec) introduced in Chapter 2 through
w; = W,o;. Equating (5.1.8) and (5.1.9) yields

ap; .
a—'(;+V-[p,~(V~|—V,~)]=wi, i=12... N (5.1.10)

Equation (5.1.10) is the conservation equation for the ith species. Summing
Eq. (5.1.10) over the N species, and noting that Zf\i L w; = 0, we retrieve Eq. (5.1.7).
Thus only N of the (N + 1) equations given by Egs. (5.1.7) and (5.1.10) are indepen-
dent.

Using Y; = p;/p, Eq. (5.1.10) can be expressed in two alternate forms as

a(gty,-) FV - [p(v+ VY] = wi (5.1.11)
0 l;lf ==V (pV:Y) + w;, (5.1.12)
where
D ad
E(.) = E(.) +v-V() (5.1.13)

is the material derivative, and we have used the continuity relation Eq. (5.1.7). Since
density variation is an essential feature in combustion, it is frequently more illu-
minating to use the density-weighted material derivative, p D(-)/Dt, as shown in
Eq. (5.1.12).
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5.1.3. Conservation of Momentum
If ¥ is the momentum M of the flow, then ) is the momentum flux pv. Thus Eq.
(5.1.5) becomes

M apv
- = — 4+ V- av. 5.1.14
51 fv< ar pw) (5-1.14)

Newton’s second law of motion states that the force acting on a system is equal to
the rate of change of its momentum. The force can be further divided into a surface
force, represented by the stress tensor P, and a volumetric force f;, frequently called
body force, which represents all of the external forces acting on unit mass of the ith
species. Thus,

SM N N
— = —/(P~n)dS+Z/ ,o,-f,dV:f _V-P+Zpifi av. (5.1.15)
ot S i=1 YV 14 i=1

The negative sign for the stress tensor term indicates the convention that when P is
in the same direction as dS, the system is exerting force on its surrounding. Equating
(5.1.14) and (5.1.15), we have

a(pv N
(£)+V-pvv=—V~P+pZY,-fi, (5.1.16)

i=1

which can also be expressed as

Dv N
P o = -V -P+p) Yif; (5.1.17)
i=1

by using Eq. (5.1.7).
5.1.4. Conservation of Energy
If ¥ is the total internal energy E of the system, which includes the chemical, sensible,

and flow kinetic energies, then 4 is (pe + pv?/2) because e contains both the sensible
and chemical energies. Thus Eq. (5.1.5) becomes

SE =/ [Bp(e+ v?/2)
|4

V. 22 . 1.1
5 a7 + V- pv(e+v/ ):| dv (5.1.18)

The internal energy of the system can be changed by three sources. The first source,
0, is due to the energy flux q incident at the boundary of the system,

0= _/S(q.n)dsz —/VV~qu. (5.1.19)

The second source is the work done on the system by the surface force Fg, or

Wy = fv~dFs _ —/v- (P n)ds, (5.1.20)
N S
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where the negative sign indicates that if v is pointed in the same outward direction
as the surface force dFg, then work is being done by the system. This term can be
further rearranged to show

Ws = —/L;n- (v-P)dS = —/VV <(v-P)dV. (5.1.21)

The third source is the work done by the body forces Fy; on the various species
moving at v;. Thus

N N
Wy = X;f‘/vi -dFy; = X;/Vi (pif)dV

N
=> / (v+ Vi) (pf)dV. (5.1.22)
i=1 YV
Consequently we have
SE
T O+ Ws + Wy, (5.1.23)
or
dp(e +v%/2) D(e 4 v?/2)

+V - pv(e+v7/2) =p

at Dt

N
=-V.q-V-(v-P)+ ) (v+ Vi) (o). (5124
i=1

Equation (5.1.24) can be cast in a somewhat simpler form. If we take the scalar
product of Eq. (5.1.17) with v, we have

Dv D [v? N
VoL =P <7> =—v-(V-P)+pv- ; Y. (5.1.25)

Subtracting Eq. (5.1.25) from Eq. (5.1.24) results

De  d(pe)
PDi T ot

N
+V~(pve)=—V~q—P:Vv+pZYifi~Vi, (5.1.26)
i=1
where we have used the relation V - (v- P) = v- (V- P) + P : Vv. The operation sym-
bol (:) means that the tensor is to be contracted twice.

This completes our derivation of the conservation equations for chemically react-
ing flows, given by Egs. (5.1.7), (5.1.12), (5.1.17), and (5.1.26) for the conservation
of total mass, individual species concentration, momentum, and energy respectively.
These equations, however, are not complete until we have specified the constitutive
relations for the pressure tensor P, the diffusion velocity V;, the heat flux q, and
the reaction rate w;. These will be presented in Section 5.2.2. Before doing so, we
shall first apply the above conservation relations to derive the general conservation
conditions across an interface. These relations are frequently needed to serve as the
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Figure 5.1.2. Control volume for the derivation of conservation relations across an interface.

boundary or matching conditions when analyzing processes occurring in different
flow regions or media.

5.1.5. Conservation Relations across an Interface

Consider the control volume of Figure 5.1.1 to be a thin slab sandwiching a control
surface S;, which has a velocity v; (Figure 5.1.2). The unit normal vectors of the two
surfaces of the slab are n* and n~, with n=— — —n™ as the thickness and thereby
the mass of the slab approach zero. The integral conservation equations derived
previously of course still hold within this control volume. However, since we are
now referencing changes in properties across the interface, it is more convenient
to consider these changes in the reference frame at the interface. Thus, the only
modification necessary is to replace v by (v — v;) for the quantities within the surface
integrals describing their transport due to the mass flux pv.

With the above considerations, the conservation equations derived previously can
be evaluated in the limit of vanishing slab thickness such that the integration volume
V — 0 while the integration surface S degenerates to (S} + S;). Thus, using the rate
of change equation (5.1.4) and appropriate source terms, the interfacial conservation
relations for total mass, individual species concentrations, momentum, and energy
are respectively given by

[o" (vt —v))—p (v —v))] -ntdS = — lim [3/ pdV] , (5.1.27)
S, v—0| dt Jy

/ [P Y (v + Vi —v) = p Y (v +V; —vy)] -n*dS
N

0
— lim [/ widV——/pYidV], i=1,.. N, (5.1.28)
% ot Jy

V—0

/S VI (vF —v) -nt ] —p v [(v  —v) -nT]+ (P —P7)-n"}dS

N
. 0
~ lim { /V o ; vtav - = /V pvdv] (5.1.29)
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/S[ {p+ [e+ + g} v —v)—p [e + (”2)2} v =)

+(q"—q )+ (Pt —v ~P_)} -n"dS

and

2

N
. 0 v

where Eq. (5.1.27) has been used in deriving Eq. (5.1.29). The volume integrals in
the above relations vanish in the absence of source or sink at the interface, lead-
ing to the corresponding vanishing of the integrands in the surface integrals and
consequently the differential conservation relations for the fluxes in crossing the
interface.

5.2. GOVERNING EQUATIONS

5.2.1. Conservation Equations
For ease of referencing we summarize in the following the conservation equations
derived above.

Overall Continuity:

0
a—‘; LV (pv) =0 (52.1)
Continuity of Species:
DY;
0 =w; —V-(pYV;), i=1,...,N (5.2.2)
Dt
Momentum:
Dv N
——_VvV.P YiH; 523
T +p ; (52.3)
Energy:
De g q—P: (v + XN:Yf \% (52.4)
th = -q . v P ili- Vi L

i=1

5.2.2. Constitutive Relations

Derivation of the constitutive relations specifying the diffusion velocity V;, the pres-
sure tensor P, and the heat flux vector q can be found in, for example, Hirschfelder,
Curtiss, and Bird (1954), and Williams (1985), while the reaction rate is stated in
Chapter 2 through the law of mass action.
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Diffusion Velocity V;:
VX, =]Z]V;<A1;)j)(v — V) + (Y - X)( : )+(§>lf;x-n(fi—f,)
G 5NT) e

]:

Pressure Tensor P:
P [p . (%u - ) . v>] U= ul(V¥) + (v)7], (5.26)

where U is the unit tensor and the superscript 7' denotes transpose of the tensor.

Heat Flux Vector q:

N N
X;D
q:—WT+th,Y,V +R"TZZ<—T’>(V Vi) +ar (527
i=1 i=1 j=1

where qr is the radiant heat flux vector.

Species Reaction Rate:

N
— W Z ) = VL) BT exp (~E i/ RT) [ [ €%, i=1.....N, (5.2.8)
j=1
where w; = W;»; with &; specified in Section 2.1.1, and ¢; = p;/W; =Y;p/W; =
(X;p/R°T).

Although the above expressions for V;, P, and q were not derived, it is important
to recognize the physical meaning of these fluxes. The four terms on the RHS of
Eq. (5.2.5) respectively show that mass diffusion can be effected by Fickian diffusion
through the concentration gradient, diffusion in the presence of pressure gradient
V p and of body force f;, and the second-order, Soret diffusion in the presence of tem-
perature gradient. The efficiencies of the concentration and Soret diffusions depend
on their respective diffusion coefficients D; ; and Dr;. Among these four processes,
concentration diffusion dominates in most situations of physical interest. Pressure
diffusion could be important under exceptionally large values of V p, or for species
i whose molecular weight is substantially different from those of the other species
such that Y; is very different from X;. Body force diffusion could be relevant when
considering electromagnetic forces associated with ions and electrons in gas mix-
tures. When gravity is the only body force, then f; = f; = g and there is no net body
force diffusion, where g is the gravity acceleration vector.

The meaning of the pressure tensor P, especially for its role in momentum conser-
vation Eq. (5.2.3), is explained in elementary fluid mechanics texts and is not repeated
here. Suffice to note that the bulk viscosity coefficient « is frequently neglected but



5.2. Governing Equations Hu b?:ﬂ

is not necessarily negligible as the density changes are large in combustion pro-
cesses. Regarding the influence of buoyancy on the fluid motion (Law & Faeth 1994;
Ronney 1998; Ross 2001), clearly it is inherently an important process for most of the
combustion processes on earth because in the active burning region the temperature
is relatively high and density low, whereas in regions away from the flame the tem-
perature is low and density high. Therefore the fluid elements in the burning region
tend to rise relative to its surrounding, and produce a net natural convective motion.
This can change the burning rate, for example in increasing it by enhancing the rate
of oxidizer transfer to the burning region. In fundamental combustion studies buoy-
ancy is sometimes considered a “nuisance” because it could distort the flame shape
from symmetry based on which theoretical predictions are frequently made.

It has also been suggested that electromagnetic forces could be significant under
certain situations (Lawton & Weinberg 1969). Obviously ions and electrons are pro-
duced during reactions such that the flame can be manipulated by externally applied
electric fields. Examples are the inducement of ionic winds and of flamefront in-
stability in the form of ridges over the surface of a Bunsen flame. The stabilization
characteristics of Bunsen flames, to be studied in Chapter 8, have been found to be
affected (Calcote & Pease 1951). However, while the effects of charged particles on
the bulk flow have not been adequately studied, they are believed to be small.

The significant change in density within a reacting flow also renders it inadequate
to adopt the constant density assumption commonly used in nonreacting flows of
low Mach numbers, recognizing nevertheless that the density variation here arises
from large temperature nonuniformities instead of the high-speed nature of the flow,
which renders the variation of the specific volume with pressure significant.

Concerning the heat flux q in Eq. (5.2.7), the first term on the RHS represents
the well-known conduction heat transfer in the presence of a temperature gradient.
The second term is the transfer of heat through mass diffusion due to the different
heat contents of the various species. This term vanishes when the specific heats of
different species are the same. The third term represents second-order diffusion, the
Dufour effect, accounting for the transfer of heat in the presence of mass diffusion,
especially due to the concentration gradient. Unlike the second term, which also is
caused by mass diffusion, this term exists even if the specific heats of the species are
the same.

The radiation heat transfer vector, qg, can be an extremely complicated integral
function accounting for the radiation effect in all directions (Vincenti & Kruger 1965;
Tien & Lee 1982; Sarofim 1986; Viskanta & Mengiic 1987). It depends on the gas
temperature as well as the molecular structure because the efficiency of molecular
radiation absorption and emission is sensitive to the wavelength of the radiation. It
is through this term that the vast field of radiation is coupled to combustion. This
heat transfer mode is important for flames with heavy soot loading, and because of
its long-range effect in large-scale phenomena such as flames in furnaces as well as
building and wildland fires. Sometimes the radiative heat loss from a sooty flame can
be so substantial that the flame temperature is significantly reduced. Furthermore,
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since radiative heat loss is inherent to a flame, there exist situations in which it
becomes the only loss mechanism experienced by the flame when all external loss
mechanisms are eliminated, and hence constitutes the mechanism responsible for
the extinction for such near-adiabatic flames.

5.2.3. Auxiliary Relations

If we let Y, p, T, and v be the N + 5 dependent variables in Eqs. (5.2.1) through
(5.2.4), then the other variables are related to them through the following auxiliary
relations.

Ideal Gas Equation of State:

N N

o o Y ’OR()T

p=pRT/§ X;W, =pR T§ Wl; —, (5.2.9)
i=1 i=1 t w

where W =Y X;W; = (3_ Y;/W;)! is the average molecular weight of the mixture.

Energy—FEnthalpy Relation:

N
h= Z Yihi = e+ p/p. (5.2.10)
i=1

The Caloric Equation of State:
hi =h)(T°)+ h(T;T°), i=1,...,N, (5.2.11)

where

T
(T, T°) = / ¢pudT. (5.2.12)
T()

Conversion between Molar and Mass Fractions: The relation between the molar frac-
tion X; and mass fraction Y; is

Y./ W, .0
S / RS N AL (5.2.13)
> =1 Yi/W;

= — )
2 =1 X W

In combustion problems it is frequently necessary to convert between X; and Y;. The

reason is that while chemical reactions are mole-based processes in that their rates

vary with the molecular concentrations of the mixture, convection is a mass-based

i

process, describing the inertia and motion of the bulk flow according to Newton’s law
of motion. The diffusion process is a mixed one as can be seen by the presence of both
X; and Y; in the definition of the diffusion velocity given by Eq. (5.2.5). However, if
concentration diffusion is the dominant mode of diffusion such that V X; is balanced
by only the first term on the RHS of Eq. (5.2.5), then the diffusion velocity V; is again
a mole-based quantity.

Because of the complexities involved in converting between X; and ¥;, a constant
average molecular weight W is frequently used in combustion analysis, as shown
in Eq. (5.2.9). Furthermore, X; and Y; are now related through X; W, = Y, W. This
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assumption is reasonable for hydrocarbon-air mixtures because the abundance of
nitrogen makes W to be less sensitive to compositional variations of the mixture as
combustion proceeds. It is however inadequate for, say, a nonpremixed system of air
and a very light fuel such as hydrogen or a very large fuel such as a large hydrocarbon
or a polymer. The dominance of nitrogen also becomes progressively weaker as a
premixture becomes richer in its fuel concentration.

Finally, since we will be working with intensive properties from now on, whenever
possible we will use the upper and lower case letters to respectively designate ther-
modynamic quantities on molar and mass bases, as in H;, Cp;, O., and h;, cp;, q..
Recall that in Chapter 1 we used the upper case letter (e.g., H) to designate extensive
quantities, and the lower case letter with overbar (e.g., ) to designate partial molar
quantities.

5.2.4. Some Useful Approximations
5.2.4.1. Diffusion Velocity, V;: In the absence of pressure gradient, body-force, and
second-order diffusion, Eq. (5.2.5) simplifies to the Stefan-Maxwell equation,

N

XA

vmx,-:Z(Df )(V,-—V,-), i=1,2,.... N, (5.2.14)
L]

j=1
which shows that V; not only is implicitly expressed in terms of the concentration
gradient, it is also coupled to all the Vs. It is therefore desirable to have an explicit
expression for V; so that it can be readily substituted into the conservation equations.
The simplest expression is obtained by assuming that the binary diffusion coefficients
of all pairs of species are equal, thatis, D; ; = D. Then Eq. (5.2.14) becomes

N
DVInX; =) X;V;-V. (5.2.15)

j=1

Multiplying Eq. (5.2.15) by Y;, summing over i, and noting that Zf\; 1YV =0, we
have

N N
Y X;V;=D) Y;VinX;.
j=1 j=1

Substituting this relation into Eq. (5.2.15), and converting X; to Y; by using
Eq. (5.2.13), it can be shown that

Vi=-DVInY, (5.2.16)

which is Fick’s law of mass diffusion.

The assumption of equal binary diffusion coefficient can be quite a restrictive one
because of the significant difference in the molecular weights and structure between
the different gaseous components in a combustion environment. Compared to the
assumption of an average molecular weight used in, say, the equation of state, this
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assumption can now qualitatively affect the combustion behavior because it controls
the motion and hence concentration of the individual species, and because of the
dominant influence of diffusion in flames.

An alternate simplification for the mass diffusion velocity can be obtained by
assuming that all but one of the N species in the mixture exist in trace quantities.
Thus diffusion of any ith of the (N — 1) species is mainly governed by its interaction
with the Nth, abundant species. Then the diffusion velocity of the ith species can be
approximated by

V[ = — i,Nv In Y; (5217)

Equation (5.2.17) is quite a reasonable assumption for fuels burning in air because of
the abundance of nitrogen in the mixture relative to fuel, oxygen, and the combustion
intermediates and products, as mentioned earlier.

5.2.4.2. Constant Transport Coefficients: Together with the assumption of equal bi-
nary diffusion coefficient, in combustion modeling it is also frequently assumed that
in the gas phase the specific heat c,, the thermal conductivity coefficient A, and the
product p D (or p?> D in boundary-layer flows discussed in Chapter 12) are constants.
Realistically these transport properties are moderately to fairly strong functions of
both temperature and species concentrations. For example, the gas temperature can
vary from a few hundred degrees at the freestream locations of the fuel and oxi-
dizer to 2,000-3,000 K at the flame. The gas mixture can also consist of a variety
of species, such as polar molecules like water, nonpolar molecules like oxygen and
carbon dioxide, and large and long molecules like branched and normal paraffins,
while their molecular weights can vary from 1 for the hydrogen atom, to 18 for water,
to several hundred for the large hydrocarbons. Thus although considerable analytical
simplification can be achieved with these constant property assumptions, quantitative
accuracy is frequently compromised.

5.2.4.3. Isobaric Assumption: Most combustion phenomena take place in low-speed
subsonic flows. For these flows the description of the spatial pressure variation is con-
siderably simplified. This can be demonstrated by considering the inviscid momentum
equation in one dimension,

du d_p

—_— = 5.2.18
pu dx dx ( )
Nondimensionalizing p by p,, p by p,, and u by u,, we have
2 N A
polts (.. dil ap
o — ) =——, 5.2.19
Po (pu dX> dx ( )

where quantities with “*” are nondimensional. Since yp,/p, = ag, where a, is a ref-
erence speed of sound, and with the Mach number given by M = u/a, Eq. (5.2.19)
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becomes
dii dp
M pa— | = —=F. 5.2.20

Y ()(pudx> o ( )
Since the terms in Eq. (5.2.20) must balance each other, and since M? « 1 for low-
speed subsonic flames, Eq. (5.2.20) implies that a small, O(M?), change in the pressure
gradient, d p/dx, will produce an O(1) change in the inertia force, pitdit/dx, and vice
versa. This concept can be demonstrated more clearly by expressing p as the sum of
a background pressure p, and a dynamic pressure pq,

p(x,t) = polx, 1) + pi(x, 1), (5.2.21)

where p, = O(1) and p; = O(M?). Substituting Eq. (5.2.21) into Eq. (5.2.20), and
equating terms of equal order, we have

dpo
oy e_y (5.2.22)

x

di dpi
oMy yM (pa—)=———. 5223
( 0) y o (pu dx) dx ( )
We therefore readily conclude from Eq. (5.2.22) that

Vp,=0, or p,= p,t). (5.2.24)

There are several implications of the above results. First, because Vp ~ Vp; =
O(M?), it can be neglected when compared to the spatial variations of other quan-
tities such as temperature, density, and concentrations. Consequently p(x, t) ~ p(t).
Furthermore, in an open system that does not have any temporal pressure varia-
tion forced upon it, then the temporal influence of any pressure wave generated
by the combustion process is dp/dt ~ O(M?) and therefore can again be neglected.
However, in a closed system in which either a temporal pressure variation is im-
posed, as within a piston-driven, reciprocating internal combustion engine, or the
combustion-generated pressure waves actively interact with the combustion cham-
ber environment, as with the amplification of pressure waves within the “acoustic
cavity” of a rocket motor, then the dp/dt = dp/dt term needs to be retained.

In the momentum equation, we must retain the spatial pressure variation, with
p(x,t), because it is the pressure gradient that drives the flow, as shown in
Eq. (5.2.23).

Regardless of the nature of V p, the fact that p; <« p, leads to a significant simpli-
fication of the equation of state, as

ORT = p(x,t) = p,(t), (5.2.25)

which implies that p T varies only with time but not with space, if the gas constant R
is approximately constant. Thus p, can be identified as the thermodynamic pressure
of the system.

The above result is referred to as the isobaric or low Mach number approximation.
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5.3. A SIMPLIFIED DIFFUSION-CONTROLLED SYSTEM

5.3.1. Assumptions
In this section we shall formulate and describe a simplified system that consists of the
four essential processes constituting most subsonic combustion phenomena, namely:
(a) the unsteady terms describing the time variation of the system, (b) the diffusion
terms because of the existence of strong temperature and concentration gradients
in flames, (c) the convection terms which describe the fluid mechanical aspects of
the system, and (d) the chemical reaction terms because, otherwise, we would not
be studying combustion! Consequently we shall neglect body forces, radiation heat
transfer, and all modes of diffusion except that due to concentration gradients.
Furthermore, we also assume that in low-speed subsonic flows viscous heating
is much weaker than the heat involved with other modes of heat transfer as well
as the chemical heat release. Thus P:(Vv) = pU:(Vv) = pV - vin Eq. (5.2.4). This
is frequently justifiable as a first approximation for low speed, subsonic flows. In
supersonic flows, however, the extent of conversion of the flow kinetic energy to
thermal energy can be quite substantial when the flow is slowed down through viscous
action within boundary layers.

5.3.2. Derivation

We shall now derive the simplified forms of the energy and species equations. We
are not concerned with the momentum equation because momentum is assumed
to be conserved during molecular collision leading to chemical reaction. Chemical
reaction terms therefore do not explicitly appear in the momentum equation, which
is identical to that of chemically nonreacting flows. Indirectly, momentum transport
is strongly affected by the presence of reactions in the flow field, through density
variation, because of the large changes in temperature and species composition as
a consequence of localized heat release and chemical transformation, as mentioned
earlier.

With the above discussion, Eq. (5.1.26) for energy conservation is simplified to

%(pe) +V-(pve)==V-q—p(V-v), (5.3.1)

where
N
q=-2VT+p> WYV, (5.32)
i=1

and V; is given implicitly by Eq. (5.2.14). Substituting e = h — p/p and q into
Eq. (5.3.1) yields

9 XN:Yh- VoS W Vi) —avT | = 4 (53.3)
9t pi:] irni pl-:l in; i = .
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where we have invoked the isobaric assumption. Species conservation is still given
by Eq. (5.1.11),

a
E(pYi)—i-V'[pY,-(v—l-V,')] =w;,, i=1,...,N. (5.3.4)

Using Eq. (5.3.4), energy conservation can be expressed in an alternate form in
which the influence of reaction is explicitly displayed. Substituting 4; = h{ + k] in
Eq. (5.3.3), multiplying Eq. (5.3.4) by A{, summing over i, and subtracting the
resulting expression from Eq. (5.3.3), we obtain

N N
%(phs) +V. (pvhs +p ; YhV; — AVT) = Z—? - ;hfwi, (5.3.5)
where h* = Zfil Y. The third term on the LHS of Eq. (5.3.5), ) _ YA} V;, shows
that the molecular transfer of energy is effected not only through the usual thermal
conduction term, AVT, but also through the imbalances in the enthalpy fluxes of
different species. These imbalances can be the results of either different diffusivities,
which affect V;, or different specific heats, which affect 4]. Thus two formulations
can be pursued, depending on the assumptions regarding the diffusivities and the
specific heats.

5.3.2.1. Distinct Specific Heat Formulation: Here we keep c,; distinct butlet D; ; =
D. Noting that

N N N
VI =V Yk =Y KVY+)> YVh, (5.3.6)
i=1 i=1 i=1
N N T N
PRAZESDY Y,-V/ cpidT = Yicp,; VT =, VT, (5.3.7)
i=1 i=1 i=1

where ¢, = Zi’il Yicp.i, Eq. (5.3.5) becomes
3 1 dp &
—(ph’)+ V- h —pDVR + 1| ——-1)VT|=— — hfw;. 5.3.8
i)+ [ovie = ppur 1 (7 = 1) VT = = hw 539

The equivalent expression for energy conservation with the total enthalpy /4 as the
dependent variable can be similarly obtained, from Eq. (5.3.3), as

d 1 dp
—(ph)+V -|pvh— pDVh+r|——1|VT|=—. 5.3.
% o)+ [pv pDVA+ (Le ) ] dl (5.39)
For species conservation, using Egs. (5.2.16) in Eq. (5.3.4) yields
%(,oYi) +V.-(pvY, — pDVY) =w;, i=12,...,N. (5.3.10)

Equations (5.3.8) or (5.3.9), and Eq. (5.3.10) are the final simplified conservation
relations for energy and species for this formulation. The species equation shows the
four dominant terms of interest, namely the unsteady term, the convection term as
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indicated by the bulk flow velocity v, the diffusive term as indicated by the mass diffu-
sion coefficient D, and the reaction term w;. It may also be noted that the convection
and diffusion terms are respectively described by first and second order differentials,
and the negative sign in front of the diffusion term indicates that diffusive transport
occurs in the direction of decreasing concentration.

5.3.2.2. Distinct Diffusivity Formulation: Here we keep D, ; = D; y distinct, but
let ¢,; = cp. Since now A} = h°, the third term in Eq. (5.3.5) vanishes because
> Y;V; = 0. Equation (5.3.5) then becomes

N

a dp
—(pP*)+ V- (pvh* —AVT) = — = » hlw;, 53.11
S (PB) +Y - (pv )= ; fw (5.3.11)
which can be alternately written as
i( Y+ V- [pvh’ — (A )Vhs]—d—p—iho ; (5.3.12)
a7 P PV /¢p =7 ,- Jw; 3.

by using Vi = ¢, VT from Eq. (5.3.7). Total energy and individual species conser-
vations are now respectively given by
S o)+ V- | pvh— VT XN:hO( Dy | = 9P (5.3.13)
8tp P iil,‘pt A 2.

9
S (PY) V- (VY — pDVY) =wi i=12,....N, (5.3.14)

where we have written D, = D; y for simplicity. Equations (5.3.12) or (5.3.13), and
Eq. (5.3.14) are the final governing equations for this formulation.

It may be noted that in the above relations v and D (or D;) do not appear separately
but are rather grouped with p through pv and pD. Thus the relevant quantities
representing convective intensity and mixture mass diffusivity are the mass flux pv
and the density-weighted mass diffusivity p D. Furthermore, A /c, is also the density-
weighted thermal diffusivity p(1/c,p). As discussed in Chapter 4, these density-
weighted diffusivities are insensitive to pressure variations and are only moderately
sensitive to temperature variations (~ 7%7).

5.4. CONSERVED SCALAR FORMULATIONS

A major difficulty in the solution of chemically reacting flows is the presence of the re-
action term, which not only is nonlinear but also couples the energy and species equa-
tions. However, recognizing that the concentrations of the various reactive species
Y; and the system enthalpy are related through stoichiometry, it is reasonable to
expect that under suitable situations these quantities can be stoichiometrically com-
bined such that the resulting term is again not affected by chemical reactions in the
flow. Such a combined quantity is called a conserved scalar or coupling function.
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An obvious example of a conserved scalar is the total energy of a homogeneous mix-
ture, which is the sum of the stoichiometrically scaled sensible energy and chemical
energy as represented by the fuel concentration, as discussed in Chapter 1. In the
presence of diffusive transport in a nonhomogeneous mixture, different flow scalars
will diffuse at different rates and it is not at all clear if such conserved scalars still
exist. In this section we will identify several of them and the separate requirements
for each of them to exist.

5.4.1. Coupling Function Formulation

This is perhaps the most frequently used conserved scalar formulation, which is
sometimes also referred to as the Shvab—Zel’dovich formulation. While the basic
concept of the coupling function formulation is applicable to a general reaction
scheme, it is most useful for the one-step overall reaction,

N N
> uM; = Y /M. (5.4.1)
i=1 i=1

This reaction has a species-independent reaction rate w given by Eq. (2.1.3), and is
related to w; of Eq. (5.2.8) through

w;
= 542
=W -y 642
where
N v’
® = BT exp(—E,/R°T) [ | ¢/ (5.4.3)
j=1

Specializing to the distinct specific heat formulation for illustration, we substitute
Eq. (5.4.2) into Eq. (5.3.10) to yield

LW+ V- [pvY — (DY = W — v (5.4.4)

We now define a stoichiometrically weighted mass fraction as

Yi=L< Y ) (5.4.5)

oin \YuB

where
" !
o = Wi (v — v
Ln— " ’
Wn(vn - vn)
is defined in general as the stoichiometric mass ratio of species i to an as yet un-

specified reference species n, and the subscript B is a boundary location, say the
freestream, at which Y, is known. Equation (5.4.4) can then be written as

Lo(V)=w, i=1,....N, (5.4.6)
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where w, = [W, (v, — v,,)/ Y, glw, and

LoO) =%+ -y = 09| ) (5.47)

designates an operator whose diffusion term is characterized by p D.

Since Eq. (5.4.6) consists of N equations, we can eliminate the complex and non-
linear reaction term w, from (N — 1) of them by subtracting any jth equation from
an ith equation to yield

Lp(Y; = Y;)=0. (5.4.8)
Thus, if we define a species coupling function
Bi.j=Yi—-Y;, (5.4.9)
then Eq. (5.4.8) is expressed as
Lp(Bi,j) = 0. (5.4.10)

The reaction term w, can also be eliminated from the energy conservation equation
by further assuming that the mixture Lewis number, Le = A/c,p D, is unity. Then
Eq. (5.3.8) is simplified to

Loy = 9P ZN:W (5.4.11)
- — — Swj, A

ao. ="
where we have removed the subscript D from the operator Lp(-) because the dif-

fusion coefficient can now be either pD or A/c, as a consequence of the Le =1
assumption. Substituting Eq. (5.4.2) into Eq. (5.4.11) yields

S dp . o " /
L) =—- - ;hi W =) | @. (5.4.12)
If we now define stoichiometrically weighted nondimensional enthalpy and temper-
ature as
- n . T
= , =2 (5.4.13)
Yn,BQc,n Yn,BQc,n
where

Y R W(] = v))
en = Wy =)

is the chemical heat release per unit mass of species n reacted, then Eq. (5.4.12)
becomes

L) = (1 - %) % — wy, (5.4.14)

where p = pT and we have also used the ideal gas equation of state to relate p, p,
and 7. Thus, a species—enthalpy coupling function can be defined as

Bi=h+Y;, (5.4.15)
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which satisfies

1\ dp
L(B) = (1 - _> av (5.4.16)
y ) dt
Equation (5.4.16) is somewhat more complex than Eq. (5.4.10) because of the
inhomogeneous term describing the variation of p with time. However, in a steady-
state situation, Eq. (5.4.16) simplifies to the homogeneous equation

Ls.s.(ﬁi) = [V : (IOV - pDV)] ﬂi =0. (5417)

Another possible simplification of Eq. (5.4.16) can be obtained for flames and
combustion processes occurring in an open environment of constant pressure, such
that dp/dt ~ 0 and consequently

L(;) = 0. (5.4.18)

The coupling function formulation simplifies, but does not eliminate, the chemical
aspect of the problem. That is, for a combustion system governed by (N + 1) equa-
tions representing conservation of energy and the N chemically active species, the
reaction term wy, is eliminated from all but one of them. For example, for an open
flame, the system is described by Eq. (5.4.18) for the coupling functions g; together
with Eq. (5.4.14), given by

L(F) = —w,. (5.4.19)

Thus the chemical information is still contained in Eq. (5.4.19), as it should be.

The coupling functions g; ; and g; are called conserved scalars because they are
not affected by chemical reactions in the flow field. Physically, the existence of con-
served scalars can be explained as follows. First we note that 8; ; and §; are conserved
quantities in a static, nondiffusive medium because they simply represent the stoi-
chiometric relations between the creation and destruction of the various species and
the corresponding change in the sensible enthalpy of the mixture. Next, these rela-
tions should still hold in a convective medium because in the frame of reference of
the flow the medium is again static. In other words, all scalar quantities are carried
along by the flow at the same rate. Finally, consider the effect of diffusion. Since
heat and different species have different diffusivities, their respective diffusive fluxes
are transported with different efficiencies and consequently g; ; and g; cease to be
conserved. However, by making the equal diffusivity and unity Lewis number as-
sumptions, we are requiring that these diffusive fluxes be transported with the same
efficiency, hence preserving the conserved nature of ; ; and g;. Thus the assumption
of equal diffusivities is essential in the existence of coupling functions.

Since a coupling function, or conserved scalar, is not affected by the chemical
reaction in the flow field, the concentration of any inert species is by definition a con-
served scalar in chemically reacting flows, satisfying differential operators even more
general than (-). Experimentally, sometimes it has been found useful to determine
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some of the flow field properties by tracking the response of an inert species such as
nitrogen.

It is also important to recognize that coupling functions, being functions of space
and time, are in general not necessarily constants of the flow. The terminology
“conserved scalar” only implies that the quantity is conserved in a chemical reaction.
On the other hand, there are situations in which they are indeed constants in the
flow, as for the one-dimensional planar premixed flame to be studied in Chapter 7.

Finally, for later use we shall write down the various parameters for a specific
one-step reaction scheme, namely one between a fuel species F and an oxidizer
species O, given by

Ve F +v,0 — Vi P, (5.4.20)

with g. r amount of heat release per unit mass of fuel consumed. If we let the reference
species n be the fuel, then by definition

YW =) W0 =y
Wi (v — V) T We(g —vp)

and Y; = Y;/(0; Yr. ), where q. = q..r, 0; = 0;  is the stoichiometric mass ratio of

=0, (5.4.21)

the ith species to the fuel, and Yr p the fuel mass fraction in the freestream. Thus the
various stoichiometrically scaled parameters are
- h c, T - Y; - Y,

P )% F o

B = . T= L Vr=t Vo= : (5.4.22)
Yr Bqc Yr Bq. Yr B o0oYF B

where Yr pqc/c, is the increase in the temperature from the freestream value upon
complete consumption of Yz p amount of fuel in a homogeneous mixture.

5.4.2. Local Coupling Function Formulation

The major drawback of the coupling function formulation is the need to assume
equal diffusivities for all species as well as heat, when both ; ; and B; need to be
considered. This results in equal Lewis numbers which also have the special value
of unity. While our discussion on transport phenomena shows that the unity Lewis
number assumption is a reasonable one as far as its magnitude is concerned, we shall
demonstrate in due course that there exist some important combustion phenomena,
such as flamefront instability, that can only be explained by the fact that Le deviates
from unity, that is, diffusion of heat and the various species occur with different dif-
fusivities. Thus, in combustion modeling, caution should be exercised when invoking
the unity Lewis number assumption lest some crucial phenomena are unknowingly
suppressed.

Fortunately, many combustion problems can be studied, through rational approx-
imation, without assuming Le = 1 or using the coupling function formulation. The
reason being that the main advantage of the coupling function formulation is the abil-
ity to eliminate the reaction terms from the conservation equations which govern the
entire flow field. However, as discussed in Chapter 2, active chemical reactions are
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frequently confined in narrow spatial regions because of the large-activation-energy
Arrhenius kinetics involved. Thus much of the flow field is essentially chemically
nonreactive and therefore can be described by the governing equations with w; = 0
but Le; # 1. Furthermore, as will be shown in later chapters, in the narrow reaction
region the diffusion term frequently dominates over the convection and transient
terms because of the steep spatial gradients associated with the rapid changes in the
flow properties. Thus Egs. (5.3.12) and (5.3.14) can be approximated by

V- [(A/c,) VR = i how;, (5.4.23)

i=1

in the reaction region, where we have used the distinct diffusivity formulation to
capture the role of preferential diffusion. By further assuming that A /c, and p D; are
constants, Egs. (5.4.23) and (5.4.24) become

V2R = (cp/r)wh, (5.4.25)
VA(Yi/Lei) = —(cp/M)wp, (5.4.26)

where Le; = A/(c,p D;). Thus addition of Egs. (5.4.25) and (5.4.26) yields the Laplace
equation

V2B, =0, (5.4.27)

where

IR ¢

Bi=h + Ie, (5.4.28)
is the local coupling function which is valid only in the reaction region. Equation
(5.4.28) shows that Y; is now to be scaled by Le; in the local coupling function. Thus
for Le; > 1, thatis, mass diffusivity being smaller than thermal diffusivity, g; suffers a
net reduction in the concentration of i. The converse holds when Le; < 1. This result
is physically reasonable.

The expression of B; as given by Eq. (5.4.28) demonstrates the possibility that a
thermodynamic quantity, such as the total enthalpy of a mixture as represented by
(A* +Y;), can be affected by the nonequilibrium, diffusive transport processes when
the thermal and species diffusivities differ from each other. Such an influence can
therefore modify the local concentrations of a mixture from its freestream values,
and through it the local flame temperature from the adiabatic flame temperature,
which is defined by the freestream values.

5.4.3. Near-Equidiffusion Formulation
Since the Lewis numbers of many gaseous reactants are indeed close to unity, it
is possible to approximately account for Lewis number effects by expanding the
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governing equations around Le; = 1. To do this, we again assume that A /c, and p D;
are constants. Then Eqgs. (5.3.12) and (5.3.14) can be written, for an open flame, as

%(p;}*) +V - [pvi® — (A fcp)VA] = —w,. (5.4.29)
%(pf@) +V. [vai - (AL/Z;”)in} = w,. (5.4.30)
Expressing Eq. (5.4.30) as
Li(Yi) = w, + (Llei - 1) V- [(/ep)VTi], (5.4.31)
where
LO =50+ 9 lov= G701 (5432)
and adding Egs. (5.4.29) and (5.4.31) yields
L) = < ;f - 1) V- [(h/ep)VYi], (5.4.33)

with B = i* + Y;. Equation (5.4.33) clearly demonstrates that nonequidiffusion
plays the role of a sink/source for the conserved scalar g;. For Le; = 1, solution
can be sought in series form as in, say, ¥; = Y; o + & Y;1 + O(8?), with

1
Le;

—1'=5i<<1

being the small parameter of expansion. Thus expanding Eq. (5.4.33), we have, to
the first two orders,

L (Bio) =0, (5.4.34)

Li(Bi1) =V - [(A/cp)VYi0]. (5.4.35)

The nonequidiffusion effects are therefore captured at the first-order solution,
for ,3,‘,1.

5.4.4. Element Conservation Formulation
All our discussion so far has been based on tracking the fate of the individual species
as chemical reactions evolve. The coupling functions so identified are based on chem-
ical stoichiometry. Since elements are conserved in chemical reactions, it is logical to
investigate relations governing the conservation of elements in chemically reacting
flows.

In a mixture consisting of N species of ¥; made up of L elements, we can define an
element mass fraction Z; of element k as

N
Ze=Y wiiY, k=12, L (5.4.36)
i=1
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where wu; x is the mass fraction of the kth element in the ith species. For example,
for the elements carbon and oxygen in carbon dioxide, we have pco,.c = 12/44 and
1co,.0 = 32/44. If we now multiply Eq. (5.3.10) by u; «, sum over all i, and require
that elements be conserved in chemical reactions such that

N
D wigwi =0, k=1,2,... L, (5.4.37)
i=1
then we have
Lp(Z) =0, k=1,2,..., L. (5.4.38)

Thus the element mass fraction Z is a conserved scalar, provided a single diffusion
coefficient D is used.

The advantage of using Z; instead of the coupling function g; ; is that Eq. (5.4.38)
is independent of the specific chemical reactions that take place in the mixture, while
the identification of g; ; requires the specification of the reaction scheme, which is
restricted to a one-step overall reaction in the case we used for demonstration. The
restriction of using Z is that in a chemically reacting mixture the number of elements
is usually much smaller than the number of species (L < N), implying that a solution
of Z; is frequently not sufficient to solve for all the species concentrations.

It is, however, still advantageous to use Eq. (5.4.38) to supplement the solution
of Eq. (5.3.10). That is, instead of directly solving for all the ¥;s from the N species
equations of Eq. (5.3.10), the extent of solution is reduced by solving the L ele-
ment conservation equations and the (N — L) species conservation equations. For a
chemically simple mixture consisting of only a few species, the element conservation
formulation can be quite useful. An example is the system consisting of only a hy-
drocarbon fuel, oxygen, and water and carbon dioxide as the products. Here N = 4,
while L = 3, representing hydrogen, carbon and oxygen.

When employing the element conservation formulation, it is more advantageous
to use the total energy conservation, Eq. (5.3.9), because it is also independent of
the specific reaction scheme adopted.

5.4.5. Mixture Fraction Formulation

Similar to the element conservation formulation, the mixture fraction formulation is
another derivative of the coupling function formulation and as such is also restricted
by the assumptions of a single diffusion coefficient and unity Lewis number. The
mixture fraction variable so defined has been found to be especially suitable for
studying problems of nonpremixed turbulent flames (Bilger 1980; Peters 2000).

Let the flow consists of a fuel (F) stream and an oxidizer (O) stream. These
streams have uniform properties at their respective upstream boundaries, which will
be designated by the subscripts B~ and B*. We thus set Yr g+ = 0 and Yp g- = 0. We
then define a mixture fraction Zin terms of the fuel-oxidizer coupling function B o
as

Br.0o — BF.0,B-

Z_

_ , (5.4.39)
Br.0,B+ — Br.0.B-
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such that Z = 0 at the fuel boundary and Z =1 at the oxidizer boundary. Since Z
varies linearly with Br o, which satisfies Lp(Br. o) = 0 as given by Eq. (5.4.10), it is
clear that Z must also be given by

Lp(Z) =0. (5.4.40)

Furthermore, since Z varies between 0 and 1, and carries the physical meaning of
the relative amounts of fuel and oxidizer, it is sometimes more illuminating to use Zas
theindependent variable to indicate the progress in mixing and reaction. For example,
consider another coupling function for an ith species and fuel, 8; r = ¥; — Y. Since
Bi r also satisfies

Lp(Bir) =0, (5.4.41)
a possible solution of g; r is the linear relation with Z,
Bir=c1i+tciZ, (5.4.42)

which satisfies both Egs. (5.4.40) and (5.4.41). Applying the boundary conditions of
Y; and Y at Z = 0 and 1, we obtain

Yi-Yr=Yip —Yrp)+Vrp +Yip —Yip)Z (5.4.43)
Taking i = O, Eq. (5.4.43) becomes
YO — YF = _YFA,B* + (YF.B* + YOA’BJr)Z. (5444)

Similarly, with the further assumption of unity Lewis number, the fuel-enthalpy and
oxidizer—enthalpy coupling functions are expressed as

R + YF = (;lf,;, + YF,B*) + (;l;;+ - ;l%, - YF,B—)Z, (5445)

A + YO = i’ligf + (fli;+ — ;l%, + YQBJr)Z. (5446)

In the absence of chemical reaction, the flow is frozen and we have L(h*) = 0, or
simply L(T) = 0. Similarly I(Y;) = 0 for all i. Thus T and Y; are all linearly related
to Z, given by

T= TB— + (TB+ - TB—)Z, (5447)
Yr=Yrp(1—-2), Yo=YopZ (5.4.48)

This corresponds to the situation of pure mixing.

The utility of the mixture fraction formulation is that variations of the combustion
response are studied in the Z-space instead of the physical space. Since Z varies
between (0,1) from the fuel to the oxidizer streams, such a variation provides a
more direct indication of the dependence of flame characteristics on the reactant
concentrations. For example, we have just shown that a conserved scalar would vary
linearly with Z. Furthermore, since Zis configurational independent, results obtained
from different flame configurations (e.g., spherical flame versus jet flame) can be
systematically and meaningfully compared by using Z as the independent variable.
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To study the influence of chemistry, we consider the energy equation L(#*) = —w,,
that is,

7S

oh . .
por oV VI =V - (pDVE) = ~u,. (5.4.49)

To incorporate Z as one of the coordinates, we consider an orthogonal coordinate
system in which Z is such a coordinate while the other two coordinates, X = x and
Y =y, are distances along surfaces of constant Z. Thus we need to perform the
coordinate transformation (¢, x, y, z) — (7, X, Y, Z), with t = 1.
We first note that
d 9 9Z 29 9 9 9Z 9 0 9Z 9

9 9 T 992  ax  9X 9x9Z 9z 0202
0 - 0 07 0o 07 0o
a?(“%u)” =<_X a__z>[ ( axaz>h}
3 3 3 3 3 3 \7 -,
—X( a—x> *( )[ax( Da?)*a—z(wa—x)}h
NCAYEAY 3h 9 (,022),  (5450)
0x EVA 8x 0x
d YA
3 pDi _ AZ 9 B
0z 0z azaz azaz
(4 2 \., (o 9 3Z

with the differentials involving y being analogous to those involving x. Combining
the second terms on the RHS of Eq. (5.4.50) for the X and Y directions, and if we

define
0 d
Vi=(—, —
! (aX’ Y’ O)

as the two-dimensional tangential gradient operator in X and Y, then the combined

second term can be written as

a s
(VZ)-|Vi|pD +—(:0th) w
0z
However, since V; is over the surface of constant Z while V Z is perpendicular to it,
their dot product vanishes identically. Substituting the above results into Eq. (5.4.49),
and using the conserved scalar equation (5.4.40),

0Z
P +pv-VZ—-V .- (pDVZ) =0, (5.4.52)

it can be readily shown that energy conservation in the new coordinate system is
given by
hs 25s

. h .
P + pv, - V,h* = —w, + pD|V Z)? Y + V, - (pDV,h"), (5.4.53)
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where v, is the two-dimensional velocity vector in the X and Y directions. Equa-
tion (5.4.53) is useful for the analysis of flame structures in which the variations of
temperature and concentrations occur predominantly in the Z direction.

Finally, we note that a mixture fraction on the basis of the element mass fraction
Z; can also be defined as

Zx — Zi, B+

= — """
Zi g~ — Zk B+

(5.4.54)

5.4.6. Progress Variable Formulation

The analogue of the mixture fraction for premixed flames is the progress variable c.
In this formulation we consider an unreacted premixed stream, originating from the
upstream boundary and consisting of a fuel and an oxidizer with concentrations Yz,
and Yp ,, where the subscript u designates the upstream unburned state, and we shall
also use the subscript b to designate the downstream burned state. This premixture
traverses the reaction zone and continuously converts the fuel and oxidizer species to
a product species with concentration Yp. Upon complete reaction at the downstream
boundary of the flame, the product concentration is Y, . Thus a progress variable ¢
can be defined as

Yp = CYP’},, (5455)

such that ¢ = 0 and 1 for the completely unreacted and reacted states respectively.
The temperature 7T is then readily related to Yp and hence ¢ through total energy
conservation. Substituting Y, into Eq. (5.4.6), the progress variable is governed by

Wn

Ypp

Lp(c) = (5.4.56)

5.5. REACTION-SHEET FORMULATION

5.5.1. Jump Relations for Coupling Functions
Since chemical reactions characterized by high activation energies are spatially con-
fined to very thin regions, it is sometimes possible to collapse this reaction region
into an infinitesimally thin reaction sheet, which then simply serves as a sink for the
reactants and a source for chemical heat release and the combustion products. The
flow in regions bounded away from both sides of this reaction surface is chemically
nonreactive and can be separately solved as such. These solutions are then matched
at the reaction sheet, where conservation requirements are imposed relating changes
in the values as well as the gradients of temperature and species concentrations in
crossing it. These requirements, called jump relations, are derived in the following.
We consider a general wrinkled reaction zone whose thickness is much smaller
than its radius of curvature. The surface can thus be treated as being locally planar,
with properties varying predominantly in the direction normal to it. Using the distinct
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diffusivity formulation, from Egs. (5.3.12) and (5.3.14) we have

0, . a oh* ap
—(ph* — - 1-—— s S
o)+ o (ol = Grep ) = (1) 4~ (55.1)
- 9 _ dY;
E(le) + 8_1’1 (,ouYi - i on ) = Wy, (552)
d - d 3Y
—(pY; — Y; —pD; = w,, 553
0T+ o (¥ - oD, ) = (553)

where n is the coordinate normal to the flame surface, and we have applied the
stoichiometric scaling for /#° and Y. By subtracting Eq. (5.5.3) from Eq. (5.5.2), we
obtain

9 on r

o [PV =Y )]+i[pu(Y Y)—( 2 pDaY)]=0. (5.5.4)

Integrating Eq. (5.5.4) across the reaction zone, bounded between n; <n < nJ]E,
where 7 is the location of reaction sheet, we have

i Y av. 7"
Y. —Y)]d Y, -Y; D— —pD,—L| =0. (555
/nf o —[p(Y N]dn+ [pu(¥ )] [,0 on PP, Lf (5.55)

In the limit of an infinitesimally thin reaction zone, and if the reaction sheet does
not have any temporal discontinuity across it, the first term in Eq. (5.5.5) vanishes
because (n} — n}) — 0. The second term also vanishes if we assume the values of
the individual quantities, pu, Y;, and Y; are continuous across the reaction sheet such
that

(pw)t =(pu)~, Y=Y, Tr=T", et (5.5.6)

Consequently Eq. (5.5.5) becomes

Dak 2y,
D 5.
o] 02T e
1 ny
which, when expressed in Y;, is
Y aY; 1"

|: an ]nf = 0i,j I:ija—n]iLf . (558)

Equation (5.5.8) clearly shows that, in crossing the reaction sheet, the change in
the diffusive flux of the ith species is stoichiometrically proportional to the change
in the diffusive flux of the jth species, which is physically reasonable. It relates the
extent of the discontinuous changes in the concentration gradients in crossing the
reaction sheet. Similar derivation involving Egs. (5.5.1) and (5.5.2) leads to

Ge Ay AT
) pD; =—|a=] ", 5.5.9
<Ui) |:,0 on :|n,. |: on n; ( )
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%
(b)

Figure 5.5.1. Flame structure in the vicinity of the reaction sheet for (a) premixed flame, (b) non-
premixed flame.

which shows that the amount of heat generated from the reaction is equal to the heat
conducted away to both sides of the reaction zone.
Writing the above results in vector form, we have

[pDm- VY] = [pDm- VY] (5.5.10)

~ | =+
~ | =+

and

[Tt

[oDim- VY] =~ [ /epm- VR, (5.5.11)

-~

where n is the unit normal vector of the reaction surface.

An additional jump relation can be derived from one of Egs. (5.5.1) to (5.5.3),
accounting for the reaction term as a source/sink of the various reaction quantities.
This will be discussed in Chapter 9.

The reaction sheet analyzed is a weak discontinuity in that only the gradients are
discontinuous. As a comparison, the detonation wave to be studied later is a strong
discontinuity in that the values of the flow variables are discontinuous across the
wave surface.

Up to now we have neither specified the nature of the flame nor imposed the states
of i and j at the reaction sheet. Thus the above results are applicable to all reacting
species and to both premixed and nonpremixed flames. If we now refer i and j to fuel
(F) and oxidizer (O) respectively, then the jump relations Egs. (5.5.10) and (5.5.11)
can be explicitly written for premixed and nonpremixed flames, as follows.

5.5.1.1. Premixed Flames: In a premixed flame fuel and oxidizer are supplied from
the same side, say the negative side (Figure 5.5.1a). Thus if we assume that the fuel
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is the deficient species, then its concentration at the reaction sheet is Y7 ; = 0 and
the concentration and energy jump relations are respectively given by

~[pDen-VY£],. = [pDon - VYol (5.5.12)

s

[oDm-VYE]| _=[(/cpn-VE] . —[(x/cp)n - VE] (5.5.13)

ny nf n; "
In the case that the downstream flow is adiabatic, then n - V/* identically vanishes

+
atnf.

5.5.1.2. Nonpremixed Flames: In most situations involving nonpremixed flames, we
shall simply specify Yr. r = Yo, ; = 0 and thereby suppress leakage of the fuel and
oxidizer across the reaction sheet. Thus if fuel and oxidizer are supplied from the neg-
ative and positive sides of the flame respectively (Figure 5.5.1b), then (n- VY) and
(n- VY() vanish on the positive and negative sides respectively. Equation (5.5.10)
becomes

[,ODFII . VYF]H} = — [pDoIl . VYO] (5514)

nt o
f
while the energy jump relation is the same as Eq. (5.5.13). The negative sign in

Eq. (5.5.14) illustrates that fuel and oxidizer are transported toward each other.

5.5.2. Adiabatic Flame Temperature

We can also derive a fairly general expression for the temperature of an unsteady

three-dimensional reaction sheet, assuming equal density-weighted diffusivities,

unity Lewis number, and the absence of heat loss and temporal pressure variation.
With the above assumptions, Egs. (5.3.12) and (5.3.14) can be written for each side

of the reaction sheet, with x < xy and x > Xy, as

a0 . - -

E(phs) + V- (pvh* — pDVR’) =0, (5.5.16)
J , - - _
Z(pY)+V - (p¥¥i = pDVY) =0, i=O,F. (5.5.17)

A solution that satisfies Egs. (5.5.16) and (5.5.17) on each side of the reaction zone
is given by

b= i+ C2,iYi, (5518)
where ¢;; and c;; are constants. We now separately consider premixed and non-
premixed flames.
5.5.2.1. Premixed Flames: Here the temperature distribution on the reactant side

of the reaction sheet, for a fuel-deficient mixture, is

(7')" =cir+crYr. (5.5.19)
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Evaluating Eq. (5.5.19) at the upstream boundary, where (#°)~ = A5, and Yy = Y,
and also at the reaction sheet where (7)™ = fzsf and Yr =0, ¢c;.r and ¢y F can be
determined, giving

()
(h)™ =h' - T (5.5.20)
Fu

Substituting (A°)~ into the jump relation (5.5.13), it is seen that, for an adiabatic
downstream, the flame temperature is

ﬁsf = fzi + Yru, (5.5.21)
which, in dimensional form, is
Sf = hsu + YF,qu' (5522)

Equation (5.5.22) shows that the sensible enthalpy at the flame is the sum of the
sensible and chemical enthalpies of the freestream. Thus Ty given by 4’ is simply the
adiabatic flame temperature, T,q4, of the mixture. Alternatively, Eq. (5.5.22) can be
interpreted as the statement that the heat release Yz ,q. from burning Yy, amount
of fuel, per unit mass of the unburned mixture, which consists of the reactants and
the inert, is used to increase the temperature of the mixture from 7, to 7.

5.5.2.2. Nonpremixed Flames: Here the temperature distribution on the fuel and
oxidizer sides of the reaction sheet can be respectively written as

()" =c1r+crYr, )Yt =cr0+0Y0. (5.5.23)
Evaluation of (A*)~ is the same as that for the premixed flame, yielding

(7 — Ty

Yy =Ry — 2L
() ¥ 7y

i (5.5.24)
while a similar evaluation for (7)*, with (h*)™ = k%, at Yo = Yo g+, gives

. — 0.
() =T, — MYO. (5.5.25)
YO,B*

Substituting (A°)* into the jump relations (5.5.13) and (5.5.14), we obtain
R — Ry R — R
f B + f B

= = =1, (5.5.26)
Yr 5 Yo, B+
which can be expressed in dimensional form as
s s YF’ B- s s
(Yr.B-)qe = (h‘f - hB—) + <m00> (l’l‘f — ‘B+) . (5.5.27)

Thus analogous to the interpretation of Eq. (5.5.22), Eq. (5.5.27) states that the heat
release (Yr, g-)q. from burning Yz p- amount of fuel in unit mass of the fuel mixture
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is used to heat this fuel mixture from 7p- to Ty, and

_ Ypp-

" oo (5.5.28)

- )/OY Bt

amount of the oxidizer mixture from 7T+ to Ty. The fact that the burning of unit mass
of the fuel mixture requires ¢* amount of the oxidizer mixture can be understood
by recognizing that the reaction of Yy - amount of fuel stoichiometrically requires
oo Yr p- amount of oxidizer, which corresponds to oYz p-/ Yo g+ amount of the
oxidizer mixture because it also consists of an inert. The 7 so determined is therefore
the adiabatic flame temperature for the stoichiometric reaction between the fuel and
oxidizer mixtures.
The parameter ¢* so identified can be interpreted as

Available fuel/Stoichiometric fuel requirement

¢*

= . 5.5.29
Available oxidizer/Stoichiometric oxidizer requirement ( )

That is, ¢* is the ratio of the available fuel to the available oxidizer, each measured
with reference to the stoichiometric requirement. Thus in analogy to premixed sys-
tems, we can interpret ¢* as the fuel-to-oxidizer equivalence ratio for nonpremixed
systems. Furthermore, we can also define a normalized equivalence ratio for non-
premixed burning as
* = ¢

14 ¢*
The significance of this parameter will be demonstrated in Chapter 6 on nonpremixed
flames.

(5.5.30)

5.6. FURTHER DEVELOPMENT OF THE SIMPLIFIED
DIFFUSION-CONTROLLED SYSTEM

5.6.1. Conservation Equations

In subsequent chapters, we shall frequently use the distinct diffusivity formulation
and the one-step overall reaction given by (5.4.1) for illustration. The governing equa-
tions (5.3.12) and (5.3.14), when expressed in the stoichiometrically scaled variables,
are

%(pfzs) LV [V — (1Jep) V] = —wp, (5.6.1)
. . 1 .
Ty +v. [va,- - (x/c,»w,-] - (5:62)

where we have used the fuel as the reference species, and have set dp/dt = 0 for
simplicity. For the fuel-oxidizer reaction scheme of (5.4.20), the reaction rate wr is

’
Vv WF v _ )
U)FZ—B< F )COOCFFTae E./R°T
Yr B

= — By et =TT (5.63)
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where

v;WF> [ao@v‘v)/(ROWo)}”b [pv‘v/(Rown
Yr B (QC/Cp) (QC/C[J)

and the relation¢; = pY;/W; = (pWY;)/(R°TW;) has been used. B¢ is thus a density-
weighted collision rate of the reaction, having the unit gm/cm3-sec. It may also be

Be — B( } (Yesae/co)s (5.64)

noted that since wp varies more sensitively with the Arrhenius factor than with
TW(VH”,O), and since chemical reaction is frequently confined to the region of the
highest temperature characterized by the temperature Tp,ax, this term can be approx-
imated by T;a_,fv,*'ﬂ/") and hence absorbed in the definition of B¢ in Eq. (5.6.4), as
will be done from now on.

5.6.2. Nondimensional Numbers
Using ¢, as a reference length scale and p, a reference density, we define

X /\/Cppot £,

X=—, T= , V= V. 5.6.5
£, 02 A/Cppo ( )
Equations (5.6.1) and (5.6.2) then become
0 = = | s
[8—’; + V-(p¥) — vz] W= —ip, (5.6.6)
P - 1 ] -
— 4+ V- — \Y P = .6.
[aer (PV) Ie, ] i =Wr, (5.6.7)
where
IZ}F = —DacngY;/*'e_E”/RoT, (568)
and we have defined a collision Damkohler number
(2B
Dac = €, (5.6.92)
Alcy
which can also be expressed as
G/ (A /cppo)
Dac = —2—L27 5.6.9b
00/ BO) (3:650)

The numerator of Dac in Eq. (5.6.9b) is a characteristic diffusion time while the
denominator is a characteristic collision time. Thus the collision Damkdohler number
represents the ratio of these two characteristic times,

Characteristic diffusion time
Dac

= . 5.6.10
Characteristic collision time ( )

In certain problems a reference velocity v, instead of the reference length scale ¢, is
given. Then in (5.6.5) we have instead ¥ = v/v, such that £, = (A/c,p,)/v, and the
numerator of Dac in Eq. (5.6.9b) becomes (A /c,p,)/v2. Since both A /c, and Bdepend
on the collision processes between molecules, Dac/¢> can be further expressed in
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terms of the fundamental parameters characterizing such collisions and described by
the kinetic theory of gases.

In a totally nondiffusive system such as the homogeneous flow mentioned in
Chapter 2,

Characteristic flow time

Dac (5.6.11)

" Characteristic collision time

in which the characteristic flow time is simply £, /v,.

From our studies on chemical kinetics we know that not every collision results in re-
action. Thus a more realistic measure of the time needed for reaction to consummate
should include the Arrhenius factor, exp(— E,/R°T), which gives the probability of
reaction from collisions. Furthermore, because of the largeness of the activation en-
ergy, we know reaction is concentrated in the region of maximum temperature, Tpax,
which is frequently the flame temperature. Thus the Arrhenius factor should be eval-
uated at T}y, giving exp(— E,/ R° Thax) = exp(— Ar), where Ar = E,/R° T}, is the
Arrhenius number defined in Chapter 2. We can now define a reaction Damkdohler
number as

Da = Dacexp(—Ar), (5.6.12)

which has the physical significance of

Characteristic flow time or diffusion time
Da = — - - . (5.6.13)
Characteristic reaction time

Since Da is more relevant than Dac, the reaction rate given by Eq. (5.6.8) can now
be expressed as

SV V) T ax
Wp=—DaY Y exp |:Ar (1 ~—F )i| ) (5.6.14)

The temperature-sensitive nature of the factor exp[ Ar(1 — Tiax/T)] in Eq. (5.6.14)
has already been demonstrated in Figure 2.2.2. Specifically, for large values of Ar,
the Arrhenius factor and thereby the reaction rate are exponentially small as long as
T is not too close to Tax. It assumes an O(1) value only when 7 is sufficiently close
t0 Tomax such that Ar(1 — Thax/T) = O(1), which is equivalent to

Toax — T = O(Ze‘l), (5.6.15)
where we have defined a Zel’dovich number as
A T,
Ze= " = (5.6.16)
Tmax T

max
Thus for large Zel’dovich number reactions the reaction zone is concentrated within
a narrow region over which the temperature deviates from Tp.x only by O(Ze™!).
As Ze — oo, this region degenerates to a reaction sheet.
For a premixed flame, Tmax =15 = T, + Yruq./cp such that T,=1/(1—-«a)
and T, =a/(1 —a), where a =T,/ T, ~ pp/p, is the upstream-to-downstream
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temperature ratio and 1/« can be interpreted as the thermal expansion ratio across
the flame. Then

Ze=(1—a)Ar. (5.6.17)

Thus the implication that Ar > 1 corresponds to Ze 3> 1 simultaneously requires
a < 1. Since the upstream must be sufficiently cold to freeze the reaction, Ze ~
Ar > 1isusually satisfied. A similar consideration can be extended to nonpremixed
flames.

In summary, we have identified three nondimensional numbers that are of partic-
ular relevance to combustion phenomena. The first is the Lewis number, Le, which
measures the relative rates of thermal conduction to mass diffusion. Deviation of
Le from unity implies a local nonconservation of the total enthalpy, and can lead
to flame temperatures which are either smaller or larger than the adiabatic flame
temperature. This, in turn, affects the reaction rate in an Arrhenius manner.

The second is the Damkohler number, Da, which measures the residence time
available for a chemical reaction of certain rate to proceed. Thus Da — 0 for
a chemically frozen situation because the reaction time is excessively long relative
to the flow time available for the reaction to consummate. At the other extreme,
Da — oo in an equilibrium flow because reaction is completed instantly with van-
ishing reaction time. Finite values of Da indicate flow situations in which reaction
occurs with finite rate. In particular, we must have Da = O(1) in the reaction region
of a flame.

The third is the Zel’dovich number, Ze, which measures the combined effects of
the temperature sensitivity of the reaction, through Ar = T,/ Tmax, and the extent
of heat release relative to the initial content of the mixture’s sensible energy, through
(1 — ). The Zel’dovich number assumes large values only when both the activation
energy and chemical heat release are sufficiently large, which is usually satisfied for
reactions of interest to combustion and for typical burning situations. A large Ze
is responsible for the spatially or temporally localized nature of reaction regions or
periods in combustion phenomena.

NOMENCLATURE

a Speed of sound

Ar  Arrhenius number

Bc  Collision frequency factor

By Constant in the frequency factor for the kth reaction

c Progress variable
Ci Molar concentration of species i (moles per unit volume)
¢pi  Specific heat at constant pressure for species i

Da  Reaction Damkohler number
Dac Collision Damkohler number
D;; Binary diffusion coefficient for species i and j
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D7; Thermal diffusion coefficient for species i
Specific internal energy of the gas mixture
Activation energy for the kth reaction

E

External body force per unit mass of species i
Gravity acceleration vector

Specific enthalpy of species i

Specific standard heat of formation for species i at temperature 77
Specific sensible enthalpy relative to 7° for species i
Total number of chemical reactions

Total number of elements

Lewis number

Mach number

Unit normal vector

Total number of chemical species

Hydrostatic pressure

Pressure tensor

Heat flux vector

Heat reaction per unit mass of fuel

Radiant heat flux vector

Universal gas constant

Temperature

Activation temperature

Standard, reference temperature

Mass-averaged velocity of the gas mixture
Diffusion velocity of species i

Mass production rate of species i (mass per unit volume per unit time)
Average molecular weight

Molecular weight of species i

Mole fraction of species i

Mass fraction of species i

Mixture fraction

Zel’dovich number

Mass fraction of element &

SNNNNXISESE L3892 IS 28 gL RTISR P20

Ratio of unburnt-to-burnt temperature

ak Temperature exponent of the frequency factor for the kth reaction
Coupling function for enthalpy and species i

Bi,j  Coupling function for species i and j

y Specific heat ratio

K Bulk viscosity coefficient

A Thermal conductivity
7

=

Viscosity coefficient
v/, Stoichiometric coefficient for species i appearing as a reactant in reaction k
v/, Stoichiometric coefficient for species i appearing as a product in reaction k
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Density

Stoichiometric mass ratio of species i to fuel
Fuel-to-oxidizer equivalence ratio

Equivalence ratio defined for nonpremixed flames
Normalized equivalence ratio
Species-independent reaction rate

W per unit volume

A general fluid property

Subscripts and Superscripts
F, O Fuel, oxidizer

u, b  Unburned and burned states
f Flame; reaction zone
~ Stoichiometrically weighted quantities
B Flow boundary
+, — Nonreactive regions separated by a reaction sheet
PROBLEMS
1. Consider a mixture of N species with the composition that, except for the Nth

species, all the (N — 1) species exist in trace amounts such that not only X; < Xy
and Y; « Yy fori # N, but sums of the quantities weighted by either X; or ¥;
are also much smaller than the corresponding quantities involving N. Starting
from the simplified diffusion relation Eq. (5.2.14),

N
V=3 (%)

j=1 6]

) (V; = Vi), (5.P.1)

show that the diffusion velocity of the ith species can be approximated by
A\ —Dl‘,NV In X; =~ —Di,NV InY;. (5P2)

Let us reconsider Problem 1, but be more precise with the assumption needed
to arrive at the diffusion velocity V; given by Eq. (5.P.2). Let’s assume for
simplicity that the concentration of the trace species i is proportional to that of
Nsuchthat X; ~ b; Xy and Y; ~ b; Yy, where b; < 1 and is a constant. Show that
Eq. (5.P2) holds if

Y obix1 (5.P.3)
j#N
Din—Djn D;
Yob (R )« (5.P.4)
Pyt D;,; Din

In deriving the above you may need to use Eq. (5.P2). Note that more accurate
representation for X; and Y; would be X; ~ a; + b; Xy and Y; = a] + b} Yn. The
final expressions would become quite involved.



Problems Hu 9?}

3. Starting from Eq. (5.2.14), show that the general solution for V is
V=A"B, (5.P.5)

where V and B are the column vectors {V;} and {VIn.X;} respectively, and A is
the matrix with the diagonal and off-diagonal elements being
aij = — ZX]‘/Di,j, ai,j = Xj/Dyj.
j#i

4. For astoichiometricamount of methane—air mixture calculate the mass fractions
and stoichiometrically weighted mass fractions (with the fuel being the reference
species and Yr g = 1) of O, and CH4 before reaction, and of CO; and H,O after
complete reaction without dissociation. What can you say about ¥; and the
small value of Ycy, relative to Yo, in terms of the suitability of hydrocarbons as
transportation fuels?

5. (a) Starting from Egs. (5.3.8) and (5.3.10), derive the appropriate coupling func-
tions for a two-step reaction scheme

N K N
’ 1 "
D oviaMi= Y M
i=1 i=1

N % N

’ 2 ”
E Vi,ZMi_) E vi,ZMi
i=1 i=1

in an open system. Assume Le = 1.

(b) Write down all the possible coupling functions for the following scheme
involving chlorine-hydrogen reactions:

Cl+H, - HCI+H
H+ Cl, — HCI + CL.

(c) Generalize the above results to a system of N species and K reactions. What
is the relation between N and K?

6. Show that the flame-sheet temperature for Le* =1 but A* # A~ and (o D)* #
(p D)~ is still the adiabatic flame temperature.
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6 Laminar Nonpremixed Flames

Either by nature or design, in most combustion systems fuel and oxidizer are initially
spatially separated. If the subsequent mixing between them is not sufficiently fast
before chemical reaction is initiated, then the mixing and reaction will take place
only in thin reaction zones that separate them. Examples are a wood panel on fire,
an oil spray burning in a furnace, a candle flame, and the sparks (i.e., burning metal
particles) generated when a metal surface is abraded.

The structure of a nonpremixed flame therefore consists of three zones, with a re-
action zone separating a fuel-rich zone and an oxidizer-rich zone. Figure 6.1.1a shows
a typical configuration for the model problem to be studied in the next section. As
the fuel and oxidizer are transported toward each other, through diffusion as well
as whatever convective motion the system may have, they become heated and even-
tually meet and mix within the reaction zone. Reaction between them subsequently
takes place rapidly. The combustion products together with the heat of combustion
are then transported away from the reaction zone in both directions. Since reaction
occurs at a finite rate and the reaction zone has a finite thickness, complete reaction
cannot be accomplished. Small amounts of fuel and oxidizer invariably leak through
the reaction zone, as shown in Figure 6.1.1b.

It is, however, frequently useful to assume that the reaction occurs infinitely fast
and thereby is confined to a reaction sheet. Fuel and oxidizer are each confined to
their respective regions of supply, and attain vanishing concentrations at the reaction
sheet. Consequently no leakage occurs. The reaction sheet then acts as a sink for the
reactants and a source of combustion heat and products. The situation is shown in
Figure 6.1.1c.

Since we have assumed an infinitely fast reaction rate, the relevant factors control-
ling the combustion phenomena here are the stoichiometric rates of transport of fuel
and oxidizer to the reaction sheet, which also determine the heat release rate. Thus
in this limit combustion is controlled by the slower process of diffusion as compared
to reaction, and its characteristics can therefore be predicted without knowing the
specific reaction mechanism and rate except the stoichiometry. It is for this reason
that the flame is conventionally called a diffusion flame. We shall, however, purposely

194
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Figure 6.1.1. Structure of the nonpremixed flame: (a) physical configuration of a one-dimensional,
purely diffusive system; (b) temperature and concentration profiles with finite flame thickness and
reactant leakage; (c) temperature and concentration profiles with reaction-sheet assumption.

avoid using this terminology because calling a nonpremixed flame a diffusion flame
could convey the erroneous impression that a premixed flame does not require
diffusion.

In the presence of finite-rate kinetics, the reaction sheet is broadened, the reactants
leak through it, and the burning rate is reduced. This reduction, however, is small
and burning is still diffusion controlled. When leakage and the reduction in flame
temperature become relatively severe, extinction occurs. Therefore, as long as the
flame is burning steadily, the bulk combustion characteristics can be satisfactorily
approximated by the reaction-sheet solution.

In this chapter, we shall therefore confine our study of nonpremixed combustion to
the reaction-sheet limit. This will be illustrated by four problems, namely a chambered
flame involving one-dimensional, planar, diffusive transport (Section 6.1); the classi-
cal Burke—Schumann flame as a simplified representation of jet combustion (Section
6.2); droplet vaporization and combustion (Section 6.4); and the counterflow flame
(Section 6.5). Through separate analysis of these configurationally different non-
premixed flames, we shall demonstrate that they share some fundamental features
such as the flame temperature and reaction-sheet location. In Section 6.3, the concept
of Stefan flow, which arises from the gasification of condensed fuels, is introduced
via the examples of a one-dimensional chambered flow and droplet vaporization and
condensation.

The critical phenomenon of extinction of nonpremixed flames will be analyzed in
Chapter 9. The problem of droplet and particle combustion is of sufficient funda-
mental and practical interest that it will be further studied via two-phase combustion
in Chapter 13.
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Before further discussion, we shall clarify the usage of the term “flame.” From the
fundamental viewpoint, a flame is a region within which the nonequilibrium processes
of diffusion and reaction take place, and as such should consist of the fuel and oxidizer
diffusion zones as well as the reaction zone shown in Figure 6.1.1. Conventionally,
however, the word “flame” has been used to indicate either the reaction zone or
more loosely the narrow, high temperature region in the flow. This has the potential
of causing confusion in, for example, specifying the thickness of laminar “flamelets”
in a turbulent flame brush. Thus in the following discussion, whenever possible, we
will be specific in distinguishing the reaction zone from the entire flame structure.
At the same time, however, we will also bow to tradition and sometimes use the
word “flame” to designate a narrow high temperature region, which invariably also
includes the reaction zone. Such designations are quite obvious and should not cause
confusion.

6.1. THE ONE-DIMENSIONAL CHAMBERED FLAME

In this problem, we have achamber with a constant cross-sectional area and a constant
pressure throughout (Figure 6.1.1a). Two porous walls, situated at x = 0 and x = ¢,
maintain constant concentrations and temperatures according to

x =0: YFZYF!O,YOZO,YPZO,TZ E)
(6.1.1)
x =4 YFZO,Y0=Y0,5,Y}>=0,T= E
For simplicity we shall also assume that there is no net flow through the chamber.
Fuel and oxidizer diffuse toward each other and react at a reaction-sheet located
at xy. The burning is steady and the combustion products are continuously elimi-
nated through the walls. We aim to determine the combustion characteristics such as
the temperature and species profiles, the temperature and location of the reaction
sheet, and the consumption rates of the reactants. Note that since the reaction-
sheet temperature is the highest in the flow field, it will be simply called the flame
temperature.
The problem will be solved using the coupling function formulation, the reaction-
sheet formulation, the mixture-fraction formulation, and the element conservation
formulation so as to demonstrate the usefulness of these four procedures.

6.1.1. Coupling Function Formulation
Since there is no net mass flow, we have u = 0. By further assuming Le; = 1, then
Eqgs. (5.4.27) and (5.4.25) are reduced to their respective one-dimensional forms,

d’Bi
5 =0 (6.12)
aT

()\./CP)W = Wpr, (613)

where 8; = T + Y; and we have assumed ¢, = constant.

b
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The solution for Eq. (6.1.2) is straightforward, given by

Bi = cii+cix. (6.1.4)

The constants ¢;; and ¢;; can be determined by applying the boundary conditions
in (6.1.1). Thus fori = F, O, we have

:BF - T+ YF - (YF,() + To) + (TZ - To - YF,O))Z (615)
Bo = T+ YO = To + (Tg — TO + YQ[))Z, (616)

where ¥ = x/£. The above solutions are general, being valid for any wr. We now
apply the reaction-sheet assumption. Since there is no reactant leakage, we have

Vp=0, ¥p<x<l; Yp=0, 0<x<xy. (6.1.7)

Applying Eq. (6.1.7) to the expressions for 87 and B¢, we readily obtain the temper-
ature profile as

T =T, + (T, —T,+ Yo,)x, 0<%<xy (6.1.8)

T = (To+ Vro) + (Te— To— Vo), Fp<i<l, (6.1.9)

where 7~ and 7° respectively represent the temperature distributions in the fuel
and oxidizer sides of the reaction sheet. Knowing T, we can now substitute 7~ into
Br for Yr and T™ into By for ¥, giving

Ye=Yro— (Yro+ Yo )%, 0<X<3 (6.1.10)

Yo=—Yro+ (Yro+ Yook, Xr<x<l (6.1.11)

The reaction sheet location X  is then given by setting, say, ¥ = 0 in Eq. (6.1.10),
yielding
Veo 1
Yeo+ Yoo 1+ Yo,

Xr= (6.1.12)
in which we have noted that YF,D = 1 because Y is defined as Yz/ Yr . We never-
theless shall leave it in symbol form in most of the following derivations because of
its direct physical meaning. Equation (6.1.12) shows that in order to achieve stoi-
chiometry, the reaction sheet tends to be situated closer to the boundary at which the
reactant concentration is stoichiometrically lower; that is, £y — 0 for Yr, < YO, 0
and Xy — 1for Yr, >> Yo . Through this adjustment a steeper gradient and thereby
faster diffusion rate can be achieved to compensate for the lower concentration. By
the same reasoning, increasing the concentration at a boundary will cause the reac-
tion sheet to recede from it. For Yz, = Yo, & ¢ = 1/2; that is, the reaction sheet is
situated midway between the boundaries.

Recognizing that Yr,/Yp, is simply the fuel-to-oxidizer equivalence ratio for
the nonpremixed system, as identified in Eq. (5.5.28), thus in terms of ¢*,
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Eq. (6.1.12) becomes

g ¢

Xfp=——, 6.1.13
which shows that the scaled reaction sheet location depends only on the equivalence
ratio ¢*. Furthermore, in terms of the normalized equivalence ratio ® = ¢ /(1 + ¢)

given by Eq. (5.5.30), X ; is simply

Xp= 0, (6.1.14)
which shows that the reaction sheet location varies linearly with ®*. This again
demonstrates that &, instead of ¢, is the fundamental parameter representing the
equivalence ratio.

The flame temperature can be found by evaluating either Eq. (6.1.8) or Eq. (6.1.9)
at the reaction sheet, and by using Eq. (6.1.14), yielding

Tf — To = (Tg - To + VO’Z)CD*. (6115)

The flame temperature can also be expressed as

Tfﬂ— T, N Tf~— T,

—1, (6.1.16)
YF,() YO,E

which is simply Eq. (5.5.26), previously derived for the flame temperature of a general
nonpremixed reaction sheet for Le = 1, as should be the case.

The final quantity of interest is the mass flux of the fuel, which indicates the fuel
consumption rate. By definition,

dYr
fr=—-(/cp) (—dx )x,. : (6.1.17)
and we also have fo = o0 fr. Substituting Eq. (6.1.10) into Eq. (6.1.17), we get
)\./Cp YFo
=t 6.1.18
=2 (6.1.18)

The maximum burning rate occurs when Yr,= Yo, =1, or frmax = (A/cpt)
(1 + 05", as is reasonable to expect.

We have thus determined most of the combustion characteristics of interest. The
expediency with which the coupling function formulation can lead to the final solution
is evident. It may also be noted that since the above solution is determined based on
the conservation of coupling functions, we need not even separately use the energy
conservation relation (6.1.3). Once the reaction-sheet assumption is invoked, wr in
Eq. (6.1.3) is suppressed to be zero in regions bounded away from the reaction sheet.

Frequently the problem is considered to be solved at this stage. However, if one
is also interested in the product and inert distributions, they can be easily deter-
mined. Thus, using Eq. (6.1.2) for the product coupling function 8p, and applying the
boundary conditions that Y» = Yp = 0 at x = 0 and ¢, we find

Bp=T+Yp=T,+ (T, T,)x. (6.1.19)

b
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With T given by Egs. (6.1.8) and (6.1.9), the product distribution Y} can be explicitly
expressed.
For the concentration of the inert, since it is a conserved scalar, Y; satisfies
d*Y;
ds?

throughout the flow field. The solution is

=0, 0<%<1, (6.1.20)

Yi = Yo+ (Yie — Yi0)%. (6.1.21)
Furthermore, since Y;, =1 — Yo, Y1, =1 — Yr,, Eq. (6.1.21) can be written as
Y =1 = Yro)+ (Yro— You)X. (6.1.22)

The problem is solved completely. The species and temperature profiles are shown
in Figure 6.1.1c. Note that in the absence of convection, all these functions vary
linearly in the purely diffusing regions in planar flows.

6.1.2. Reaction-Sheet Formulation

The main drawback of the coupling function formulation is that it cannot be applied
to systems with both convection and nonunity Lewis numbers because, as discussed in
Chapter 5, coupling functions cannot be formed. For these systems the reaction-sheet
formulation may be adopted.

To demonstrate the methodology, we shall solve the same problem with the under-
standing that the approach is really meant for the more complex situation of u # 0
and Le; # 1.

The methodology involves first separately solving the concentration and temper-
ature distributions in the two nonreactive regions separated by the reaction sheet.
These solutions are then matched at the reaction sheet through the jump relations
of (5.5.13) and (5.5.14).

Thus the governing equations become

o d*Yr 2T
0§x<Xf: WZO, WZO, (6123)
tr<f<l1 Yo _ it 0 (6.1.24)
Xr<X : =0, =0. 1.
Fet= e a2

Solving Egs. (6.1.23) and (6.1.24) subject to the boundary conditions at the reac-
tionsheet (T- =T+ =Ty, Yr=Yo=0 at X = %/)and the respective porous
walls, we have

0<x=<ip Yr=Yr, (1 — ~i> , (6.1.25)
Xf

T =T+ (T; T)( ) (6.1.26)

3:’| =
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L oo (X=X
Xfr=x= 1 Yo =You (1 — .ff)’ (6.1.27)
T = Ty — (T — Ty =21 xf) (6.1.28)

(1—%p)
Equations (6.1.25)—(6.1.28) are expressed in terms of % ; and T, which are to be

determined from the jump relations across the reaction sheet. With Le; = 1, these
relations are

d¥e dv,
i) [ 6.1.29
(%), <dx>-+ (129
f Xy
d¥r dtt dT~
— - . 6.1.30
(df ) (df)_+ (d;z)~ ( )
f Xy Xy

Thus substituting Egs. (6.1.25) and (6.1.27) into Eq. (6.1.29), we readily obtain
X as given by Eq. (6.1.12). Further using Eqgs. (6.1.25), (6.1.26), (6.1.28) and * in
Eq. (6.1.30), we obtain Eq. (6.1.16) for T.

To determine the product distribution, we note that Yp separately satisfies
sz;,F /d%?* = 0 for the two nonreactive regions. Hence, its solution is

Y, =Yp; <Xx_f> 0<% <Xy, (6.1.31)
1-—
Y=Y f((l - f‘)) Freg<l. (6.1.32)

Equations (6.1.31) and (6.1.32) depend on the product concentration at the reaction
sheet, Yp, ¢, which can be determined by analyzing the inert concentration and overall
mass conservation. Thus evaluating Eq. (6.1.22) at the reaction sheet, we have

Yi.r=1=Ypo)+ (Yro— Yo)Xs, (6.1.33)

which leads to Yp f =1 — Y7 . It may be cautioned that in summing over the mass
fractions, ¥; instead of its stoichiometry-weighted value Y; should be used.

6.1.3. Mixture Fraction Formulation
Using the formulation of Section 5.4.5, and identifying the boundaries B~ and B*
as those corresponding to F and O, Eq. (5.4.44) readily yields the reaction-sheet
location in Z-space, with Y y = Yr ; =0, as
Y
Zp=—10 = o, (6.1.34)
YF,() + YO,(

which is simply % r given by Eq. (6.1.14). Further evaluating Eq. (5.4.46) at the flame,
we have the expression for the flame temperature7 ',

Tf — TU = (Tg — To + ?O,Z)Zf, (6.1.35)
which is just Eq. (6.1.15) by using Eq. (6.1.34) for Z;.

b
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The fuel and oxidizer concentrations are simply obtained by respectively setting
Yo and Y to zero in Eq. (5.4.44),

- - - . - Z

Yp = YF,O - (YF,O + YQ[)ZZ YF,O (1 - 7) B Z < Zf (6136)
f

Z—Z;

1-Z;

Yo=—Yro+ Yro+ You)Z=You ( ) . Z>Zp,  (6.1.37)

while the temperature profile obtained by setting Y and Y to zero in Egs. (5.4.45)
and (5.4.46) respectively,

- - - - - - - - y4
T =T+ (Te—To+You)Z= Tf — (Tf -T7,) (1 — 7) , Z< Zf, (6.1.38)
!
- - - - - - - - - Z—Zy
T = (To + YF,o) + (Te -7, — YF’O)ZZ Tf — (Tf — T@) = Zf . L > Zf.
(6.1.39)

The above results clearly demonstrate that 7'/ by itself, and the flame location and
all the scalar profiles in Z-space, are configurational independent and are therefore
general properties of nonpremixed flames, as discussed in Section 5.4.5.

To relate the above results to the specific flame configuration of interest, we need
to solve Lp(Z) = 0 of Eq. (5.4.40). For the present case it is simply

&z
de®

For Z(0) = 0 and Z(1) = 1, the solution of Eq. (6.1.40) is

0. (6.1.40)

Z=%. (6.1.41)

Thus, for this problem, the mixture fraction Z is simply given by the physical co-
ordinate %. This is because all conserved scalars vary linearly with % for this simple
problem. It also explains why Z of Eq. (6.1.34) isidentical to X  given by Eq. (6.1.14).

6.1.4. Element Conservation Formulation
To demonstrate this approach, we first have to specify the fuel-oxidizer system. The
simplest system is that of hydrogen reacting with oxygen to produce water,

2H, + O, — 2H,0. (6.1.42)
Here we have three species:
i=1,2,3 for H,, O, H,O,
and two elements:

k=1,2 for H,O.



202 Laminar Nonpremixed FlcfneiH

Thus the element mass fraction Z; of element k can be expressed in terms of ¥; and
the coefficients u; x as

Z) =+ uza s, (6.1.43)
2 =22 Yo + u32Ys. (6.1.44)

The Z;s are governed by Eq. (5.4.38),
d*> 7 _

= 0, (6.1.45)
with the boundary conditions,
=0 Zi=wm1Yie, 4L=0, T=T, (6.1.46)
=1 Z =0, Z=unY%, T=T,. (6.1.47)
The solution of Eq. (6.1.45) is then
Zy = u11Y1,(1 = %), (6.1.48)
2 = 22 Y5 X, (6.1.49)

which holds throughout the flow field. At the reaction sheet, we haveY; y = Y, y =0,
which, when substituted into Egs. (6.1.43), (6.1.44), (6.1.48), and (6.1.49), yields

Yio
. (111/pa )N, (6.1.50)

T (/) Yie + (n22/132) Yo

and an expression for Y3 . Recognizing from (6.1.42) that (pe1,1/13,1)=(v5 W3/vi W),

and thati = 1, 2 are respectively the fuel (F) and oxidizer (O) of the present system,
we retrieve from Eq. (6.1.50) the flame location expression of Eq. (6.1.14).

Finally, energy conservation is given by

d*h

dx?

Using the definition =Y Yh; = c,T+ Y., Y;h?, the boundary conditions

ho = cp 1, + Y1,0h{, hy = ¢, T; + Y5 (h$, and the definition of the heat of combustion,

ge=h + (ﬂ> <@> ns — <ﬂ> e, (6.1.52)
M3.1 2.2 3.1

the flame temperature expression, Eq. (6.1.16), can be readily derived.

—0. (6.1.51)

6.2. THE BURKE-SCHUMANN FLAME

In 1928 Burke and Schumann presented the first detailed analysis of nonpremixed
flames. The situation studied is the steady-state coaxial flow of a fuel gas issuing
into an oxidizing gas, as shown schematically in Figure 6.2.1 and as photographic
images in Figure 6.2.2. It is obvious on physical grounds that the resulting flame can
be either closed or open at its tip, depending on the ratio of the inner to the outer

b
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y

| Overventilated
flame

Underventilated
flame

Oxidizer,|; Fyel, 7Oxidizer,
YO,o YF,o YO,U

pU pv pU

Figure 6.2.1. Schematic of the Burke-Schumann flame, with overventilated and underventilated
configurations.

tube diameters, the fuel and oxidizer concentrations in their respective streams, and
the fuel-oxidizer stoichiometric ratio. These flames are respectively known as over-
ventilated (Figure 6.2.2a, ¢, d) and underventilated (Figure 6.2.2b) flames, depending
on whether the rate of the oxidizer supply is stoichiometrically more or less than that
of the fuel.

(a) (b) () (d)

Figure 6.2.2. Photographic images of the various Burke-Schumann flame configurations, obtained
by issuing diluted methane into coflowing air of equal momentum: (a) overventilated flame with
moderate Pe(~ 50), (b) underventilated flame with moderate Pe(~ 50), (c) overventilated flame
with high Pe(~ 200), and overventilated flame with low Pe(~ 1). Inner tube diameter is 0.635 cm
for (a) to (c), and 0.25 cm for (d). Outer tube diameter is 4 cm.
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For simplicity in illustration, we shall study the two-dimensional slot geometry
instead of the usual cylindrical geometry. There is no loss in physical insight with the
use of the mathematically simpler rectangular configuration.

The problem is governed in general by diffusion and convection in the stream-
wise (y) and transverse (x) directions (Figure 6.2.1). To simplify the analysis, we
first assume that the mass flux is in the streamwise direction everywhere, imply-
ing that the x-flux, pu, is zero. This is a reasonable assumption because, with the
flow bounded by the outer walls, movement in the x-direction is restricted, being
mainly induced by thermal expansion. Thus for the present steady flow, continuity
given by Eq. (5.2.1) becomes

d
@(,ov) =0. (6.2.1)

Equation (6.2.1) shows that pv is only a function of x. For further simplification, such
a dependence is also suppressed by assuming that

pv = constant. (6.2.2)

Equation (6.2.2) is probably the most restrictive assumption in the analysis. It limits
the analysis to situations in which the freestream momentum fluxes of the oxidizer
and fuel flows are the same.

In the original Burke-Schumann formulation diffusion in the streamwise direction
is neglected. The analysis is therefore not applicable to flows with small velocities for
which streamwise convection can be of the same order, if not smaller than, streamwise
diffusion. From the analytical viewpoint this restrictive assumption is not necessary
and therefore will not be made in our analysis (Chung & Law 1984a). It must, how-
ever, also be recognized that since the present analysis neglects body force, it still
becomes inaccurate for very small flow rates for which buoyancy effects can domi-
nate the flow. Furthermore, there is also an upper limit for the flow rate at which the
flow becomes turbulent. The transition Reynolds number is around 2,300 for tube
flows.

Thus following the same approach as that of the previous section, the coupling
function g; = T + Y; for Le; = 1is governed by

a i ad aBi a aBi
pvh) 9. e Bl — 2 Gy 2] 2o, (6.2.3)
ay ax 0x ay ay
Because pv = constant and if we assume (1/c,) = constant, then Eq. (6.2.3) becomes
B 3B 9B
peP (VP O g, (6.2.4)
ay x> 9y?
where ¥ = x/Xout, ¥ = V/Xout, and
Pe — PVUXout
Alcy

is the Peclet number of the flow, measuring the relative intensities of convective to
diffusive transports.

b
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The boundary conditions for Eq. (6.2.4) are

O0<X<fin, V=0 Ye=Yp, T=T, (6.2.5)
fn<X<l, 3=0 Yo=Y, T=T, (6.2.6)
=0, y > 0: 94()/9% =0 (symmetry) (6.2.7)
=1, y > 0: 3(-)/3x = 0 ( adiabatic wall) (6.2.8)

y — oo: boundedness. (6.2.9)

In writing Eq. (6.2.8) it is assumed that the wall is adiabatic and nonpermeable
such that 37/3% = 0 and 8Y;/d% = 0 respectively. Furthermore, by specifying the
temperature and reactant concentrations at the slot exit, we are suppressing back
diffusion into the slot. This can be achieved experimentally by placing a porous plate
at the slot exit.
The solution will be sought using the method of separation of variables. Thus let
Bi(E.3) = OB, (6:2.10)
which, upon substitution into Eq. (6.2.4), yields
Ped' — " O
bt (6.2.11)
P C)
where ' = d®/dy, ® = d® /dx, etc. For simplicity of notation we have omitted the
subscript i for ® and ® and the quantities associated with them.
Since the LHS of Eq. (6.2.11) is only a function of y while the RHS only a function
of %, they can be equal only if they are both equal to a constant, —k”. Thus (%) and
®(y) individually satisfy the following equations:

O+KO=0 (6.2.12)
®" — Ped' — 2D =0, (6.2.13)
which have the solutions
® =1 + X, k=0

= c1 COs kX + c3sinkx, k#0, (6.2.14)

® = d exp {[Pe +VPe 4k2] y/z} + dsexp {[Pe VPt 4k2] y/z} . (62.15)

Since ¢; = ¢3 = 0 due to symmetry at ¥ = 0, and d; = 0 due to boundedness as y —
00, B; assumes the functional form

Bi = c(cos k¥) exp {[Pe -V Pe? + 4k2] 51/2} . (6.2.16)

Applying Eq. (6.2.8) to Eq. (6.2.16), we have sink = 0, which implies k = nrn,
n=0,1,2,.... Therefore B; becomes

Bi =co+ i cp(cosnm¥) exp {[Pe —+/ Pe2 + 4n2n2] 51/2}. (6.2.17)

n=1
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To determine the coefficients c,, we note that at j = 0,

Bi=co+ Y cacosntX, i=O,F, (6.2.18)

n=1

while the boundary conditions at j = 0, Egs. (6.2.5) and (6.2.6), give

Br=T,+Y 05 0<X<i
P e e " (6.2.19)
= 1o, Xin < X <1,
Po="To " (6.2.20)

= TO + Yo, Xn < X < 1.

Hence, first equating and integrating By in Egs. (6.2.18) and (6.2.19) from ¥ = 0 to
1, we have

1 Xin 1
/ Brd% = / (T, + YEo)dx + / T,dx
0 0 pd

1 00 1
= / codX + ch/ cosnmxdx,
0 el 0
which gives
Co = T{) + iinYF,m (6221)

where we have used the result fol cosnrX¥dx = 0. Next, we multiply 8r by cosmr X
and integrate it from ¥ = 0 to 1 to obtain

1 fin 1
/ Brcosmuaidx = (T, + Yp,o)/ cos mm Xdx + TO/ cos mm Xdx
0 0 Xin
1 00 1
= ¢y f cosmmxdx + Cn / cos mm X cos nwxdx,
0 = 0

n

which gives

cn=2Vr, (M) : (6.2.22)
nm
where we have used
1
/ cosmm X cosnmidx =0, m#n
0
=1/2, m=n.

Thus Br = T + Y is finally given by

Br=To+ %aVro+2Yro Y Gul. 3 Pe). (6.2.23)

00
n=1



6.2. The Burke-Schumann Flame EZ(:H:H 4

where
Go(%, 7; Pe) = (Smﬂ> (cos n %) exp {[Pe VPt 4n2n2] y/z} . (6.2.24)
nmw
Similarly it can be shown that 8o = T + Yj is given by

Bo=T,+ (1 — %) Y00 — 2Y0,0 »_ Gu(X, 3: Pe). (6.2.25)

n=1

Evaluating 8r and By at the reaction sheet, we obtain

Tr=To+ Yro [x +2 Z Gu(X ¢, V73 Pe)] (6.2.26)
n=1
Tf = T(, =+ YO,O |:(1 — )Zin) -2 Z Gn(ff, yf, Pe)] . (6227)
n=1

From Egs. (6.2.26) and (6.2.27), the reaction sheet location and temperature are given
by

(1= %in) =2 Gu(Es, g3 Pe) = @* (6.2.28)
n=1
(Tf - T{)) = YO.UCI)*» (6229)

where ¢* = Y1,/ Yo.,. Equation (6.2.28) shows that the relation defining the reaction
sheet location and the physical aspects of the problem, namely ¥;, and Pe, is again
given by the stoichiometry parameter ®*, in conformity with Eq. (6.1.14) for the
chambered flame. Furthermore the flame temperature expression also is in the same
form as Eq. (6.1.15), recognizing that the freestream temperatures for the fuel and
oxidizer are the same for the present problem.

Equation (6.2.28) shows that the transition between the underventilated and over-
ventilated flames, when y; — oo and therefore G, — 0, occurs at

1— & = @7, (6.2.30)

which provides a unique relation between the dimension of the burner, the stoichiom-
etry of the fuel-oxidizer mixture, and the freestream concentrations, as anticipated
earlier. Specifically, it shows that for reduced (increased) fuel concentration, a larger
(smaller) inner slot is needed to achieve tip opening.

The flame temperature can also be expressed as

Tf~— T, N Tf~— T,

—1, (6.2.31)
YFA,O YO,O

yielding the equivalent of Eq. (6.1.16), as it should. Thus the flame temperature is
again the adiabatic flame temperature, and is independent of the nature of the flow
field characterized by Pe. As mentioned in Chapter 5, this result holds for general,
three-dimensional reaction sheets.
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- Modified solution (with streamwise diffusion)
- — — - Burke—Schumann solution
(without streamwise diffusion)
10
5
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0.1 Lo L ! Lo
0.1 1 10
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Figure 6.2.3. Variation of the flame height with the Peclet number for the Burke-Schumann flame
with and without streamwise diffusion.

Figure 6.2.3 shows the variation of the nondimensional flame height, y (% = 0),
with Pe for an overventilated flame and various values of ¥;, and ¢*. It is seen that, for
large values of Pe, convection dominates over diffusion in the streamwise direction
such that the flame height increases linearly with Pe. Since Pe ~ pv/(A/c,), the flame
height increases linearly with the mass flux pv, but decreases with increasing diffusiv-
ity, A /c, = p D. Furthermore, since p D is pressure insensitive, the flame height is also
pressure insensitive. This behavior is basically that of the original Burke-Schumann
flame, shown as the dashed lines in Figure 6.2.3, as should be the case. However,
with decreasing Pe the flame height asymptotes to a constant value, signifying the
progressive dominance of streamwise diffusion.

Figures 6.2.2c and 6.2.2d show photographs of overventilated Burke—Schumann
flames with high and low Pe flows respectively. Specifically, the somewhat hemi-
spherical flame shape of the low-Pe flame suggests the nearly equal importance
of streamwise and transverse diffusion when streamwise convection is very weak,
while the highly elongated shape of the high- Pe flame indicates the dominance of
convection in the streamwise direction.

6.3. CONDENSED FUEL VAPORIZATION AND THE STEFAN FLOW

For the Burke-Schumann flame the convective motion is specified. Convection is
usually induced by externally applied pressure gradients, and is controlled by the
fluid mechanical aspects of the problem. However, as mentioned in Chapter 4, there

b
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Yo Ty ﬁ

Component 1
in liquid phase

Figure 6.3.1. Schematic of vaporization from a one-dimensional chamber.

is another kind of convection, called the Stefan flow, which is internally generated
and can be present even in the absence of any externally imposed flow. Such a flow
frequently arises as a consequence of the gasification of a condensed fuel. Here a
fuel vapor source is present at the surface of the condensed fuel, and the ambience,
or the flame, which is located away from the surface, is typically low in the fuel va-
por concentration and thus represents a sink for the fuel vapor. The fuel vapor then
continuously diffuses from the surface to either the ambience or the flame. Since the
consequence of this diffusion is a net transport of mass, a convective motion, that is,
the Stefan flow, is induced. This motion can be quite significant and has to be ac-
counted for, especially for rapid rates of vaporization when the condensed fuel is
volatile, or when it is placed in a hot environment or undergoes combustion. This
phenomenon is also particularly relevant for nonpremixed combustion because prac-
tical fuels are frequently present in the condensed phase, for example fuel droplets
and coal particles.

To demonstrate this phenomenon we consider the following chemically nonreac-
tive example. Here a pool of pure liquid, say water, designated by i = 1, undergoes
vaporization in an open container (Figure 6.3.1), with its height ¢ fixed. Its vapor
concentration at the surface is Y7 ,. There is a constant breeze over the container
such that at its edge the gas composition is the same as that of the environment,
consisting of Y ; of species 1 and ¥, = 1 — Y}, of a noncondensable species, say air.
We aim to determine the mass vaporization flux, f = (pu),.

From continuity, d(pu)/dx = 0, we have

pu = f = constant, (6.3.1)

which shows that this internally generated convection is a constant, and as such
directly yields the mass vaporization flux.
From species conservation, Eq. (5.3.14), we have

4% _ d <deYi)=o. (6.3.2)

dx dx dx
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In writing Eq. (6.3.2) we have used Y; instead of Y; because the stoichiometry pro-
portionality constant between them is irrelevant for the present nonreactive case.
Furthermore, since we now have a two-component system, the binary diffusion co-
efficient is uniquely defined, that is, D; = D.
Integrating Eq. (6.3.2) once, we have
ay,

Y- oD% = f, (633)

where the constant of integration is simply the constant mass flux of species 7, f;,
which is the sum of its convective and diffusive fluxes. Since species 2 is assumed to

be noncondensable, its net mass flux vanishes, implying

£=0 (6.3.4)
such that
dY;
fYs — pD—2 = 0. (6.3.5)
dx
Applying the relation ¥} + Y5 = 1 into Eq. (6.3.5) then readily yields
dy,
fYi—pD—>=[=fi (6.3.6)

which shows that the net mass flux of the system is that of species 1.
Integrating Eq. (6.3.6), assuming that p D = constant, and applying the boundary
condition Y;(0) = Y1, and Y;(¢) = Yj, yields the vaporization rate,

D
where we have defined a mass transfer number for vaporization,

By = (6.3.8)
and the subscript v designates vaporization. For the In(-) term to be defined, we
require By, > —1 or ¥j , < 1, which is always satisfied. Equation (6.3.7) shows that
the vaporization flux f increases with increasing mass diffusivity D and decreasing
diffusion distance ¢, as should be the case. Furthermore, for Y;, > Yi ¢, we have
B, > 0 and therefore f > 0; this is the vaporization case. On the other hand, when
Y1, < Yi¢, we have B,,, < 0 and therefore f < 0; this is the condensation case.

It is significant to note the logarithmic dependence of the mass flux for the
present Stefan flow problem. For the special case of Y], < 1 and ¥, < 1, we have
| Bn.y| < 1. Thus expanding Eq. (6.3.7) we obtain

f%%?&w, (6.3.9)
which shows a linear dependence of f on B,, , for slow rates of vaporization and con-
densation. This result can be similarly obtained by carrying out the above derivation
without the convection term in the governing equation (6.3.2).

b
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It is perhaps somewhat surprising that we seem to be able to determine the liquid
vaporization rate without considering energy conservation, even though it is physi-
cally obvious that heat transfer must be involved to effect vaporization. The linkage
to energy conservation is the vapor concentration at the surface, Y ,, which is not
known a priori and has to be determined through energy conservation and certain
information regarding the phase change process. Physically, in order to ensure that
the vapor concentration at the surface is maintained at Y} , in the presence of its
continuous transport to the ambience, the liquid needs to be continuously gasified.
This gasification is effected through heat transfer from the ambience to the surface.

Heat transfer is described by the energy conservation equation (5.3.12), which, for
constant c,, is

dT d (. dT
———|x2—)=0. 6.3.10
fep dx dx ( dx) ( )

Equation (6.3.10) is in the same form as the species conservation relation, Eq. (6.3.2).
Integrating it once yields

dT
c,T — A— = constant. 6.3.11
P dx

An independent statement regarding the vaporization process at the liquid surface
can also be made. If we assume the container is well insulated such that all the heat
conducted to the liquid surface is used to vaporize a certain amount of the liquid,
and if g, is the latent heat of vaporization for unit mass of liquid, then

A <Z—Z)O = fqu, (6.3.12)

where g, is the specific latent heat of vaporization. Evaluating Eq. (6.3.11) by using
Eq. (6.3.12), we have

feo(T— 1) =250 = fa.. (6.313)

Integrating Eq. (6.3.13), assuming A = constant, and applying the boundary condi-
tions 7(0) = T, and T(¢) = T, yields
A

f= _/ECP In(1 + By.). (6.3.14)

where By, is a heat transfer number for vaporization, defined as

_ cp(Ty — 1)
v '

By, (6.3.15)

Equation (6.3.15) shows that vaporization occurs when 7; > 7, such that there
is a continuous supply of heat from the environment to the liquid in order to sus-
tain vaporization; on the other hand condensation occurs when 7; < 7, such that
the condensation heat generated is continuously dissipated to the ambience. The
heat transfer number represents the ratio of the “driving potential” for gasification,
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namely the enthalpy difference between the two boundaries, to the “resistance” to
gasification, which is the latent heat of vaporization.

We again note the logarithmic variation of f. Thus, except for very slow rates of
vaporization, an increase in the ambient temperature, relative to the surface temper-
ature, does not lead to a corresponding fractional increase in the gasification rate. In
fact, the influence becomes progressively weaker at higher temperatures.

We have therefore derived an alternate expression for the mass vaporization flux
by considering energy conservation alone. In equilibrium the two expressions for f,
Eqgs. (6.3.7) and (6.3.14), must agree. Furthermore if for simplicity we assume unity
Lewis number, 1/(c,p D) = 1, then we have B,,, = By, ,, or

Y],o_ 1.e Cp(TK - 7;7)

= = Bj,. 6.3.16
v, m ), (6.3.16)
Thus Y] , can be solved as
Yl ¢+ Bh v
Y1o(1) = ———, 6.3.17
1,0( ) 1+ Bh,v ( )

where By, = B;,,(T,) is given by Eq. (6.3.15).

Since the container is insulated, the liquid temperature 7, is not given but is rather
a parameter to be determined. To do so we need the final piece of information to fully
describe the system. One may realize that so far we have not said anything about the
volatility of the liquid. Obviously rubbing alcohol would vaporize much faster than
lubricating oil! Now, if we assume that the phase change reaction

M(liquid) = M(gas) (6.3.18)

at the surface occurs so fast, as compared to the gas-phase mass diffusion rate, and
that the vapor concentration at the surface is saturated, then equilibrium vaporization
occurs such that a definite relation exists between the surface temperature and vapor
concentration. The most frequently used relation is the Clausius—Clapeyron relation,
Eq. (1.2.28), developed for ideal gases,

w1 1
pi(T):pneXp[%(,E) _Tﬂ’ (6.3.19)

where p; is the partial pressure of the vaporizing liquid, 75, the boiling point of the
liquid at the reference pressure p,, Q,(= g,) the molar latent heat of vaporization,
and T = T, for the present problem. Usually p, is the normal atmospheric pressure
such that 7, is the normal boiling point. Since X; = p;/p, where p is the prevailing
pressure, Eq. (6.3.19) can also be expressed as

X(T) = (%) exp [% (T: _ %)} : (6.3.20)

Equation (6.3.20) provides an additional relation between the surface concentra-
tion and the surface temperature, Xi (7). Together with Eq. (6.3.17), T, and X ,
can be iteratively determined. The value of 7, so determined is called the wet-bulb

b
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Figure 6.3.2. Normalized wet-bulb temperature of water as a function of the normalized ambient
temperature and water vapor concentration.

temperature (Figure 6.3.2). It increases with the ambient temperature, pressure, and
vapor concentration Y] ¢, and asymptotically approaches the boiling point of the
liquid with increasing ambient temperature.

The problem just studied exemplifies the situation of simultaneous heat and mass
transfer, which are coupled through some thermodynamic or chemical processes
dependent on both temperature and species concentrations.

6.4. DROPLET VAPORIZATION AND COMBUSTION

6.4.1. Phenomenology

There are many technological processes in which it is desired to gasify and possibly
also combust a given mass of liquid in a gaseous medium at either a very fast or a
controlled rate. Since the heat and mass exchange rates between the liquid mass and
the gaseous medium increase with increasing interfacial area, a standard technique to
increase the overall gasification rate is to disperse the liquid mass into an ensemble of
liquid fragments such that the total surface area of the fragments is much greater than
that of the original liquid mass. The act of dispersal is called spraying or atomization.
Since these fragments are typically very small, they contract under surface tension
to form droplets that are nearly spherical in shape. Therefore in order to understand
the overall spray behavior, it is necessary to study how a single droplet exchanges
heat, mass, and momentum with its gaseous medium.

Droplet vaporization and combustion are rich in problems related to fluid dy-
namics and heat and mass transfer. For example, in realistic situations a nonradial
velocity usually exists between the droplet and the ambience. This can be caused ei-
ther by the inertia of the droplet acquired during spraying, or by its slower response,
compared to the gas, to changes in the flow velocity and configuration. Even in a
stagnant environment, buoyancy alone can induce a relative velocity. Such a relative
velocity, when coupled to the Stefan flow resulting from surface gasification, can
lead to interesting considerations regarding the net fuel gasification rate, the drag
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experienced by the droplet, and the generation of internal circulatory motion within
the droplet.

Since droplet gasification is basically a two-phase flow problem, a complete analysis
will involve the four interacting processes consisting of liquid-phase transport, gas-
phase transport, phase change at liquid—gas interface, and chemical reactions in the
gas phase. The last component is absent for pure vaporization. In this section we shall
confine ourselves to study only the simplest possible situation of droplet gasification,
namely the d?-law of droplet vaporization and combustion. In this situation the
droplet is treated as a constant source of single-component fuel vapor, implying that
we do not need to be concerned with the heat and mass transfer processes within the
droplet interior. Furthermore, external forced and natural convection is absent such
that spherical symmetry prevails. Finally, because of the significant density disparity
between liquid and gas, the liquid possesses great inertia such that its properties
at the droplet surface, for example, the regression rate as well as the temperature
and species concentrations in more complicated situations, change at rates much
slower than those of the gas-phase transport processes. Since the ambience is also
assumed to be constant, the gas-phase processes can therefore be treated as steady,
with the boundary variations occurring at longer time scales. This is called the quasi-
steady assumption, which is frequently invoked in problems involving gasification
and combustion of condensed-phase materials.

The d?-law model embodies much of the essential physics governing droplet gasi-
fication and yields rough estimates of the gasification rate. Formulation of this model
and the experimental verifications were first reported by Spalding (1953), Godsave
(1953), Goldsmith and Penner (1954), and Wise, Lorell, and Wood (1955). Further
developments on droplet combustion can be found in Faeth (1977), Law (1982), Law
and Law (1993), and Sirignano (1999). In Chapter 13, we shall revisit droplet com-
bustion and study such topics as modifications of the d?-law, multicomponent droplet
combustion, droplet dynamics and convection effects, high-pressure combustion, and
droplet interaction.

6.4.2. d?-Law of Droplet Vaporization
The problem to be studied is shown in Figure 6.4.1. Here a droplet of radius r, vapor-
izes in an environment of temperature 75, and mass fraction Y] , of the vaporizing
species 1, which we shall designate as the fuel; the rest is air. The vaporization process
is basically the same as that of the previous section. Thus in the case of vaporization
the relatively cold droplet receives heat from the hot ambience and gasifies. The
gasified fuel is transported to the ambience, which has a lower concentration of the
fuel vapor. The transport is through both diffusion and Stefan convection, causing
the continuous “shrinking” of the droplet. The reverse holds for condensation. We
aim to determine the vaporization or condensation rate.

Analysis of the problem is analogous to the previous one, except now the system
is spherically symmetric and the cross-sectional area of the flow field, 4772, contin-
uously increases in the flow direction, where r is the radial coordinate. We have also
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Figure 6.4.1. Schematic showing spherically symmetric droplet vaporization.

changed the subscript for the surface from o to s, and that for the outer boundary
from ¢ to oco. The liquid surface is now situated at a finite location, ;.
Continuity, d(r?pu)/dr = 0, yields the constant mass flow rate

m, = 4nr?pu, (6.4.1)

where u is the radial velocity.
Taking a slightly different approach from that of the last section, integrating twice
the fuel conservation equation,

d [, a;
— Yi—pDr’— | =0 6.4.2
dr(r'oul 'Ordr) ' ( )
subject to the boundary conditions Y] (r;) = Y, and Yi(c0) = Y] « yields
eMm(1-F") _q
Yi=Y,+ Yo Ny o _1 | (6.4.3)

where we have defined the nondimensional quantities #, = m, /[47(1/cp)rs] and
F=r/rs.

Applying Y] given by Eq. (6.4.3) to the condition that the mass flow rate of com-
ponent 1 constitutes the total mass flow rate,

o dY)

myY, — YT iy, (6.4.4)
the mass vaporization rate is given by
i, = In(1 + Byy), (6.4.5)

where the mass transfer number is identical to Eq. (6.3.8),

_ Yl.s - Yl,oo

By, = 6.4.6
: 1. (6.4.6)

This shows that the mass transfer number so identified is a universal parameter
independent of the geometry of the system.
Working with energy conservation it can also be shown that

A, = In(1 + By,). (6.4.7)
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where the heat transfer number is identical to Eq. (6.3.15),
cp(To — T5)

Bh,v =
qv

(6.4.8)

Since B,,, and By, are system-independent, the droplet temperature 7; is identical

to that determined in the previous problem and as such is also system independent.
Expressing Eq. (6.4.7) in dimensional form,

my, = 4w (A/cp)rsIn(1+ By ), (6.4.9)

we see that the mass vaporization rate increases linearly with the droplet radius r;.
Furthermore, the mass flux at the surface, given by

v A
_ M M 1+ B, (6.4.10)
4rr? rs ’

fos
has the same form as Eq. (6.3.14) by identifying r; and ¢ as the characteristic lengths
for the respective problems.
Finally, we need to determine the instantaneous droplet size, ;. By definition m,
is the rate of change of the droplet mass,

d (4
my=— <§nr3pg> , (6.4.11)

where p, is the liquid density. Assuming p,= constant, Eq. (6.4.11) can be expressed
as

2

dr
y = —2 —. 6.4.12
m TT Ot dt ( )

Equating Egs. (6.4.9) and (6.4.12), we have

In(1 + By.,). (6.4.13)

drs2 . _2(k/cp)
dt Pe

Noting that the quantity on the RHS of Eq. (6.4.13) is independent of the droplet
size, a vaporization rate constant can be defined as

_ 2(x/cp)
Pe

K, In(1 + Byy). (6.4.14)
which is also called the surface regression rate when it is multiplied by 4. Equation
(6.4.13) can be readily integrated, using the initial condition that ry = ry, at t =0,
yielding the instantaneous droplet size

ri=ri, — K. (6.4.15)

N

Equation (6.4.15) shows that the square of the droplet radius decreases linearly with
time (Figure 6.4.2). This is the d?-law of droplet vaporization, where d stands for the
droplet diameter. This result is physically reasonable because the phenomenon of
interest is a spherically symmetric, diffusion-controlled process in which quantities

b
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Figure 6.4.2. d*>-Law behavior of droplet vaporization and combustion.

vary with the surface area of the propagating sphere of influence. The d*-variation
has been repeatedly shown through experimentation to be largely correct.

The time 7, needed to completely vaporize a droplet of initial size 7; , is obtained
by setting r, = 0 in Eq. (6.4.15),

~

2
s,0

T, = ——, 6.4.16
=% (6.4.16)
which illustrates the importance of fine atomization in that the time to achieve com-
plete vaporization decreases quadratically with the initial droplet size.

6.4.3. d?-Law of Droplet Combustion

Figure 6.4.3 shows the spherically symmetric droplet combustion process. The droplet
gasification mechanism is basically the same as that of droplet vaporization, except
now the heat source is the flame instead of the ambience. The flame also serves as
the sink for the outwardly transported fuel vapor and inwardly transported oxidizer
gas. Figure 6.4.4 shows representative temperature and concentration profiles.

Ambience
Yo,00, Teo
Reaction
sheet
Droplet =3 =
Fuel Combustion Oxidizer
vapor products gas
Inner
diffusive—convective Outer
region diffusive—convective
region

Figure 6.4.3. Schematic showing spherically symmetric droplet combustion.
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Figure 6.4.4. Concentration and temperature profiles for the reaction-sheet combustion of a
droplet.
Continuity yields the constant mass burning rate mi., given by
me = 4mr?pu. (6.4.17)

Conservation of coupling function g; = T + Y; is

%[ﬂpuﬂ, (A/cp)r? i ] =0, i=0O,F. (6.4.18)

Assuming (A/c,) = constant, and defining . = m./ [4m(r/c,)rs], Eq. (6.4.18)
becomes

d ~ ~2 dﬂi .
T <mc,31 —r df) =0, i=0,F, (6.4.19)
whose first and second integrals are
dp;
7 d’? = —c1i + Mpi (6.4.20)
e
Bi(F) = — + €2, €Xp (——) : (6.4.21)
r

where ¢1; and ¢, ; are the integration constants to be evaluated by applying the
boundary conditions,

F— o0 YO = YO,OO, g: =0, T= T, (6.4.22)
_ dYp - dYp
F=1: nYos — | —= =Y, nYrps — | —= = M,
' et (df)1 e (dr)1 "
dT L .
<E)1 =Medy, T=1s, (6.423)

where ¢, = qu/qe, Yr = Yr, and Yo = Yo/00. The first three relations in (6.4.23)
respectively state that, at the droplet surface, the net oxidizer convective—diffusive
transport vanishes because there is no oxidizer penetration into the liquid, the net
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fuel vapor transport is the fuel gasification rate, and the heat conduction from the
flame is used to effect fuel gasification.

Applying the boundary conditions of (6.4.22) and (6.4.23) to Egs. (6.4.20) and
(6.4.21) respectively, for i = O, F, we obtain

Bo=T+Yo=(Ts—G,)+{[Te — (Ts — G,)] + Yoo } e, (6.4.24)
Br=T4 ¥ =[14 (T~ 4]+ {Tw — [+ (Te =@} ™. (6.425)

Equations (6.4.24) and (6.4.25) show that (T, — §,) appears as a group, providing an
indication of the energy levels of the problem. In particular, it implies that the need
for gasification is equivalent to lowering the droplet enthalpy T by the latent heat
of gasification §,. This is physically reasonable.

To determine the mass burning rate 7., the reaction sheet standoff ratio 7, and
the flame temperature 7, we now apply the reaction sheet requirements,

Yo(Fr) =0,  Ye(Fr) =0. (6.4.26)
Furthermore, as a consequence of Yo(7) = 0, the relation
Yo(1)=0 (6.4.27)

obviously also holds because if there is no leakage of the oxidizer across the reaction
sheet, the oxidizer concentration in the inner region to the reaction sheet, in particular
that at the droplet surface, must also vanish. Applying Eqs. (6.4.26) and (6.4.27) to
Eqgs. (6.4.24) and (6.4.25), we obtain three relations from which s, 7, and Ty can
be solved as

me =In(1+ By,.), (6.4.28)
7 In[1+(T;—=1T,)/qG

= nf1+ (T - ‘)/q"], (6.4.29)

In (14 Yo%) In(1+ Yo,0)

and
1- Yoo

qgc=qv + Cp(Tf - 7;) + Cp(Tf - Too) oo+ Y7YUO . (6430)

0,00

In the above,

Bh,c _ (Too - 7}) + YO,oo _ cp(Too - ’1;) + (YO,oo/UO)QC (6431)
q, 9v

is the heat transfer number for combustion. Compared to the heat transfer number

for pure vaporization, B, , given by Eq. (6.3.15), we see that the driving potential for
gasification now consists of an additional source, (Yp..0/00)q., representing chemical
heat release. For combustion of practical fuels, the chemical contribution is usually
much larger than the thermal contribution, c,(7T% — T;), especially when the envi-
ronment is cold such that 75, is close to 7;. Numerical values of Bj, . typically range
between 1 and 10.

The flame temperature is deliberately expressed in the dimensional, implicit form
of Eq. (6.4.30) in order to demonstrate the fact that it is again the stoichiometric
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adiabatic flame temperature of the system. Specifically, Eq. (6.4.30) shows that the
heat release g, by unit mass of fuel is equal to the amount needed to first gasify it
and then heat it from the droplet temperature 7 to the flame temperature T¥, plus
the amount needed to heat the stoichiometric, o unit of oxidizer and the remaining
[(1 — Yo.00)/ Y0.00]o0 unit of inert from the ambient temperature 75, to the flame
temperature 7. This is equivalent to the interpretation of Eq. (5.5.27), now extended
to include condensed phase gasification.

The above expressions are defined to within 7. Following the same procedure as
discussed in Section 6.3 for pure vaporization, T can be determined by evaluating
Eq. (6.4.25) at 7 = 1 to yield an expression for Yz = Yz (T),

Yis=1-q,+[Too— A+ Ty —q,)]e ™. (6.4.32)

From Eq. (6.4.32), a mass transfer number B, can be defined through i, =
In(1 + B,,c) such that by equating By, . and B, ., and by using the Clausius—Clapeyron
relation, T can be iteratively solved.

An accurate knowledge of Ty, however, is frequently not necessary in the evalu-
ation of the bulk combustion parameters 7., 7r, and Tf because the enthalpy con-
tribution from 7; is usually much smaller than the chemical source term, as just
mentioned. Furthermore, realizing that the droplet is expected to be close to its
boiling state under the situation of intense heating during steady burning, it is then
frequently adequate to assume that

T.=T, (6.4.33)

where 7p is the liquid’s boiling point under the prevailing pressure. Using Eq. (6.4.33),
the bulk combustion parameters can be obtained through straightforward evaluation.
It is, however, also important to recognize that the adoption of Eq. (6.4.33) falsifies
the phase-change process and thereby necessitates the abandonment of the proper
phase change description, for example the Clausius—Clapeyron relation, and all of
its physical implications. Indeed, because of the presence of species other than fuel
vapor at the droplet surface, for example nitrogen from the air and the combustion
products generated at the reaction zone, the state of boiling can never be attained
for the droplet, theoretically as well as in realistic situations.

It is also of interest to note that the present results specialize to those of pure
vaporization, in an environment free of fuel vapor, by simply setting Yp o, = 0 in
Eqgs. (6.4.28) to (6.4.31). This yields the result that the heat source, namely the reaction
zone, is now simply the ambience, with 7/ — co and Ty = T.

It is appropriate to recognize at this point the similarity between droplet vapor-
ization and droplet combustion. Apart from the gas-phase reactions, the gasification
process at the droplet surface is qualitatively the same in both cases. Thus during com-
bustion, the droplet simply perceives the flame as a hot “ambience” located at 7.
Consequently, understanding gained from studying droplet combustion frequently
can be applied to the modeling of droplet vaporization. Indeed, from an experimen-
tal design point of view, droplet vaporization in a high temperature environment can
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be usefully simulated by studying droplet burning in a cold environment. The flame
now conveniently serves as a high-temperature, constant-pressure “chamber” within
which vaporization takes place.

It is reasonable to ask whether the flame location and temperature for the present
problem still conform to the canonical expressions for the chambered as well as
the Burke—-Schumann flames, given by Egs. (6.1.14) and (6.1.15) for the former and
Egs. (6.2.28) and (6.2.29) for the latter. This is indeed the case and can be expediently
demonstrated by using the set of alternate boundary conditions at7# = 1,as Yy = Yo,s,
Yr = Yrs =1, and T = T;. This yields the alternate expressions for the coupling
functions,

_ ~ _ ~ _ - _ - 1 _ 7"711.'/’7

T+ Yo = (Too + Yo00) = [(Too + Yor00) — (Ts + Yo.,)] ﬁ (6.4.34)
o Ll
T+Yr=Te— [T — (Ts + YF,s)]ﬁ. (6.4.35)

Evaluating the above at the reaction sheet, for which YO,S = 0, we obtain
o—elFr _ gt

— = O, 6.4.36
1—e ( )

Tr— Ty = (Too — Ty + Yo00) ", (6.4.37)

where ¢* = Yr,/Y0.00 = 1/Y0.00. The above results are determined to within Yz,
which is given by Eq. (6.4.32). The burning rate 7, is also readily given by evaluating
Eq. (6.4.34) at7 = 1.

To relate 771, to the rate of decrease of the droplet size, by definition the droplet
gasification rate 7, is given by Eq. (6.4.11). If we now assume that the instantaneous
rate of fuel gasification at the droplet surface is equal to that of fuel consumption at
the reaction sheet, or

m, = me, (6.4.38)
and since in dimensional form
me =4m(r/cp)rsIn(1+ By), (6.4.39)
equating Eqgs. (6.4.11) and (6.4.39) yields
dr?
= =-K, 6.4.40
where
2(A
K. = 22 /ep) In(1 + By.c) (6.4.41)
P

is the droplet burning rate constant.
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Integrating Eq. (6.4.40) with the initial condition r,(t = 0) = r;, yields
ri=rl,— K, (6.4.42)

which is the analogue of the d?-law for droplet vaporization given in Eq. (6.4.15) and
shown in Figure 6.4.2. Setting t = . for ry, = 0 at complete burnout, we obtain the
total time for combustion as

o= 22 (6.4.43)

It is also of interest to note that since (A/cp)gs ~ (0 D)g, and since B, = O(1 ~ 10)
such that In(1 + By,.) = O(1), Eq. (6.4.41) shows that

K pg

, 6.4.44
b (6.4.44)

where the subscript g designates gas-phase property. Under atmospheric pressure
(pg/pe) = O(1073 ~ 1072), therefore the rate of surface regression is much slower
than that of gas-phase diffusion. This is in agreement with the assumption of gas-phase
quasi-steadiness, as it should be. Furthermore, if we take D, = O(10° cm?/sec), then
K. = O(1073 ~ 102 cm?/sec), which is the typical order of the burning rate constants
for fuel droplets determined experimentally. For the pure vaporization case, the
above estimates need to be modified by the factor In(1 + By ,) ~ By, because it is
usually less than unity.

Summarizing the above results, the d>-law states that, during quasi-steady droplet
combustion, the droplet surface regression rate, the reaction sheet standoff ratio
(r¢/rs), and the flame temperature (7y), remain as constants, and that 7 is also the
stoichiometric adiabatic flame temperature of the fuel-oxidizer system.

6.4.4. Experimental Results on Single-Component Droplet Combustion

We shall briefly discuss the experimental observations on the combustion characteris-
tics of single-component droplets, and show that certain aspects can be substantially
different from predictions of the d?-law. Discussion of the experimental method-
ologies as well as detailed explanations of these differences will be conducted in
Chapter 13.

Figures 6.4.5 and 6.4.6 show the experimental data (Law, Chung & Srinivasan
1980) on the temporal variations of the square of the normalized droplet radius,
RS2 = (rs/7s.0)*, the nondimensional flame radius, R ¢ = (r¢/rs,0), and the flamefront
standoff ratio, 7y = (rs/ry), for the spark-ignited, nearly spherically symmetric burn-
ing of an octane droplet in air and pure oxygen environments, respectively. The
experiments were conducted under reduced pressure and thereby reduced buoy-
ancy situations. The flame location was taken to be the midpoint of the luminous
zone.

The experimental results show that after ignition a period exists during which
the burning rate is very slow as indicated by the almost lack of variation in R? in
Figure 6.4.5. This period is generally quite short, spanning about 5 to 10 percent of

b
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Figure 6.4.5. Experimental measurements of the droplet and flame sizes for an octane droplet
burning in the air environment at 0.1-0.15 atm pressure (Law, Chung & Srinivasan 1980).

the droplet lifetime depending on the fuel boiling point and the ignition duration.
After this initial period R? varies almost linearly with time. In the pure oxygen
environment it is so short that it falls within the period during which the droplet has
not resumed its spherical shape from the disturbance caused by the spark discharge.

The flamefront standoff ratio exhibits two distinct behaviors. At low oxygen con-

centrations, 7; continuously increases, with the increase being actually faster to-
wards the end of the droplet lifetime. For high oxygen concentrations, the increase
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Figure 6.4.6. Experimental measurements of the droplet and flame sizes for an octane droplet
burning in the pure oxygen environment at 0.1-0.15 atm pressure (Law, Chung & Srinivasan 1980).
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instead levels off. The actual flame size, Ry, first increases and then decreases for
both cases.

The experimental results show a number of inadequacies of the d?-law that, how-
ever, have all been satisfactorily explained. The presence of the short, initial period
during which the droplet size hardly changes, indicating very slow rate of droplet
gasification, signifies the need to heat up the initially cold droplet to close to the
liquid boiling point for steady burning. Thus much of the heat arriving the droplet
surface is used for droplet heating instead of liquid gasification. This feature is not
captured by the d?-law which does not describe influences due to initial conditions
except the initial droplet size.

The movement of the flamefront is also a consequence of suppressing the initial
condition. Here the d’-law prescribes that upon ignition, the flame instantaneously
assumes its quasi-steady value of #;. However, in order to support a flame of this
size, considerable amount of fuel vapor needs to be present in the inner region to
the flame in accordance to the d>-law fuel vapor concentration profile. This amount
of fuel vapor is not present initially and therefore needs to be gradually built up,
leading to the corresponding gradual increase in the flame size. In a low-oxygen
environment the amount of fuel vapor that needs to be accumulated is large because
of the larger flame size; hence the continuous increase of 7y as observed recognizing,
of course, that 7, also continuously decreases. By the same reasoning 7 levels off in
a high-oxygen environment because of the smaller 7.

A corollary of this fuel vapor accumulation phenomenon is that because part of
the fuel gasified is accumulated in the inner region to the flame instead of being
instantaneously reacted, m, is actually not equal to m,.. Thus the heat release rate
from the droplet flame cannot be directly related to the droplet size in the man-
ner of Eq. (6.4.42). This can have significant implications in the modeling of spray
combustion.

The d?-law prediction of the flamefront standoff ratio has also been found to be
much larger than experimentally observed value. For example, for an alkane droplet
burning in air, the observed 7; is less than 10, whereas the predicted value is around
40. Such a large discrepancy has been found to be caused by the unity Lewis number
assumption in the d?-law. A much smaller flame size is predicted by allowing for
unequal rates of heat and mass diffusion, especially for the slow diffusion rate of the
large fuel molecules in the inner region. Physically, it is reasonable to expect that a
slower fuel diffusion rate would lead to the flame located closer to the fuel region.

6.5. THE COUNTERFLOW FLAME

The various flame configurations that we have studied actually cannot be readily
established in the laboratory. First, attempt has been made only recently to establish
achambered flame (Lo Jacono et al. 2005). Furthermore, the Burke-Schumann flame
and the droplet flame are both susceptible to buoyancy effects that can be minimized
only under very restricted conditions. The Burke-Schumann flame is also affected

b
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Figure 6.5.1. Schematics showing counterflow flame generated by: (a) opposing nozzles and
(b) porous burner in uniform flow.

by the stabilization process at the burner rim. The flame, which has actually been
extensively used in the study of nonpremixed as well as premixed flames, is one
situated in a counterflow, which can be generated by impinging a uniform oxidizer
jet against a uniform fuel jet, as shown in Figure 6.5.1a. An alternate arrangement
is to eject the fuel stream from a porous cylinder or sphere, of radius R, which is
immersed in a uniform flow of the oxidizer gas (Figure 6.5.1b). Since such a flow is
usually dominated by forced convection, buoyancy effect is small and the resulting
flame is quite steady. This is especially the case for the porous burner arrangement
because of the presence of a rigid boundary in the flow. Stability can be further
facilitated by adding a guard flow of inert gas (Figure 6.5.1a) and adjusting its flow
velocity. This guard flow also isolates the reactant jets from the environment.

There are three additional desirable characteristics of a counterflow. First, the flow
velocity along the centerline near the stagnation region varies linearly with distance.
The flow can therefore be characterized by a single parameter, namely its velocity
gradient a, which constitutes the local strain rate. Second, due to symmetry the flame
is either planar or with a well-defined curvature, as in Figures 6.5.1a and 6.5.1b
respectively. Thus detailed experimental and computational resolution of the flame
structure can be conducted in the direction normal to it along the centerline. Third,
the inverse of the velocity gradient, 1/a, represents a characteristic flow time, which,
when compared to the characteristic reaction time, yields the system Damkohler
number.
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The counterflow and the associated velocity gradient can be described at vari-
ous levels of rigor (Kee, Coltrin & Glarborg 2003). The simplest is to assume that
the flow is potential, with the oxidizer and fuel streams approaching from oo and
having a single strain rate a throughout the flow. However, in the laboratory the
flows are usually generated by aerodynamically shaped nozzles that produce uni-
form flows. The strain rate is then approximated by (Up + Uf)/L, where Uy and
Ur are the uniform velocities from the oxidizer and fuel nozzles respectively, and
L is the separation distance between the nozzles. The analogous expressions for the
porous sphere and cylinder cases are (Up + Ur)/2R and (Up + Ur)/ R, respectively.
However, if we want to take into account of the different densities of the two streams,
and the fact that the flows gradually change from being uniform at the nozzle exit to
stagnating at the stagnation surface, then a can be approximated for the counterflow
(Seshadri & Williams 1978) as

U U,
ao:ﬁ(u FV"F), w:ﬁ(u OV‘”), (65.1)
L Uo./po L Ur/por

for the oxidizer and fuel sides of the flow field, respectively.

The flow field, and thereby the strain rate, are modified from the above cold flow
expressions by the presence of the flame. Thus an accurate specification of the flow
would require either computational simulation or nonintrusive experimental map-
ping, and the subsequent determination of the local value of a upstream of the thermal
layer constituting the flame. Since the strain rates on the oxidizer and fuel sides of the
flame could be different, the appropriate strain rate to use is the one corresponding
to the fuel or oxidizer side of the stagnation surface in which the flame is situated.

To demonstrate the reaction-sheet solution of the counterflow flame, we shall use
the simple potential flow description, with v = —ay, as shown in Figure 6.5.1a. Then
conservation of the coupling function g; is

dp; d*B;
which in nondimensional form is
g d°B;
y_L =0, 6.5.3
VG + 52 (6.5.3)

where j = y/(r/c,pa)'/? indicating that spatial quantities scale with a'/2. Integrating
Eq. (6.5.3) subject to the boundary conditions,

jy— —o0: Yp=Ypo, Yo=0, T="T_+
B B ~ (6.5.4)
5) g +OO: YF = 09 YO = YO,OC! T= TOO?
we obtain the coupling functions,

T4 Vo= (Vroo + Tooe) + [Too = (Voo + T-o)lI(3)/ () (65.5)

T4 Yo = T+ [(Toe + Too) = T-oa]I(3)/1(00), (6:5.6)

b
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where
y 52
1(9) :/ e’ /zdjl.

Evaluating Egs. (6.5.5) and (6.5.6) at the reaction sheet, we find that the reaction
sheet location y is implicitly given by

I(yp) .

where ¢* = Yr ../ Y0, is the equivalence ratio, while the flame temperature is
Ty — Tovo = (Voo + Too — Tooo) ", (6.5.8)

which are in the canonical forms identified before.

Systematic computational and experimental studies have been conducted for coun-
terflow nonpremixed flames. Tsuji (1982) initiated systematic experimental studies
by using the porous burner and with intrusive sampling. Recent investigations (Law
et al. 1994) have favored the use of opposed nozzles because of the symmetry of the
configuration and the ability to seed both sides of the flow with particles for LDV
(laser Doppler velocimetry) or PIV (particle image velocimetry) mapping of the
flow field. Other laser diagnostic techniques have also been employed to determine
the temperature and concentration profiles. Furthermore, it is now a routine mat-
ter to computationally simulate quasi-one-dimensional variable-density counterflow
flames.

The largest uncertainty in such studies is the quantification and specification of the
strain rate of the flow. It has nevertheless been found that, by using the local strain
rate determined just upstream of the thermal boundary of the flame, description of
the flame structure becomes quite insensitive to that of the outer flow field. This
point is demonstrated in Figure 6.5.2 for the computed temperature and velocity
profiles of a symmetric counterflow flame, obtained by using potential flow, plug
flow, and an arbitrary intermediate flow boundary condition (Sung, Liu & Law 1995).
The comparison is based on collating the local axial velocity gradients immediately
upstream of both sides of the thermal structure of the flame. It is seen that, despite the
differences in the outer flows, the corresponding velocity and temperature profiles
are surprisingly identical within the thermal mixing layer.

Figure 6.5.3 then compares the computed and measured temperature and major
species profiles for the flame of Figure 6.5.2, with the experimental measurements
conducted by using spontaneous Raman spectroscopy. The comparison is seen to
be very favorable. At the present state of the art, this is the level of quantitative
predictability for such a simple and well-characterized flow with reasonably well
established chemistry, at least for the major species.

Figure 6.5.4 shows the computed and measured temperature profiles for different
local strain rates. It is seen that the flame becomes thinner with increasing strain rate.
This is reasonable because of the reduced residence time of the flow. Furthermore,
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Figure 6.5.2. Calculated velocity and temperature profiles for a symmetric, nozzle-generated
counterflow flame established by impinging a 23 percent methane-in-nitrogen stream against a 23
percent oxygen-in-nitrogen stream, for different descriptions of the flow (Sung, Liu & Law 1995).
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Figure 6.5.4. Calculated and experimental temperature profiles of the flame of Figure 6.5.3, with
various strain rates.

from scaling considerations, we would expect that the flame thickness should scale
inversely with /a. Thus if we characterize the flame thickness by its full width at half
maximum (FWHM) value, then its product with /a should be a constant with respect
to a. Figure 6.5.5 shows that not only this is the case, but the same also holds if the
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Figure 6.5.5. Results showing that the characteristic flame thickness scales inversely with /a.
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flame thickness is alternately defined as the full width at 25 percent and 75 percent
of the maximum temperature. It is also seen that there is a slight decrease in the
“constant” value at higher strain rates, up to the state of extension. This is due to
the reduction in the maximum temperature with increasing strain rate (Figure 6.5.4).
This in turn is a consequence of the reduced residence time within the flame, and,
hence, an increased amount of the reactant leakage, indicating departure from the
reaction-sheet behavior.

PROBLEMS

1. Rework the chambered flame problem of Figure 6.1.1 using the coupling function
formulation, allowing for nonunity Lewis numbers for all species.
2. Rework the chambered flame problem of Figure 6.1.1, allowing for a constant

mass flux m = pu and constant values of (o Dr)~, (0 Do)*, clf and A*. Derive
and discuss the solution for very small flow rate m.

3. Show that for the chambered flame problem of Figure 6.1.1 with constant mass
flux m = pu, the final results should be identical to the m = 0 case if we iden-
tify a new spatial coordinate £ = (¢ — 1)/(e™ — 1), which replaces %, where
m = (put)/(pD).

4. For a second-order ordinary differential equation with linear differential
operator,

2
a5 L+ a0 = astx, )

and with boundaries at (x1, x»), show that the transformation of the independent
variable to
£ = / F(xdx'/ / F(xdx'
X1 X1
eliminates the first-order differential such that the transformed equation is
LI [ L " Feorar| taste. o)
— L= xXNdx" | [asz(x a1 (x)],
g2~ | F) )y, R
and the boundaries are now at (0,1). The function F(x) is

ro-en]- | 5]

Relate this result to Problem 3.

5. In the presence of Soret diffusion, with appropriate simplifications the conser-
vation equations for the species i and enthalpy can be expressed as

V- [ovY, — pD;Y; — pDiay,; Y;VInT] = —w
V- [ovT = (A/cp)VT] = qew,

where ar; = Dr;/(pD;) and Dy, is the thermal diffusion coefficient. For the
chambered flame problem of Figure 6.1.1, derive expressions for the flame
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Figure 6.P.1 Flame structure for Problem 6.

temperature, flame location, and the fuel consumption rate in the limit of
flame-sheet combustion. What can you say about the change in the burning
characteristics in the presence of Soret diffusion when the oxidizer is air, and
the fuel is: (a) hydrogen, and (b) heptane.

6. For the one-dimensional chambered flame problem, let the fuel and oxidizer
gases be respectively represented by F, and O,, which undergo a two-step re-
action

FF+0O— FO+F
F+0,— FO+ O

occurring at two distinct infinitesimally thin flame fronts as shown in Figure 6.P.1.
Consider initial dissociation of F> occurs so that both F, and F exist with known
mass fractions at x = 0. Derive the fuel burning rate fF,, the flame locations x
and x>, and the flame temperatures Ty and Ty,. Assume Le = 1.

7. For the Burke-Schumann flame: (a) Show that if Lep = Ler = Le # 1, the
nonunity Lewis number effect on the species profiles and the flame shape is
equivalent to modifying the Pe by a factor Le for the situation of Le = 1.
(b) Show that as Pe — oo, the height of the Burke-Schumann flame scales
with Pe, and that as Pe — 0, the height becomes independent of Pe, as shown
in Figure 6.2.1.

8. For the Burke-Schumann flame, the initial condition for the species concen-
trations, at y = 0, while correct, are not predictive because Y;, is not the mass
fraction of i, Y;, _, in the supply. With the porous plate defining the nozzle exit,
the proper initial condition for the species concentrations should be

Y
poYi = (1/cp) 5= = (pv)i
y

where (pv); is the mass flux of i in its supply. Solve this problem in the same
manner as that in the text.

The flame also loses heat to the porous plate. Derive an expression for the
heat-loss rate.

9. Solve the Burke-Schumann flame in cylindrical coordinate. Use r and z to rep-
resent radial and streamwise coordinates, and r;, and o, for the inner and outer
tube radii.
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10.

11.

12.

13.

14.
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Show that for Le = 1 systems the relation given by Eq. (6.3.16)

Yl,o - Yl,é _ Cp(ﬂ - To)

1 - Yl,n CIU

is geometry independent and holds for the general vaporization problem de-
scribed by

V- (pvY = pDVY;) =0
V- (pve, T —AVT) =0,

subject to the boundary conditions

X =Xp: Yl - Yl,()a T= ’1;15
AT = fq,, fYi—pDVYi=f;
X=X;: Y=Y, T=1T;

where 1 is the vaporizing species and X, the location of the vaporizing surface.
From this problem we can also conclude that the wet-bulb temperature 7, de-
termined in conjunction with the Clausius—Clapeyron relation is also a general
result. (Hint: Review Section 5.5.2 on the general result for Tpq.)

Derive a relation that is analogous to that of Problem 10 but for the case of
nonpremixed burning.

This is a variation of the Stefan flow problem treated in Section 6.3. Here the lig-
uid in the container is a low-molecular weight, volatile, alcohol (say methanol)
that tends to absorb water. Hygroscopic chips are placed in the alcohol to ab-
sorb the dissolved water such that the water vapor concentration at the alcohol
surface is zero. A moist air with water vapor concentration Yy, breezes over
the container. Because of the high volatility of alcohol, it vaporizes with f4 and
also maintains a low temperature 7,. The water vapor in the air, then, will tend
to condense onto the alcohol surface with a rate fy because of the low 7, and
the presence of the chips. Determine f 4, fy, and T,, where f; = f;/(oD/£).
Discuss the conditions determining whether f = f4+ fy > or < 0. Assume
Le =1 for simplicity. This is an interesting heat transfer system in that part of
the heat needed for alcohol vaporization comes from the condensation heat
release of the water vapor.

Show that for slow rates of droplet vaporization:

(a) The mass vaporization rate m, is almost independent of the specific heat c),
provided T; is given. Explain why this is so by considering the energy conserva-
tion equation.

(b) The effect of nonunity Lewis number (Le) on the liquid temperature 7, is
equivalent to a modification of the specific heat ¢, by a factor Le.

For a water droplet vaporizing in dry air with T, = 372 K and Y} o, = 0, what
is the droplet temperature 7; and the nondimensional vaporization rate /1, if

b
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the pressure is 1 atm? 5 atm? What is the boiling point at 5 atm? Take g, = 540
cal/gm, ¢, = 0.3 cal/gm-K, and W,;; = 29.

15. A gasoline droplet is inducted at the beginning of the intake stroke into the
cylinder of a four-stroke single-cylinder engine running at 1,000 rpm. The droplet
subsequently vaporizes. Calculate the initial radius of the droplet that can just
achieve complete vaporization at the end of the compression stroke. Assume
for simplicity that the cylinder temperature and pressure remain constant at
1,500 K and 1 atm, respectively, and that the droplet temperature is at its
boiling point of 370 K. Take p = 10~ gm/cm?, p, = 0.8 gm/cm?, D = 1 cm?/sec,
¢, = 0.3 cal/gm-K, and g, = 70 cal/gm.

16. Show that the droplet combustion problem can be reformulated from the very
beginning by defining a scaled temperature T = T — (T, — §,) such that 7 and
G, do not appear explicitly in the governing equations and boundary conditions.
Then state the entire problem, that is, the governing equations and boundary
conditions, in terms of the new coupling function 8 = 7'+ Y;.

17. Consider a fuel droplet burning in a reactive environment consisting of both an
oxidizing gas and the fuel gas with concentrations Y, o, and Y .., respectively.
Assume YF,OO <« Yp.0o and that the ambient temperature is very low such that
reaction is still confined at a reaction sheet. Derive the burning rate and the
flame size, and discuss their dependence with increasing Yr .

18. When the reaction rate is not infinitely fast, a diffusion flame is broadened and
both fuel and oxidizer will leak through it and remain unreacted. For the droplet
problem this leakage will result in a finite oxidizer concentration at the droplet
surface, Yo, contrary to the boundary condition (6.4.27) used to derived the
flame-sheet solution. With increasing leakage the reduction in the burning rate
will eventually lead to flame extinction. Show that for small amount of leakage,
Yo < 1, the reduction in the burning rate is given by

~ 0 ~ A~ YO,S
m. —me,~ —
qv

s

where 771 is the flame-sheet solution.

19. For the stagnation flame studied, show that in the limit of YO,oo « 1, the flame
is located at
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7 Laminar Premixed Flames

We now begin the study of premixed combustion. As we have learned from Chapter 6,
a nonpremixed flame is supported by the stoichiometric, counterdiffusion of fuel
and oxidizer. Thus, once ignited, a nonpremixed flame will situate itself somewhere
between the fuel and oxidizer sources in order to satisfy this stoichiometry require-
ment. However, once ignition is achieved in a combustible fuel-oxidizer mixture,
the resulting premixed flame tends to propagate into and consume the unburned
mixture, if unrestrained through some aerodynamic means. Thus a premixed flame
is a wave phenomenon.

In this chapter we shall study the simplest, idealized mode of wave propagation,
namely the steady propagation of a one-dimensional, planar, adiabatic, wave rela-
tive to a stationary, combustible mixture in the doubly infinite domain. We shall call
such a wave a standard wave or standard flame. In Section 7.1 we shall identify all
such possible waves by constraining, through the conservation of mass, momentum,
and energy, the states far upstream and downstream of the wave where the nonequi-
librium processes of diffusion and reaction both vanish. Such an analysis yields the
Rankine-Hugoniot relations, which show that two classes of waves can propagate in
a combustible mixture, namely subsonic deflagration waves and supersonic, detona-
tion waves. These waves have distinctively different properties.

Since the wave structure is not described at the level of the Rankine-Hugoniot
analysis, the problem is not closed in that the crucial parameter of the wave response,
namely the wave propagation speed, needs to be given. It can be determined only by
analyzing the wave structure. In this and several subsequent chapters, we shall first
analyze the structure and propagation of deflagration waves, commonly called lami-
nar premixed flames. Detonation waves will be studied under supersonic combustion
in Chapter 14.

In Section 7.2 we shall present a phenomenological description of the standard
premixed flame, resulting in an approximate derivation of its propagation speed,
designated by s, or s/, with the superscript o indicating this particular mode of
propagation. This parameter is usually called the laminar flame speed or the laminar
burning velocity. It is a unique property of a mixture, indicating its reactivity and

234
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Figure 7.1.1. Schematic of the one-dimensional planar combustion wave in a premixture; the wave
structure is governed by the nonequilibrium processes of diffusion and reaction.

exothermicity in a given diffusive medium. Furthermore, since it contains the physico-
chemical information of the mixture, many premixed flame phenomena, such as
extinction, flash back, blowoff, and turbulent flame propagation, can be characterized
with s being a reference parameter.

The mathematical formulation of the standard premixed flame is stated in Section
7.3. This will be followed by approximate and then rigorous analyses of the flame
structure in Sections 7.4 and 7.5. In Sections 7.6 and 7.7, we shall discuss the experi-
mental and computational techniques used in determining s, and the dependence of
5,0 on the various system parameters. In Section 7.8, the detailed chemical structures
of representative flames are studied.

We note in passing that while we shall use “laminar flame speed” and “laminar
burning velocity” interchangeably throughout the text, whenever possible we shall
use the former when referring to flame motion and the latter to flame property.

7.1. COMBUSTION WAVES IN PREMIXTURES

7.1.1. Rankine-Hugoniot Relations

Consider a steady, one-dimensional planar wave propagating into a quiescent com-
bustible gaseous mixture with velocity u, (Figure 7.1.1). Since diffusion and reaction
vanish far upstream and downstream of the wave, in the wave-stationary frame we
have the following conservation relations:

Mass:
Oully = ppup = f (7.1.1)
Momentum:
pult? + pu = pyitf + o (7.1.2)
Energy:
hy + luf =hp + lu,’j‘, (7.1.3)

2 2
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where f is the constant mass flux through the wave, and the subscripts # and b
designate the unburned and burned equilibrium states of the gas far upstream and
downstream of the wave, as defined previously in Chapter 5. We shall now examine
all the possible solutions given by Eqgs. (7.1.1)—(7.1.3), recognizing nevertheless that
such a solution is only a possible one, in terms of its physical realization, in that it may
also have to satisfy other auxiliary constraints such as stability, history and system
effects, and entropy consideration.

7.1.1.1. Rayleigh Lines: From Eqgs. (7.1.1) and (7.1.2) we have

(26 = Pu) = —(puttu)’? (% - l) = —f2(vp — va), (7.1.4)

Pu
where v = 1/p is the specific volume.
If we define p = pp/py, U = vp/vy, and flow Mach number M = u/a, where a =
Jyp/p is the speed of sound and y the specific heat ratio, then Eq. (7.1.4) can be
expressed in nondimensional form in terms of either M? or M? = M?*9/p as

p—1
M; = “SGD) (7.1.5)
b—1)d
mp—_ P Db 7.1.6
P oy-1p (7:1.6)

where y M? = £2/(pyup,) is a nondimensional expression of the square of the mass
flux through the wave.

Curves satisfying Eq. (7.1.5) are called Rayleigh lines. They are straight lines pass-
ing through the (p, d) = (1, 1) point with a negative slope of y M?. Furthermore,
since y M? > 0, they exist only for values of (p > 1,9 < 1) or (p < 1,9 > 1). There-
fore in crossing the wave either the pressure increases, specific volume decreases, and
density increases, or the pressure decreases, specific volume increases, and density
decreases. Waves with simultaneous increase or decrease in both the pressure and
the specific volume are not possible. Figure 7.1.2 illustrates this situation.

7.1.1.2. Hugoniot Lines: From Eq. (7.1.3) we have

1 1 1
hy —h, = _E(,Ouuu)z <_2

2 p) = —%f 2(vp — v)(vp +v).  (7.1.7)
b u

Using Eq. (7.1.4), Eq. (7.1.7) becomes

1
hy —h, = i(vb + Uu)(Pb - pu)’ (718)

which is called the Hugoniot relation. Equation (7.1.8) is general in that it is indepen-
dent of the equation of state and therefore the nature of the material within which
the wave propagates.

b
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Figure 7.1.2. Schematic identifying the Rankine-Hugoniot solutions.

To be more specific, for g. amount of heat release per unit mass flux and constant
cp, we have

hb - hu =—qc+ cp(Tl; - 774) (719)

Furthermore, using the equation of state p = p RT for an ideal gas with constant
molecular weight, and the relation ¢,/R=c,/(c, —¢,) =y/(y —1), Eq. (7.1.9)
becomes

By — hy = —qe + —F— <@ . &) : (7.1.10)
Y — 1 Pb Pu

Equating (7.1.8) and (7.1.10), and rearranging, we obtain

e Y V—1> 4y A<V—1>
+—) |- = +24.\ —— ), 7.1.11
(p V+1>< y+1) T Grnr T L1
where §,. = (pu/pu)q.. Curves satisfying Eq. (7.1.11), shown in Figure 7.1.2, are called
Hugoniot curves. These are hyperbolas with asymptotes of p — —(y —1)/(y + 1)

and ¥ — (y —1)/(y +1) respectively. For §. =0, the Hugoniot curve passes
through the (p, 9) = (1, 1) point.

The problem is now reduced to the simultaneous solution of Egs. (7.1.5) and
(7.1.11), which are called the Rankine—-Hugoniot relations. The solution and its im-
plications are discussed next.
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7.1.2. Detonation and Deflagration Waves
From Egs. (7.1.5) and (7.1.11), after some algebraic manipulation it can be shown that

SRR RSy VR

1— M? 2(y? -1 M2
NS (e /7 [1i[l_ -1 _ M
Y (1_]\4u

12
Hqc] } (7.1.12)

S (=MD 202 M 7"

Equations (7.1.12) and (7.1.13) show that the system is characterized by three
parameters, namely y, §,., and M,, which respectively represent the mixture’s
compressibility, exothermicity, and the wave propagation speed. The fact that M,
is a parameter that needs to be supplied, instead of determined, is because analysis
at the present level does not include consideration of the wave structure, as noted
earlier.

Thus for a givenset of (y, 4., M,), Egs. (7.1.12) and (7.1.13) show that two solutions
are possible. Furthermore, the characteristics of the solutions also change for M, = 1.
That is, since the term within the curly bracket is always positive, the signs of (94 — 1)
and (p, — 1) are determined by the sign of (1 — M?). Thus for M, = 1, we have
(b —1) 2 0and (01 — 1) = 0. We call solutions of the supersonic branch, M, > 1,
detonation waves, and those of the subsonic branch, M, < 1, deflagration waves.
These solutions are now separately discussed by using Figure 7.1.2, in which the
Rayleigh line and Hugoniot curve are plotted. It is seen that for a given Hugoniot
curve, two sets of Rayleigh lines can be drawn, respectively satisfying (p > 1, < 1)
and (p < 1,9 > 1). The intersections of the Rayleigh line with the Hugoniot curve
yield the solutions defined by Egs. (7.1.12) and (7.1.13).

7.1.2.1. Detonation Waves: Detonation waves travel supersonically with p, > p,
and v, < vy, implying that in crossing such a wave the pressure and density increase
while the velocity decreases. The possible increases in the pressure are bounded
by 1+ (y —1)§, < p < oo, with the lower limit corresponds to ¥ = 1in Eq. (7.1.12).
The possible reduction in the specific volume is bounded by (y — 1)/(y +1) <0 <1,
with the lower limit corresponds to p = oo.

The solutions with the higher and lower values of the pressure jump are respec-
tively known as strong detonation and weak detonation. There also exists a minimum
Rayleigh line, tangent to the Hugoniot line, beyond which no solution exists. The
point of tangency is called the upper Chapman-Jouguet (CJ) point and the corre-
sponding wave is called a Chapman—Jouguet detonation. It is the “weakest” strong
detonation that can exist. For §. = 0, which corresponds to the hydrodynamic shock
wave, only the strong solution exists.

By considering the wave structure, Chapter 14 will show that weak detonations with
exothermic reactions do not normally exist. Furthermore, under most experimental
conditions detonations propagate at the Chapman—Jouguet wave speed.

b
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7.1.2.2. Deflagration Waves: Deflagration waves travel subsonically with p, < p,
and vy > v, implying thatin crossing such a wave, both pressure and density decrease
while the velocity increases. The possible reduction in pressure isbounded by 0 < p <
1, whereas the possible increase in specific volume is bounded by 1 + §.(y — 1)/y <
b <2§.+ (y +1)/(y — 1), with the lower and upper limits respectively correspond
top=1and p=0.

The solutions with higher and lower values of pressure reduction are respectively
known as strong and weak deflagrations. There also exists a maximum Rayleigh line
beyond which no solution exists. The point of tangency is called the lower CJ point
and the corresponding wave is called a CJ deflagration.

It can be argued that strong deflagrations do not exist. That is, if we take the
limit of a hydrodynamic discontinuity, with g. = 0, then Figure 7.1.2 shows that there
is only one intersection between the Rayleigh and Hugoniot curves, yielding the
strong deflagration solution. However, it can be readily shown (Liepmann & Roshko
1957) that entropy decreases in crossing such a wave, implying its nonexistence.
Consequently, it is reasonable to expect that in the presence of heat release, with
q. > 0, strong deflagration also does not exist.

For weak deflagrations, p <1, which implies that the pressure change across the
wave is very small. Therefore the wave structure can be treated as approximately
isobaric in this case. For very slow flows (M? < 1) only the weak deflagration in-
tersection exists because the strong deflagration will have p < 0, which further rules
out its existence.

7.1.3. Chapman-Jouguet Waves

Chapman-Jouguet waves have some special properties that provide insight into the
general structure of detonation and deflagration waves. We first note that while M,
of a general detonation or deflagration wave is indeterminable from the Rankine—
Hugoniot relations, the propagation velocities of the upper and lower Chapman—
Jouguet waves are uniquely defined for given values of (y, §,) because of the addi-
tional tangency requirement. To determine the properties of the CJ waves, we first
evaluate the slopes of the Rayleigh line and Hugoniot curves from Egs. (7.1.6) and
(7.1.11) respectively, yielding

dp _p-1

(d@ >Rayleigh =5_1 (7.1.14)
dp [+ )/ =DIp+1
(dﬁ >Hugoniot B [(V + 1)/(]/ — 1)]{1 -1 (7115)

It can then be readily shown that the relation

dap dp
( {’) > (-{’) (7.1.16)
dd Hugoniot dv Rayleigh
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is equivalent to

p—1d <
{p=Db <y (7.1.17)
y(I—0)p
However, the LHS of (7.1.17) is simply M2, given by Eq. (7.1.6). Thus the relation
(7.1.16) is equivalent to

M? = 1. (7.1.18)

Equation (7.1.18) then implies that the downstream flow is sonic (M, = 1) for the CJ
wave. Furthermore, since, in general, the Hugoniot curve has a greater slope than
the Rayleigh line for strong detonation and weak deflagration, as is evident from
Figure 7.1.2, while the opposite holds for weak detonation and strong deflagration,
we conclude that M;, < 1 for the former and M, > 1 for the latter.

The propagation speed of the CJ wave can be readily determined by setting the
radical term in Eq. (7.1.12) to zero, yielding

(r2 = 1. [ 2y }”2
M,CJ2=1+7 1|14+ ——— , 7.1.19
(Mucr) y (r?=1)4. (FL19)
which shows that
(MM’CJ)_‘_ >1 and (ML,CJ)_ < 1,

as they should be. Knowing M,, ¢y, Ocy and py are given by Egs. (7.1.12) and (7.1.13)
as

-1 2 172
begxr —1 =4, =D 1F [1 + Y - :| (7.1.20)
Y q.

12
bas—1=4.(y —1) {li [Hﬁ} } (7.1.21)

Note that the (+) signs in Egs. (7.1.19) to (7.1.21) designate the upper and lower
Chapman—Jouguet states, while those in Eqgs. (7.1.12) and (7.1.13) represent the
two possible solutions for a given M,. Substituting Egs. (7.1.20) and (7.1.21) into
Eq. (7.1.6) again results in the sonic condition for M, ;. Furthermore, the fact that
M, < 1and M, > 1 for the strong deflagration indicates that the flow becomes more
ordered in crossing the wave. This again supports the notion that such waves do not
exist because of the decreased entropy.

7.1.4. Preliminary Discussion of Detonation Waves
Since we shall be concerned primarily with deflagration waves starting in Section
7.2, and will return to detonations only in Chapter 14, it is informative to give a brief
overview of the formation, propagation, and structure of detonation waves here.

A detonation wave can be formed through either direct or indirect initiation. In
the direct mode of initiation, sufficient energy is rapidly deposited in a small volume
of a mixture, resulting in an almost immediate emergence of the detonation wave

b
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without passing through an intermediate stage of a deflagration wave. The minimum
amount of energy deposition should be at least equal to that needed to maintain a
detonation wave structure, for a period at least as long as the chemical reaction time.
However, detailed considerations of other effects such as the curvature of the blast
wave that is formed from spherical or cylindrical sources will show that the actual
energy required is substantially larger than this estimate.

In most of the indirect mode of initiation the ignition source is weaker, producing
a deflagration wave that accelerates to a detonation wave. This mode of generation
is called deflagration-to-detonation transition (DDT). The transition mechanism in-
volves generation of compression waves by the hot combustion products and their
subsequent coalescence to form shock waves, development of turbulence ahead of
and within the flame, and interactions with solid boundaries that could further desta-
bilize the flow.

A detonation wave can also be formed in a mixture that has, for example, a tem-
perature or reactant concentration gradient such that successive autoignition along
the gradient coincides with the arrival of the compression waves generated earlier.
This synchronized mode of amplification can also be present during DDT, leading to
rapid development of the detonation wave.

Gaseous detonations typically travel at O(10%) m/s, as compared to O(1 — 10?)
cm/s for deflagration waves. The basic detonation wave structure consists of a lead-
ing shock that instantly heats and compresses the reactive gas to a state of high
temperature and pressure. This is followed by an induction period and then a rapid
state of reaction and, hence, heat release, generating compression waves that sus-
tain the detonation propagation. Earlier studies were based on the one-dimensional
interpretation of this model. However, it was subsequently realized that detonation
waves are usually unstable, and that the structure is intrinsically three-dimensional,
involving complex shock and rarefaction wave interactions. On the other hand, it has
also been found that the propagation velocity of an established wave, well removed
from limit situations, is very close to that of the Chapman-Jouguet wave. The reason
being that since propagation of the CJ wave is defined without considering the wave
structure, the detailed wave structure therefore should have minimum influence on
its propagation. This is a remarkable result in that the detonation velocity can be
calculated from thermodynamic and hydrodynamic considerations alone, without
regard to the details of chemical kinetics and wave interactions.

7.2. PHENOMENOLOGICAL DESCRIPTION OF THE STANDARD FLAME

7.2.1. Flame Structure

We shall now restrict our study to the structure and propagation of the standard
premixed flame. In the flame-stationary frame (Figure 7.2.1a) the upstream mixture
approaches the flame with velocity u, = s and temperature 7, and leaves the flame
with velocity ujy and temperature 7;. If we assume that the mixture is sufficiently
off-stoichiometric, such that the reaction is governed by the concentration Y of the
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Figure 7.2.1. Schematic showing the premixed flame structure at successive levels of detail: (a) The
hydrodynamic, flame-sheet level; (b) the transport, reaction-sheet level; and (c) detailed structure
including the reaction zone.

deficient reactant, then a one-reactant reaction with
Reactant — Products (7.2.1)

can be used, with Y, being the concentration of the fresh mixture and Y} = 0 indi-
cating its complete consumption upon crossing the flame. Furthermore, since s is
much smaller than the speed of sound, the combustion process can be assumed to be
isobaric in accordance with the previous discussion in Section 5.2.4 on the properties
of low-speed, subsonic flows, and in the previous section on the small pressure change
across a weak deflagration wave.
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The flame structure can be considered at three levels of detail. At the hydrody-
namic level of the Rankine-Hugoniot relations (Figure 7.2.1a), the flame is simply
an interface separating two fluid dynamical states of unburned and burned gases that
are in thermodynamic equilibrium. They are related by the overall conservation of
mass, species concentrations, and energy. At this flame sheet, the temperature and
reactant concentration change discontinuously from 7, to 7/, and from ¥, to Y = 0,
respectively.

At the next, more detailed, transport-dominated level of description, the flame
sheet of Figure 7.2.1a is expanded to reveal a preheat zone, of characteristic thickness
£% and governed by heat and mass diffusion processes, as shown in Figure 7.2.1b.
Here, as the mixture approaches the flame, it is gradually heated up by the heat
conducted forward from the chemical heat release region, resulting in a continuously
increasing temperature profile until 7; is reached. The profile is not linear due to
the presence of convective transport. The continuous heating of the mixture will
eventually lead to its ignition and subsequent reaction. From large activation energy
consideration, we expect that the reaction is activated only when the gas temperature
is close to its maximum value. Furthermore, once reaction is initiated, it is completed
rapidly as the deficient reactant is depleted. Thus at the transport level, the reaction
zone can be considered to be concentrated at an interface—a reaction sheet, which
serves as a source of heat and a sink for the reactant. At this surface, the temperature
and reactant concentration are continuous and assume their respective burned values
in the downstream. Their slopes, however, change discontinuously.

Vanishing of the reactant concentration at the reaction sheet establishes a concen-
tration gradient in the preheat zone. Furthermore, for mixtures whose Lewis number
is close to unity, the similar values of the heat and mass diffusivities imply that the
rate of temperature increase should be correspondingly similar to the rate of concen-
tration decrease. For a Le = 1 mixture, the two profiles, when properly normalized,
are mirror images of each other (Figure 7.2.1b).

Description of the premixed flame at the diffusive transport level is similar to
that of the reaction-sheet limit of a nonpremixed flame. However, while the global
properties of a nonpremixed flame can be completely determined at this level
through the requirement of stoichiometric reaction, this condition does not ex-
ist for a premixed flame. Thus a complete global characterization of a premixed
flame cannot be achieved at this level and description of the reaction process is
needed.

This then brings us to the third, and most detailed level of flame description. Here
(Figure 7.2.1c) the reaction sheet is expanded to reveal the reaction rate profile, which
has a characteristic thickness £% <« £%, and is a highly peaked function, consisting of
a rapidly increasing portion due to activation of the reaction, followed by a rapidly
decreasing portion due to depletion of the reactant. This rapid rate of property change
within a narrow region then implies that diffusive transport, which is described by a
second-order differential, has a greater influence than convective transport, which is
described by a first-order differential.
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The flame structure can therefore be considered to consist of two distinct zones,
namely the preheat zone in which convection and diffusion dominate and balance,
and the reaction zone in which reaction and diffusion balance. Since % « £9,, the
entire flame thickness representing the nonequilibrium processes of reaction and
diffusion can be basically identified as £%,. Across this flame, the overall conservation
of mass and energy holds. Thus, from continuity, d(pu)/dx = 0, we have

[ = pu= pyuy, = pyuy, (7.2.2)

where f¢ is the constant mass flux and will be referred to as the laminar burning
flux. Equation (7.2.2) demonstrates that the fundamental parameter characterizing
the rate of flame propagation is the mass flux f° instead of the propagation velocity
u, or s, by itself.

From energy conservation across the flame, since all the deficient reactant is con-
sumed, and if we further assume that there is no heat loss, then for constant ¢, we
have

ey () — T,) = 4.V (72.3)

Equation (7.2.3) simply states that all the chemical heat liberated is used to heat the
incoming gas. Therefore the downstream temperature 7 is just the adiabatic flame
temperature 7,4, given by

7;:) = T;Id = Zt + chM/Cp’ (724)

We have already identified this relation in Section 5.5.2.

In order to determine the laminar burning flux f° and the characteristic flame
thickness £9,, we need to consider the nonequilibrium processes of diffusion and
reaction within the flame structure. Derivations with increasing mathematical rigor
will be presented in the following sections, although their dominant dependence on
the diffusive and reactive nature of the flame structure can be readily assessed from
a simple phenomenological analysis, to be discussed next.

7.2.2. Laminar Burning Flux and Flame Thickness

We first note that the characteristic temperature change across the reaction
zone can be estimated by [T} — T(x})] ~ [w/(dw/dT)]y = (19)?/ T,, using w ~
exp(—1,/T). Then from continuity of the heat flux through the preheat and reac-
tion zones, (dT/dx) e, = (dT/dx)ey,, or £5/€5 ~ [Ty — T(x;)]/(1y — Tu), €% can be
related to £%, through

G (1)

= bl 7ol 7.2.5
R G T (7:25)

Thus the reaction zone is thinner than the preheat zone by a factor Ze~! « 1, which
is to be expected.

b
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‘We next note that since convection and diffusion balance in the preheat zone, we
have
N Alcy
0,

fO

(7.2.6)

Furthermore, since all the reactant mass flux Y, f¢ entering the flame is reacted at
the same rate in passing through the reaction zone, we have the statement for overall
mass conservation that

2 ~ wis, (7.2.7)

where wj, = w(7) is the reaction rate evaluated at the temperature of the thin
reaction zone, and we have set Y,, = 1 for simplicity in expression. Using Egs. (7.2.5)
to (7.2.7), the burning flux f° and flame thickness £, can be solved, given by

(A/cp)wp

%)% ~ 7.2.8
()2 ~ L (728)
A

(€)% ~ (/—ff’)ze. (7.2.9)

Wy

Relations (7.2.6) and (7.2.7) can be alternately expressed as

Uy ~ A/cp, (7.2.10)
LAY (7.2.11)

Ly Ze

which show that f°£%, and f?/£% are respectively described by the transport and
reactive aspects of the flame.

Relations (7.2.8) and (7.2.9) show that the laminar flame responses depend on the
reaction kinetics through the characteristic reaction rate wy, and on the transport
processes through the density-weighted transport coefficient A /c,. Compared to the
nonpremixed flame of Chapter 6 whose burning rate varies with 1/c,, the burning
flux for the premixed flame shows a weaker, square-root dependence. The results that
f¢ increases with increasing transport and reaction rates, while £ increases with the
transport rate but decreases with the reaction rate, are physically reasonable.

The above discussion illustrates the fact that since laminar flame propagation is
governed by two process, its complete description also requires two representative
parameters, whether they are A/c, and wg, or f°and £%, or f°£9, and f°/£%. The fun-
damental importance of £9, in characterizing laminar flame propagation, in addition
to f, is to be noted. Thus when £9, is evaluated through the frequently used rela-
tion £9, ~ (A /cp)/f°, it does not imply that £, is inherently a derivable quantity. It is
derivable in this case because A/c, has been selected as an independent parameter
that relates £9, to f°. It is also of interest to note that the burning flux result given
by (7.2.8) can be alternately interpreted as the geometric average of the rates of the
two processes that control the phenomenon, that is, f ~ \/(x/c,)w}.
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The dependence of f° on the various chemical kinetic parameters can be demon-
strated by noting that

wp ~ ple” /T (7.2.12)
where n is a general overall reaction order. Thus, from (7.2.8), we have
£~ [ fep)wi] 2 ~ [p" (M fcp) e/ ]2 (7.2.13)

Furthermore, since p, ~ p, we have u, ~ f°/p, or

5o~ pUED[(/ep),e B BT, (7.2.14)
which shows that for a second-order reaction, with n = 2, s7 is independent of pres-
sure. Physically, this result reflects the compensatory effect that while the reaction
rate increases with pressure, the upstream gas also becomes denser for the flame to
heat up and pass through.

Since the flame thickness £9, varies inversely with f°, then it should also vary in-
versely with pressure for n > 0, which is usually the case. This is physically reasonable
because with increasing pressure, the rates of molecular collision and thereby reac-
tion are facilitated, resulting in faster completion of the reaction as the mixture flows
downstream. At the same time, the tendency for heat and mass diffusion to affect the
flame is minimally influenced by changes in pressure because A/c, and p D are in-
sensitive to pressure variations, as shown in Chapter 4. The net effect is that pressure
affects the flame thickness primarily through its influence on the reaction rate. This
result forms the basis for conducting experimental flame structure studies under low
pressures. That is, by stretching the flame thickness, the detailed flame structure can
be mapped by using various experimental probes that have finite dimensions. The
important point to note here is that flame thickening with decreasing pressure is due
to reduced reaction rate instead of increased diffusive transport rates.

The upstream laminar flame speed s is related to the downstream laminar flame
speed by the density ratio p,/pj ~ 1,/ 1, which is substantially greater than unity.
Thus, care needs to be exercised in either defining or identifying the particular flame
speed under study. Most reported experimental values are s. Typical values of s;,
and flame thickness (£%)) of hydrocarbon—air mixtures at atmospheric pressure are
O(1 — 10?) cm/sec and O(0.1 — 1) mm respectively.

7.3. MATHEMATICAL FORMULATION

7.3.1. Governing Equations

In the following, we shall formulate the mathematical problem for the standard
premixed flame as governed by the situation of Figure 7.2.1. However, instead of
directly using the nondimensional heat and mass conservation equations of the model
system defined in Section 5.6, for illustrative purpose we shall start our derivation
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from the original dimensional equations (5.3.12) and (5.3.14),

aTt d’T
fOCPE - dxz = C]cw, (731)
Y d’Y

where w = B.Ye /T and B¢ is given by Eq. (5.6.4). The dependence of w on the

preexponential parameters and the concentration of the abundant species are ab-
sorbed in B¢, which can be considered to be a constant.

We next define 7 = (c,T)/(q.Y,) and Y = Y/Y, such that ¥, = 1, and scale x
in units of the characteristic flame thickness (1/c,)/f° such that a nondimensional
distance can be defined as

f()
)»/cpx’ (7.3.3)

Thus Egs. (7.3.1) and (7.3.2) become, after linear combination of them to eliminate
the reaction term in the latter,

d*T dT

X =

L _DpuoVe TuT 3.4
dx?  dx dete T (73.4)
dA’T 1d*’Y d(T+Y)
ot ea a0 (7:3)
where
AlCy
Dal. = Be (7.3.6)
T (f)?

is the collision Damkoéhler number based on f°. From the grouping of the parameters
in Da?, we anticipate that f° ~ (1/c,)"/?, as shown previously.
The boundary conditions for Egs. (7.3.4) and (7.3.5) are

¥=-o00: T=T, Y=1, (7.3.7)
c0: T=T, Y=0. (7.3.8)

X

Since T and Y attain constant and uniform values at ¥ = £oo, it is obvious that
Egs. (7.3.7) and (7.3.8) also imply

daT dy

% = 400 =— =0. 7.3.9

FEEY W T ax (7.3.9)

Integrating Eq. (7.3.5) once and applying the boundary conditions at ¥ = —oo

yields
O dT 1dYy .
T _ R - = Tu 1 . . 1
(T+Y) (dx+ dx) (T, +1) (7.3.10)

By further evaluating Eq. (7.3.10) at ¥ = oo, we obtain

T, =1+T.,, (7.3.11)
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Figure 7.3.1. Schematic showing the dependence of the reaction rate on temperature.

which in dimensional form is Eq. (7.2.3) for the adiabatic flame temperature. Fur-
thermore, according to the present nondimensionalization, (7 — T,) assumes the
value of unity in the expression for energy conservation, representing the temper-
ature increase across the flame. It is also significant to note that for this particular
flame, the flame temperature remains at 7,4 even for Le # 1 because all the reactants
are consumed for the same amount of the mixture flux.

For Le = 1, Eq. (7.3.10) can be further integrated with (7 + Y) as a group to yield

T+Y="T,+ce,
where c; is an integration constant. Since the solution has to be bounded as ¥ — oo,
¢1 must vanish, resulting
T+Y=T, (7.3.12)

This allows Y to be explicitly expressed in terms of T as Y = T; — T. Substituting ¥
into Eq. (7.3.4), its dependence on Y is decoupled, yielding
a*T dT
dx?  dx
which is the equation to be solved subject to the boundary conditions for 7" given by
Egs. (7.3.7) and (7.3.8).

Figure 7.3.1 shows the behavior of the reaction rate term (T — T) exp(—T,/T)
as a function of 7, as the mixture is heated from T, to 7). The factor (T, — T)

—Dag (T — T) e T/7, (7.3.13)

represents the reactant concentration Y for Le = 1, which decreases linearly with T
and vanishes at 7. The temperature-sensitive Arrhenius factor, exp(— T,/ T), starts
to rapidly increase only when 7 is close to T}. Thus the product of these two factors
gives the highly peaked reaction rate profile spanning over a narrow temperature
range neighboring TZ. This narrow temperature region directly translates to a narrow
spatial region in X.

Before solving either Egs. (7.3.4) and (7.3.5) for Le # 1,0or Eq. (7.3.13) for Le = 1,
we shall first mention an important fundamental mathematical property of these
equations.

b
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7.3.2. The Cold Boundary Difficulty

Early attempts at solving either Eqs. (7.3.4) and (7.3.5), or their decoupled form
Eq. (7.3.13), encountered what is known as the “cold boundary difficulty,” which
arises from the fact that the governing equations posed above are actually ill-defined
mathematically at the cold boundary, ¥ = —oo. This point can be demonstrated by
evaluating Eq. (7.3.4) at ¥ = —oo. Since

ary - _ (7Y
ax) ., \dx*)__

the LHS of Eq. (7.3.4) iszero. However, substitution of Y = 1and T = T, intoits RHS
yields a finite value, — Da2 exp(—T,/T,). Therefore the equation is not balanced at
the cold boundary. A straightforward solution will yield meaningless results.

This cold boundary difficulty manifests the fact that since the one-step, irreversible
reaction takes place at a finite temperature (7, # 0) and hence a finite rate at x = —oo,
and since it also has an infinite time to proceed as it flows toward the flame, the
reactant is completely reacted even at the freestream. Thus the concept of a steadily
propagating flame of finite thickness becomes meaningless. The same difficulty does
not exist for the hot boundary because Y — 0 as T'— 7 such that w — 0 for the
assumed one-step overall reaction.

The cold boundary difficulty can be removed by simply freezing the chemical
reaction at a distance sufficiently far upstream of the flame. Such an approach can
be interpreted on the basis of an ignition temperature, Ti,. That is, we simply set

w=0 for T<T, (7.3.14)

in Eq. (7.3.1) such that reaction at the cold boundary is automatically suppressed.
This assumption is physically realistic because from large activation energy consid-
erations the reaction rate is negligibly small except in the reaction region. Therefore,
computationally, as long as the assumed T, is not close to either 7, or 7, the solution
obtained is insensitive to Tj,.

The cold boundary difficulty frequently arises in the steady-state formulation of
phenomena in which a finite-rate process proceeds in one direction in the ambience.
Another example is the combustion of a fuel droplet in an oxidizing environment
consisting of a small amount of fuel vapor, as for the situation of fuel droplets in the
interior of a spray.

In the next two sections, several solutions based on the concept of T, will be
presented. The first solution (Chung & Law 1988) utilizes an integral approach com-
monly adopted in heat and mass transfer problems. We shall also use this opportunity
to include the Le # 1 feature in the derivation. The second and third solutions are
similar in their approaches, involving the separate analysis of the preheat, reaction,
and equilibrium zones of the flame structure of Figure 7.2.1¢c, and matching the sep-
arate solutions at their respective common boundaries to assure continuity of their
values and gradients. The second solution (Zel’dovich & Frank-Kamenetskii 1938)
is physically more illuminating but mathematically less rigorous. The third solution
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Figure 7.4.1. Schematic showing the definitions of the effective thicknesses of the heat and mass
diffusion zones.

(Bush & Fendell 1970), given in Section 7.5, is based on activation energy asymptotic
analysis and is mathematically more formal. The bulk response of many premixed
flame phenomena can be analyzed by any of these three methods, with the results
differing by at most some nonessential constant multiplicative factors. We shall have
occasion to use all of them in subsequent studies. Further discussion on the analysis
of the standard laminar flame can be found in Williams (1985).

7.4. APPROXIMATE ANALYSES

7.4.1. Integral Analysis
The configuration most suitable for visualizing this analysis is Figure 7.2.1b, which
is reproduced in Figure 7.4.1, but with more precise definitions of the thicknesses of
the various zones of the flame structure. The thin reaction zone is located at x ; when
viewed from the broad diffusion and equilibrium zones, and the gradients of 7 and
Y change discontinuously from finite values at x to zero at x7.

We start with Eqgs. (7.3.4) and (7.3.10). Integrating Eq. (7.3.4) from ¥ = —oc0 to
X7, and recognizing that the reaction term is negligibly small in this region, that
(dT/dx), = 0, and that T(%;) ~ T}, we have

aT o
(_~) T T =1 (7.4.1)
dx /.-
;
By also evaluating Eq. (7.3.10) at X, where Y~ 0and T~ T}, we obtain
ar 1 [dY N N
il —(—=) =T,-(T,+1)=0. 7.4.2
(%), 2 (&), =Ty (142)
We next define effective thicknesses of the thermal and mass diffusion zones, €9
and £9,, as
Y —T, Y,
1% b__1 0 =———a— (7.4.3)

TT Wy, M T (@Y,

b
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The parameters £9 and €9, are simply alternate expressions for (d T/dx)x; and
(day/ dx)x; ,and, hence, are properties of the flame to be determined from the analysis.
No approximation is involved in writing these expressions.

Expressing £% and £9, in nondimensional forms, we have

~0 1 ~0 1
T (dT/dx)s YT (avydr)s (7.44)
Substituting (7.4.4) into Egs. (7.4.1) and (7.4.2) yields
=1, (7.4.5)
U7
L = Le. (7.4.6)
Ey

Equation (7.4.5) shows that the characteristic flame thickness £9, = (1/c,)/f? is
simply the definition of £4 in Eq. (7.4.3), representing one thermal thickness, and that
%% = A/c,. Equation (7.4.6) shows that the ratio of the characteristic thicknesses
for heat and mass diffusion is equal to Le, which is a reasonable outcome.

We next integrate Eq. (7.3.4) across the reaction zone, from Xy to )”cjf, yielding

- - -
(d—T) — (d—T) - [T(z*) - T()r)] = —Da? /xf Ye T/Tax. (7.4.7)
dx ) .+ dx /.- ! ! < )i
7 ’ 1
Since (dT/dSc);c; =0,(dT/d%);. =1,and T ~ T, atX; and %}, Eq. (7.4.7) becomes
xF o
1= Dal / Ye To/Tdx, (7.4.8)
*r

The cancelling of the convection terms in Eq. (7.4.7) indicates that convective
transport is negligible in the reaction zone, resulting in a balance between diffu-
sion and reaction. This is the consequence of the large activation energy nature of
the reaction, which confines the reaction to a narrow, high temperature region within
which the temperature does not change much. Equation (7.4.8) then clearly shows
that the chemical energy generated is totally conducted upstream. Since this amount
is directly transferred to the preheat zone, and since convection and diffusion bal-
ance there, the net effect of the chemical heat generation is to heat the fresh mixture
from the unburned temperature to the burned temperature as it is convected from
the freestream to the reaction zone. This point can also be readily demonstrated
by integrating Eq. (7.3.4) from ¥ = —oco to 56;? Since gradients at both boundaries
vanish, we obtain a convective-reactive balance for the entire system, which turns

out to be identical to Eq. (7.4.8).

It is worth noting that out of the three terms governing Eq. (7.3.4), only two
independent relations can be obtained. Each of these relations represents a balance
between two processes, whether it is convection and diffusion in the preheat zone,
Eq. (7.4.1), or reaction and diffusion in the reaction zone, Eq. (7.4.8), or an overall
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convection and reaction conservation, which is again given by Eq. (7.4.8) through
Eq. (7.4.1).
Using average values Y,, and Ty, in Eq. (7.4.8), we have

Dal Vyge To/Togg =1, (7.4.9)
where #% = X} — ¥;. To evaluate Eq. (7.4.9), we approximate Ty, by T} such that

e To/To o= A7, (7.4.10)

For Y,y, we note from Figure 7.4.1 that, based on simple geometrical considerations,
2‘0
V() ~ =R, 7.4.11
)~ (74.11)

which can be considered as a characteristic Y,y,. Similarly, for Z(I)Q /Z(} we have, from
Eq. (7.2.5),

RN (7.4.12)

Substituting the above into Eq. (7.4.9), we have

LeDage= 4"

S =1L (7.4.13)

Writing out Da¢., we obtain the laminar burning flux as

(foy2 = BLep)LeBee ™ (7.4.14)

Ze?
which exhibits the same functional dependence as Eq. (7.2.8) derived through the
phenomenological analysis, but with a general Lewis number and Ze? instead of
Ze. The factor Le comes from the modification of the concentration in the reaction
zone, given by Eq. (7.4.11) as (£%/£5,) = (£%/07)({7/5,) = Ze~' Le. Thus for fixed
thermal and reaction zone thicknesses, a larger Le implies a smaller mass diffusivity,
a shorter diffusion length £9,, a steeper diffusion gradient, a higher concentration
in the reaction zone, and therefore a higher burning flux. The opposite holds for a
smaller Le.

The factor Ze~? is simply (£%)? as given by Eq. (7.4.12). Here one of the {%s
represents reduction in the reactant concentration in the reaction zone from the
freestream value, as shown in Eq. (7.4.11). The second ' represents the fact that
the reaction takes place in the reaction zone of thickness £ g, as shown in Eq. (7.4.9).
This was captured in Eq. (7.2.8), although the first factor was missed.

Finally, we note that since

fo(Le) = VLef’(Le = 1), (7.4.15)

b
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Eq. (7.4.14) shows that the dependence of the laminar burning flux on transport
properties is actually

o Mep 7.4.16
f o (7.4.16)

Thus f¢ has a stronger dependence on thermal diffusion than mass diffusion.

7.4.2. Frank-Kamenetskii Solution

The analysis is again based on Egs. (7.3.4) and (7.3.10). Referring to Figure 7.2.1c,
we shall respectively designate the three zones constituting the flame structure by
the superscript —, subscript in, and superscript +. We shall locate the origin, ¥ = 0,
at the boundary between the reaction zone and the downstream equilibrium zone.
The boundary between the preheat and reaction zones is located at an ignition point,
Xig, at which T= Tig. We shall now separately obtain the solution for each of these
three zones, and then match them at their respective interfacial boundaries.

Thus in the preheat zone we have w = 0, and

a*T7" 4T
R 7.4.17
dx? dx ' ( )
subject to the boundary conditions
I

Integrating Eq. (7.4.17) once and applying Eq. (7.4.18) yields

ar- .- .
=T —-T,. 7.4.19
’r ( )
In the downstream equilibrium zone, the solution is simply
o dTT
=1, —— =0, 7.420

because of complete uniformity here.
In the reaction zone, the convection term is negligible as demonstrated earlier.
Equation (7.3.4) then becomes

d*Tin
dx?

while Eq. (7.3.10), with T;, ~ T, and Y, ~ 0, simplifies to

= —Da2 Vipe Te/Tn, (7.4.21)

dTiw 1 dYi
dx Le dx

=0. (7.4.22)

Integrating Eq. (7.4.22) and applying the downstream boundary condition that T3, =
T, at Yi, = 0, we have

Vin = Le (T — T), (7.4.23)
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which shows the role of Le in modifying the reactant concentration in the reaction
zone. Substituting Y;, into Eq. (7.4.21), using the identity

2745 7. 7. 7 7o 2
d ~Tl“ :i de“ = de“ d de“ _ld de . (7.4.29)
dx? dx \ dx dx ) dTy \ dx 2dTi, \ dx

and integrating Eq. (7.4.21) once, from TZ to Ti,, we obtain

AT\’ T - "
) = -2LeDa? 70— Te /14T, 7.4.25
(‘) i [ (7.425)

where we have applied the matching condition

Tin T+
(d p ) = d—~ =0. (7.4.26)
dx ), dx 0

A straightforward integration of Eq. (7.4.25) is not possible because of the functional
form of the Arrhenius factor. However, since in this region Ti; < T < T, and since

Tig is only slightly smaller than T, the temperature variation in the reaction zone
should be very small compared to the overall temperature variation, (T} — T,) = 1.
Thus by defining

TZ - Tin 0 =
T=——=" = T — Tin < 1, 7.4.27
TZ —-T, b ( )
we have
( T, ) T, Ar
exp|—= ) =exp|—= =exp|————
P Tin P T‘}j -1 P 1-—- r/T;,
~ exp |:—Ar (1 + %)} = e e %, (7.4.28)
b
Substituting T and Eq. (7.4.28) into Eq. (7.4.25), we have
=2
dT]n T ;) ’ ,
( . > = 2LeDa0/ e %" dr, (7.4.29)
dx 0

where Da® = Dale~ " is the reaction Damkdohler number, as identified in Section
5.6. Integrating Eq. (7.4.29) by parts yields

=) == [1—(1+ Zer)e #7]. (7.4.30)

<dTin)2 _ 2LeDa°

If we evaluate Eq. (7.4.30) at the upstream boundary of the reaction zone, ¥ = ¥;,,
then we should insist that the Arrhenius, exponential term representing chemical
reactivity must vanish there because this is the boundary with the preheat zone
within which reaction is negligible. That is, although Ze is very large and t very
small such that the product Zet is not obviously large as to make the exponen-
tial term vanish, the problem has been posed in such a way that it should vanish.

b
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Equation (7.4.30) then becomes

~ 2
dTm> ] 2 Le Da®
| = (7.4.31)
|:< dx /s, Ze?

We next evaluate the temperature gradient in the preheat zone, Eq. (7.4.19), at Xig,
yielding

dT~ N N o
( - ) =Ty Tu~rT)—-T,=1. (7.4.32)
Xig

Since the temperature gradients in the preheat and reaction zones must match at ¥;,
because of the continuity of the heat fluxes across their boundary, we have

dTi, dT™
=\—) =1 7.4.33
(%), - (%), 7439

ig

Thus Eq. (7.4.31) becomes
2LeDa®
Ze?
from which the laminar burning flux f°, defined through Da? in Eq. (7.3.6), can be
determined. Comparing Eq. (7.4.34) with Eq. (7.4.13) obtained from the integral
analysis, it is seen that the two results differ by only a factor of 2.

=1, (7.4.34)

7.5. ASYMPTOTIC ANALYSIS

In the Frank-Kamenetskii derivation we have to make the physically motivated as-
sumption that the Arrhenius term vanishes at the upstream boundary of the reaction
zone. We now present the activation energy asymptotic analysis through which such
an assumption is a natural consequence of the analysis. Before doing so, it is necessary
to first introduce the concept of distinguished limit in activation energy asymptotics.

7.5.1. Distinguished Limit

As discussed earlier, a particular feature of the laminar flame structure that leads to
the Frank-Kamenetskii solution is the narrowness of the reaction zone relative to the
preheat zone. For fixed amount of heat release, c,(7; — T,,), the key parameter that
controls this property is the activation energy—the larger the activation energy, the
thinner is the reaction zone. To clearly demonstrate this property, let us consider the
dependence of the reaction rate on temperature,

w ~ Dacf’e’T“/T,

and examine the effect of increasing T, with a fixed order of 1, on the reaction rate
profile. Since we are interested in the properties of the reaction zone, this reaction
term must be of leading-order importance. Without loss of generality, we let w ~
O(1) with the understanding that the following discussion can be conducted for w



256 Laminar Premixed qu?neiﬂ

having any fixed order of magnitude. Thus in order to maintain this O(1) intensity, an
increase in T,, which leads to a decrease in the Arrhenius factor exp (—7,/T), must
necessitate a corresponding increase in Dac when interpreting the effect of varying
T, on the reaction zone. The larger the T,, the larger must also be Dac. In the
(distinguished) limit of T, — oo, we also require Dac — oo. Increasing T, without
correspondingly increasing Dac will rapidly suppress the reaction. The concentration
term Y ~ (T, — T) has minimal influence on this consideration because it varies
algebraically, and therefore insensitively, with 7.

To relate an algebraic increase in T, to an exponential increase in Dac in order to
maintain an O(1) reaction rate, Dac can be expressed as

Dac ~ DaeT"/ﬁj,

where 7} is the characteristic temperature in the reaction zone, and Da, the reaction
Damkohler member, is an O(1) proportionality constant and is actually the relevant
Damkohler number in the reaction zone. Consequently, the reaction rate can now
be expressed as

- 1 1 - -
W ~ Da exp |:Ta (Fb — 71>:| ~ Daexp[—Ze (T, — T)].

where we have used the property that T is very close to 75 in the reaction zone.

The effect of increasing T,, or rather Ze, on the flame thickness is now clear.
Thus in order for w to remain an O(1) quantity, the exponent Ze(T, — T) also has
to remain as O(1). Consequently an increase in Ze would demand a corresponding
decrease in (ow — T). In other words the temperature in the reaction zone becomes
closer to the final flame temperature, which also implies that the region that can
be identified as the reaction zone becomes narrower. In the limit of Ze — oo, the
reaction zone collapses into a reaction sheet with a temperature 7. Alternatively,
for a fixed, large, value of Ze, reaction is significant only in the region within which
(T9 — T) = O(Ze™!). Reaction is frozen in neighboring regions in which 7 is smaller
than 7, by more than O(Ze™!).

This discussion provides an alternate interpretation to that used in identifying the
Zel’dovich number in Section 5.6.

7.5.2. Asymptotic Solution

The asymptotic analysis is based on the concept of large Zel’dovich number, Ze. For
Ze — oo, we have the leading-order, structureless reaction-sheet solution of Figure
7.2.1b. For large but finite values of Ze, the reaction sheet is broadened, and the
resulting reaction zone has a structure, as shown in Figure 7.2.1c. The structures
of the neighboring upstream preheat zone and downstream equilibrium zones are
correspondingly modified from those of the reaction-sheet limit by small amounts.
All these changes are described as perturbations to the leading order solution. The
asymptoticsolution will therefore be sought in ascending powers of a small parameter
€(« 1), which for the time being is unspecified but will be systematically identified
later as Ze~!. Solutions will be separately obtained in the three zones constituting

b
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the flame structure, and then asymptotically matched. The reaction sheet is set at
%7 = 0 because of the doubly infinite nature of the problem. It may also be noted
that for simplicity in notation we have not attached the superscript o to € and Ze in
this deviation.

Further studies on the mathematical technique of asymptotic analysis and its ap-

plication to combustion problems can be found in Buckmaster and Ludford (1982,
1983), and Williams (1985).

7.5.2.1. Upstream Preheat Zone: Since low temperature and high activation energy
freeze the reaction to all orders, solution in this outer zone satisfies the chemistry-free
form of Eq. (7.3.4),

. .

dd;’“‘ - % =0, X<0, (7.5.1)
subject to the single boundary condition 7y (—00) = T,,. The second boundary con-
dition, at the downstream boundary of this zone, is to be identified through matching
with the inner solution. Let

T (@) = Ty (%) + €T (%) + O(e?), (7.5.2)

for which we expect that the maximum values of 7, and 7| are O(1) quantities.
Substituting Eq. (7.5.2) into Eq. (7.5.1) and the boundary condition yields the leading
and first-order governing equations and boundary conditions,

A>Ty dT,

o) = = =0, Ty(~00)=T.. (7.5.3)
a*T, dT; o
O(e): P e 0, T,(—o00)=0. (7.5.4)
Solutions of (7.5.3) and (7.5.4) are
Ty (%) =Ty +cye, (7.5.5)
T} (%) = ¢y €, (7.5.6)

where ¢; and c; are the integration constants to be determined through matching
with the inner solution.
We next expand the outer solution for Y™ (%) as

Yo (%) = Y5 (%) + Y] (%) + O(e?), (7.5.7)

where it is again assumed that the maximum values of ¥ and Y are O(1) quanti-

ties. Substituting Y, (%) and T, (%) into Eq. (7.3.10) and the boundary conditions
Y, (—00) = 1, and solving the resulting O(1) and O(¢) equations with T (¥) and
T, (%) given by Egs. (7.5.5) and (7.5.6), yield

Yy (%) = 1+dye™, (7.5.8)
Vi (%) = dy e, (7.5.9)

where d; and d; are the integration constants.
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7.5.2.2. Downstream Equilibrium Zone: Since all reactants are consumed in crossing
the reaction zone, solution in this outer zone again satisfies the chemistry-free form
of Eq. (7.3.4),

dsz)_ut de)_ut =~
dX'Z — F = 0, X > O, (7510)

subject to the single boundary condition 77, (c0) = T4. Substituting
Tou(®) = Tg (%) + €17 (%) + O(?) (75.11)

in Eq. (7.5.10) and the boundary condition, we have

d*Ty  dTy 3 N

O(1): dxzo - d—; =0, Ty(c0)=T5, (7.5.12)
d*Ty  dT7 N

O(e): dﬁl - d; =0, T (c0)=0. (7.5.13)

The solutions of (7.5.12) and (7.5.13) are
Ty (%) =T, (7.5.14)
7 (%) =0, (7.5.15)

because they must be bounded as ¥ — oo.
Similarly, the outer solution

Vi (&) = Yy (%) + Y] () + O(e?) (7.5.16)
satisfying Eq. (7.3.10) and the boundary condition YIut(oo) =0is
Yy (%) =0, (7.5.17)
Y7 (%) =0. (7.5.18)
7.5.2.3. Reaction Zone: Since the region here is exceedingly thin, in order to ade-

quately resolve its structure the spatial coordinate is magnified, or “stretched,” by
defining a stretched inner variable

X = X/e, (7.5.19)

such that y = O(1). We let the inner solution assume the general forms
Tin(%) =60 — €61 (x) + O(e?), (7.5.20)
Yin(%) = ¢o + €¢1(x) + O(€?). (7.5.21)

where 6y and ¢ are the leading-order solutions, while 6;(x) and ¢;(x) are the O(1)
perturbation functions to be determined. Furthermore, since the inner zone is not
in contact with either the upstream or the downstream boundaries, all boundary

b
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conditions for the inner solutions # and ¢ are to be determined through matching
with the outer solutions.

7.5.2.4. Matching: To match the inner and outer solutions at the downstream bound-
ary of the reaction zone, where x = ¥/¢ — oo for fixed ¥ > 0 and ¢ — 0, we require

Jim Tin(x) = lim 75, (x), (75.22)
lim Vin(x) = lim ¥5,(x). (7.5.23)

Evaluating Egs. (7.5.22) and (7.5.23) by using Egs. (7.5.11), (7.5.16), (7.5.20), and
(7.5.21) for TE,, Y, T, and Yi, respectively, we have

Jim, (60— €6:00)] = Ty, (7.5.24)
Jim, [¢o + €1 (x)] = 0. (7.5.25)

Matching at the leading order yields the obvious solution 6y = T‘Z and ¢y = 0. Match-
ing the next order solution and its derivatives yields

61(c0) = 0, (7.5.26)
A
(WL 0, (1.5.27)
$1(00) = 0, (7.5.28)
doy
(WL —0. (7.5.29)

It may be noted that according to the principle of asymptotic matching, the limit of
x = X/e — oo in Eqgs. (7.5.22) and (7.5.23) is effected by letting ¢ — 0 for finite ¥,
such that the expansion is most accurate, instead of letting ¥ — oo.

At the upstream side the matching is obtained by first expressing the outer solution
in the inner variable for ¥ — 0, where the two solutions are supposed to match.

Hence,
;iigjfgut= Tu+cye +ecie’ +--,
=Tu+cg(1+3) +eci(1+F)+---,
=Tu+cg(L+ex)+ec;(l+ex)+---,
= (Tu+¢y) +elegx +cr) + Oe?). (7.5.30)
Similarly,

lim YVou=0+dy)+e(dy Lex +d;) + O(e?). (7.5.31)
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To achieve matching, we let ¢ — 0, or x — —oo, for fixed ¥ < 0; that is,

lim Ti(x)= lim T,,(x), (7.5.32)
X——00 X——00
lim Yi(x) = lim Y_, (x). (7.5.33)
X—>—00 X—>—00

Evaluating Eqgs. (7.5.32) and (7.5.33), we have
Jim [Ty —etr(x)+--] = Xgrpoo[(Tu +e)telcgx+e)+-- (7.534)
i egi(0) = lim[(1+dy) + €(dy Lex +d) 41 (755.35)
Matching to the leading order for Egs. (7.5.34) and (7.5.35) yields ¢, = Tj, — T, = 1

and d; = —1, which completes the solutions for 7, and Y, of Egs. (7.5.5) and (7.5.8)
respectively. Matching to O(¢) yields

lim (6; + x) = —c|, (7.5.36)
X—>—00
<@> =1, (7.5.37)
dx ) _o
lim (¢1+ Lex) =d, (7.5.38)
X—>—00
(@> ~ _Ie. (7.5.39)
dx ) _o

The above results also confirm that the maximum values of T(j and )75 , which are
respectively 79 =1+ T, ~ 1 and 1, as well as 6y = T9 ~ 1, are all O(1) quantities.
Consequently 0; is O(1) because it has the same order as 6.

7.5.2.5. Structure Equation and Solution: We are now ready to solve for the inner
solution 0;(x) and ¢;(x). First, substituting x, T;, and Y;,, given respectively by
Egs. (7.5.19) to (7.5.21), into Eq. (7.3.10), we have to O(¢),

A TPy, (7.5.40)

which identically satisfies the gradient boundary condition at y — Foo. Integrating
Eq. (7.5.40) and applying the boundary conditions 6;(c0) = ¢1(o0) = 0 yield

6, — Le 'y =0, (7.5.41)

which is the perturbed, local coupling function in the inner region. Equation (7.5.41)
shows that ¢ is of the same order as 6;, being O(1). Consequently Y] is O(1).

b
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We next substitute Tj,, Yin, and x into Eq. (7.3.4), expand and use Eq. (7.5.41) to

get

& e@ = —(e*LeDa®)f e~ %", (7.5.42)

dx? dyx

The following observations can be made regarding Eq. (7.5.42). Since the diffusive
term is the highest order derivative, it has to be important and is of order unity as
shown. This then immediately implies that the convective term is O(¢) and therefore
can be neglected. Physically, since properties change very rapidly within the thin
reaction zone, a second order derivative will have a larger value than a first-order
derivative. This result is equivalent to the reason in neglecting the convective term in
developing the Frank-Kameneskii solution because a narrow reaction zone implies
a small change in the temperature.

Next let us inspect the reaction term. Here, even though it has a multiplicative
factor €2, we cannot say that it is O(e?) and again drop it. This is because we are now
in the reaction zone and the reaction term has to be important. In particular, it must
be O(1). What this implies is that the rest of the factors in the reaction term will have
to be O(e2).

Furthermore, we also cannot linearize the exponential factor for small €. This
factor is essential in describing the intrinsically nonlinear dependence of the reaction
rate on temperature; an expansion in the form of e™* ~ 1 — ex >~ 1 will completely
falsify the chemical kinetics. Therefore in order for this factor to be effective, we
must require that the exponent be O(1). Since 0; is O(1), we must have € Ze = O(1).
Thus we have now identified our small parameter of expansion, ¢, as

€= Ze . (7.5.43)

Having established that the reaction term is O(1) and 61e~% = O(1), we also have
the result that Da® = O(e~?).
We have therefore demonstrated that the inner zone is diffusive-reactive in nature,

being governed by

d’0;  A°

— =" 7.5.44

dy? 2 e ( )
where we have defined a laminar burning flux “eigenvalue”

2LeDa°
AC=""" 7.5.45
Ze? ( )

The parameter A can be identified as the final, reduced Damkohler number based
on the characteristic flow time in the reaction zone. Since diffusion and reaction are
balanced in Eq. (7.5.44), we expect that A? is an O(1) quantity.

To solve Eq. (7.5.44), we first express it as

d (do\* »
— (== =A% 7.5.46
do, <dX> ' ( )
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in accordance with Eq. (7.4.24). Integrating Eq. (7.5.46), we have

do\?
(d_1> _A° / e do) + cin = —A(1+0)e ™" + . (1.547)
X

Evaluating Eq. (7.5.47) at x — oo, where 6; = d6;/dy = 0 according to Eqgs. (7.5.26)
and (7.5.27), we have ¢;; = A°. Therefore Eq. (7.5.47) becomes

2
(%) =A[1—(1+6)e"]. (7.5.48)

We next evaluate Eq. (7.5.48) at x — —oo by using Eqgs. (7.5.36) and (7.5.37). Noting
that

lim (1+6)e™ = lim [1—(c; +x)]e ) =0 (7.5.49)
X——00 X——00

because of the dominance of the exponential term, eX — 0 as x — —oo, we have

A°=1. (7.5.50)
Thus Eq. (7.5.45) becomes
2LeDa’
— =1, 7.5.51
7% ( )

which is identical to Eq. (7.4.34) derived using the Frank-Kamenetskii solution. Note
that had we not retained the nonlinear, exponential nature of the reaction rate term
in the derivation between Egs. (7.5.42) to (7.5.44), Eq. (7.5.48) would have become
unbounded when taking the limit of y — —oo.

We have been able to determine A° by integrating the inner structure equation
only once, which allows a balance in the heat fluxes between the inner and outer
zones. Since we are mainly interested in the laminar burning flux f° or, equivalently,
the laminar flame speed s¢, the problem can be considered to be solved at this stage.
A second integration, which mathematically is slightly more complicated, is needed
only if we wish to determine the temperature profile through the solution for 6;. This
fortunate convenience exists for many problems.

It is important to emphasize that the physical concepts underlying the Frank-
Kamenetskii and asymptotic analyses are the same. Furthermore, the mathematical
analysis for the reaction zone is also basically the same, although coordinate stretch-
ing is not used in the Frank-Kamenetskii solution. The only major difference between
the two analyses is that the upstream outer solution is not perturbed in the Frank-
Kamenetskii approach. This difference, however, turns out to be of no consequence
as far as the determination of the laminar burning flux eigenvalue A? is concerned.
That is, since this determination involves matching of the perturbed temperature
gradient of the inner zone with the leading-order temperature gradient in the pre-
heat zone, as shown in Egs. (7.5.34) and (7.5.37), the perturbed outer solution is not
needed. Based on these considerations, it is therefore reasonable that the expres-
sion for A? is identical for both analyses. It further implies that frequently only the

b



7.6. Determination of Laminar Flame Speeds ';zby b

leading-order outer solution is needed in determining the most important, bulk flame
responses such as the burning flux.

7.5.3. Dependence of Burning Flux on Flame Temperature
The above analyses show that the laminar burning flux f¢ varies with the flame
temperature 7 = 7,4 through

(f0)2 ~ Ze—ze_Ta/Tad ~ 7;4de_Tﬂ/Tﬂd_ (7.5.52)

As discussed earlier, the quadratic variation of f° with the reaction rate is due to
the diffusive-reactive nature of the problem, while the Ze~? factor accounts for the
diminished fuel concentration in the reaction zone (~ Ze~!) and the small reaction
zone thickness (~ Ze™!).

The standard premixed flame is an idealized, conservative, system. In the presence
of nonidealities, it is reasonable to expect that the relevant burning flux f could
deviate from f°, and that such a deviation would be most significant when the flame
temperature is affected. Recognizing the fairly general manner in which Eq. (7.5.52)
is identified, we anticipate that, for a nonconservative system with the flame temper-
ature being Ty, the burning flux of the flame should vary with T in the same manner
as Eq. (7.5.52), or

[P~ Tie W/, (7.5.53)
Consequently, we have the relation

7= (%)46)@ [— ; (% = T%)} , (7.5.54)

where f = f/f°. Furthermore, we can also extend the result of, say, Eq. (7.2.6),
fotg ~ Ajcpto flr ~ A/cp, such that

~

Fir=1, (7.5.55)

where {7 = £7/£%. We shall show in due course the usefulness of the above results.

7.6. DETERMINATION OF LAMINAR FLAME SPEEDS

Because of the fundamental significance of the laminar burning velocities of pre-
mixed flames, a considerable amount of effort has been expended toward their de-
termination. A major difficulty in their determination is that a planar, stationary,
and adiabatic flame rarely can be achieved. Frequently the upstream flow is nonuni-
form while the flame is also either propagating and/or curved. It is therefore useful to
speak of an instantaneous, local flame speed, s,,, which, however, may not necessarily
be s2. Thus for an infinitesimal segment of the flame we can draw an instantaneous
flow line as shown in Figure 7.6.1 for a Bunsen flame, without the flame structure.
Here the upstream unburned mixture approaches the flame front with velocity u,,
and at an angle «,. After passing through the flame the flow is refracted and the
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Figure 7.6.1. Definitions of the upstream and downstream laminar flame speeds of an instantaneous,
quasi-planar flame segment as part of a Bunsen flame.

burned mixture leaves the flame with velocity u;, and at an angle «;. Therefore if
we assume that, in crossing the flame, continuity of mass flux holds in the normal
direction whereas continuity of velocity holds in the tangential direction, then the
laminar flame speed can be defined as the normal component of u,,, pointed in the
direction away from the flame.

Another difficulty in flame speed measurement is the definition of the flame front
and how it can be determined. Geometrically, since the flame itself has a finite thick-
ness and structure, it becomes quite uncertain to define either the upstream boundary
of the preheat zone for s, or the downstream boundary of the reaction zone for sy.
If the flame is also curved, then there is the additional uncertainty of defining a local
tangential plane for the evaluation of the flow velocities. Uncertainty also arises in
the specific parameter selected to represent a flame surface. The most obvious ones
are the constant temperature and density surfaces. For the latter the flame thick-
ness and structure recorded photographically also depend on the optical method
used, whether it is shadowgraph, schlieren, or interferometry, as discussed in, for
example, Gaydon and Wolfhard (1970). Using laser diagnostics, surfaces of constant
concentration of certain key radicals (e.g., CH and OH) have also been determined
to represent flame surfaces of particular characteristics.

b
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Measurements of flame speeds have employed either stationary burner flames held
fixed by an upstream flow, or propagating flames in open and closed chambers. In the
following we discuss several techniques that have proven to be quite versatile and
accurate.

7.6.1. Bunsen Flame Method
In this method a premixture flows up a circular or two-dimensional tube and burns
after it exits from the tube. If the tube is sufficiently long and its cross-sectional
area constant, then the velocity profile at the exit is parabolic. This implies that
the inclination of the flame surface changes along the flame, which therefore must be
curved. The flame curvature and its thickness make it difficult to accurately determine
the local inclination angle, and therefore the local burning velocity.

An averaging method has been used to determine s,. Here it is assumed that s,
is constant over the flame surface whose total area is Ay. Therefore if the mass flow
rate of the gas is m, then from mass conservation we have m = f Ay = p,s, Ay, or

m

= —. 7.6.1
v (7.6.1)

Su
The area of the photographed flame front can be easily determined graphically. This
method is useful for rough estimations.

A more accurate determination of s, can be achieved by using an aerodynamically
contoured nozzle, which gives a uniform exit velocity profile. Then a nearly straight
flame cone can be obtained over the shoulder region of the flame. Thus if the velocity
at the nozzle exit is u, and the half cone angle is « = «,,, the flame speed is given by

Sy = U, SIN oy, (7.6.2)

Local flame speeds along a flame segment can be determined by seeding the gas
mixture with fine ceramic particles and measuring the particle velocity using either
laser Doppler velocimetry, particle image velocimetry, or simply intermittent illumi-
nation, with the photographed particle tracks giving both the speed and direction of
the streamlines. Figure 7.6.2 shows the flame speed of a flame of natural gas and air
mixture determined by intermittent illumination (Lewis & von Elbe 1987). It is seen
that s, is a constant over most of the flame cone. For large radial distances the flame is
close to the burner exit and s, is reduced due to heat loss to the burner rim. Since the
burner rim is invariably very cold relative to the flame, there is always a “dead” space
between the flame and the rim. It is further seen that, for small radial distances, close
to the flame tip, s, increases. This increase is to be expected because, instead of being
the apex of a sharp cone, the flame tip is rounded off. Consequently, « = /2 at the
centerline, such that s, = u,. The subtlety here is that, while we expect s, to be only
a function of the thermochemical properties of the mixture and therefore should be
independent of the location over the flame surface as long as it is sufficiently far away
from the burner rim, the behavior at the tip clearly shows that this is not the case.
Mechanistically, while the flame segment at the shoulder region has the freedom to
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Figure 7.6.2. Measured flame speeds over the surface of a Bunsen flame (Lewis & von Elbe 1987).

adjust its inclination angle «, in order to accommodate changes in u,, for a given
mixture of s¢, this flexibility is absent at the tip. Consequently, the flame structure
there must qualitatively deviate from what we have learned about planar premixed
flames. We shall show, in Chapter 10, that in this situation the flame curvature has a
strong influence on the structure and thereby burning rate of the flame through what
is collectively known as flame stretch effects.

It is noted that in the above discussion we have used s, instead of s¢ to designate
the flame speed in order to distinguish the fact that the flame configuration here does
not conform to that of the adiabatic, one-dimensional planar situation.

7.6.2. Flat and One-Dimensional Flame Methods

A major difficulty with the use of Bunsen flames is the identification of the flame
surface, which is inclined to the freestream flow. This can be circumvented by using a
flat-flame burner as shown in Figure 7.6.3. Here after ignition is achieved, the mixture
flow rate is adjusted to produce a flat flame which is normal to the upstream flow
direction. Environment effects can also be minimized by passing an inert shroud

b
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Figure 7.6.3. Schematic showing a typical design of the flat-flame burner.

gas around the burner. This gives a well-defined surface area of the flame, which
when divided into the volumetric flow rate of the mixture yields the laminar burning
velocity.

The primary limitation of this method is that because heat transfer to the burner is
the mechanism through which the flame is stabilized over it, the flame is inherently
nonadiabatic relative to the enthalpy of the freestream. The preheat zone starts im-
mediately at the burner surface and consequently the flame has a finite temperature
gradient at the burner surface, signifying the presence of heat transfer. The burning
velocity determined by this method is therefore lower than s based on the freestream
properties. Efforts to reduce heat loss by increasing the flow discharge rate could lead
to severe distortion of the flame surface.

Botha and Spalding (1954) were able to manipulate the heat loss rate by cooling
the porous plug. Thus by continuously varying the mixture flow rate and noting
the corresponding cooling rate needed to obtain a flat flame, the burning velocity
without heat loss can be estimated by extrapolating the cooling rate to zero, as shown
in Figure 7.6.4. This method has been recently improved through manipulation and

\

Flame Speed

Heat Loss

Figure 7.6.4. Determination of the laminar flame speed, s, through linear extrapolation to zero
heat loss by using the flat-burner flame.
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Figure 7.6.5. Schematic showing a cylindrical/spherical flame stabilized through: (a) heat loss to the
burner surface (r; ~ R), and (b) flow divergence (7 > R).

more accurate measurement of the heat-loss rate to yield data of enhanced accuracy
(De Goey, van Maaren & Quax 1993; Bosschaart & De Goey 2003).

The flat-flame burner method has been extended to that of the one-dimensional
burner (Eng, Law & Zhu 1994), in which the combustible is ejected with a given
mass flow rate m from either a porous tube or a sphere of radius R (Figure 7.6.5). For
m < m’® = f°A, where A is the surface area of the burner, the ejected mass flux is
smaller than that of the adiabatic planar flame, and the flame is stabilized over the
burner surface through heat loss to the burner. However, when m > m?, the flame
detaches from the burner surface and is subsequently stabilized by the divergent flow,
without heat loss to the burner. Neglecting the influence of flame curvature on the
flame burning intensity, the stabilization requirement of m = f° Ay yields the laminar
burning velocity given by Eq. (7.6.1) for the measured flame radius r s and, hence,
flame surface area Ay. The method is rather straightforward. The main drawback
is the requirement of either cylindrical or spherical symmetry for the flame, which
requires that the experiments be conducted in buoyancy-free environments.

In Chapter 8, we shall study the influence of heat transfer at the burner surface
on the burning intensity, stabilization of the burner-attached flame, and the essential
nature with which it differs from the freely propagating adiabatic flame considered
in this chapter.

7.6.3. Outwardly Propagating Spherical Flame Method

In this method a spherical chamber of radius R is filled with a combustible mixture
and is centrally ignited by a spark. A spherical flame is developed and propagates
outward with the laminar flame speed. As the amount of product in the chamber
increases, the chamber pressure also uniformly increases while the unburned gas
upstream of the flame is simultaneously heated through compression. If the data
are taken when the flame size is not too large, then the chamber pressure and the
temperature ahead of the flame can be considered to be those of the initial state.
Otherwise they need to be measured separately.

b
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Figure 7.6.6. Numerically calculated downstream flame speeds of outwardly propagating lean and
rich hydrogen—air flames at 1 atm pressure, demonstrating the determination of laminar flame speed
through linear extrapolation to zero stretch rate.

Since the combustion product is stationary in the laboratory frame, the measured
rate of increase of the flame radius, dr ¢ /dt, can be identified as the flame speed of the
burned state, s,. Thus from continuity and assuming that the flame is quasi-steady
and quasi-planar, we have

Su = Sp(Pb/Pu)- (7.6.3)

Since this method is static in operation, the design can be relatively simple and the
amount of gas consumed is small. It is also well suited for the determination of flame
speeds at moderately high pressures. The potential complications are the heat loss
through the electrodes especially during the initial period of flame development,
the distortion of the flame shape due to buoyancy especially for slowly burning
flames, and the development of intrinsic pulsating and cellular instabilities over the
flame surface, which will be studied in Chapter 10 on the aerodynamics of flames.
Radiative heat loss from the large volume of the burned gas behind the flame could
also reduce the flame temperature and hence the flame speed. Furthermore, the
flame, being curved and nonstationary, does not conform to the one-dimensional
steadily propagating planar flame used to define the laminar flame speed, and as such
is subjected to flame stretch effects in the same manner as that of the Bunsen flame
tip discussed earlier. These effects not only affect the flame speed, but the influence
is also qualitatively dependent on the effective Lewis number of the mixture. For
example, Figure 7.6.6 shows the numerically computed flame speeds of hydrogen—
air mixtures with equivalence ratios of 0.6 and 3.0. The effective Le for these mixtures
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are smaller and larger than unity respectively. The intensity of stretch is represented
by a stretch rate, defined as (2/r f)(dr r/dt) and having the unit of s~!. It is seen that
the downstream flame speed can be significantly modified by stretch, that it varies
approximately linearly with the stretch rate, and that the variations have opposite
trends for the lean and rich mixtures. These are consequences of the deviation of
Le from unity. The linear variation allows the extrapolation of these stretched flame
speeds, sp, to zero stretch rate, from which we obtain the unstretched flame speed
for the burned state, s7, and subsequently that of the unburned state through s, =
(05 /pu)sy. A nonlinear extrapolation expression has also been derived (Dowdy et al.
1990) that accounts for the slight nonlinearly in the stretch-affected flame speed.

A variation of the spherical-flame method is that of the soap bubble, in which the
combustible mixture is introduced into a soap bubble and then ignited. The bubble
subsequently expands freely as combustion proceeds, thus ensuring constant pressure
when the experiment is conducted in an open atmosphere. The entire assembly can
also be housed inside a sealed combustion chamber for reduced or elevated pressure
experiments. The advantage of this method is that it only requires a small sample
and is therefore particularly suitable for experimentation with gases that are toxic,
highly explosive, or rare and expensive.

Ideally, the present problem is best studied by directly imaging the flame history,
which yields the flame radius, 7 ¢(¢), and, hence, the flame propagating rate. How-
ever, the requirement of windows for optical cinephotography can become rather
demanding because they have to withstand the high postcombustion temperature
and pressure, especially if the initial pressure is high. A dual-chamber design (Tse,
Zhu & Law 2004) has however circumvented this difficulty, allowing optical access
and an initial pressure that can be as high as 60 atm.

Chambers with optical windows are generally harder to design, therefore simpler
designs of the experiment do not have windows. For such windowless chambers the
flame traverse is recorded by sensing probes such as thermocouples and ionization
probes. Because of spatial isobaricity, in principle it is only necessary to install two
probes at closely spaced points to yield the flame speed for the chamber pressure
at the instant of traverse. A particularly simple approach has also been developed
(Lewis & von Elbe 1987) based on measuring the pressure history within the chamber,
p(t), after the flame has grown to a sufficiently large size such that the pressure
variation is significant. Specifically, assuming that the unburned and burned states of
the outwardly propagating spherical flame are spatially uniform, then at any instant
of time, we have overall mass conservation

vi%
3

If we further assume that these gases are compressed isentropically by the expanding

4
[(R3 - r}) Pu + r?pb] = ?T[Rspu,cr (764)

flame sphere, then

Pu = Pu,o(P/Po)l/V, (765)

b = p.o(p/Po)"” . (7.6.6)

b
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where p = p, = pp. Using Eqgs. (7.6.5) and (7.6.6) in Eq. (7.6.4), and defining 7y =
rr/Rand p = p/p,, we have

[1 . (1 _ pb*") fﬂ P =1. (7.6.7)

pu,o

Differentiating Eq. (7.6.7) with respect to ¢, and letting dr ¢ /dt = s, it can be shown
that

1/3 -1 dp
5 _ [3;/ (1 - @) A - p-l/y)m} d—f. (7.6.8)

The factor (pp.o/p0u.0) is given by energy conservation, ¢,(75., — T.0) = q.Y,, which
yields

Puo _ 144, (7.6.9)
Pb,o

where § = (q.Y,)/(c, T...,) and Y, is the initial reactant mass fraction.

Equation (7.6.8) shows that, for a given mixture characterized by y, § and p,, the
history of the downstream flame speed, s;(¢), for propagation in a spherical vessel,
can be determined by measuring the pressure history p(¢) alone.

Conceptually, this method is very attractive because pressure traces can be readily
obtained in an experiment. Furthermore, in a single run, s, can be mapped out not
only as a function of the mixture strength, but also as functions of the instantaneous
mixture temperature and pressure. The various constant property assumptions can
also be removed through detailed computation. The major weakness of the method
is that, since the flame is not imaged, there is no recourse in knowing whether the
assumption of a spherically symmetric, smooth flame surface is violated due to buoy-
ancy distortion and/or the development of cells over the flame surface.

We also note that the assumption of a spatially uniform downstream state is incor-
rect because during flame propagation the continuously increasing upstream temper-
ature and pressure will lead to a corresponding increase in the downstream tempera-
ture. Thus there is a temperature gradient downstream of the flame. This feature can
be integrated in the above formulation, at the expense of more involved algebraic
manipulation.

7.6.4. Stagnation Flame Method

This method (Wu & Law 1985) involves first establishing a divergent stagnation flow
field by impinging two identical, nozzle-generated combustible flows onto each other
(Figure 7.6.7). Upon ignition two symmetrical flat flames are situated on the two sides
of the stagnation surface. Figure 7.6.8 shows typical profiles of the normal velocity
component v along the axis. It is seen that as the flow approaches the stagnation
surface, but before reaching the main preheat region, the velocity decreases linearly,
v = ay, in accordance with the characteristic of stagnation flow, where a = dv/dy
is the velocity gradient. However, as the flow enters the preheat region, intense
heating and thereby thermal expansion reverse the decreasing trend and cause
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Figure 7.6.7. Schematic showing a typical counterflow, twin-flame configuration.

the velocity to increase. Eventually, upon almost complete heat release, the velocity
decreases again as it approaches the stagnation surface.

From such a velocity profile we can determine the velocity gradient a, the minimum
velocity point, vy, Which can be approximately identified as a reference flame speed
(Su.ref) at the upstream boundary of the preheat zone where the flame is stabilized,
and the maximum velocity point, vmax, Which can be approximately identified as
a reference flame speed at the downstream boundary of the reaction zone. These
values can also be considered to be obtained under adiabatic conditions because the
upstream heat loss for the nozzle-generated flow is small while the downstream heat
loss is also small due to symmetry. Small amount of radiative heat loss is of course
always present.

Similar to the propagating spherical flame, the stagnation flame is also stretched,
but now by the nonuniform flow whose stretch intensity is represented by the velocity
gradient a. A plot of vy, versus a shows that the variation is approximately linear
for small values of a, as shown in Figure 7.6.9. Thus, by extrapolating vpi, to zero
a, the intercept of vmin at a = 0 can be identified as s/, evaluated at the upstream
boundary, because both heat loss and flow nonuniformity effects are eliminated.

Stagnation
plane

B

Figure 7.6.8. A typical axial velocity profile for one of the flames in the counterflow, twin-flame
configuration.
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Figure 7.6.9. Determination of the laminar flame speed, s, through linear extrapolation to zero
stretch by using the counterflow, twin-flame method.

Higher-order analysis has shown that the variation is slightly nonlinear for small a
(Tien & Matalon 1991). This inaccuracy can be minimized by increasing the nozzle
separating distance so that the flame can be better approximated as a surface. Alter-
natively, Vagelopoulos and Egolfopoulos (1998) achieved a flame segment of zero
stretch by impinging a Bunsen flame onto a flat plate so that the resulting positively
stretched stagnation flow neutralizes the negatively stretched flame tip.

7.6.5. Numerical Computation

Computational simulation is attractive for two reasons. First, the model of simulation
truly conforms to the one in which the laminar burning velocity is defined. Second,
such a simulation will also resolve the flame structure in terms of its temperature
profile and concentration profiles of all the species including the radicals.

As is true with all computational simulations, a simulation is only as accurate and
meaningful as the information supplied to the simulation program. For the present
problem, there are three components constituting such a computational simulation
program. The first is the numerical algorithm used to solve the conservation equa-
tions. This component is believed to be quite reliable as far as laminar flame calcula-
tion is concerned. The second is the specification of the transport properties and the
thermochemical data, namely the specificheat, the heat of formation, and the entropy,
of the various species, as discussed in Chapters 1 and 4. These values are considered
to be quite well known for the major and stable species, although considerable un-
certainty still exists for some of the unstable species. The third component is the data
base for the chemical reaction schemes and the associated kinetic constants of the
individual elementary reactions. This is the most uncertain, and definitely weakest
part of the simulation. At present probably only the oxidation schemes of hydrogen,
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carbon monoxide, and methane are considered to be reasonably well established,
as far as the laminar burning velocity calculation is concerned. In fact, the kinetic
information on many reactant systems is so meager that the experimental burning ve-
locity data have been used to help evaluate the kinetic constants through comparison
with the computed results. It is clear that such a comparison and extraction of kinetic
information are meaningful only if the experimental data are accurate.

7.6.6. Profile-Based Determination

The various methods discussed above all involve the direct determination of the
laminar flame speed as a global response of the flame. Alternatively, the flame speed
can also be indirectly determined through knowledge of the profiles of the velocity
and reacting scalars across the flame. The basic concept can be readily appreciated by
considering, say, Eq. (7.3.1), from which we can express the laminar burning flux as

_ qew + Ad*T/dx?

0 — 6.1
f cpdT/dx (7.6.10)

where w = w(Y, T). This relation holds for all x across the flame structure, requiring
only the local profiles of 7T(x) in order to evaluate the gradient terms, and 7'(x) and
Y(x) to evaluate the reaction term w(Y; 7).

Another approach is to integrate Eq. (7.3.1) from x = —o0 to oo, resulting in

0o __ dc *
fo = T T /_oo w(Y, T)dx (7.6.11)

from which f° can be evaluated by determining the profiles of 7((x) and Y(x). Flame
speeds determined using relations analogous to Egs. (7.6.10) and (7.6.11) are respec-
tively called displacement speed and consumption speed.

Approach of this nature was originally used by Burgoyne and Weinberg (1954),
who determined the complete thermal and dynamic structure of a flat-burner flame
based on only the measured temperature profile across the flame. Recent advances
in computation allows for more detailed specifications of the diffusion and reac-
tion terms. The evaluation has also used the conservation of a particular species i,
Eq. (7.3.2), to track the evolution of the chemical structure. For flames of complex
geometry propagating unsteadily in an equally complex flow, as in the case of laminar
flamelets embedded within a turbulent flame structure, relations similar to the above
expressions can be defined, and evaluated, for the experimentally or computationally
determined instantaneous mass flux entering some isovalue level surfaces within the
structure of these laminar flamelets (Im & Chen 2000; Poinsot & Veynante 2005).
For such situations evaluation of the differential and integral terms in Egs. (7.6.1)
and (7.6.2) is to be conducted in the direction normal to the flame front, while the
flame speeds so determined are also affected by aerodynamic stretch. The primary
interest in such studies is the understanding and quantification of the burning rates
of these flamelets and their influence on the turbulent burning intensity, rather than
the determination of the laminar burning fluxes.
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Figure 7.7.1. Calculated adiabatic flame temperatures and measured laminar flame speeds of at-
mospheric methane—air mixtures.

7.7. DEPENDENCE OF LAMINAR BURNING VELOCITIES

Out of the various methods of flame speed measurement presented above, the
Bunsen burner method with contoured nozzle, the flat flame method with heat ex-
traction, and the stagnation flame method have been extensively used for flame
speed determination for atmospheric and near-atmospheric flames, while the spher-
ical flame method has been used for both atmospheric and high pressure flames.
Extensive investigations have been conducted on the dependence of the flame speed
on the various physicochemical parameters of the mixture; the results are sum-
marized in the following. In presenting these results, we shall reserve the symbol
sy only for data closely conforming to the requirements of the standard premixed
flame.

7.7.1. Dependence on T4 and Le
As expected, adiabatic flame temperature through the Arrhenius kinetics exerts a
dominant influence on the laminar burning velocity. Since T4 is directly controlled
by the heat of combustion, fuels with larger heats of combustion tend to propagate
a flame faster. Indeed, the clear evidence of such a strong dependence is the close
correlation between s? and T4, as shown for methane—air flames in Figure 7.7.1. It
is seen that the two responses not only have the same shape, but they also peak on
the rich side, at equivalence ratios that are close to each other. Furthermore, for the
same T,q, the laminar flame speeds of the lean mixtures and rich mixtures are quite
close to each other.

The above correspondence is however sufficiently offset for hydrogen—air flames,
for which 7,4 peaks at ¢ =1.07 while s peaks at about ¢ =1.75, as shown in
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Figure 7.7.2. Calculated adiabatic flame temperatures and measured laminar flame speeds of at-
mospheric hydrogen—air mixtures.

Figure 7.7.2. This sufficiently off-stoichiometric rich peaking of s’ is a consequence
of the highly diffusive nature of hydrogen. Specifically, since s ~ +/ Le, and since the
freestream Le for sufficiently lean and rich hydrogen—air mixtures are 0.33 and 2.3

respectively, the effect of Le is to reduce s_ on the lean side but increase s on the

rich side, leading to the observed rich shifting of the peaking.
Figures 7.7.3 and 7.7.4 show the measured s for n-alkanes. It is seen that the values
of s for methane, ethane, and propane increase in that order, although the increase

is smaller from ethane to propane than from methane to ethane. This diminishing
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Figure 7.7.3. Measured laminar flame speeds of methane, ethane, and propane in air.
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Figure 7.7.4. Measured laminar flame speeds of n-butane, n-pentane, n-hexane, and n-heptane

in air.

trend subsequently leads to the result of Figure 7.7.4, showing that the differences
between butane, pentane, hexane, and heptane are basically indistinguishable. These
results are similar to those for 7;q shown in Figure 7.7.5, hence demonstrating again

the dominant influence of T4 on s7.

7.7.2. Dependence on Molecular Structure
Next to the adiabatic flame temperature, the molecular structure of the fuel could
also have a strong influence on the laminar flame speed. To assess the extent of such
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Figure 7.7.5. Calculated adiabatic flame temperatures for varies alkanes.
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Figure 7.7.6. Calculated laminar flame speeds of ethane, ethylene, and acetylene with the oxidizer
being: (a) air; (b) nitrogen-diluted air such that the adiabatic flame temperatures of the stoichio-
metric ethylene and acetylene mixtures match that of the ethane—air mixture.

aninfluence, we compare the computed laminar flame speeds of ethane, ethylene, and
acetylene with air at atmospheric pressure, recognizing that the chemical reactivity
increases from ethane to acetylene. Figure 7.7.6a shows that the laminar flame speeds
indeed increase in this order.

Such a comparison, however, is not conclusive because of the corresponding in-
crease in the adiabatic flame temperatures for these three fuels. Therefore for an
unambiguous assessment, the laminar flame speeds of ethylene and acetylene are
calculated with nitrogen dilution to such an extent that the adiabatic flame tem-
perature of the respective stoichiometric mixture matches that of the ethane-air
mixture. This eliminates the flame temperature effect for the stoichiometric mixture
and minimizes it for the off-stoichiometric mixtures. Figure 7.7.6b then shows that the
laminar flame speeds still increase substantially in the order of ethane, ethylene, and
acetylene, hence demonstrating the influence of the molecular structure of the fuel.

7.7.3. Dependence on Pressure

Figure 7.7.7a, obtained for methane-air flames, shows that for a given ¢, s_ decreases
with increasing pressure. Since the eigenvalue for flame propagation is f? = p,s;,
instead of s alone, the data of Figure 7.7.7a are replotted in Figure 7.7.7b for f°.
It is then seen that f¢ increases with pressure. Figure 7.7.8 shows the similar be-
havior for hydrogen-air flames. This is an important observation because it has
been suggested in the literature that the decreasing trend of s/ with pressure, for
a given ¢, is a manifestation of the fundamental importance of the pressure-sensitive

b
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and (b) laminar burning flux, f° = p,sg, for

methane-air mixtures at various pressures, showing the trends of decreasing s, but increasing f*

with increasing pressure.

chain mechanisms in the flame propagation process. Take the H-O, reactions as an
example. As discussed previously, reaction (H1): H+ O, — OH + O is a two-body,
temperature-sensitive branching reaction, while reaction (H9): H4+ O; + M —
HO, + M is a three-body, temperature-insensitive, inhibiting reaction. Hence by
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Figure 7.7.9. Computed overall reaction order, n, for (a) methane—air flames, and (b) hydrogen—air
flames, showing decreasing and then increasing n with increasing pressure, as well as the existence
of negative values.

fixing ¢, T,q and thereby the intensity of (H1) are approximately fixed, while by in-
creasing pressure, (H9) is enhanced relative to (H1) because three-body reactions
are favored over two-body reactions as pressure increases. A retarding effect is there-
fore imposed on the overall progress of the reaction with increasing pressure. What
is shown in Figures 7.7.7b and 7.7.8b is that, although the chain-termination reactions
indeed become more important with increasing pressure, the effect is not sufficiently
large to be responsible for the observed decreasing trend of s., which is actually
caused by the increasing density, p,, with increasing pressure.

The pressure effect of the chain mechanism can be identified and quantified
through the overall reaction order n, which can be locally defined according to the
relation f° ~ p"/2, assuming negligible dependence of the thermodynamic and trans-
port properties of f° on p, such that

n=2<mnﬁ)r. (1.7.1)

dlnp

Figure 7.7.9a shows the calculated # as a function of p for methane-air flames
of ¢ = 0.8, 1.0, and 1.4; note that the ¢ = 0.8 and 1.4 flames have about the same
T.q of 2,000 K, while T4 = 2230 K for ¢ = 1.0. It is seen that for all values of ¢,
n first decreases and then increases with increasing pressure. An analysis of the
sensitivity of s¢ to the individual reactions shows that the progressive importance of
the termination reactions (H9) and H + CHs + M — CH4 + M, as compared to that
of the main branching reaction (H1), causes the initial decrease in n. With further
increase in pressure, the branching reaction HO, + CH3; — OH + CH30 becomes
important. It reactivates HO, and, hence, contributes to the subsequent increase in

b



7.7. Dependence of Laminar Burning Velocities HZleH b

n by supplying the flame with the OH radical, which is further used by the chain-
carrying step CO + OH — CO, + H.

Figure 7.7.9b shows the overall reaction orders for hydrogen-air flames with
¢ = 0.52,1, and 3.0, such that the 7,4 for the lean and rich flames have approximately
the same value of 1,770 K. The T;4 for ¢ = 1is2390 K. The behavior is again nonmono-
tonic, but now the minimum #» takes place at higher pressures. Sensitivity analysis
shows that the initial decrease of n with pressure is due to the competition between
(H1) and (H9). However, as pressure further increases, the HO, reactions gener-
ate new radicals through HO, + HO, — H,0, + O,, H;O, + M — 20H + M, and
HO, + H — 20H. This mechanism for the recovery of n with pressure is completely
analogous to that of the explosion limits for H,—O, mixtures.

There are three additional observations for the values of the overall reaction order.
First, n seems to approach a value close to 2 with decreasing pressure, especially for
the hydrogen-air flames. This is reasonable because as pressure decreases, two-body
reactions dominate, not only when compared to three-body termination reactions but
also as a consequence of the low-pressure behavior of the Lindemann mechanism.
Second, based on the consideration of chain mechanism alone, n should be smaller
than 2. This is because while the order of a termination reaction can be 3, its effect on
the overall reaction order, which indicates the progress of reaction with increasing
pressure, is negative. Third, for weakly burning flames, n can assume negative values,
as in the case of the ¢ = 0.52 Hy-air flames, providing evidence that the burning
intensity of weak mixtures can actually decrease with increasing pressure. We have
anticipated some aspects of the above observation in Section 2.1.7.

An overall activation energy, E;, can also be determined through the relation
f? ~exp(—E./2R°Taa),

_ dln f°
E,=-2FKR [78(1/7;@)L. (7.7.2)

Figures 7.7.10a and 7.7.10b show that FE, can vary substantially with pressure. This
is again due to the competition between branching and termination reactions with
increasing pressure.

The numerical calculation yields the temperature profile across the flame, from
which a characteristic flame thickness £, can be defined. Figures 7.7.11a and 7.7.11b
respectively show the calculated £, for the methane-air and hydrogen—air flames,
with £, determined by the FWHM of the temperature gradient profile. It is seen
that £9, monotonically decreases with p for all methane-air flames, although the
decrease is rather small at higher pressures. Furthermore, for the weakly burning
hydrogen—air flames of ¢ = 0.52, there is a range in p over which £, attains a slight
local minimum. The result that the flame thickness becomes insensitive to pressure
at higher pressures, and actually may not steadily decrease with increasing pressure,
could be an important consideration in the study of flame phenomena under high
pressures (Law 2000).
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Figure 7.7.10. Computed overall activation energies, E,, for the (a) methane—-air flames, and (b)
hydrogen-air flames of Figure 7.7.8.

7.7.4. Dependence on Freestream Temperature

The upstream temperature affects the flame speed in three ways. The first factor is
through the adiabatic flame temperature T,q = T, + (g./cp) Y., which influences the
reaction rate. For low and small changes in the upstream temperature the influence
is not expected to be strong because the chemical heat release, represented by g,
is much larger than the thermal energy contained in the upstream flow. For larger
values of T, the dependence is more sensitive because of the Arrhenius factor.
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Figure 7.7.11. Computed effective flame thicknesses, ¢9,, for the (a) methane-air flames, and
(b) hydrogen-—air flames of Figure 7.7.8.
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Figure 7.7.12. Computed laminar flame speed, s_, and laminar burning flux, f¢, of stoichiometric
methane—air flames with different mixture temperatures.

The second factor is due to the change in the transport properties. From the
constant property derivation we have f° ~ (x/c,)!/?. Since A/c, ~ T?, with y < 1,
the temperature dependence through transport property variation is only mildly
sensitive.

The third factor is through the change in density. That is, for a given mass flow rate
f° = pus ~ s/ T,, increasing T, will lead to a corresponding increase in s¢. This
effect is eliminated by considering f instead of s;.

Figure 7.7.12 shows some calculated s_ and f° for stoichiometric methane-air
mixtures. The f° curve shows that the combined effect of the Arrhenius factor and
transport properties is somewhat linear. The curvature in s is then mostly due to the
density variation.

7.7.5. Dependence on Transport Properties

The laminar burning flux f° varies linearly with (1/c,)!/?> and Arrheniusly with
the flame temperature, which depends on the specific heat of the gas. These re-
lations have been demonstrated by the measured and computed flame speeds of
methane in different oxygen—inert mixtures, in which different inerts were used
while the oxygen-to-inert molar ratio was fixed at 0.21/0.79. Figure 7.7.13 shows
that the burning fluxes vary in the order of ( f°)ue > (f°)ar > (f°)n,. The reason
being that whereas He and Ar have the same specific heat (per mole), He is lighter
and therefore has a higher A/c, because of the higher thermal conductivity coeffi-
cient; therefore ( f*)uge > (f°)ar. Similarly, whereas Ar and N; have similar thermal
conductivity coefficients because their molecular weights do not differ much, Ar,
being monatomic, has a smaller specific heat and hence a higher flame temperature.

Consequently () ar > (fO)N,-
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Figure 7.7.13. Computed laminar burning flux, £, of stoichiometric methane-air flames in various
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7.8. CHEMICAL STRUCTURE OF FLAMES

Itis instructive to recapitulate what we have studied so far on the standard premixed
flame. We have focused on the theoretical derivation and experimental determina-
tion of the laminar burning velocity. The derivation is based on a flame structure
that consists of a broad, diffusive-convective, preheat zone, followed by a much
narrower diffusive-reactive zone within which a one-step, large-activation-energy
reaction takes place, with the attendant heat release. Hence chemical activation and
heat release occur in the same narrow region at the downstream end of the flame
structure. We subsequently presented the experimentally and computationally de-
termined laminar burning velocities (in the latter case detailed chemistry was used)
and interpreted these data on the basis of the theoretically derived expression for
the laminar burning velocity. It was emphasized that chain mechanisms, which are
inherently multistepped, can profoundly affect the overall kinetic parameters used
by the theory. Such an understanding not only points to the quantitative and for
certain situations qualitative inadequacy of the one-step reaction used in the for-
mulation, but it also argues against the physical realism of the associated two-zone
flame structure for three reasons. First, since chain mechanisms frequently consist of
large-activation-energy branching reactions that are temperature sensitive, and ter-
minating reactions that may not be temperature sensitive, as noted earlier, a chain
mechanism may spread out over the entire flame structure, with the terminating re-
actions being effective also in the relatively low-temperature, preheat zone. Second,
since some of these terminating reactions can be highly exothermic, the heat re-
lease profile within the flame structure is correspondingly affected. Third, chemical
activation is purely thermal in nature for the one-step reaction, and occurs at the
downstream end of the preheat zone where the temperature is close to that of the

b
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flame. However, from our studies of kinetic mechanisms we know that chemical ac-
tivation is frequently initiated through the agency of radicals. These radicals can be
produced in the high-temperature region of the flame structure and back diffuse to
the colder region to initiate the reaction. This again implies the need for a more
detailed description of the reaction mechanism and hence flame structure beyond
that of the one-step.

In the following we shall first discuss the chemical structure using detailed mech-
anisms. Both the standard premixed flame and the counterflow nonpremixed flame
will be studied and contrasted, after a brief discussion of the experimental aspects of
studying the flame structure. We shall demonstrate that while homogeneous kinetics
is preserved in the diffusive environment of flames, species transport plays an essen-
tial role in the flame structure. We shall then present results of the flame structure
analysis based on reduced mechanisms, obtained by using asymptotics.

7.8.1. Experimental Methods

Although we shall conduct the following discussion on the chemical structure of
flames based on calculated results, experimental studies have contributed essentially
to our understanding of the fuel oxidation kinetics and the resulting flame structure.
In particular, although studies of chemistry are best conducted in homogeneous
systems such as the shock tube, flow reactor, and well-stirred reactor, the chemi-
cal structure of laminar flames provides additional information and scrutiny on the
validity and completeness of the mechanism as it is subjected to environments of
extensive variations in temperature and composition.

A flame structure is defined by its velocity, temperature, species, and reaction rate
profiles. Experimental techniques developed for flame structure studies can be clas-
sified as either intrusive or nonintrusive. In terms of intrusive measurements, flow
field, thermal structure, and species profiles can be respectively determined using hot
wire velocimetry, thermocouple, and probe sampling (see, for example, Fristrom &
Westenberg 1965; Gaydon & Wolfhard 1970). These techniques are relatively simple
in design and usually inexpensive to acquire, although they have many limitations
and their execution also requires skill and care. In general, the insertion of a mea-
suring probe alters the flame structure and its properties at the location where the
measurement is conducted, especially in view of the thinness of the flame and the fi-
nite dimension of the probe. Furthermore, hot wire velocimetry cannot be applied to
flame studies because of the high temperature of the environment. For thermocouple
measurements, there can be substantial uncertainty in the correction due to radiative
and conductive heat loss. Furthermore, the heat release due to possible catalytic re-
actions at the thermocouple surface can also lead to higher measured temperatures.
Although this catalytic effect can be mostly eliminated by coating the thermocouple,
the coating increases its thickness and thereby disturbance to the flow field. For gas
sampling of the species composition, and its subsequent analysis by using for exam-
ple gas chromatography, it is essential that all chemical reactions are quenched, say
through rapid expansion, once the sample is extracted by the probe.
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Regarding nonintrusive, optical measurements, the most straightforward approach
is imaging based on high-speed or multiple-exposure photography coupled to shad-
owgraph, schlieren, and interferometry. The possibility multiplies when laser is used
as the light source, capitalizing on properties of light scattering, absorption, and
emission, and based on the principles of linear and nonlinear optics. The probing
can be spatially single point or multidimensional imaging, and temporally single
pulse or continuous. As examples, the flow field can be quantified by laser Doppler
velocimetry and particle image velocimetry, as mentioned earlier, while tempera-
ture can be measured via interferometry, Raman spectroscopy, coherent anti-Stokes
Raman scattering (CARS), Rayleigh scattering, and laser induced fluorescence
(LIF). Raman spectroscopy and CARS are also used to determine the major species
concentrations, while LIF is suitable for the detection of minor species. These laser-
based techniques provide fine spatial and temporal resolution without disturbing
the flame structure, although their setup can be quite costly and involved. In addi-
tion, sophisticated post-processing procedure may be required. Finally, there are also
physical processes affecting the fidelity of laser diagnostics that have to be taken into
account, such as thermophoretic effects on the seeding particles in LDV and PIV,
line broadening in Raman spectroscopy, and collisional quenching in LIF. Eckbreth
(1996), Wolfrum (1998), Kohse-Hoinghaus and Jeffries (2002), and Kohse-Hoinghaus
et al. (2005) provide comprehensive literature on the principles of laser diagnostics
in combustion.

7.8.2. Detailed Structure

7.8.2.1. Premixed Flames: We first study the calculated structure of the standard
premixed flame of a stoichiometric hydrogen—air mixture at one atmosphere pressure
and room temperature, obtained by using the detailed mechanism of Kim, Yetter and
Dryer (1994), listed in Table 3.1. Specifically, Figure 7.8.1a shows the profiles of the
major species (H,, O, and H,O); Figure 7.8.1b the minor species (H, O, OH, HO,,
and H,0,); Figure 7.8.2a the total heat production rate, and the fractional amount of
heat release; Figure 7.8.2b the molar production rates of H, H,, O,, and H,O; Figure
7.8.3a the rates of key reactions involving the radicals H, O, and OH that account for
the consumption of H, and O;; and Figure 7.8.3b the heat production rates of the key
exothermic and endothermic reactions. The temperature profile is superimposed in
selected figures in order to provide a direct indication of the thermal environment
experienced by the various flame properties.

Figure 7.8.1a shows that, due to the higher diffusivity of H, as compared to O,
as well as heat, H; has a thicker diffusion zone than those of O, and T. This higher
diffusivity actually causes a “bump” in the mole fraction of O, because of the rapid
reduction in the concentration of H, as the mixture approaches the active reaction
zone.

The active reaction zone, which approximately spans between 0.04 and 0.1 cm,
can be considered to consist of two layers, namely a leading, H consumption layer,
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Figure 7.8.1. Chemical structure of the stoichiometric hydrogen—air premixed flame at standard
conditions: (a) major species, and (b) minor species; temperature profile superimposed.

followed by an H production layer, as shown in Figure 7.8.2b. The H consumption
layer coincides with the concentration profile of HO, shown in Figure 7.8.1b, which
is the first noticeable radical as the freestream mixture enters the active reaction
zone of the flame. However, while the emergence of HO; is also the indication of
the initiation of the reaction zone for the ignition of a homogeneous H,—air mixture,
as discussed in Section 3.2, the production of HO, for the present flame case is not
through reaction (—H10): H, + O, — HO; + H. Rather, it is through reaction (H9):
H+ O, + M — HO; + M, with H generated in the downstream, high-temperature
layer through reactions (H2): O + H, — H 4+ OH and (H3): OH + H, — H + H,O,
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